In this paper we consider the problem of computing a sparse approximate solution of the continuous-time Lyapunov equation for large-scale interconnected (distributed) systems. Specifically, we show that if the coefficient matrices of the Lyapunov equation are symmetric, sparse banded matrices then the solution exhibits off-diagonally decaying behavior. On the basis of this important insight, we develop a computationally efficient method for approximating the solution of the Lyapunov equation by a sparse banded matrix. The computational and memory complexities of the developed method are linear in the size of coefficient matrices. Consequently, the developed method is computationally feasible for interconnected systems with a very large number of subsystems. The results of this paper can be generalized for the sparse coefficient matrices whose first few powers are sparse matrices. Furthermore, the results of this paper can be used to compute a sparse approximate solution of the Sylvester equation in which coefficient matrices are sparse. This novel approximation method opens the door to the development of computationally efficient methods for approximating the solution of the large-scale Riccati equation by a sparse matrix.
Introduction
Large-scale interconnected systems consist of the interconnection of a large number of dynamical subsystems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . The focus of this paper is on the large-scale interconnected systems described by state-space models with sparse matrices. The importance of this class of interconnected systems can be best illustrated by the fact that the state-space models with sparse banded matrices are obtained by discretizing Partial Differential Equations (PDEs) using the finite difference or finite element methods [21, 22] . Each discretization node or a group of discretization nodes can be seen as a subsystem, and the discretization mesh can be interpreted as a dynamical network [22] . The Lyapunov and Sylvester equations are ubiquitous in systems and control theory and in signal processing. For us, the most interesting application of the Lyapunov equation, is in the methods for solving the optimal control (estimation) problems of large-scale systems. Namely, the solution of the Linear Quadratic (LQ) optimal control problem can be found by solving the Riccati equation. A widely used method for solving the Riccati equation is the Newton method [23] [24] [25] [26] [27] [28] [29] . In each step of the Newton method it is necessary to solve the Lyapunov or Silvester equations (or the Stein equation for discrete-time systems, see for example [30] ). Further applications of the Lyapunov and Sylvester equations can be found in [31] .
The goal of this paper is to analyze the solution of the Lyapunov equation for large-scale interconnected systems and to develop a computationally efficient method for approximating the solution by a sparse matrix. Specifically, we consider the large-scale, continuous-time Lyapunov equation:
where A ∈ R N n×N n is a sparse matrix describing the global dynamics of an interconnected system, X ∈ R N n×N n is a solution that we search for, P ∈ R N n×N n is a sparse, negative definite matrix, N is a very large number representing the total number of subsystems (for example, for discretized PDEs N can be in the order of 10 6 or even larger), and n N is the state order of the subsystems. The (block) sparsity pattern of A describes the interconnection structure of the large-scale system, for more details see Section 2. Obviously, finding the solution of (1) is a computationally challenging task. The computational challenges in solving the Lyapunov equation for large-scale systems are maybe best described by the author of the recent survey [31] on linear matrix equations: "A distinctive feature in the large-scale setting is that coefficient matrices (the matrices A and P ) may be sparse, the solution matrix is usually dense and thus impossible to store in memory... For A in the order of 10 4 or larger the solution cannot be stored explicitly..."
A large variety of methods for solving the large-scale Lyapunov equation are coping with this problem by searching for a low rank approximationX = ZZ T to the "true" solution X, where Z is the "tall" matrix that is computed and stored [31] . However, the approximate solution in the form ofX = ZZ T is completely dense (fully populated). Taking into account that the Newton method solves the Riccati equation by solving series of the Lyapunov equations, the solution of the Riccati equation is also dense. This implies that the feedback matrix of the LQ control law is also dense. However, for the distributed control of large-scale interconnected systems, we would like to compute a sparse feedback matrix [18, 32, 33] . Namely, sparse feedback matrix enables us to implement the controller on a network of sensors, actuators and computing units that communicate locally. On the other hand, due to the fact that the computational and memory complexities of multiplying a vector with a sparse matrix are linear, sparse feedback matrix implies that the centralized LQ control law can be implemented with linear complexity. In Section 5, we show that if it is possible to accurately approximate the solution of the Lyapunov equation by a sparse matrix, then using the inexact Newton methods [25] it is possible to determine a sparse approximate solution of the Riccati equation. That is, if the solution of the Lyapunov equation can be accurately approximated by a sparse matrix, then the LQ feedback matrix can be approximated by a sparse matrix. In [32] [33] [34] methods have been developed for computing sparse, optimal feedback gains. However, the computational and memory complexities of these methods are at least O(N 3 ) and O(N 2 ), respectively, and consequently, these methods are not applicable to large-scale systems. The above explained problems motivate us to search for the answers to the following questions:
(1) Is the solution X spatially localized ? Under the term of "spatially localized matrix", we understand a matrix whose entries decay very quickly in magnitude outside some sparsity pattern (for example, outside a bandwidth of a matrix) [35] . Off-diagonally decaying matrices [35] [36] [37] are typical examples of spatially localized matrices. Roughly speaking, the off-diagonal elements of these matrices decay as they are further away from the main diagonal.
(2) Can the solution of (1) be accurately approximated by a sparse matrix, and can this approximate solution be computed with O(N ) computational and memory complexities? There is a strong correlation between this question and the first one, because if a matrix is spatially localized then it can be accurately approximated by a sparse matrix [1] .
Regarding the first question, in this paper we show that if the coefficient matrices A and P are banded, symmetric matrices, then the solution of the Lyapunov equation is an off-diagonally decaying matrix. This is shown by proving that the matrix exponential of A is an off-diagonally decaying matrix, as well as by approximating the integral representation [38] of the solution of the Lyapunov equation. On the basis of this important insight, we develop an O(N ) method for approximating the solution of the Lyapunov equation by a sparse, banded matrix. The results of this paper can also be generalized to the case of sparse matrices A whose first few powers are also sparse matrices (see Section 4.3). The results of this paper will be additionally used in future papers to develop a computationally efficient method for computing a sparse, approximate solution of the Riccati equation and consequently to develop an efficient method for approximating the LQ feedback matrix by a sparse matrix. This paper is organized as follows. In Section 2, we define the problem of approximating the solution of the Lyapunov equation. In Section 3, we prove that the matrix exponential of A is an off-diagonally decaying matrix and we present a computationally efficient method for approximating the matrix exponential by a sparse matrix. In Section 4, we show that the solution of the Lyapunov equation is an off-diagonally decaying matrix and we develop a method for approximating the solution by a sparse banded matrix. In Section 5, we explain the relations between the solution of the Lyapunov equation, solution of the Riccati equation and the solution of the LQ control problem. In Section 6, we present numerical experiments, and in Section 7, we present conclusions and discuss the future work.
Problem formulation
First we explain the used notation. The notation X = [x i,j ] denotes a matrix whose (i, j) entry is x i,j , whereas X = [X i,j ] denotes a block matrix whose (i, j) entry is the matrix X i,j . The notation z = col (z 1 , z 2 , . . . , z M ) denotes a column vector:
T . Next, X = diag (X 1 , X 2 , . . . , X M ) denotes a block diagonal matrix, with the matrices X 1 , X 2 , . . . , X M on the main diagonal. An N ×N matrix X = [x i,j ] is called the sparse banded matrix if there exists an even positive integer s such that x i,j = 0 when |i − j| > s/2, and s N . The number s is called the bandwidth of X and we say that the matrix X is s-banded. For example, a tridiagonal matrix has the bandwidth equal to 2. If the matrix X 1 has the bandwidth s 1 and the matrix X 2 has the bandwidth s 2 , then the product X 1 X 2 has the bandwidth equal to s 1 + s 2 . The notation exp (X) denotes the exponential of the matrix X. The notations X 2 and X F denote the 2-norm and the Frobenius norm of X, respectively. We have X F = tr (X T X), where tr X T X denotes the trace of X T X. We consider a subsystem S i :
where x i (t) ∈ R n is the local state of the subsystem S i and y i (t) ∈ R r is the local output, A i,j ∈ R n×n and C i ∈ R r×n and t is time. The state-space model of the global system (dynamical network ) S is:
where x(t) = col (x 1 (t), . . . , x N (t)), y(t) = col (y 1 (t), . . . , y N (t)), A ∈ R N n×N n and C ∈ R N r×N n . The vectors x(t) ∈ R N n and y(t) ∈ R N r are called the global state and global output, respectively. We assume that the total number of subsystems N is a very large number and that n N . Furthermore, we assume that b N . That is, we assume that the matrix A is a sparse banded matrix. The bandwidth of A is denoted by m. For presentation clarity we assume that the matrix A is symmetric. The theory presented in this paper can be generalized for the matrices A whose first few powers are sparse matrices (see Section 4.3). For example, the state-space model (3) can be obtained by discretizing the 2D and 3D partial differential equations using the finite difference methods [21, 22] . Finally, we assume that the matrix P in (1) is a sparse, banded matrix with the bandwidth equal to l, where l N . The solution of the Lyapunov equation (1) of the global system (3), has the integral representation given in the following theorem.
Theorem 1 [38] Suppose that (symmetric) A is asymptotically stable. Then the (unique) solution of the Lyapunov equation (1) can be written as:
Proof: See the proof of Theorem 13.19 and see Theorem 13.23 in [38] .
For the sequel we will assume that the matrix A is asymptotically stable. Our first goal is to approximate the integral (4) by a sparse banded matrix. This will be achieved by first showing that the matrix exp (tA) belongs to the class of off-diagonally decaying matrices and by approximating the matrix exponential by a sparse banded matrix using the Chebyshev matrix polynomials. On the other hand, the solution of (1) can be found by solving the following optimization problem [39] :
The standard method for solving this optimization problem is the steepest descent method. If the initial guess of the steepest descent method is far away from the optimal solution of (5), then the steepest descent method needs a large number of iterations to converge. Our numerical results show that when the steepest descent method is initialized with the approximate solution of (4), then it needs a relatively small number of iterations to converge. In this way, the accuracy of the approximation of (4) can be additionally improved. To summarize, the goal of this paper is to develop a 2-steps method for approximating the solution of the Lyapunov equation. In the first step, the integral (4) is approximately solved. In the second step, using this approximate solution as an initial guess, the steepest descent method is applied to (5).
3 Off-diagonal decaying matrices and Chebyshev approximation of matrix exponential
In this section we will first show that the matrix function exp (tA) belongs to the class of off-diagonally decaying matrices and then we will approximate it using the Chebyshev matrix polynomials. The off-diagonally decaying matrices can be defined as follows (see also Section 4.3) [35, 37, 40, 41] .
is an off-diagonally decaying matrix if there exist τ > 0 and ρ ∈ (0, 1) such that
for all i, j = 1, . . . , N n. The constant ρ is usually referred to as the decay rate of Z [41] . In [37] it has been shown that the inverses of banded, positive definite matrices, are off-diagonally decaying matrices. Furthermore, in [42] it has been shown that the functions of symmetric, sparse banded matrices also exhibit a form of off-diagonal decay. Finally, in [35] this result has been extended to diagonalizable, sparse matrices. Using the theory developed in [42] , we will prove that exp (tA) is an off-diagonally decaying matrix.
To do so, we will have to shift and scale A such that the eigenvalues of the shifted and scaled matrix belong to the interval [−1, 1] on the real axis. Let the constants a and b be defined as follows a = λ min (A) and b = λ max (A), where λ min (·) and λ max (·) denote minimal and maximal eigenvalues. Because the matrix A is a symmetric, asymptotically stable matrix, we have that a < 0 and b < 0 and |b| ≤ |a|. Because the matrix A is sparse, the extreme eigenvalues a and b can be computed with O(N ) complexity [35, 43] . The standard way for analyzing the behavior of matrix functions is to formally substitute the matrix argument A by a complex variable z and to use the results from the complex analysis [35, 42] . Following this practice, we transform the matrix function exp (tA) into a complex function exp (tz), where z belongs to a domain that contains the spectrum of A, that is, z ∈ [a, b]. It is obvious that the eigenvalues of tA are in the interval [ta, tb] . The next step is to transform this interval into the interval [−1, 1]. This can be achieved by defining a new variable w as follows:
In the sequel we define some functions and matrix expressions that will be used to prove Theorem 3. It can be easily seen that when tz ∈ [ta, tb] then w ∈ [−1, 1]. From (7) we have:
Using (8), we have:
Let A 1 be a matrix corresponding to the complex variable w. By substituting w with A 1 and z by A in (7), we obtain:
The eigenvalues of A 1 belong to the interval [−1, 1]. Similarly, from (8) we obtain:
By substituting tA in exp (tA) with (11), we define the function f (A 1 ):
It is obvious that f (A 1 ) = exp (tA), and consequently, the behavior of f (A 1 ) is identical to the behavior of exp (tA). The following theorem proves that exp (tA) is an off-diagonally decaying matrix.
Theorem 3 Let χ be a positive real number that is larger than 1. Then the matrix exp (tA) is an off-diagonally decaying matrix with the parameters τ and ρ defined by:
Proof: given in Appendix 7.1.
Let exp (tA) = [e i,j ]. Theorem 3 shows that |e i,j | is bounded by the product τ (χ) ρ (χ) |i−j| , where χ is any real number in the interval (1, ∞). Similarly to Theorem 4 in [41] , the minimum of the function τ (χ) ρ (χ) |i−j| with respect to χ can be found, and consequently, the smallest upper bound on |e i,j | can be determined. For brevity we do not derive this smallest upper bound. In Numerical experiments section we plot the function τ (χ) ρ (χ) |i−j| for fixed |i − j| (see Fig. 3 ), and on the basis of this figure we find χ for which the function τ (χ) ρ (χ) |i−j| is minimal. This value is used to find the smallest upper bound on |e i,j |. Next, from (13) it can be observed that the parameter τ also depends on the spectrum of A (that is, on the extreme eigenvalues a and b) and on time t. The dependence of the off-diagonal decay rate of exp (tA) on the spectrum of A is not surprising, because it is very-well known that the off-diagonal decay of matrix functions, such as the inverse of banded A, is faster if the condition number of A is smaller [37] . The analysis of the dependence of the off-diagonal decay rate of exp (tA) on the condition number of A is most likely non-trivial and is left for future research. Finally, from (13) we can see that the decay rate is faster if the bandwidth m of the matrix A is smaller (the decay is faster if the decay rate ρ is smaller). This suggests that the matrix exponentials of sparse, banded matrices have fast off-diagonal decay rate. Because exp (tA) is an off-diagonally decaying matrix, it can be approximated by a banded matrix using the Chebyshev series [35, 44] .
Chebyshev series approximation of matrix exponential
Because the spectrum of A 1 belongs to the interval [−1, 1], the truncated Chebyshev series expansion of the matrix exponential is defined by [35] : (14) where c k ∈ R are the Chebyshev coefficients, T k (A 1 ) ∈ R N n×N n are the Chebyshev (matrix) polynomials of the first kind, and the symbol M k=1 means that the first term in the sum is halved [45] . The Chebyshev polynomials are defined by [35] :
The Chebyshev coefficients can be approximated by [35] (see Remark 4):
where θ j = π j − 1 2 /R and R is a sufficiently large positive integer.
Remark 4 An alternative way for computing the Chebyshev coefficient of the exponential function is based on the Bessel functions, see the equation (2.1) in [44] .
By substituting in (12) the matrix A 1 with w, and I with 1, we define:
Substituting in (17) the argument w with cos (θ j ) we define:
The Chebyshev approximation error is defined
It can be easily shown (see for example, Section 4.1 in [35] ) that the upper bound on M is given by:
That is, the approximation error does not depend on the dimensions of the matrix A 1 . On the other hand in [44] it has been shown that:
where K 2 (M, b, t) is a constant depending on M , b and t, for more details see the equations (2.2) and (2.3) in [44] . By approximately computing the right-hand side of (19) or by computing (20), we can find M (the maximum order of the Chebyshev polynomials) for which the approximation error is relatively small. However, if M is large, then the Chebyshev approximationf (A 1 ) is fully populated matrix. Namely, from (15) we see that each Chebyshev polynomial can be expressed as the sum of powers of A 1 . Because the matrix A 1 is m-banded, the matrix A k 1 is km banded, k = 1, . . . , M . That is, for large k, the matrix A k 1 becomes fully populated. Because N is large (N is the total number of local subsystems), it might not be possible to compute and to store A k 1 . This implies that in order to ensure the matrixf (A 1 ) is sparse and to guarantee that it can be computed and stored with O(N ) complexity, M needs to be kept small. If the offdiagonal decay rate of exp (tA) is fast, then the numerical results show that even for small M , the approximation accuracy is relatively good. However, if the off-diagonal decay rate is not fast, selecting relatively small M can seriously compromise the approximation accuracy. One of the ways to resolve this problem is to employ the numerical dropping or sparsification technique [1, 35] . The sparsified Chebyshev polynomials are defined by:
where the sparsification operator D (Z), acting on an arbitrary matrix Z = [z i,j ], is defined by:
where d is the prescribed bandwidth. By setting to zero entries of 2A 1 T k − T k−1 that are outside the bandwidth d (which should be relatively small), the sparsification operator ensures that each Chebyshev polynomial T k+1 remains sparse banded matrix. In this way we can select large M and ensure that the matrixf (A 1 ) can be computed with O(N ) memory and computational complexities. The parameter d can be selected using the results of Theorem 3. First, the parameter χ should be selected such that the function τ (χ) ρ (χ) has the minimum value. Let the value of such a parameter be denoted by χ * . Then, we can find |i − j| for which the quantity
|i−j| is relatively small. Finally, we can select any d ≥ 2|i − j|. In this way, we ensure that we do not unnecessarily spend computation time on entries of the matrix exponential that are very small.
Approximate solution of the Lyapunov equation and off-diagonal decay
Using the results of the previous section, in this section we show that the solution of the Lyapunov equation exhibits a form of off-diagonal decay. On the basis of this insight, we develop a novel method for approximating the solution of the Lyapunov equation by a sparse banded matrix. At the end of this section, we discuss the generalization of the proposed methods to matrices whose sparsity patterns are more general than sparse banded sparsity patterns.
The off-diagonal decay of the solution to Lyapunov equation
Consider the "true" solution of the Lyapunov equation (4) . Because in Theorem 3 we proved that exp (tA) is an off-diagonally decaying matrix, by looking at the integral in (4), intuitively it should be clear that the matrix X exhibits some form of off-diagonal decay. In the sequel we will show this. For presentation clarity, we will first consider a special case, when the matrix P is a diagonal matrix, and then we will consider a more general case when the matrix P is a sparse banded matrix.
Theorem 5 Suppose that P = γI, γ < 0. Let the condition number of A be denoted by κ. Then the solution X of the Lyapunov equation (1) is an off-diagonally decaying matrix, with
Proof: Because A is symmetric, it is easy to see that
satisfies the Lyapunov equation (1) . On the other hand, because γ < 0, we have:
Furthermore, because A is a stable symmetric matrix, its eigenvalues are real and negative. That is, the matrix A is negative definite. This implies that the matrix −A is positive definite. Let (−A)
Theorem 2.4 in [37] it follows that the matrix (−A) −1 is an off-diagonally matrix, that is (25) where K 1 and ρ are given in (23) . Let X = [x i,j ], then from (24) we have that |x i,j | = |γ| 2 |a i,j |. Taking into account (25) we obtain |x i,j | ≤ τ λ |i−j| . This completes the proof. From Theorem 5 we see that the decay rate of X depends on the condition number of A. Specifically, if A is wellconditioned (κ is close to 1), then the decay rate is fast (the decay rate ρ is small). Now, does X exhibit a similar behavior when P is a sparse banded matrix? Not surprisingly, the answer is yes. To show this, we will use a result from [46] . From Theorem 4.3 in [46] , we have that the solution of the Lyapunov equation can be approximated by:
where q is a sufficiently large number and
In [46] it has been shown that the approximation error exponentially decreases with √ q:
where the constant K (A) depends on a and b. That is, as q approaches infinity, the approximation error approaches zero. Because exp (ψt j A) is an offdiagonally decaying matrix, the matrix P exp (ψt j A) also exhibits a form of off-diagonal decay. To show this, let exp (ψt j A) = [e i,j ] and P = [p i,j ], and let P exp (ψt j A) = [z i,j ], then we have:
where l/2 + 1 ≤ i ≤ N n − l/2 and l is the bandwidth of P . Because exp (ψt j A) is an off-diagonally decaying matrix and because |p i,j | ≤ P 2 , we have:
For |i − j| ≥ l/2 from (30) it follows:
This shows that the elements |z i,j | decay further away from the bandwidth l. On the other hand, when |i − j| < l/2 then the entries z i,j belong to the bandwidth l and from (30) it follows:
Keeping in mind that |i − j| < l/2 and ρ < 1, we have:
From (32) and (33), for |i − j| < l/2 we have
It can be easily shown that the upper bound (34) is also valid for entries z i,j for which i < l/2 and i > N n − l/2. Moreover, it can be shown that τ 2 > τ 1 , which means that the upper bound in (34) holds true for all entries z i,j . This shows that P exp (ψt j A) is an off-diagonally decaying matrix. Now, we need to show that exp (ψt j A) P exp (ψt j A) is an off-diagonally decaying matrix. In [41] it has been shown that the product of two infinite-dimensional offdiagonally decaying matrices is an off-diagonally decaying matrix (see Lemma 7 in [41] ). It is straightforward to generalize this result for finite matrices. That is, because exp (ψt j A) and P exp (ψt j A) are off-diagonally decaying matrices, it implies that their product is an offdiagonally decaying matrix. This implies that the approximate solution (26) is a sum of off-diagonally decaying matrices. It is obvious that the sum of two offdiagonally decaying matrices is again an off-diagonally decaying matrix. All this implies that the approximate solution of the Lyapunov equation, given by (26) , is an off-diagonally decaying matrix. By increasing q in (26), the approximate solution approaches the true solution.
Because by increasing q we are just summing up the offdiagonally decaying matrices, the sum remains an offdiagonally decaying matrix. This implies that the true solution X of the Lyapunov equation is an off-diagonally decaying matrix. This insight is important because it implies that the solution of the Lyapunov equation can be approximated by a banded matrix. In the sequel we present a method for computing this approximate solution.
Sparse solution of the Lyapunov equation
Let exp (ψt j A) denote the matrix function exp (ψtA) in which t is substituted by t j . Lett j = ψt j . For eacht j we can compute an approximationf j (A 1 ) of the matrix exponential exp t j A . By substituting in (26) the matrix exp t j A withf j (A 1 ), we define the approximate solution of the Lyapunov equation (see Remark 6):
Let us assume that each of the matricesf j (A 1 ), j = −q, . . . , q are computed using the sparsified Chebyshev polynomials (21) . Consequently, the matricesf j (A 1 ) are sparse, banded matrices with the bandwidth equal to d. Because the bandwidth of P is equal to l, we have that the total bandwidth off j (A 1 ) Pf j (A 1 ) is 2d + l. Because d N and l N , we have that 2d + l N , that is, the matrixf j (A 1 ) Pf j (A 1 ) is a sparse banded matrix. Furthermore, because the sum of matrices of equal bandwidths does not increase the bandwidth of the resulting sum, we have thatX 1 is a sparse banded matrix with the bandwidth equal to 2d + l. If q N then it is obvious that (36) can be computed with O(N ) computational and memory complexities.
Remark 6
The above explained method for approximating the solution of the Lyapunov equation is obtained by performing the following three approximations: 1) Approximation of the Chebyshev coefficients (16); 2) Approximation of the matrix exponential; 3) Approximation of the integral in (4). However, once the matrix exponential has been approximated, the integral in (4) can be computed exactly. In this way it is possible to establish an alternative method for approximating the solution of the Lyapunov equation. The derivation of this method is rather technical and for brevity we omit it. Because such a method is based only on two approximations, its accuracy is slightly higher than the accuracy of the method explained above. However, as it will be explained below, the approximate solution of the Lyapunov equation that is computed by approximating the integral (4), is just an intermediate approximation that is used as an initial guess for the steepest descent method. Consequently, we are not primarily interested in the accuracy of the intermediate approximation and the above explained method can be used to generate an initial guess.
As it is explained in Section 2, the solution of the Lyapunov equation can be found by solving the optimization problem (5) . The solution of (5) can be determined using the steepest descent method. However, if the initial guess of X for the steepest descent method is far away from the optimal solution, then the steepest descent method needs a large number of iteration to convergence. Because the solution computed using (36) is already an approximate solution of the Lyapunov equation, this solution should be an excellent initial guess for the steepest descent method. The numerical experiments in Section 6 confirm this. In the sequel we develop the sparsified steepest descent method for solving (5) . The steepest descent method for solving (5) has the following form:
where k is the iteration index, δ k is the step size and
Proposition 7 The step size δ k and the matrix G k of the steepest descent method (37), can be computed as follows:
where
Proof: Given in Appendix 7.2 By using (36) as an initial guess for (37) we can additionally improve the accuracy of the approximate solution of the Lyapunov equation. However, from (40) and (41) it follows that after each iteration k, the bandwidth of X k is increased. This implies that the solution computed using (37) is dense, and the complexity of each iteration k is at least O(N 2 ). To ensure that the approximate solution remains sparse, we need to sparsify the steepest descent method:
where D (·) is a sparsification operator defined in (22) . In this way, we ensure that X k+1 always remains sparse banded matrix with the bandwidth equal to d. Furthermore, we ensure that each iteration of the sparseified steepest descent method (42) can be computed with O(N ) computational and memory complexities.
On the other hand, in each iteration of the sparsified steepest descent method, the sparsification operator introduces errors that might affect the convergence rate. Namely, by setting to zero some entries of G k , the gradient direction is perturbed. The effect of these perturbations on the convergence of the steepest descent method can be quantified using the approaches presented in [47] [48] [49] [50] . Our numerical results (see Fig. 8 ) show that by increasing d, the steady-state value of the residual R k 2 is decreased (see the equation (41)). Furthermore, the convergence is faster if d is larger. On the other hand, if d is larger, then the computational and memory complexities increase. We have also observed that the residual does not converge to zero, but instead remains in a relatively small vicinity of zero. Analysis of the effect of the perturbation errors on the convergence of the steepest descent method is left for future research.
Generalizations
The results of this paper can be straightforwardly generalized for system matrices A whose first few powers are also sparse matrices. Let G = (V, E) be a directed graph describing the sparsity pattern of A, where V = {1, . . . , N n} is the set of vertices and E ⊆ V × V is the set of edges. Let the distance between the vertex i and the vertex j be denoted by d(i, j). Let us suppose that A is diagonalizable, that is, A = U ΛU −1 . Furthermore, let exp (tA) = [e i,j ]. In Theorem 3.4 in [35] , it has been shown that:
where cond (U ) denotes the condition number of U . This shows that the entries |e i,j | decay as the distance between the vertex i and j increases. If the decay rate is fast, then the matrix exponential can be approximated by a sparse matrix. In practice we do not need to diagonaize A (diagonalization of a matrix is a computationally expensive task). Diagonalization is introduced only to formally prove that exp (tA) is a decaying matrix. Unfortunately, when the spectrum of A does not lie on the real axis, then the method presented in Section 3 cannot be used to approximate the matrix exponential. Luckily, in such cases, the matrix exponential can be approximated using the Faber series [51] . Similarly to the Chebyshev approximation of the matrix exponential, it can be shown that the approximation of the matrix exponential using the Faber polynomials can be expressed as the sum of powers of A, see for example [51] . For example, let the maximal order of the Faber series approximation be given by k. Then this approximation contains the following powers of A: I, A,. . . , A k . Assuming that these powers are sparse matrices and that k is relatively small, the Faber polynomials are also sparse matrices and they can be computed efficiently, for more details see [51] . Once the matrix exponential is approximated by a sparse matrix, the 2-steps approximation method can be straightforwardly applied.
Lyapunov equation and the Newton method for solving the Riccati equation
For completeness, in this section we will briefly explain the main ideas of a method for computing a sparse approximate solution of the Riccati equation and the LQ control problem. The convergence analysis of this method is left for future research. Consider the global system that is driven by the input:
where u(t) = col (u 1 (t), . . . , u N (t)) is the global input and B is a sparse banded matrix of appropriate dimensions. The LQ control law determines the global input by solving:
where Q = Q T ≥ 0 and V = V T > 0 are weighting matrices of appropriate dimensions. The solution of the LQ problem is given by [27] :
where W ∈ R N n×N n is the (symmetric) positive semidefinite, stabilizing solution of the (algebraic) Riccati equation [27] :
The Newton-Kleinman method [27] for solving (47) consists of the following iteration. For k = 1, 2, . . . perform the following steps [27] :
(1) Assign
(2) Compute a sparse, banded, approximate solution W k of the Lyapunov equation:
The initial guess of W, denoted by W 0 , should be chosen such that the matrix A 0 is stable. For simplicity, let us assume that the weighting matrices in (45) are diagonal, see Remark 8. Furthermore, let us assume that the initial guess W 0 is a sparse banded matrix. Taking into account that A, B and C are sparse matrices, the matrices F 0 and A 0 are sparse matrices. Because of this, the right-hand side of (50) is a sparse banded matrix, and it is possible to apply the developed method to find a sparse approximate solution of W 1 . Let the bandwidth of W 1 be denoted by m 1 and the bandwidth of B be denoted by m 2 . From (48) we have that the bandwidth of F 1 is m 1 + m 2 . Consequently, the bandwidth of the right-hand side of (50) N n is not satisfied, then the complexity of solving (50) is relatively high. This problem can be solved by sparsifying the right-hand side of (50) . Namely, instead of solving (50), the following sparsified equation needs to be solved:
where D (·) is the sparsification operator. Using the same idea, the matrix A k can be sparsified. In this way, we ensure that the matrix W k can be always approximated by a sparse banded matrix with O(N ) complexity. Because in each iteration the Lyapunov equation is solved approximately, the approximation errors propagate from one iteration to another of the Newton method. In [25] , conditions have been derived that guarantee robustness and stability of the Newton iteration with respect to these errors. For brevity we do not analyze the error propagation. The detailed error propagation analysis is left for future research.
From (46) we see that if the matrix W is a sparse banded matrix, then the LQ feedback matrix F is also sparse banded matrix. That is, the inexact Newton method presented in this Section shows that if the solution of the Lyapunov equation can be approximated by a sparse banded matrix, then the LQ feedback matrix can be also approximated by a sparse banded matrix.
Remark 8 Let us consider the case when the weighting matrix V is sparse banded. In this case, the matrix V −1 is full (inversion destroys the structure). From (46) we see that if V −1 is full, then the feedback matrix is full. However, in [1, 36, 43] it has been shown that well-conditioned, sparse banded matrices can be accurately approximated by sparse banded matrices. This shows that it is also possible to compute sparse, approximate, feedback LQ gains for sparse weighting matrices (provided that they are wellconditioned).
Numerical Experiments
We demonstrate the effectiveness of the developed methods on the example of a state-space model obtained by discretizing the 2D heat equation over the rectangular domain, for more details about this model see Section 2 of [22] . Such a model can describe the temperature change of a thermally actuated deformable mirror used in extreme ultraviolet lithography [22, [52] [53] [54] [55] [56] . The total number of local subsystems N will be varied. The system matrices of each local subsystem are: 
where a = −1.36, e = 0.34 and I 6,6 is the 6 × 6 identity matrix. The matrix A is block tri-diagonal. The matrix P = [P i,j ] is defined by: First, for t = 1 we compute exp(tA) using the builtin MATLAB function expm (·). The surface plot ("city plot") of expm (·), that illustrates the off-diagonal decay, is shown in Fig. 2 . In Fig. 3(a) we show the dependence of τ χ |i−j| on χ for t = 1 and |i − j| = 2, see the equation (13) . We see that the function τ ρ 2 approximately reaches its minimum for χ * = 2.35. For χ * and t = 1, in Fig. 3(b) we compare the actual ("true") off-diagonal decay rate of exp (tA) and the estimate of the off-diagonal decay rate given by (13) . This figure demonstrates that the estimate of the off-diagonal decay rate given by (13) can be conservative. Next, for t = 1 and N = 100, we approximate exp(tA) using the Chebyshev method. For M = 7, the approximation error is M = 4.4 × 10 −7 . In Fig. 4(a) we show the sparsity pattern of the computed approximation of the matrix exponential. These results demonstrate that the matrix exponential can be approximated by a sparse matrix with a high accuracy. This is because the offdiagonal decay rate of the matrix exponential, shown in Fig. 3 (b) , is fast. In Fig. 4(b) we show how the Chebyshev coefficient depend on time t. It can be observed that as t increases the decay rate of the Chebyshev coefficients decreases. This implies that for the fixed approximation order M , the accuracy of approximating exp (tA) using the Chebyshev approximation is better if t is smaller. In Fig. 5 we illustrate the complexity of the Chebyshev method. For comparison we also show the computational and memory complexity of the MATLAB builtin function expm(·). It can be seen that the memory and computational complexity of the proposed method scale approximately with O(N ), in contrast to the function expm(·), whose complexity is at least O(N 2 ). For N = 250, in Fig. 6(a) we illustrate the off-diagonal decay of the "true" solution of the Lyapunov equation
The "true" solution is computed using the built-in MATLAB function lyap(·). It can be observed that the off-diagonal decay rate is fast. Furthermore, we observed that as N increases, the off-diagonal decay does not change significantly. The approximate solution is computed by first computing (36) and by using it as an initial guess for the sparsified steepest descent method. The approximation (36) is computed for q = 50 and M = 13. We limit the number of iteration of the sparsified steepest descent method to 50 and we chose d = 200 as the bandwidth of the sparsification operator. The approximation error is practically independent from N , and it is in the order of 10 −4 (the relative error is very small). In Fig. 6(b) we plot the error after 40 iterations of the steepest descent method. This error can be decreased by increasing the bandwidth d or by increasing the number of iterations of the steepest descent method. The complexity of the new method is shown in Fig. 7 . For comparison we also present the complexity of the MATLAB function lyap(·). Finally, we show how the convergence of the steepest descent method is influenced by the bandwidth of the sparsification operator (the results are shown for N = 150). The convergence of the steepest descent method for d = 140, 160, 200, is shown in Fig. 8 . It can be seen that the steepest descent method is robust with respect to the errors introduced by the sparsification operator. As the parameter d is increased, the residual is decreased. 
Because a and b are negative and because |a| ≥ |b|, we have that b−a is positive, and consequently the function M 2 achieves its maximum at x = α, where α can be expressed as a function of χ as follows α = χ 2 + 1 /2χ [42] . That is,
To complete the proof, we need to show that (2χM 1 (χ)) / (χ − 1) is larger than f (A 1 ) 2 . We have:
First, it should be observed that because χ > 1 we have χ 2 + 1 / (2χ) > 1. Taking this account and keeping in mind that (b − a) ≥ 0, we have
On the other hand, we have that (2χ/(χ − 1)) > 1. This together with (61) implies that (2χM 1 (χ)) / (χ − 1) is larger than f (A 1 ) 2 = exp(tb). This completes the proof.
Proof of Proposition 7
It can be easily shown that:
Using the formulas for the derivatives of matrix trace, given in Section 2.5 of [57] and keeping in mind that tr (Z) = tr Z T , we have:
where R k is defined in (41) . The step size is determined by minimizing L(X k − δ k G k ). Namely, it can be easily shown that:
where Z k is defined in (41) . From (64) we have:
Minimizing the last expression with respect to δ k we obtain (39) . This completes the proof.
