The Time-Slotted Channel Hopping (TSCH) mode, defined by the IEEE 802.15.4e protocol, aims to reduce the effects of narrowband interference and multipath fading on some channels through the frequency hopping method. To work satisfactorily, this method must be based on the evaluation of the channel quality through which the packets will be transmitted to avoid packet losses. In addition to the estimation, it is necessary to manage channel blacklists, which prevents the sensors from hopping to bad quality channels. The blacklists can be applied locally or globally, and this paper evaluates the use of a local blacklist through simulation of a TSCH network in a simulated harsh industrial environment. This work evaluates two approaches, and both use a developed protocol based on TSCH, called Adaptive Blacklist TSCH (AB-TSCH), that considers beacon packets and includes a link quality estimation with blacklists. The first approach uses the protocol to compare a simple version of TSCH to configurations with different sizes of blacklists in star topology. In this approach, it is possible to analyze the channel adaption method that occurs when the blacklist has 15 channels. The second approach uses the protocol to evaluate blacklists in tree topology, and discusses the inherent problems of this topology. The results show that, when the estimation is performed continuously, a larger blacklist leads to an increase of performance in star topology. In tree topology, due to the simultaneous transmissions among some nodes, the use of smaller blacklist showed better performance.
INTRODUCTION
The IEEE 802.15.4e standard introduces several changes to the Medium Access Control (MAC) layer if compared to its previous version called IEEE 802.15. 4 , and five modes of operation (protocols) were defined, of which only three have been effectively researched [10] : TSCH (Time-Slotted Channel Hopping), DSME (Deterministic and Synchronous Multichannel Extension) and LLDN (Low-latency Deterministic Network).
TSCH divides the time into slots and uses the Frequency Hopping Scatter Spectrum (FHSS) to reduce the impact of multipath fading and external interference. This technique requires network synchronization and changes the communication frequency every packet is sent, i.e. in each timeslot, making the network more robust against problems that affect only a subset of the channels. Each timeslot in a TSCH network has an associated channel offset that is converted to a frequency in a pseudorandom hopping method.
A link between two nodes can be represented by a pair of timeslot in the slotframe (n), and the channel offset used by the nodes in that timeslot, defined as [n, channelOffset]. The frequency f to be used to transmit in timeslot n of the slotframe can be calculated as follows:
where ASN (Absolute Slot Number) represents the total number of timeslots incremented in each time interval from the beginning of the network, % is the modulus operator, and the length of the sequence (FHS_length) is 16 channels by default, without blacklisting in the calculation. Figure 1 shows an example of slotframe with eight timeslots (S0 to S7) in a TSCH network. Each timeslot lasts 10 ms like WirelessHART, and allows the transmission of a data packet and the corresponding ACK packet. If a particular transmitter does not receive the ACK packet within the same timeslot, it can retransmit the packet at the next slot allocated to it.
In addition to frequency hopping, TSCH considers the use of blacklists for channels that present low quality. Other standards such as WirelessHART and ISA100.11a, use the concept of frequency hopping and blacklisting as well. WirelessHART employs a central network manager with a frequency hopping and global blacklist approach. ISA100.11a defines a local blacklist scheme, where the nodes abort transmissions on channels that are blacklisted, which may prevent unsuccessful transmissions, but may increase the delay and decrease the Packet Reception Rate (PRR) at the application layer, if packets are dropped before they are transmitted.
There are 16 different channels available for communication; however, due to the inherent problems of wireless networks, especially in industrial environments, some of the channels must be inserted in the blacklist, decreasing the number of the available ones. Because of this, the FHS must be regenerated every time a channel is blacklisted.
The hopping sequences can be of arbitrary length of up to 511 elements and cover all or a subset of available channels for the physical layer [8] . The generation of a new FHS requires the computation of O (L) complexity, where L is the length of the FHS. Since L is generally a large number to ensure randomness (L = 511 in the FHS standard), FHS regeneration requires computational resources, which is a problem to be solved.
It is a challenging task to configure the blacklist and to schedule the node transmissions so that two or more neighbor links do not use the same channel at the same time. There are two approaches to creating a blacklist: global and local. In the first approach, all the nodes have the same list of channels, but this solution may become suboptimal, since the channels may present different quality for different network links, even if the nodes are close to each other [6] . In the second method, each pair of nodes can use different sets of channels [9] , i.e. a specific blacklist is defined per link. However, local blacklisting mechanisms are more complex than the global approaches, and can introduce collisions when two or more nodes transmit in the same timeslot with different blacklists, which can result in multiple nodes broadcasting on the same channel at the same time. Besides, if the environment is very unstable and the blacklist is modified very often, the local blacklist may not be useful because of too much signaling frames required for resynchronization. In this solution, a dedicated node estimates the quality of the links and decides when the channels need to be blacklisted. This device acts as a link quality estimator node (LQE node) and was described initially in a previous work [6] . Based on the estimation made by the LQE node, AB-TSCH sends the estimation information across the network using signaling frames (enhanced beacons -EB). To evaluate this approach, simulations with different sizes for the blacklist and different topologies were carried out in this work, and a comparison was made with the basic implementation of TSCH, which uses all 16 channels available in all links.
The importance of the correct channel blacklist management in TSCH has been neglected by most of the works, which focus more on scheduling, without worrying about the quality of the channels. This paper addresses this issue and discusses the management challenges.
SCHEDULING AND BLACKLISTS
When the communication among the nodes is based on beacons, more specifically EBs, each node obtains synchronization, frequency hopping, timeslot and slotframe information in each beacon packet. After receiving an EB, the node is synchronized with the network and initializes the slotframe.
EBs are used to advertise the TSCH network, but the beacons policy is not specified by the IEEE 802.15.4e standard. In the proposal presented for AB-TSCH, the coordinator, which also works as sink and link quality estimator node, sends beacons through all the 16 existing channels sequentially. This approach is important because the beacon is not limited to a single channel (usually the first channel), and the nodes that lost synchronization can switch to the other channels to receive those beacons. This reduces the time for a node to be reconnected, increasing the throughput of the network. When the network is built in a tree topology, as depicted in Figure 2 , the sink node sends beacons to the cluster heads (CH), which in turn send beacons to the endnodes. In a star topology, only the sink node sends beacons.
The tree topology is more challenging than the star topology because two nodes can send packets simultaneously in the same channel, at the same time (timeslot), causing packet losses. Even if they are in adjacent channels, there is some level of interference that must be mitigated. In star topology, each node is in a different channel and different timeslot, although it is possible to allocate shared slots for many nodes, as depicted in Figure 3 . In the latter, there must be some contention-based method to deal with collisions. In Figure 3 (a), each link between the nodes is allocated in a different channel, and a different timeslot. In Figure 3 (b), the nodes remain in the same channel for a term, and some timeslots are shared for other links, as in the third slot (4→1 and 2→5). The first approach (a) is called channel hopping, which is the default for TSCH and optional for the DSME mode, and the second one (b) is called channel adaption, and is only used in DSME mode. In [5] , there is a discussion about both methods, and the authors propose a third method, a novel hybrid of both. The results showed that the use of channel adaptation is better than channel hopping for the transmission of unicast packets, when the quality of the links are monitored continuously. However, for packets transmitted in broadcast by the coordinator, the use of channel hopping is a good alternative to deal with the spatial variation in the quality of the channels. With 15 channels blacklisted, TSCH mode is "forced" to work with channel adaption method.
In tree topology, after performing the calculation of Eq. 1, it is very likely that some nodes in the same timeslot with different channel offsets to receive the same or adjacent channels, which is a disadvantage since collisions and interference may occur on these communications, as illustrated in Table 1 .
The problem with collisions and interference with the blacklist approach in TSCH schedules is addressed by some researchers [2, 4, 13] .
In [2] , the authors introduced the Adaptive TSCH (A-TSCH), which uses channel blacklisting. The transmitting nodes become aware of the neighbors' blacklist, and both the transmitter and receiver use the same hopping sequence to communicate by inserting the list information into transmission packets. The same process is performed to maintain the timing information. The A-TSCH was encoded under the protocol stack of the Berkley OpenWSN operating system and implemented on the GINA sensor platform.
In [4] , the algorithm MABO-TSCH assigns in a centralized manner a collection of cells for each radio link, while considering local blacklists. Several channel offsets are assigned within the same timeslot, so that a radio link can pick one of the channel offset that does not give a blacklisted physical frequency. To be reactive, a pair of nodes locally decides the channels to be inserted into the list. To maintain a consistent list for the link, they insert it into the ACK package, combined with a sequence number. To estimate channel quality, MABO-TSCH explores the problem of Stochastic Multi-Armed Bandits (MAB).
In [13] , the algorithm LOST is presented and relies on information gathered by its 1-hop neighbors only. It multiplexes the different transmissions across different channels by allocating properly the channel offsets. A localized blacklist method is employed in the scheduler to avoid using the bad radio channels.
The dynamic whitelisting method of channels is used in [12] . The authors propose an improved version of TSCH, called Enhanced TSCH (ETSCH), which uses a non-intrusive channel quality estimation technique called NICE. The ETSCH uses the Energy Detection (ED) method of the frequency spectrum to measure the quality of the channels at each time interval. It frequently updates a channel stream and sets up a secondary list with the best channels through which the EBs are transmitted. At least two samples of channel energy are made per time interval, and using a secondary list reduces the likelihood of losing EBs.
SIMULATION MODEL OF INDUSTRIAL WIRELESS SENSOR NETWORKS
In [7] , a simulation model was developed to simulate multi-channel protocols for Industrial Wireless Sensor Networks (IWSN). The model captures the effects of fading, shadowing and non-stationary channel characteristics in industrial environments, as well as considering differences in the behavior and link asymmetry of the 16 channels.
The model was integrated into Castalia [1] , an open source simulator, and the Eq. 2 was used to simulate the large-scale path loss and shadowing. It shows the path loss in dB at distance d between transmitter and receiver,
where n is the path loss exponent and d 0 is the reference distance. There is a variation in power received, depending on where the measurement is performed. To capture this variation, a random variable X σ included in Eq. 2, where Xσ is a Gaussian distribution with mean zero and standard deviation σ , and the two parameters are represented in dB. Xσ is known as lognormal shadowing.
In addition to large-scale path loss and shadowing, small-scale attenuation was included in the model, and describes the rapid changes in the multi-path profile of the environment caused by the movement of objects around the receiver and transmitter. By default, the simulator does not implement the characteristics of industrial environments.
In [11] , experiments in industrial environments have shown that the distribution of Rice models the time attenuation in such an environment. Rice models the fading on a small scale when there is a dominant stationary signal, and random components overlapping the main component. In industrial environments, there are usually several invariant rays, and only a small part of the multipath profile is affected by moving objects [11] . As described in [7] , this distribution was also implemented in the simulation model, and the wireless channel parameters are defined as indicated in Table 2 in the Castalia simulation script. Figure 4 illustrates the operation of the simulator in relation to the power reception of packets, and the effects caused by the industrial environments in the network performance.
As a way of monitoring each channel used by the nodes, in this solution the coordinator waits for 10 values of the received signal strength indicator (RSSI) of each data packet to apply the model and obtain an estimate of the PRR of the endnode to the coordinator. If this value falls below the threshold, which has been set to 90% in the simulated environment, the link may switch its channel at the next multi-slotframe (cycle).
AB-TSCH PROTOCOL
Following the TSCH standard, in AB-TSCH the ACK packets are sent after reception of a packet in the same timeslot. If one of the nodes does not receive the ACK packet, it considers that the sink node has not received the data packet, and retransmits it in the time interval defined for it in the next cycle. If the sink node has received the original packet in the previous slotframe, but the endnode has not received the ACK, after receiving the retransmitted packet, the sink node considers it as a duplicated packet, and this is accounted for the estimation of channel quality.
To evaluate the blacklist management more quickly, in the simulation the maximum number of retransmissions was set to one, in case of failure on the first attempt, after that the packet is considered lost. However, this parameter is configurable and some authors define even up to eight retransmission packets, as in [3] . In this case, it is necessary to evaluate the dynamics of the network, since a large number of retransmissions decreases its throughput and increases the battery consumption of the nodes to transmit the same packet. In contrast, a small number of retransmissions may generate false positive in relation to the low quality of a given channel. In addition, a study should be made regarding the number of retransmissions and packet transmission rates to achieve high performance. These values depend on several factors; among them are the number of nodes, the capacity of the nodes to process information, the network topology, and the network dynamicity.
Both the cluster and the sink send ACK packets to each other. The endnode, upon receiving the ACK from the cluster head, it considers the packet to be successfully received. The same package is forwarded to the sink by the cluster head, which expects an ACK packet from the sink. If the cluster does not receive the ACK from the sink, it retransmits it in the next cycle.
The method used for managing the blacklist uses a fixed-length blacklist. When a channel becomes poor in quality, according to link quality estimator, it is blacklisted and other blacklisted channel is removed from the list. In this work, some performance metrics were analyzed as the PRR at MAC and application layers, the average number of packet transmission attempts, and latency. The Required Number of Packet transmissions (RNP) is the average number of retries made for each packet generated on the network, regardless of reception. Since two-packet transmission attempts were used, the maximum RNP value in this case is two.
In star topology, the blacklist was first defined statically for the last channels of the network, as depicted in Figure 6 (a). In this example, a blacklist of six channels is initialized, and the nodes cannot send packets to the sink (node 0) on the channels 11-16. During the network execution, after the channel analysis performed by the sink node, each node will have a local blacklist, and sometimes a channel blacklisted at the beginning will be whitelisted after the estimator analysis. In this topology, each node has its own timeslot, 
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Q2SWinet'18, October 28-November 2, 2018, Montréal, QC, Canada and as the blacklist increases in size, the quality of the star network also increases. This can be explained by the fact that, at each packet transmission, the node is on a different channel. By limiting the availability of channels, the nodes more frequently access the previous channels, allowing the estimator to check more precisely which channels are the best and the worst, blocking the latter. This way, the nodes will stay for longer term in channels with better quality. With 15 blocked channels, the nodes only switch to a better channel when the current channel presents lower performance. In tree topology, depicted in Figure 5 , the blacklist is randomly set at the beginning of the network. This approach can help nodes with simultaneous transmission to choose different channels, since the assigned channel in Eq. 1 is compared by AB-TSCH if it is blacklisted; if so, another channel is chosen until a whitelisted one is assigned. However, the use of different and non-adjacent channels with this approach is not fully guaranteed, since two nodes can choose the same channel after the calculation in Eq. 1. This issue is depicted in Figure 6 (b) in red for the links 10→1 and 12→2. It is necessary to develop methods that deal with the generation of local blacklists, and at the same time to program the nodes to transmit on different channels, and to avoid adjacent-channel interference. The In Figure 6 (a), only the first timeslot is set for the sink node to transmit beacons, and each beacon is transmitted in a different channel. After receiving it, the node 1 sends a packet to the sink in the first channel (2405 MHz), node 2 sends its packet in the third slot in frequency 2445 MHz, and so on. After all nodes sent their packets, the sink node transmit the second beacon in the second channel, and so on.
In Figure 6 (b), the sink node sends beacons in every channel the same way as in star network, and the cluster heads transmit beacons in the second slot using all the channels available. For transmission of beacons, there is no blacklist in this work, and the effect of bad quality channels in transmitting beacons is an issue to be researched. Fig. 7 presents a simple diagram of the protocol AB-TSCH. If many beacons are lost in sequence (this threshold can be configured), the endnode enters a recovery state, in which it listens in each of the 16 channels during k slotframe periods, until a beacon is received.
SIMULATION RESULTS
Simulations were performed for networks with 16 endnodes with transmission power of 0 dBm, and transmission rate of one packet/s. The nodes were arranged in an area of 200 × 200 m, using 10 replications, and with the network running for two hours in two configurations, one for star network, and the other for tree network. At each replication, the position of the nodes was randomly assigned, with a maximum distance of 40 √ 2 m from the sink node. In the case of tree network, there were one sink, two cluster heads, and 16 endnodes.
To guarantee a fair result, for each replication the same seed was used (seed is a parameter of the simulator) to evaluate both protocols in star network, TSCH and AB-TSCH, and different seeds were used in the different replications. Thus, both protocols were evaluated considering the nodes in the same position and with the same characteristics for the wireless channel during the replications. The second experiment with tree network used the same seed of star network, and was performed to evaluate the different sizes of blacklists in such topology with the AB-TSCH protocol.
In Figure 8 (a), PRR values are shown in the application layer for the TSCH protocol, and for AB-TSCH with blacklists (BL) of sizes 7, 9, 11, 13 and 15. The PRR in the application layer considers all aspects, including packet retransmissions and transmission failures of EBs. In Figure 8 (b) , the PRR is shown in the MAC layer, which considers only the packets that were effectively transmitted, disregarding the dropped packets due to problems in reception of EBs or synchronization failures. This allows analyzing the quality of the links in only one direction, from the endnodes to the sink. In Figure 8 (c) , the values relative to the RNP are shown, which is the average number of attempts made for each data packet generated in the network, regardless of reception. An attempt of transmission and one of retransmission were used, in case of not receiving the packet confirmation by the sink node, totaling two as the maximum value of the RNP.
When channel adaptation is used, which is a slow frequency hopping method, as in the 15-channel blacklist scenario, the results show a higher PRR than in the other configurations because the latter use fast frequency hopping. Simple TSCH behaves in a way that all channels are used without considering the use of a link quality estimator. Because the other configurations use this estimator, the result shows an improvement in the PRR, since the poor quality channels are blocked. Since the channel in the industrial environment undergoes many variations, the same channel that has been blocked can be removed from the blacklist after a certain period, depending on the variations of the environment. This issue was also considered in the development of the AB-TSCH, which for the context of this work, the reuse of blacklisted channels was done in a random way, however a smart reuse of those channels is required for future work.
Concerning the experiments with tree network, depicted in Figure 8 (d) , the application layer with blacklists between blacklist 7 and 10 presented almost the same results, as well as in the MAC layer, depicted in Figure 8 (e). The relevant matter of this experiment is that, the larger the blacklist size for tree networks is, the smaller the number of packets received by the sink node is. This can be explained due to the interference of the same channels and adjacent channels caused by some nodes in simultaneous transmissions. With the limited channel diversity, many packets are lost or retransmitted. Different from the experiment in star network, the tree network presented almost the same results regarding the RNP for all the scenarios. This can be explained because this experiment was performed using only the AB-TSCH protocol, and there are no noticeable changes in each blacklist setting for the protocol. One factor to note in RNP is the high standard deviation in all blacklist scenarios, and because it behaved similarly to the TSCH in star network, with almost the same average number of retries made for each packet generated.
In Figure 9 (a), it is possible to see the empirical cumulative distribution function of the delay in star network, and in (b) for tree network. The delay is regarding the time interval between the reception of two consecutive packets for both protocols. Packets are generated at a rate of 1 packet/s at the application layer, but the delay to gain access to the channel and the failures in the transmissions cause variations in the time intervals between two packet receipts.
The graphic with the delay information only considers the packets actually received. The access delay is lower for the AB-TSCH protocol, since approximately 97% of the packets were delivered with a delay of less than 172 ms. In the TSCH, around 90% of the packets were delivered with a delay of less than 224 ms. In the star network with 16 endnodes, the slotframe in the TSCH lasts 160 ms, and in AB-TSCH, which considers the time interval used to transmit the beacon, lasts 170 ms. In AB-TSCH, 99.5% of the packets were delivered with a delay of less than 340 ms, which is equivalent to two slotframe periods.
When considering the empirical cumulative distribution function of the delay in tree network in Figure 9 (b), since this experiment was performed using the same protocol, but with different sizes of blacklist, the results showed almost the same values for all the sizes of blacklists. If compared to the star topology, the tree topology showed better performance when, for example, 98% of the packets were delivered with a delay of less than 40 ms.
CONCLUSIONS AND FUTURE WORK
This article presents a TSCH-based protocol called AB-TSCH, which uses the EBs approach and dynamic configuration of channel blacklists through real-time link quality estimation in star and tree topology networks. The protocol was compared to the TSCH with simple configuration in star topology, and the AB-TSCH was evaluated with varying sizes of blacklists in both topologies. AB-TSCH with maximum blacklist (15 channels) has overcome the other configurations, since the node remains using a good channel for a longer term, and only performs a channel change when the channel in use becomes worse. This approach performed well, because the quality of the links was continuously monitored.
The experiment with tree network demonstrated the need for a correct channel establishment so that simultaneous transmissions avoid using similar or adjacent channels. It also showed that the larger the channels blacklist, the lower the diversity, and the lower the network capacity. There must be a limit of the blacklist size that ensures good quality and high throughput in communications, and this limit needs to be more investigated.
As future work, networks with varying node configurations will be analyzed, such as the number of retransmissions and the packet transmission rate, including an improvement of the protocol when considering tree topologies, which is more challenging than the star one due to the possibility of simultaneous transmissions.
