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1 はじめに
時系列解析は, 時間の推移とともに記録されていく時系列データをもとにモデル推定を行い, 将来のデータ
変動を予測する統計的分析のことである. 一般的には, 将来の変動は過去の観測値からの影響を受けるため, モ
デル式における変数も過去の観測値が用いられることが多い. したがって, モデリングにおいて必要なのは, こ
の変数の選択と, それに伴うパラメータの推定である.
近年, この時系列解析のモデル推定において, L1 正則化法の適用に関する研究が進んでいる (Nardi and
Rinaldo, 2011; Park and Sakaori, 2013). L1 正則化法とは, 二乗和誤差関数や対数尤度関数に罰則項を加え
て, モデル推定を行う手法のことである. 罰則項は, 変数に対して正則化パラメータを付与したもので, 次元数
が増えると値が大きくなるように設定する. したがって, 従来の推定量と比べると過適合が起こりにくく, より
精度よく推定を行うことができる. L1 正則化法としては 罰則項の形によってさまざまな方法が提案されてい
るが, 代表的な方法の一つに Lassoがある (Tibshirani, 1996; 小西, 2010). これは, 罰則項部分に L1 ノルム
を課した推定量であり, 時系列モデルのみならず重回帰モデルなど様々なモデルで用いられている. L1 ノルム
による罰則の影響で, 偏回帰係数や自己回帰係数のうちいくつかが 0と推定されるため, 必要な変数を選び出
す効果があるのである. L1 ノルムを用いた方法としては, Lasso以外にも, Elastic netや Adaptive Lassoな
どの推定量が提案されている (Nardi and Rinaldo; 2011).
しかし, 時系列モデルにこの Lassoを適用するには, やや問題が残る. 時系列データは各変数間の相関が強
く, ラグ（時点間の長さ）の影響を強く受けるため, 全てのパラメータに対して同じ正則化パラメータを付与す
ることは適切ではない. なぜならば, ラグが大きい変数ほど, 影響が少なくなると考えられるからである. した
がって, 各変数ごとに正則化パラメータを変えるなどの, なんらかの工夫を施さなければならない. そこで, 各
変数ごとにラグによる重み付けを行い, 異なる正則化パラメータを付与する手法が提案されている（Park and
Sakaori, 2013）. 本論文では, ARモデルを中心とした時系列モデルにおける推定法についての研究について
まとめ, 従来の推定法との比較, 考察を行う.
2 時系列モデル
時系列 yn を過去の観測値 yn i とホワイトノイズの現在の値の線形和で表したモデル
yn =
mX
i=1
iyn i + vn (1)
を自己回帰モデル（Auto Regressive model）といい, mを自己回帰の次数という. 以降, 次数mの自己回帰
モデルを AR(m)モデルとよぶ. また, i を自己回帰係数といい, モデルの定常性や自己相関の強さなどを決
定するパラメータである. さらに, vn は平均 0, 分散 2 の正規分布に従うホワイトノイズであり, 時系列の過
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去 yn i と独立であると仮定する. すなわち, vn は次の条件を満たすものとする:
E(vn) = 0;
E(v2n) = 
2;
E(vnvm) = 0; n 6= mのとき;
E(vnym) = 0; n > mのとき: (2)
一般的に, AR(1)モデルが弱定常となるための条件は j1j < 1であることが知られている. 弱定常の AR(1)
モデルの k 次の自己共分散は
k = Cov(yt; yt k) = 1k 1
となる. 自己共分散関数を用いると,
0 =
mX
i=1
ii + 
2
k =
mX
i=1
ik i (3)
という関係式が得られる. これをユールウォーカー方程式という. この式は, ARモデルの自己相関が, yt が従
う ARモデルと同一の係数をもつ差分方程式に従うことを示している.
ユールウォーカー方程式より
k = 1k 1 = k1
と計算できる. ただし, 最後の等号は (2)式から 0 = 1であることより成り立つ. j1j < 1より, 自己相関は
どんどん減衰していく. そのため, 1 の符号により振動することもあるが, どちらにせよコレログラムは指数
的に減少していく形をとる. つまり AR モデルの場合, ラグが大きくなればなるほど自己相関が小さくなり,
過去の値との関連が薄くなっていく. また, ARモデルのもう一つの特徴として, 2次以降においては, 循環す
る自己相関構造を記述できるという点がある.
時系列モデルとしては他にも, 過去のホワイトノイズの線形和で表されるMAモデルや, それらの拡張であ
る ARMAモデルなどがある.
3 AR(m) モデルにおける変数選択
3.1 ARモデルにおける Lassoと Adaptive lasso
(1)式の AR(m)モデルにおける Lasso推定量は
^Lasso = argmin

"
ky   Y k2 + 
mX
j=1
jj j
#
(4)
となる. ここで y = (ym+1;    ; yN )T ; Y = (y1;    ;ym );yi = (ym i+1;    ; yN i)T ;  = (1;    ; Tm )
である.
また, ARモデルに対する Adaptive Lasso推定量は次のようになる.
^AdaLasso =
"
ky   Y k2 + 
mX
j=1
w^jkjk
#
(5)
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3.2 Lag weighted lasso
時系列モデルに対して Lassoを用いると, 各時点間の相関が強いなど, 時系列データ特有の性質により, 正確
な推定が行われないことがある. 時系列データは, 各時点間の相関とラグに強い関係をもっている. 一般的に,
ラグが大きいと相関が小さくなり, 逆にラグが小さいと相関が大きくなる. Adaptive Lassoにおいても重みは
係数に依るものであり,ラグに関しては考慮されていないため,時系列に適用しても正しく推定されない. そこ
で, Park and Sakaori(2013)では, ARモデルを含む広い時系列モデルに対して, Lag weighted lassoとして
以下の 3つの重みによる Adaptive lassoを提案した:
w
(1)
j;l =
1
[(1  )l] ; w
(2)
j;l =
1
(j^j;lj )
1
(1  )l ; w
(3)
j;l =
1
[j^j;lj(1  )l]
:
ただし, ; ; はモデルをコントロールするチューニングパラメータである.
3.3 ARモデルにおける L1 正則化法の漸近性質
Nardi and Rinaldo (2011)では, AR(m)モデルにおける L1 正則化法について, 以下の漸近的性質を示して
いる.  を AR(m)モデルにおける真のパラメータとする. また, S =

j;j 6= 0
	
; Sc = f1; : : : ;mg n S; s =
jS j;  = p  s = jSc jとする. さらに,  m を自己共分散行列とし,  AB を集合 A;B に属する要素間の自己
共分散行列とする. このとき, 以下の定理が成り立つ.
定理 3.1 AR(m)モデル
Xn = 1Xn 1 +   + mXn m + Zn; n = 1; : : : ; N (6)
において, 次のことが成り立つとする.
(1) jj  1ss jj1  Cmax となるような有限の正の定数 Cmax が存在する.
(2) jj scs  1ss jj1  1  となるような  2 (0; 1]が存在する. さらに,
lim sup
n!1
maxi2SN;i
minj2ScN;j
 1 (7)
1
N
"r
s
N
+ N jjN;S jj1
#
! 0; as N !1 (8)
N2N (mini2ScN;i )
2
max fs; g ! 1; N !1 (9)
であるとき, Lasso推定量 ^N は sign consistentである.
ここで jj jj1 は行列の L1 ノルムを表している. なお, Lasso推定量 ^N が sign consistentであるとは, 符
号関数
sgn(A) =
8<:  1 (A < 0のとき)0 (A = 0のとき)
1 (A > 0のとき)
(10)
に対して, サンプルサイズ N が大きくなるとき, 推定量 ^N と未知である真のパラメータ ^N の符号関数が一
致することである. つまり, 以下の通りである:
P (sgn (^N ) = sgn (
 ) )! 1; N !1: (11)
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定理 3.2 AR(m)モデル
Xn = 1Xn 1 +   + mXn m + Zn; n = 1; : : : ; N (12)
において,  m の最小固有値が有界かつ 0を超えているとする. また
m = o

N
1
2

; rn = m
1
2

N
1
2 + N jN;S j

(13)
として
N jN;S j = O

N 
1
2

(14)
とする. このとき, Lasso推定量 ^N は Op (rN )の収束オーダーで estimation consistentである.
なお, 推定量 ^n が estimation consistentであるとは, n!1のとき, jj^n   jj ! 0になることをいう.
以上 2つの定理では, AR(m)モデルにおける Lassoについて, 符号の一致性と係数の一致性がそれぞれ表
されている. 推定したモデルと真のモデルの符号や係数が一致するということは, 正しい推定を行うことがで
きるということである. ここで, Lag weighted lassoは定理 3.1の (77)式を満たす傾向にある. この式は, サ
ンプルサイズが大きくなると, 推定したモデルにかかるチューニングパラメータ n;i の最大値は, それ以外
のモデルにかかるチューニングパラメータ n;j の最小値よりも小さくなるということを表している. 一般的
に, モデルに含めたいパラメータほど を小さく, 含めたくないパラメータほど を大きく調整するこのこと
より, ラグの大きさに対して罰則を調整することで, より正しい推定を行えることの理論的根拠が示されてい
る. つまり, ラグが大きいパラメータほど罰則を大きく, ラグが小さいパラメータほど罰則を小さくする, Lag
weighted lassoの理論的根拠の裏付けとなっている.
これより, 時系列モデルに対して, Lag weighted lassoを適用することの妥当性が示された.
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