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ABSTRACT
Modeling system reliability over time when binary data are collected both at the system
and component level has been the subject of many papers. In a series system, it is often
assumed that component reliability is linear in time through some link function. Often little
or no information exists on the parameters of the linear regression, and in a Bayesian analysis
they are modeled using diffuse priors. This can have unintended consequences for the analysis,
specifically for the extrapolation of component and system reliabilities. In this work, we consider
negative log-gamma (NLG) distributions for specifying prior information on reliability. We first
show how our method can be implemented to model the reliability of a series system at a given
time and extend to the case where we are interested in modeling reliability over time. We
then discuss methods of estimation for the parameters of the NLG prior based on quantiles
obtained from expert knowledge. Finally, we propose a component selection approach to help
identify active and inactive components. The component selection approach leads to reasonable
estimates of trend in the reliability of a large system when only a few components among many
actually contribute to the trend.
1CHAPTER 1. Bayesian Reliability Assessment
When assessing the reliability of a system, data are often collected at system, subsystem,
and component levels. This dissertation considers a single simple system structure—a series
system—where all components must be working for the system to work. Binary data are
collected over time at the system and component levels, and prior information may be available
about the system and component reliabilities. A Bayesian approach is used to analyze the data.
The primary focus of the dissertation is the examination of a flexible class of prior distributions
for use with this problem.
To introduce the problem, consider the following example from Hamada et al. (2008). Ta-
ble 1.1 contains binary data, both successes and failures, on system and component tests from
a three-component series system. The data are assumed to be collected at a single point in
time. Let Ri denote the reliability of Component i(probability of a successful component i
test) and R0 denote the reliability of the system. Because of the series system structure,
R0 = R1 ×R2 ×R3 =
∏3
i=1Ri.
The likelihood for the data collected about Component i is Binomial(ni, Ri), and the system
likelihood is Binomial(n0, R0). R1, R2, and R3 are unknown parameters, for which we need to
specify a prior distribution. Let pi(R1, R2, R3) denote the joint prior distribution for the vector
of unknown parameters. Their joint posterior is proportional to
p(R1, R2, R3 |x) ∝ (1.1)(
3∏
i=1
Rxii (1−Ri)ni−xi
)(
3∏
i=1
Ri
)xs (
1−
3∏
i=1
Ri
)ns−xs
pi(R1, R2, R3) .
In this dissertation, we will consider how to specify pi(R1, R2, R3) and how to generalize the
prior specification when Ri is a function of time.
2Successes (x) Failures Units Tested (n)
Component 1 8 2 10
Component 2 7 2 9
Component 3 3 1 4
System 10 2 12
Table 1.1: Series system reliability example from Hamada et al. (2008)
1.1 Properties of the Negative Log-Gamma Distribution
1.1.1 Previous work
One common specification for the prior distribution pi(R1, R2, R3) is the product of indepen-
dent beta distributions. Unfortunately, the beta family is not closed under products, and, as
Parker (1972) points out, the induced system prior is a complex distribution and not a member
of the beta family.
The negative log-gamma (NLG) distribution is another alternative. The NLG has been
considered in several papers where modeling component and system reliability is of interest.
Parker (1972) observes that NLG distributions are induced priors for component reliability,
when a rectangular (Uniform(0,1)) prior distribution is assumed for a series system’s reliability.
Mastran (1976) and Mastran and Singpurwalla (1978) arrive at a NLG prior for component
reliability assuming an exponential distribution for the time-to-failure data and by further
assuming a gamma distribution for its rate parameter. Specifically, let T be the time-to-failure
of a component, with T ∼ Exponential(θ), where θ is the failure rate, and θ ∼ Gamma(α, β).
Then the component reliability, R = P (T > t) = exp(−tθ) ∼ NLG(α, tβ). Waller et al. (1977)
and Martz and Waller (1982) describe a method for estimating the parameters of a NLG prior
specified on component reliability based on quantiles obtained from expert opinion. Waller
et al. (1977) and Martz and Waller (1982) also provide a detailed discussion of the properties
of the NLG distribution.
More recently, Allella et al. (2001) considers modeling the reliability of a complex system
in presence of imprecise component reliability data due to random environmental conditions.
They model component reliability using a NLG distribution. The scale of the component NLG
3distribution assumed is dependent on the cumulative hazard function describing the uncertainty
in the component data collected. Allella et al. (2001) justifies the choice of the NLG distribution
by the modeling flexibility offered by the NLG distribution and the robustness of the system
NLG prior assumption with respect to component-level departures from the NLG. Allella et al.
(2005) assumes an NLG distribution for component reliability in a complex system, with the
goal of finding an optimal allocation of component reliability subject to some system reliability
cost constraints.
In most of the references cited above, the modeling of component or system reliability
was done assuming either time-to-failure type data were collected, or the mean and variance
of the prior distribution of component or system reliability were provided. However, many
authors have considered Bayesian approaches for modeling system and component reliability
using binary data. Cole (1975) considers an analysis of system reliability that combines both
system and component test data assuming beta priors. Martz and Waller (1988) considers
a Bayesian approach to modeling system reliability when binary data are collected at the
component, subsystem, and system level. Martz and Waller (1988) uses beta priors and a
bottom-up approach where priors are updated moving from the bottom level (component) to
the top level (system) of the whole system. This approach requires approximating the product
of independent beta distributions by another beta distribution along the way. Martz et al.
(1990) extends Martz and Waller (1988) to the case of a complex series and parallel system.
In most of the cases discussed where binary data were collected, the prior considered for
the component reliability is the beta distribution. However, the assumption of beta-distributed
component reliability require an approximation in the assessment of the induced prior distribu-
tion on the system reliability, adding a layer of difficulty in the modeling task. In what follows,
we illustrate the modeling advantages presented by the NLG prior over the assumption of beta
priors for both component and system reliability.
1.1.2 The NLG as a prior distribution
Consider the special case in which system reliability R0 ∼ Uniform(0, 1). Let Z = − log(R0)
and Zi = − log(Ri), which implies Z =
∑C
i=1 Zi. Since Z ∼ Exponential(1), if Zi ∼ Gamma(αi, 1),
4where
∑C
i=1 αi = 1 and αi > 0, the relationship is satisfied. The αi can be chosen in many
ways. One choice is αi = 1/C, so that the induced priors on all of the components are the
same. The resulting distribution on Ri is then a NLG(αi, 1) where the p.d.f. is given as
pi(Ri) =
1
Γ(αi)
[− log(Ri)]αi−1 .
The kth moments of the NLG are given by
E(Rk) =
(
1
1 + kβ
)α
, for k = 1, 2, . . .
Now consider the generalization to an informative prior distribution for R0. Let Z = − log(R0),
with Z ∼ Gamma(α, β), α > 0 and β > 0. If Zi ∼ Gamma(αi, β), where
∑C
i=1 αi = α, then the
system-component relationship is again satisfied. Ri ∼ NLG(αi, β). The form of the system
reliability distribution function is given by
pi(R0) =
1
Γ(α)βα
[− log(R0)]α−1R
1
α
−1
0 , (1.2)
and the component reliability expression is obtained by replacing α by αi in Equation 1.2.
Equation 1.2 is the p.d.f. of a NLG(α, β), where α > 0 is the shape parameter and β > 0 is
the scale parameter. Taking the first derivative of Equation 1.2 with respect to R0, we have
pi′(R0) =
1
Γ(α)βα
(− log(R0))α−2R
1
β
−2
0
(
(1− 1
β
) log(R0)− (α− 1)
)
, (1.3)
which implies a critical point at R0 = exp
(
β(α−1)
β−1
)
. We plot the probability density functions
for various choices of α and β parameters in Figure 1.1.
1.1.3 Properties of the posterior distribution
NLG priors are not conjugate to the binomial likelihood, but the moments of the posteriors
distribution of R can be obtained in closed form (see Lawrence and Vander Wiel (2005)).
Suppose that R has a NLG prior as given in Equation 1.2, and that n units are tested resulting
in m successes and n−m failures. The posterior distribution of R is then proportional to
p(R |n,m) ∝
1
Γ(α)βα
[− log(R)]α−1R 1β+m−1(1−R)n−m
=
1
Γ(α)βα
[− log(R)]α−1R 1β+m−1
n−m∑
j=0
(
n−m
j
)
(−1)jRj .
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Figure 1.1: NLG probability density functions for various values of the shape (α) and scale
(β) parameters
6The normalizing constant is given by a linear combination of NLG(α, ββm+1) moments
K(α, β,m, n) =∫ 1
0
(1 + βm)α
Γ(α)βα
[− log(R)]α−1R 1β+m−1
n−m∑
j=0
(
n−m
j
)
(−1)jRjdR
=
n−m∑
j=0
(
n−m
j
)
(−1)j
∫
1
Γ(α)βα
[− log(R)]α−1R 1β+m−1RjdR .
Noting the kernel of a NLG(α, ββm+1) in the integrand, the above equation becomes
K(α, β,m, n) =
n−m∑
j=0
(
n−m
j
)
(−1)j
(
1 +
βj
βm+ 1
)−α
.
The posterior moments are also given by linear combinations of NLG moments
E(Rq |n,m) =
1
K(α, β,m, n)
∫ 1
0
(1 + βm)α
Γ(α)βα
[− log(R)]α−1R 1β+m−1
n−m∑
j=0
(
n−m
j
)
(−1)jRjdR .
Noting again the kernel of a NLG(α, ββm+1), the above equation becomes
E(Rq |n,m) = 1
K(α, β,m, n)
n−m∑
j=0
(
n−m
j
)
(−1)j
(
1 +
β(j + q)
βm+ 1
)−α
.
1.2 Example Revisited
Consider again the posterior distribution given in Equation 1.1. Suppose that we have prior
information about system reliability. We believe that the median system reliability is 0.73 and
the 90th percentile of system reliability is 0.91. We want to derive prior distributions for the
component reliability.
Assume that we want to use the same independent beta distributions to describe each
component’s reliability. The parameters of the beta prior distributions for the components
reliabilities can be obtained through simulation. The problem of finding a˜ and b˜, the values of
the parameters of the component reliability prior, can be seen as a minimization problem. We
need to find a˜ and b˜ so that
d(a, b) =
(
q(0.5, a˜, b˜)− 0.73
)2
+
(
q(0.9, a˜, b˜)− 0.91
)2
7is minimized. Note that q(p, a, b) represents the pth quantile of the system reliability. The
distribution of the system reliability is approximated using Monte Carlo simulation as the
product of independent samples from a Beta(a˜, b˜) distribution. Here, a˜ = 5.6 and b˜ = 0.66.
The joint prior distribution on the vector of parameters (R1, R2, R3), assuming beta priors,
is proportional to
pi(R1, R2, R3) ∝ R4.61 (1−R1)−0.34R4.62 (1−R2)−0.34R4.63 (1−R3)−0.34 .
Suppose that we model system reliability using a NLG distribution. To determine the
parameters of the NLG, we perform the same minimization, although the system reliability
now has a known functional form. We find that the system-level NLG prior consistent with the
given quantiles is NLG(2, 0.18). Assuming exchangeable components, each component prior
has Ri ∼ NLG(2/3, 0.18). The joint prior distribution on the vector of parameters (R1, R2, R3)
is proportional to
pi(R1, R2, R3) ∝
[− log(R1)]−1/3R
1
0.18
−1
1 [− log(R2)]−1/3R
1
0.18
−1
2 [− log(R3)]−1/3R
1
0.18
−1
3 .
The NLG prior specification can easily accommodate cases where it is unreasonable to assume
exchangeable components in the prior specification; the independent beta distribution will
require additional simulation and approximation (see Cole (1975), Martz and Waller (1988)).
Using both beta and NLG priors and the data in Table 1.1, a Markov chain Monte Carlo
(MCMC) can easily be implemented for both models to help simulate from their respective
posterior distributions.
1.3 Results and Discussion
Both models provide very similar results. Quantile-quantile plots for the posterior distribu-
tions of system reliability under the two models is given in Figure 1.2a, along with component
2 posterior reliability distribution in Figure 1.2b. The posterior distributions are quite similar,
as the quantiles fall on a straight line for the system and Component 2 reliabilities.
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(a) Q-Q plot of the posterior distribution of R0
under the NLG(2, 0.18) and Beta(5.6, 0.66)
priors along with the line y = x.
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(b) Q-Q plot of the posterior distribution of R2
under the NLG(2, 0.18) and Beta(5.6, 0.66)
priors along with the line y = x.
Figure 1.2: Q1= quantile from the posterior using NLG(2, 0.18) and Q2= quantile from the
posterior using Beta(5.6, 0.66) as component priors.
Given prior information on the system reliability in a series system, choosing to express a
prior belief using a beta distribution or a NLG distribution has little effect on the conclusions
of the analysis for the data in Table 1.1. In fact, a NLG distribution can be chosen to closely
match a beta distribution by quantile matching or mean and variance matching (see Allella
et al. (2001)). Also, Allella et al. (2001) shows that inference about system reliability is robust
to moderate departures from the assumption of an NLG prior for component reliability.
Specifying a NLG prior for the component or system reliability provides some clear modeling
advantages over beta distributions. The NLG prior eliminates the need to determine prior
parameters by simulation or numerical approximations, since NLG is closed under product.
The NLG prior easily accommodates series systems with large number of components without
increasing the computational burden for assessment of the system reliability. The method
illustrated through this example can also be extended to the case where we collect data over
time on the components and the system.
9CHAPTER 2. Negative Log-Gamma Prior Distributions
The previous chapter examined NLG prior distributions when reliability was considered
at a single time point. In this chapter, we extend the discussion to assume that reliability is
changing over time.
2.1 Motivating Example
Consider the following example, which is abstracted from a Department of Defense missile
system. Binary data were collected on a series system with six components. We denote each
of the components as Ci, for i = 1, . . . , 6, and the system as C0. The component test data
were clustered in time; i.e., many tests were done at time t = 0, and the remaining tests were
performed around t = 150. The system data were collected at various times between t = 0 and
t = 105. The data are displayed in Table 2.1. The table shows the number of tests with the
number of failures in parentheses. For Component 1, 190 tests were done at t = 0, and none
of them resulted in a failure. For the system data, 72 tests were done between t = 0 and t =
104, and 12 resulted in failure.
Let Xijk denote the k
th test result on the ith component at time tj , where i = 0, 1, . . . , 6,
j = 1, 2, . . . , Ti and k = 1, 2, . . . , Ni, where Ti denotes the number of distinct times at which
data was collected for component i, and Ni denotes the total number of tests at time ti.
Xijk ∼ Bernoulli(Ri(tj)). Assume that logit(Ri(t)) = ai + bit, for i = 1, 2, . . . , 6.
To complete the model specification, we need to choose prior distributions for ai and bi.
Suppose that we choose a diffuse independent normal distribution for the intercept, ai ∼
Normal(0, 10002). We will consider two specifications for the slope bi. The first is bi ∼
Normal(0, 10002), which was considered in Weaver and Hamada (2008). The second speci-
10
Component Age = 0 130 < Age < 154
1 190(0) 92(2)
2 196(0) 77(0)
3 123(2) 82(2)
4 197(1) 79(54)
5 136(3) 82(21)
6 136(1) 82(18)
System Ages 0 - 104 72(12)
Table 2.1: Summary of the flight test data. The data are formatted as number of tests
(number of failures).
fication is bi ∼ Normal(0, 102), which was used by Anderson-Cook et al. (2009). Both prior
specifications induce a prior distribution for component reliability at time 0 with most of its
mass concentrated near 0 and 1. The induced prior for system reliability at time 0 is a distri-
bution with most of its mass at 0. Figure 2.1 is a histogram of the distributions of component
and system reliability at time 0. The posterior distributions for C1 are shown in Figures 2.2a
and 2.2b. The posterior distributions for C2 are shown in Figures 2.2c and 2.2d.
Note the steep drop of the lower bound of the credible interval for C1 after we stop observing
data. This is undesirable behavior in the posterior distribution; ideally, we would like to be
able to predict at least a short distance into the future with a credible interval narrower than
(0, 1).
For Component 2, we observed no failures. Both priors lead to very different conclusions
about reliability at times after t = 150. When the prior for b2 is Normal(0, 1000
2), the posterior
distribution for reliability is concentrated at 1 with no uncertainty. When the prior for b2 is
Normal(0, 102), the posterior distribution for reliability has uncertainty that ranges between
(0, 1) shortly after we stop observing data. Another counterintuitive feature of Figures 2.2c
and 2.2d is that that the more diffuse prior for b2 leads to narrower posterior distribution on
the reliability scale.
In what follows, we seek to remedy the inadequacies presented in the posterior distributions
obtained from the diffuse prior specifications by considering NLG priors.
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Figure 2.1: Histogram of the prior distribution of Ri(0) (component) and R(0) (system)
assuming that ai ∼ Normal(0, 10002) and bi ∼ Normal(0, 10002) .
2.2 Previous Work
Many authors have discussed how various sources of information can be combined in the
Bayesian assessment of system and component reliability.
One approach to combining system and component reliability data is the top-down method.
This approach specifies a prior for the system, updates system reliability using system data,
derives a prior for the components based on updated system reliability, updates component
reliability using component data, and finally derives a posterior reliability for the system.
Mastran (1976) uses the top-down method in the assessment of a series system using failure
time and binary data at the system and components. Mastran and Singpurwalla (1978) extends
the work of Mastran (1976) to more complex systems. Martz and Almond (1997) also uses the
top-down method in the quantification of fault tree reliability.
Another approach is the bottom-up method. This approach specifies priors at the com-
ponent level, updates component reliability using component data, and continues this process
using data collected at intermediate levels to finally obtain the system reliability. Martz and
Waller (1988) proposes assessing system reliability in a series system of independent binomial
12
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(a) Posterior distribution for Component 1 with
b1 ∼ Normal(0, 10002)
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b1 ∼ Normal(0, 102)
0 50 100 150 200 250 300
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Component 2
Age
R
el
ia
bi
lit
y
Post. Mean
Post. Median
2.5%−97.5%
(c) Posterior distribution for Component 2 with
b2 ∼ Normal(0, 10002)
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(d) Posterior distribution for Component 2 with
b2 ∼ Normal(0, 102)
Figure 2.2: Posterior distribution for Component 1 and 2 reliability with two variants of
diffuse normal priors.
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subsystems and components using a bottom-up approach. Martz et al. (1990) extends this
work to systems with more complex components structure. Both the top-down and bottom-up
approaches rely on approximations of the priors and posteriors at each stage.
More recent work has relied on a fully Bayesian approach that simultaneously models system
and component reliability. The fully Bayesian approach relies on Monte Carlo Markov Chains
(MCMC) for simulation of posterior distributions. MCMC algorithms enable the analysis
of more complex systems with a wider variety of data. Johnson et al. (2003) considers a
hierarchical model to assess the reliability of a system represented as a block diagram with
binary data; Hamada et al. (2004) extends this to a fault tree and considers the optimal
design for collecting additional data at different levels in the fault tree. Graves and Hamada
(2005) considers modeling system reliability over time with a variety of data collected on the
components. Wilson et al. (2006) also considers the assessment of component and system
reliability over time when failure time data, failure count data, binary data and degradation
data are collected on components. Anderson-Cook et al. (2009) combines component and
system data collected over time to model the system reliability and determine which components
degrade with time. The analysis assumes that component reliability is linear in time through
some link function, and priors are formulated on the parameters of the regression.
2.3 Independent End Points and Independent Decrement Priors
Recall the general problem statement. Consider a series system with C components. Let
Xijk denote the k
th test result on the ith component at time tj , where i = 0, 1, . . . , C, j =
1, 2, . . . , Ti and k = 1, 2, . . . , Ni, where Ti denotes the number of distinct times at which data
were collected for component i, and Ni denotes the total number of tests at time ti. Xijk ∼
Bernoulli(Ri(tj)), and Ri(t) = f(ai+ bit) ∀ t > 0, for i = 1, 2, . . . , C. We will consider various
choices for the function f(·), where f : < → (0, 1) is a link function with support on the real
line. We assume that f(·) is a monotone and continuous function on <.
For a series system with C independent components, the system reliability R0 is:
R0(t) =
C∏
i=1
f(ai + bit) .
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For the moment, we consider the specification of a prior distribution for a single component.
For simplicity, we suppress the subscript notation and write
R(t) = f(a+ bt) .
2.3.1 Independent end points prior
We need to specify a joint prior distribution for (a, b). Our first specification chooses prior
distributions on reliability at two distinct times t = t0 and t = t1. We describe our prior
knowledge about reliability at these two time points using independent NLG distributions,
and consequently, we call this specification an independent end points prior distribution. The
distribution of R(t), the reliability at some other time t, is not NLG distributed. With a little
bit of algebra, we can analytically compute the distribution of R(t). The joint prior distribution
for (R(t0), R(t1)) is
pi(R(t0), R(t1)) =
1
Γ(α0)β
α0
0
[− log(R(t0))]α0−1R(t0)
1
α0
−1
1
Γ(α1)β
α1
1
[− log(R(t1))]α1−1R(t1)
1
α1
−1
.
A prior distribution for (a, b) can be derived using standard change-of-variables techniques.
Define Y0 = f
−1(R(t0)) and Y1 = f−1(R(t1)), where f(·) is the link function, and f−1(·) its
inverse. We can then write
a =
t1Y0 − t0Y1
t1 − t0 and
b =
Y1 − Y0
t1 − t0 .
In what follows, it will sometimes be useful to parameterize in terms of
(R(t0), R(t1)), sometimes in terms of (a, b), and sometimes in terms of (Y0, Y1). For exam-
ple,
R(t) = f (η(t)Y1 + (1− η(t))Y0) , where η(t) = t− t0
t1 − t0 .
Let Y = logit(R). If R ∼ NLG(α, β), we can derive the density of Y as:
f(y |α, β) = exp(−y)
Γ(α)βα
(
1
1 + exp(−y)
)(1/β)+1
[log(1 + exp(−y))](α−1) . (2.1)
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for −∞ < y < ∞. Define γ = (α0, α1, β0, β1)′ . Since we assume that R(t0), and R(t1) are
independent, so are Y0 = logit(R(0)), and Y1 = logit(R(1)). From Equation 2.1, the joint
distribution of Y0 and Y1 is equal to
f(y0, y1 | γ) = C(γ)
(
1
1 + exp(−y0)
)(1/β0)+1
[log(1 + exp(−y0))](α0−1)
exp(−y0)
(
1
1 + exp(−y1)
)(1/β1)+1
[log(1 + exp(−y1))](α1−1) exp(−y1) , (2.2)
where C(γ) is the normalizing constant depending on α0, α1, β0, β1. Since Y (t) =
(t−t0)Y1+(t1−t)Y0
t1−t0 ,
we can derive the marginal distribution of Y (t) by convolution as:
f(y(t) | γ) =
∫ ∞
−∞
f
(
(t1 − t0)y(t)− (t1 − t)y0
t− t0 , y0 | γ
)
t1 − t0
t− t0 dy0 .
If yp(t) = logit(rp(t)) is the pth quantile of Y (t), then the following equation∫ yp(t)
∞
f(y(t) | γ)dy(t) =∫ yp(t)
−∞
∫ ∞
−∞
f
(
(t1 − t0)y(t)− (t1 − t)y0
t− t0 , y0 | γ
)
t1 − t0
t− t0 dy0dy(t)
is exactly equal to p. We can exchange the order of the integrals above by Tonelli’s Theorem
to obtain ∫ yp(t)
∞
f(y(t) | γ) =∫ ∞
−∞
∫ yp(t)
−∞
f
(
(t1 − t0)y(t)− (t1 − t)y0
t− t0 , y0 | γ
)
t1 − t0
t− t0 dy0dy(t).
Using the change of variables and setting
U(u0, yp(t)) = log
(
1 + exp
(
−(t1 − t0)y(t)− (t1 − t)y0
t− t0
))
and u0 = log(1 + exp(−y0)), the above integral becomes∫ ∞
0
dgamma(u0, α0, β0) (1− pgamma (U(u0, r(t)), α1, β1)) du0 , (2.3)
where dgamma(u, α0, β0) and pgamma(U(u0), α0, β0) are respectively the density function and
the distribution function of a gamma(α0, β0) random variable. In Equation 2.3,
U(u0, r(t)) = log
(
1 + exp
(
−(t1 − t0)logit(r(t)) + (t1 − t) log(exp(u0)− 1)
t− t0
))
,
where r(t) is the reliability at time t. Equation 2.3 can be used to easily compute quantiles of
the distribution of Y (t) = logit (R(t)), eliminating the need for simulation.
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2.3.2 Independent decrement prior
Our second specification chooses a NLG prior for reliability at time t0 and describes the
reliability at time t1 > t0 as a fraction (between 0 and 1) of the reliability at time t0, so that
R(t1) = R(t0)∆. We specify a NLG prior distribution for R(t0) and another NLG for ∆, the
fraction of reliability at time t0 remaining by time t1. We call this specification the independent
decrement prior distribution. The independent decrement prior implies decreasing reliability
over time. R(t1) has an exact NLG distribution only if the NLG prior distributions for R(t0)
and ∆ have the same scale parameter. For t 6= t1, R(t) is not NLG distributed, but the quantiles
of its distribution can be computed analytically. R(t0) and ∆ are assumed independent, and
their joint distribution is
pi(R(t0),∆) =
1
Γ(α0)β
α0
0
[− log(R(t0))]α0−1R(t0)
1
α0
−1 1
Γ(αδ)β
αδ
δ
[− log(∆))]αδ−1∆
1
αδ
−1
.
Since ∆ = R(t1)/R(t0), with γ = (α0, αδ, β0, βδ)
′
, we can derive the joint prior distribution for
(R(t0), R(t1)) as
f(R(t0), R(t1) | γ) =
C(γ)(R(t0))
( 1
β0
− 1
βδ
)−1
[− log(R(t0))]α0−1(R(t1))
1
βδ
−1
[− log(R(t1)) + log(R(t0))]αδ−1I(R(t1) < R(t0)) ,
where C(γ) is the normalizing constant depending on α0, α1, β0, β1. Let Y0 = logit(R(t0)) and
Y1 = logit(R(t1)) = logit(R(t0)∆). The joint distribution of Y0 and Y1 is
f(y0, y1 | γ) =
C(γ)
(
1
1 + exp(−y0)
)( 1
β0
− 1
βδ
)+1
[log(1 + exp(−y0))]α0−1
(1 + exp(−y1))
1
βδ
−1
[− log(1 + exp(−y0)) + log(1 + exp(−y1))]αδ−1
exp(−y0) exp(−y1)I(y1 < y0) .
Let Y (t) = logit(R(t)) = log( R(t)1−R(t)) =
(t1−t0)Y1+(t1−t)Y0
t−t0 . Using convolution, the joint
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distribution of Y (t) and Y0 can be derived from the joint distribution of Y0 and Y1 as:
f(y0, y(t) | γ) = C(γ)
(
1
1 + exp(−y0)
)( 1
β0
− 1
βδ
)+1
[log(1 + exp(−y0))]α0−1(
1 + exp
(
−(t1 − t0)y(t)− (t1 − t)y0
t− t0
)) 1
βδ
−1
(2.4)[
− log(1 + exp(−y0)) + log
(
1 + exp
(
−(t1 − t0)y(t)− (t1 − t)y0
t− t0
))]αδ−1
exp(−y0) exp
(
−(t1 − t0)y(t)− (t1 − t)y0
t− t0
)
(t1 − t0)
t− t0 I(y(t) < y0).
The marginal distribution of Y (t) is obtained by integrating out Y0 in Equation 2.4. Then if
yp(t) denotes the p
th quantile of Y (t), we have
∫ yp(t)
−∞
f(y(t) | γ)dy(t) =
∫ yp(t)
−∞
∫
f(y(t), y0|γ)dy0dy(t)
=
∫ ∫ yp(t)
−∞
f(y(t), y0 | γ)dy0dy(t)
= p.
Using the change of variables trick and letting
V (v0, yp(t)) = log
1 + exp
(
− (t1−t0)yp(t)−(t1−t)y0t−t0
)
1 + exp(−y0)
 , (2.5)
and v0 = log (1 + exp(−y0)), we then have
∫ ∫ yp(t)
−∞
f(y(t), y0 | γ)dy0dy(t) = (2.6)∫ ∞
0
dgamma(v0, α0, β0) (1− pgamma (V (v0, yp(t)), αδ, βδ)) dv0 .
Equation 2.6 is the distribution function for R(t), expressed as a function of yp(t). Note
that if rp(t) is the p
th quantile of R(t), then logit(rp(t)) is also the p
th quantile of Y (t). We can
write Equation 2.6 as a function of reliability at time t:∫ ∞
0
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(rp(t))), αδ, βδ)) dv0 . (2.7)
Equation 2.7 can be used to compute quantiles of the distribution of R(t). Equations 2.3 and
2.7 are useful in the quantile matching approach we use to obtain prior distributions from
elicited prior quantiles. These derivations are discussed in more detail in Appendix A.
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2.4 Motivating Example Revisited
In Section 2.1, we considered the analysis of a set of missile system data. In this section,
we revisit this example and discuss results using three prior specifications:
• Prior 1: logit(Ri(t)) = ai + bit for each component i, with ai ∼ Normal(0, 10002) and
bi ∼ Normal(0, 10002)
• Prior 2: logit(Ri(t)) = ai + bit for each component i, with ai ∼ Normal(0, 10002) and
bi ∼ Normal(0, 102)
• Prior 3: logit(Ri(t)) = ai + bit for each component i, with an independent decrement
prior. The 5th percentile of the prior for Ri(0) is 0.96, the 95th percentile of Ri(0) is
0.999, the 5th percentile of Ri(50) is 0.95, and the 5th percentile of Ri(200) is 0.90. This
implies α0 = 1.143, β0 = 0.012, αδ = 0.014, and βδ = 0.439, where R(50) = R(0)∆.
The parameters for the prior of Ri(0) are easily obtained given two different quantiles of
the distribution (see Cook (2010), Martz and Waller (1982), and Chapter 3). Estimation of
the parameters for the prior distribution of ∆i requires the use of Equation 2.6.
Plots of Prior 3 for a single component and the system are given in Figure 2.3. Unlike
Priors 1 and 2, Prior 3 does not induce a distribution that has most of it mass concentrated
near 0 and 1.
We have already discussed the posterior distributions for Component 2 using Priors 1 and
2 in Section 2.1 (see Figures 2.4a and 2.4b). Consider the logit transformation of Component
2 reliability. Prior 1 (Figure 2.5a) shows the large uncertainty present in the posterior distri-
bution on the logit transformed scale, characterized by extremely large positive slopes. Prior
2 (Figure 2.5b) does a slightly better job in constraining the slopes and the values of y(t), but
the values of y(t) are still substantially large relative to the range (-6, 6). Values of y(t) outside
of the interval (−6, 6) are essentially mapped to 0 and 1 on the reliability scale. Therefore, the
large uncertainty in the posterior of Y (t) is not reflected in the uncertainty on the reliability.
Understanding the distribution of the slope and intercept is key to understanding the behavior
of prior and posterior distributions on the reliability scale. Prior 3 puts a sharp constraint on
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Figure 2.3: Component and system priors as induced by Prior 3.
20
0 50 100 150 200 250 300
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Component 2
Age
R
el
ia
bi
lit
y
Post. Mean
Post. Median
2.5%−97.5%
(a) Posterior distribution for Component 2
reliability (Prior 1)
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(b) Posterior distribution for Component 2
reliability (Prior 2)
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(c) Posterior distribution for Component 2
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Figure 2.4: Posterior distributions for Component 2 reliability using three priors.
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Figure 2.5: Posterior of Component 1 and Component 2, logit transform of reliability, using
Prior 1 and Prior 2.
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Figure 2.6: Posterior of Component 1 and Component 2, logit transform of reliability, using
Prior 3.
the values of the intercept (a), slope (b), and y(t) (Figure 2.6a), which yields a very different
posterior distribution (Figure 2.4c).
The posteriors of Component 1 reliability under Priors 1 and 2 were also discussed in
Section 2.1(see Figures 2.7a and 2.7b). On the logit scale (Figure 2.5c), we observe the
large negative slope. The lack of failures at time 0 implies reliability close to 1 at time 0, and
extremely large values of the intercept a. Recall that b = logit(R1(0)∆1)− logit(R1(0)), where
a = logit(R1(0)). Since we observed 2 failures at later time, this implies presence of some trend
in reliability, and the posterior of ∆ assigns moderate weights to extremely large values of ∆1.
The logit function has a large slope for values of reliability in the neighborhood of 1. This
means that b = logit(R1(0)∆1)− logit(R1(0)) is extremely large if R1(0) is extremely close to
1, and ∆1 is moderate. Prior 3, on the other hand, puts a constraint on the reliability at time
0, which has the effect of excluding values of reliability at time 0 very close to 1. This prevents
large slopes (Figure 2.6b) and the rapidly dropping lower bound of the 95% posterior credible
interval (Figure 2.7c).
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Figure 2.7: Posterior distributions for Component 1 reliability using three priors.
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Figure 2.8: Posterior distributions for system reliability using three priors.
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Despite the differences illustrated between Component 1 and Component 2 posterior relia-
bility distributions for the three priors considered, posterior distributions of system reliability
are very similar (Figure 2.8). In fact, the posterior distributions for Components 3, 4, 5, and 6
are very similar under the three priors considered. For each of these components, we observed
at least one failure at time 0, and a considerable number of failures at later times (see Table 2.1).
These four components account for most of the trend observed in the system reliability over
time, and explains why the posterior distribution for system reliability is similar for all three
priors.
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CHAPTER 3. Specifying Negative Log-Gamma Prior Distributions
3.1 Another Motivating Example
Consider a system with four independent components in series, where binary data are
collected at three separate time points for each of four components. The data are reported
in Table 3.1. The primary interest is the estimation of component and system reliability over
the range of time where test data were collected. In addition, however, extrapolation of both
component and system reliability to later times may be of interest. Let Xijk denote the k
th
Time t = 0.0 t = 0.5 t = 1.0
Component 1 100/100 100/100 100/100
Component 2 100/100 100/100 100/100
Component 3 100/100 100/100 99/100
Component 4 99/100 98/100 97/100
Table 3.1: Component test data. Data are formatted as number of successful tests/number of
tests.
test result on the ith component at time tj (j = 0, 1, 2), where i = 1, . . . , 4, t0 = 0, t1 = .5, and
t2 = 1, k = 1, 2, . . . , 100. We assume Xijk ∼ Bernoulli(Ri(tj)) and that logit(Ri(t)) = ai + bit,
for i = 1, 2, . . . , 4. The system reliability at time tj is then equal to R0(tj) =
∏4
i=1Ri(tj).
The data in Table 3.1 have a binomial likelihood proportional to:
`(a, b) ∝
4∏
i=1
 3∏
j=1
(
(Ri(tj))
xijk(1−Ri(tj))100−xijk
)
∝
4∏
i=1
 3∏
j=1
((
1
1 + exp (−(ai + bitj))
)xijk (
1− 1
1 + exp (−(ai + bitj))
)100−xijk) ,
where a = (a1, a2, a3, a4)
′
and b = (b1, b2, b3, b4)
′
.
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In the Bayesian paradigm, the likelihood and prior are combined to obtain the posterior
distribution for the unknown parameters. Inference is then based on the resulting posterior
distribution. Unfortunately, informative priors on the vector of parameters, a and b, are difficult
to obtain, as the parameters do not have an easy interpretation. However, specifying flat priors
on a and b, especially when no or few failures are observed, can lead to two issues.
1. Issue 1: Intervals with inappropriate credible intervals. There are two ways that this
issue presents. First, the width of the posterior credible interval for reliability increases
rapidly at times shortly after we stop observing data; the bounds of the credible interval
are at (0, 1). Second, there is no uncertainty reflected in the posterior credible inter-
vals; both bounds are at 1, or both bounds are at 0. These intervals are problematic if
extrapolation is of interest, and they may impact estimation as well.
2. Issue 2: Posterior inference is sensitive to small changes in the data. Inference about
reliability changes greatly when moving from a case with no failures to a case with one
failure. Extreme sensitivity of inference to small changes in data may cast serious doubt
on the validity of inference.
We examine these issues by considering priors specified on the reliability scale. NLG dis-
tributions can be used to formulate prior distributions on components and system reliabilities
(see Mastran (1976), Waller et al. (1977), Mastran and Singpurwalla (1978), Martz and Waller
(1982), Allella et al. (2001), and Allella et al. (2005)). In most of these references, the NLG
arises when lifetime data are obtained about the component or system. Few authors have con-
sidered using NLG priors to directly model component and system reliability. Parker (1972)
uses an NLG prior for component reliability, assuming a Uniform(0, 1) prior distribution on the
reliability of a series system.
The remainder of this section illustrates undesirable behaviors of the posterior distribu-
tion when the system has Uniform(0, 1) distributions independently at t0 and t1; Section 3.2
describes alternative methods for selecting independent end points prior distributions; Sec-
tion 3.3 describes alternative methods for selection independent decrement prior distributions;
Section 3.4 summarizes results and draws conclusions.
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Coming back to our example, consider the data in Table 3.1. We assume t0 = 0 and
t1 = 1. We specify a Uniform(0, 1) prior distribution on the system. Assuming exchangeable
components and independent end point priors, we have Ri(0) ∼ NLG(1/4, 1) and Ri(1) ∼
NLG(1/4, 1), for i = 1, 2, 3, 4. We also assume that logit (Ri(t)) = ai + bit.
Summaries of the posterior distributions for Component 1, Component 3, and Component
4 reliability are presented in Figure 3.1. In Figure 3.1a, the lower bound of the 95% credible
interval of Component 1 posterior reliability drops to 0 shortly after we stop observing data at
time t = 1.
While Component 1 has no observed failures, Component 3 has one failure at time t = 0.5
and one at time t = 1. The posterior median for Component 1 is essentially 1, but Figure 3.1b
shows that the posterior median for Component 3 drops to 0 shortly before time t = 4. The
posterior mean for Component 1 and Component 3 are also very different. A slight change in
the data leads to considerably different posterior distributions.
We now consider this example in more detail. Figure 3.2 is a plot of the NLG(1/4, 1)
density. The mean and the standard deviation of a NLG(1/4, 1) are µ = 0.841 and σ = 0.2296.
The 5th quantile of a NLG(1/4, 1) distribution is 0.298, and its 95th quantile is 0.9999958.
We drop the subscript i for ease of notation for the remainder of our discussion.We can
express component reliability in terms of a and b as:
R(t) =
1
1 + exp (−(a+ bt))
a = logit(R(0)) (3.1)
b = logit(R(1))− logit(R(0)) = logit(R(1))− a .
We conclude from the expression for a in Equation 3.2 that the induced prior on a has
90% of its mass between logit(.298) = −0.85684, and logit(0.9999958) = 12.38. From the
expressions for a, and b as functions of R(0) and R(1), we obtain the joint prior distribution
of a and b from the joint distribution of R(0) and R(1). (Lawrence and Vander Wiel (2005)
derives the joint distribution of a and b under the probit link function.) The derivation in the
case of the logit link is similar. We derive the joint distribution of a and b in Appendix A.
Clearly, priors for R(0) and R(1) induce a joint prior for (a, b). We provide a contour plot
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Figure 3.1: Posterior distribution of component and system reliability.
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Figure 3.2: Probability density function for a NLG(1/4, 1).
of the joint distribution of a and b, and plots of the marginal prior distributions, assuming an
independent end point prior with R(0) ∼ NLG(1/4, 1) and R(1) ∼ NLG(1/4, 1) in Figure 3.3.
The contour plot of the joint distribution of a and b (Figure 3.3a) shows a considerable
negative correlation between a and b. This is not surprising. In fact, the correlation between
a and b denoted as ρab, is equal to
ρab =
−σa√
σ2a + σ
2
Y1
, (3.2)
where Y1 = logit(R(1)). In this example, since a and Y1 have the same distribution, ρab =
−
√
2
2 = −0.71. The induced marginal prior distribution on a is a unimodal distribution with a
heavy right tail (Figure 3.3b). b has a symmetric prior distribution about 0, also with heavy
tails. We note the amount of mass assigned to values of b outside of the interval (−6, 6) is
significant (≈ 0.25). Values of b outside of (−6, 6) cause a precipitous increase or drop in
reliability over a short time interval. The logistic c.d.f., the link function assumed here, is
essentially at 0 or 1 when a + bt < −6 or a + bt > 6. As a further illustration, we plot a
few sample reliability paths for sampled values of a and b (Figure 3.4). The sampled path in
dash, in Figure 3.4, illustrates an example of fast dropping behavior present in reliability paths
when b is large. In less than one time unit, the reliability has decreased from 1 to 0. For this
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Figure 3.3: Contour plot of the joint prior distribution of a and b and the marginal prior
distributions of a and b (independent end points prior).
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Figure 3.4: Reliability paths from example prior distribution. For the sample path in dash,
b = −20.74 and a = 21.25.
particular case, b = −20.74 and a = 21.25.
Figure 3.5 shows contour plots of the posterior distributions of a and b using the data in
Table 3.1. The contour plot of the estimated joint posterior density of a and b has now shifted
towards large positive values for a. The contour plot of the joint distribution of a and b still
displays negative correlation between a and b, as in the plot of their prior distribution. The
marginal posterior distribution of a has shifted towards more positive values. The posterior
distribution of b is similar to its prior. This is not surprising, since logit(R(1)) has a very
similar posterior distribution to a (Figure 3.5c). The posterior, as the prior of b, still assigns
significant masses to values of b outside of (−6, 6). Combining what we observed for the
posterior distribution of a and b, we can conclude the following:
1. Posterior values for a are much higher than in the prior. This implies that the reliabilities
at time 0 are much higher.
2. The posterior distribution for b is very like its prior. Therefore, the posterior proportion
of Component 1 reliability paths with steep drops are not reduced, but will occur later
in time, since the intercepts (a) are higher than in the case for prior distribution.
33
This explains the drop of the lower bound of the 95% posterior credible interval for Component
1 posterior reliability.
Now consider Component 3. The contour plot for the joint distribution of (a, b) and density
estimates of the marginal posterior distributions of a and b are shown in Figure 3.6. The
densities have moved toward more negative values of b, while there is little change in a. The
posterior distribution of b still has a heavy left tail, with significant weights assigned to large
negative values of b (i.e., P (b < −6) ≈ 0.3). This implies an estimated proportion of 30% of
the random reliability paths will be dropping to 0 quickly at some point in time. This explains
the fast decrease to 0 of the lower lower tail of the posterior distribution of Component 3
reliability. A single failure at time 1 causes reliability at time 1 to be less than 1. Hence the
posterior distribution of logit(R(1)) is more concentrated around moderate values (Figure 3.6d).
Remember that b = logit(R(1)) − a, and the posterior distribution of a is a distribution with
heavy right tail. This explains the left heavy tail of the posterior distribution of b. The
independent end point prior with R(0) ∼ NLG(1/4, 1) and R(1) ∼ NLG(1/4, 1) induces a joint
prior on a and b that is sensitive to small changes in data and has a posterior 95% credible
interval that grows quickly in width.
The joint prior distributions for a and b induced by an independent end points prior spec-
ification (and logit link function) with R(0) ∼ NLG(1/4, 1) and R(1) ∼ NLG(1/4, 1) tend to
assign significant weight on fast decreasing or increasing reliability paths. NLG distributions
with an unbounded density at 0 or 1 (which occur when 0 < α < 1), combined with a logit
link function often produce this behavior. Examples of unbounded NLG priors are provided in
Figures 3.7a, and 3.7b.
When little information is available about system reliability, it is common practice to assume
a uniform prior on system reliability. If system reliability is assumed to be Uniform(0, 1) =
NLG(1, 1), component priors are frequently chosen to be NLG(1/n, 1) (see Parker (1972)). For
large n, the NLG(1/n, 1) distribution may have the two issues discussed above. If prior expert
knowledge if available in the form of quantiles of the prior reliability distribution, these quantiles
can be used to help formulate priors. In what follows, we show how to choose parameters
for component or system reliability using NLG priors, based on quantiles of the distribution
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Figure 3.5: Contour plot of the joint posterior distribution of a and b and the marginal
posterior densities of a, b, and logit(R(1)) for Component 1.
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Figure 3.6: Contour plot of the joint posterior distribution of a and b and the marginal
posterior densities of a, b, and logit(R(1)) for Component 3.
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and 1: NLG(0.25, 2.5).
Figure 3.7: Unbounded NLG densities.
obtained from expert knowledge. First, we discuss the independent end points approach, then
the independent decrement approach, and finally we provide some recommendations.
3.2 Independent End Point Prior Distributions
In this section, we consider how to derive parameters for the independent end point prior
distribution with R(t0) ∼ NLG(α0, β0), R(t1) ∼ NLG(α1, β1), and t0 < t1. Through a series
of examples, we explore properties of these prior distributions. In what follows, R(t) denotes
component reliability at time t, and R0(t) denotes system reliability at time t.
3.2.1 Three component quantiles, two times
3.2.1.1 Elicitation
Suppose we can obtain three quantiles for prior elicitation. We assume the scale parameters
for the NLG distributions are the same (β0 = β1). Let rt(q) denote the q
th quantile of compo-
nent reliability at time t. Suppose two quantiles are available at time t0 — rt0(p1) and rt0(p2).
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One additional quantile is provided at time t1 — rt1(p3). Using the one-to-one correspondence
between gamma and NLG random variables, we use the following system of equations to solve
for the NLG parameters.
β ∗ qgamma(1− p1, α0) = − log(rp1(t0))
β ∗ qgamma(1− p2, α0) = − log(rp2(t0))
β ∗ qgamma(1− p3, α1) = − log(rp3(t1)) ,
where qgamma(p, α) is the quantile function of a gamma random variable with shape parameter
α and scale parameter β = 1, evaluated at p.
Using the first two equations, we can easily solve for α0 as the root of the function h (α0)
h(α0) =
− log(rp1(t0)) ∗ qgamma(1− p2, α0)
qgamma(1− p1, α0) + log(rp2(t0)) .
The first and last equations in the system are used, respectively, to solve for α0 and β. This
system of equations always has a solution as long as p1 6= p2 (see Cook (2010)).
3.2.1.2 Example
Consider the Component 1 test data in Table 3.1. Suppose the following three quantiles
are provided to develop a prior distribution: r0(0.95) = 0.98, r0(0.05) = 0.85, r1(0.05) = 0.80.
The NLG priors obtained are R(0) ∼ NLG(2.891, 0.0265) and R(1) ∼ NLG(4.4714, 0.0265),
and we provide the plot of the prior distribution in Figure 3.8a. The posterior distribution of
Component 1 reliability is provided in Figure 3.8b. Note the slow drop of the lower bound of
the 95% credible interval. We also show the Component 3 posterior distribution in Figure 3.8c.
The Component 3 and Component 1 posterior distributions are slightly different, as would
be expected with the small differences in the data. This prior distribution seems to yield a
posterior distribution more resistant to small changes in data.
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Figure 3.8: Prior distribution and posterior distributions of Component 1 and Component 3
reliability for three component quantiles at two times (independent end point
prior).
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3.2.2 Three system quantiles, two times
3.2.2.1 Elicitation
Suppose that we elicit two system quantiles at time t0—rt0(p1) and rt0(p2)—and at time t1,
we elicit rt1(p3). Determination of the parameters follows the same approach as the one used
for the components when three quantiles were specified at two time points.
3.2.2.2 Example
Suppose we have a series system with four independent components. Three system quantiles
are provided to help develop a prior distribution at times 0 and 1 on the system reliability:
r0(0.95) = 0.98, r0(0.05) = 0.85, and r1(0.05) = 0.80. The NLG priors obtained are R0(0) ∼
NLG(2.891, 0.0265) and R0(1) ∼ NLG(4.4714, 0.0265) (as in the previous component example).
Suppose the data reported in Table 3.1 are the data collected for each of the four components.
Assuming exchangeable components, the independent end points prior for the component has
R0(0) ∼ NLG(2.891/4, 0.0265) and R0(1) ∼ NLG(4.4714/4, 0.0265). We provide the plot of
component prior, the system prior, and the posterior distribution of Component 4 reliability.
Note that the component prior at time 0 is unbounded since the shape parameter is less
than 1. The plot for the system prior distribution is different than the component prior above
(Figure 3.8a), even though the same prior quantiles were used, because it results from combining
four component priors.
3.2.3 Three component quantiles, three times
Instead of specifying prior distributions at two times, suppose that we consider a third
time. We ask the expert to specify information about the a lower quantile of the distribution
of reliability at time t2, where t2 > t1 > t0. Specifying the prior in this way prevents the
lower bound of the prior distribution from dropping below some point before time t2. Since
the component or system reliability at time t2 does not have an exact NLG distribution, this
method of prior elicitation adds a level of difficulty in the estimation of the parameters of the
prior. In fact, not all choices of three quantiles and three times lead to feasible priors.
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Figure 3.9: Prior distribution for a component and system reliability, and posterior
distribution for Component 4 for three system quantiles at two times
(independent end point prior).
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3.2.3.1 Elicitation
Suppose quantiles are provided at three times, t0, t1, and t2: rt0(p1), rt1(p2), and rt2(p3).
Remember R(t0) and R(t1) are both assumed to have a NLG distribution.Thus, their quantiles
can be easily obtained. R(t2) does not have a NLG distribution, but its distribution function
can still be obtained and used to help obtain the parameters of the NLG consistent with the
specified quantiles. The system of equations to solve for the parameters estimates is:
β ∗ qgamma(1− p1, α0) = − log(rt0(p1))
β ∗ qgamma(1− p2, α1) = − log(rt1(p2))
f1(t2, α0, α1, β, p3) = p3 ,
where f1(t, ·) is the distribution function of R(t). f1(t, ·) has the following form:
f1(t2, α0, α1, β, p3) =
∫ ∞
0
dgamma(u0, α0, β)pgamma (u(rp3), α1, β) du0, (3.3)
where dgamma(u, α, β) and pgamma(u, α, β) are respectively the density function and the distri-
bution function of a gamma random variable evaluated at u, and
u(rp3) = log
(
1 + exp
(
− logit(rp3(t2)) + (1− t) log(exp(u0)− 1)
t
))
.
We can now rewrite the system of equations above as a system of just two equations and
two unknowns
qgamma(1− p2, α1)
qgamma(1− p1, α0) =
log(rt1(p2))
− log(rt0(p1))
(3.4)
f1
(
t2, α0, α1,
− log(rt0(p1))
qgamma(1− p1, α0) , p3
)
= p3. (3.5)
Equation 3.4 implies that the quantiles rt0(p1), rt1(p2), and rt2(p3) are monotone, if p1 = p2 =
p3.
Our experience has been that a simulation-based approach seems to also work well to help
obtain parameters of the NLG prior, when quantiles are specified at three separate time points.
An algorithm for this simulation approach is
1. Choose some starting value for α0 and α1 as α
∗
0 and α
∗
1.
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2. Compute β∗ = − log(rp1 (t0))
qgamma(1−p1,α∗0) .
3. Simulate M values of R(0) ∼ NLG(α∗0, β∗) and R(1) ∼ NLG(α∗1, β∗), independently.
4. Obtain Y0 = logit(R(0)), Y1 = logit(R(1)), and Y (t2) = γ(t2)Y1 + (1 − γ(t2))Y0, where
γ(t) = t−t0t1−t0 .
5. Estimate R(t2) =
1
1+exp (−Y (t2)) .
6. Estimate the p3 quantile of R(t2) from the M simulated values as r
∗
p3 .
7. Compare the estimates p3 quantile r
∗
p3 to provided rt2(p3).
8. Repeat the above steps until
∣∣r∗p3 − rt2(p3)∣∣ < , for some  > 0, a convergence criteria.
3.2.3.2 Example
Suppose three quantiles are obtained as r0(0.05) = 0.95, r1(0.05) = 0.94, and r4(0.05) =
0.90. The prior distributions at times 0 and 1 are R(0) ∼ NLG(50371, 1.01e − 6) and R(1) ∼
NLG(60000, 1.01e − 6). The prior and posterior distributions of Component 1 reliability are
plotted, respectively, in Figure 3.10a and Figure 3.10b. These two prior distributions are
essentially point mass distributions. R(0) is a distribution with most of its mass at 0.95 and
R(1) is a distribution with most of its mass at 0.94. This is an extremely informative prior
resulting from a seemingly reasonable set of quantiles.
3.2.4 Three system quantiles, three times
3.2.4.1 Elicitation
Suppose that quantiles are elicited for system reliability at three time points — rt0(p1),
rt1(p1), and rt2(p2). Assuming the independent end points prior distribution, system reliability
at times t0 and t1 is NLG, but the distribution at any other time is not NLG. There is no closed
form for the quantile function at times other than t0 and t1. The quantiles of the distribution
of the system reliability at time t2, can be approximated using a Monte Carlo approach. We
describe the approach below in the case of a system of C components, assuming the components
are exchangeable.
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Figure 3.10: Component 1 prior and posterior distributions for reliability for three component
quantiles at three times (independent end point prior).
1. Choose a starting value for α0 and α1 as α
∗
0 and α
∗
1.
2. Obtain β∗ = − log(rp1 (t0))
qgamma(1−p1,α∗0/C) .
3. Simulate M values of Ri(0) ∼ NLG(α∗0/C, β∗) and Ri(1) ∼ NLG(α∗1/C, β∗) (repeat this
for each of the C components, independently).
4. Obtain Yi(0) = logit(Ri(0)), Yi(1) = logit(Ri(1)), and Yi(t2) = γ(t)Yi(1)+(1−γ(t))Yi(0),
where γ(t) = t−t0t1−t0 (repeat for each component independently).
5. Estimate system reliability at time, t2, as R0(t2) =
∏C
i=1
1
1+exp (−Yi(t2)) .
6. Estimate the p3 quantile of R0(t2) from the M simulated values as r
∗
i (p3).
7. Repeat the above step until |r∗(p3)− rt2(p3)| < , for some  > 0, a convergence criterion.
3.2.4.2 Example
Suppose system quantiles are elicited at times 0, 1, and 4 as r0(0.05) = 0.95, r1(0.05) = 0.94,
and r2(0.05) = 0.90. The quantile function for R(4) will be approximated by the steps described
above. The NLG priors for Component i reliability are Ri(0) ∼ NLG(50446.53, 1.009e−6) and
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Ri(1) ∼ NLG(60806, 1.009e−6). The priors at times t = 0 and t = 1 are essentially point mass
distributions at 0.95 and 0.94, respectively. Figure 3.11 shows the posterior distributions for
Components 1 and 4, which are very similar to the prior distribution. This is another example
of an extremely informative prior resulting from seemingly reasonable prior quantile choices.
3.2.5 Four component quantiles, two times
3.2.5.1 Elicitation
Consider the development of prior distributions when we elicit information about four quan-
tiles. Suppose we have information about four component quantiles at two separate times —
rt0(p1), rt0(p2), rt1(p3), and rt1(p4). To obtain the parameters of the NLG priors, we solve the
following system of equations:
β0 ∗ qgamma(1− p1, α0) = − log(rp1(0))
β0 ∗ qgamma(1− p2, α0) = − log(rp2(0))
β1 ∗ qgamma(1− p3, α1) = − log(rp3(1))
β1 ∗ qgamma(1− p4, α1) = − log(rp4(1)).
If p1 6= p2 and p3 6= p4, the system of equations has a unique solution (see Cook (2010)). Note
that we have relaxed the assumption of equal scale parameters for the distribution of reliability
at times t0 and t1.
3.2.5.2 Example
Suppose we obtain the following quantiles about the distribution of the reliability of a
component — r0(0.05) = 0.85, r0(0.95) = 0.98, r1(0.05) = 0.80, and r1(0.95) = 0.95. The
component priors obtained are R(0) ∼ NLG(2.891, 0.0265) and R(1) ∼ NLG(5.421, 0.0229).
Figure 3.12 plots the component prior distribution and the posterior distribution of reliability
for Components 1 and 3.
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Figure 3.11: Prior and posterior distribution for Component 1 and Component 4 reliability
over time for three systems quantiles at three times (independent end points
prior).
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Figure 3.12: Component prior distribution and Component 1 and Component 3 posterior
distributions for four component quantiles at two times (independent end points
prior).
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3.2.6 Four system quantiles, two times
Suppose that prior information is available about system reliability at times t0 and t2.
When prior information is available on the system at times t0 and t1, the approach used to
determine parameters of the NLG distributions is identical to approach used in the component
prior case.
3.2.6.1 Example
Suppose that four system quantiles are elicited — r0(0.05) = 0.85, r0(0.95) = 0.98, r1(0.05) =
0.80, and r1(0.95) = 0.95. The system priors obtained are R0(0) ∼ NLG(2.891, 0.0265), and
R0(1) ∼ NLG(5.421, 0.0229). We provide the plot of the prior distribution of reliability for a
single component and for the system in Figure 3.13. Note that the system prior is different
from the component prior even though the priors quantiles are identical at time 0 and time 1.
Note that the component prior at time 0 is unbounded. Figure 3.13 also plots the Component 1
and Component 4 posterior distributions. Shortly after t = 2, the bounds for the 95% posterior
credible interval for Component 1 reliability are (0, 1). For Component 4, the lower bound of
the 95% posterior credible intervals drop to 0 much later. Component 4 has at least one failure
at each time point, but Component 1 had no failures.
3.2.7 Four component quantiles, three times
3.2.7.1 Elicitation
Suppose that four quantiles are used to specify component reliability. These quantiles are
specified in the following way — two quantiles at time t0, a lower quantile at time t1, and a
lower quantile at a later time t2. To determine the parameters of the prior distribution, we can
use the following system of equations:
β0 ∗ qgamma(1− p1, α0) = − log(rp1(0))
β0 ∗ qgamma(1− p2, α0) = − log(rp2(0))
β1 ∗ qgamma(1− p3, α1) = − log(rp3(1))
f1(t2, α0, α1, β0, β1, p4) = p4,
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Figure 3.13: System and component reliability prior distributions and Component 1 and 4
posterior distributions for four system quantiles at 2 times (independent end
points prior).
49
where p3 > p4. If p1 6= p2, the first two equations are easily solved for α0 and β0. The third
equation is used to express β1 as a function of α1, and the fourth equation is just a function
of α1, since α0, and β0 are uniquely determined from the first two equations. Equation 3.3
defines f1(t, ·) as the distribution function of R(t), which eliminates the need for simulation to
approximate the distribution function of R(t).
3.2.7.2 Example
Suppose the following four quantiles are elicited about component reliability: r0(0.05) =
0.96, r0(0.95) = 0.99, r1(0.05) = 0.95, and r4(0.1) = 0.95. The prior distributions obtained are
R(0) ∼ NLG(5.924, 0.0039) and R(1) ∼ NLG(0.129, 0.0701). Plots of the component prior and
three posterior distributions are shown in Figure 3.14. The mean for the prior distribution at
time 0 (0.977) is less than the mean for the prior at time 1 (0.99). This explains the increasing
pattern around time 0 in the prior. The 5th percentile decreases faster than the 10th percentile.
The posterior distribution of Component 1 is concentrated around 1. For Component 3, the
posterior credible interval is wider, and it increase substantially over time. The lower bound
of the 95% posterior credible for Component 4 drops to 0 shortly after t = 4.
3.3 Independent Decrement Prior Distributions
The independent end points prior allows reliability to increase over time. In some appli-
cations, this assumption may not be reasonable. The independent decrement prior does not
allow increasing reliability. It is specified by choosing two time points, t0 and t1. At time t0,
we assume that reliability is distributed as R(t0) ∼ NLG(α0, β0). We define the reliability at
time t1 as R(t1) = R(t0)×∆. Independent of R(t0), we assume the decrement ∆ is distributed
according to ∆ ∼ NLG(αδ, βδ). Unless β0 = βδ, R(t1) does not have an exact NLG distribution.
We still assume that component reliability over time is R(t) = 11+exp (−(a+bt)) . This implies a
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Figure 3.14: Prior distribution for component reliability and posterior distributions for
Components 1, 3, and 4 with four component quantiles at three times
(independent end points priors).
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and b have the following forms
a =
t1logit(R(t0))− t0logit(R(t1))
t1 − t0
b =
logit(R(t0)∆)− logit(R(t0))
t1 − t0 .
Consider the data in Table 3.1, and suppose that we haveR(0) ∼ NLG(1, 1) and ∆ ∼ NLG(1, 1).
This implies the reliability of the system at t = 1 is distributed NLG(2, 1). Assuming exchange-
able components, Ri(0) ∼ NLG(1/4, 1) and ∆ ∼ NLG(1/4, 1). Figure 3.15 shows posterior
distributions for Components 1, 3, and 4.
The lower bound of the 95% credible interval drops to 0 shortly after t = 1.5 for both
Components 1 and 3. The small change in the data from Component 1 to Component 3
causes a fairly large change in the posterior distribution. The median of the distribution for
Component 3 drops to 0 early, and the mean of the posterior is lower at later times. The lower
bound for the credible interval for Component 4 posterior reliability drops to zero much more
slowly. The prior distributions specified using the independent decrement prior has similar
issues and undesirable properties.
To consider this in more detail, Figure 3.16 is a bivariate plot of prior and posterior distri-
butions for a and b.
Note that bi is non-negative. The correlation between ai and bi is strong: approximately
-0.8 in the prior distribution. The prior assigns 13% of its total mass to values of b that are
less than -6. These values of b will have sharp drops in reliability.
The joint posterior distribution for a1 and b1 is shifted toward larger values for a1 when
compared to the prior distribution. The posterior distribution of b1 is almost unchanged from
the prior. This means for Component 1 posterior reliability, we expect to see some high values
for reliability due to large values of a1. However, we also expect to see the lower credible bound
to drop quickly for some trajectories, since the posterior estimate of P (b < −6) ≈ 15%.
For Component 3 posterior reliability, the marginal posterior distribution of a3 is quite
similar to that of a1. However, the marginal distribution of b3 has a heavy left tail. P (b <
−6) ≈ 28%, compared to 15% for Component 1. Note also the very strong correlation (-0.97)
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Figure 3.15: Posterior distributions for Component 1, Component 3, and Component 4
reliability.
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Figure 3.16: Scatterplots of the prior and posterior distributions of a and b.
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in the posterior distributions for b3 and a3. As we can see in Figure 3.16, large positive values
of a3 are coupled with large negative values of b3. This means the posterior reliability paths of
Component 3 have a large proportion of reliability paths that start at very high reliability, but
decrease very rapidly after some points in time, at least when compared to Component 1 relia-
bility paths. This explains the difference observed in the posterior distribution for Component
1 and Component 3.
In the case of Component 4, the scatterplot is very concentrated around small values of
both a4 and b4. This explains the slower drop in the lower bound of the 95% posterior credible
interval. In fact, the proportion of b4 less that -6 is approximately 0. The estimate of the
posterior correlation between a4 and b4 is -0.81, very close to the prior estimate.
In sum, the “uniform” prior implies a strong correlation between a and b, and yields poste-
rior distributions that can be sensitive to small changes in the data and have posterior credible
intervals that widen rapidly, especially when there are no or few failures in the data. In subse-
quent sections, we consider how to estimate parameters for independent decrement priors when
quantiles are specified for components.
3.3.1 Three component quantiles, two times
3.3.1.1 Elicitation
Start by assuming three component quantiles are available at two distinct times: rt0(p1),
rt0(p2), and rt1(p3), where p1 6= p2. We assume the scale parameters for the two NLG distri-
butions are identical (β0 = βδ = β). This assumption automatically implies the distribution of
reliability at time t1 is R(t1) ∼ NLG(αδ + α0, β).
To find values for the parameters given the three quantiles, we solve the following system
of equations:
β ∗ qgamma(1− p1, α0) = − log(rt0(p1))
β ∗ qgamma(1− p2, α0) = − log(rt0(p2))
β ∗ qgamma(1− p3, αδ + α0) = − log(rt1(p3)).
This system of equations is straightforward to solve by considering a minimization problem.
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3.3.1.2 Example
Suppose the following three quantiles are elicited: r0(0.95) = 0.98, r0(0.05) = 0.85, r1(0.05) =
0.80. The prior distribution for R(0) and ∆ are respectively R(0) ∼ NLG(2.891, 0.0265) and
∆ ∼ NLG(1.5805, 0.0265). We then obtain the posterior distribution of Component 1 and Com-
ponent 3 reliability given the data provided in Table 3.1. Figure 3.17 shows the component
prior obtained from the three quantiles provided and the posterior distributions for Component
1 and Component 3 reliability. The prior reliability decreases slowly over time. Component 1
and Component 3 posterior distributions are very similar.
3.3.2 Three component quantiles, three times
3.3.2.1 Elicitation
Suppose we have component quantiles specified at times t0, t1, and t2 as rt0(p1), rt1(p2),
and rt2(p3). To obtain parameters values for the NLG priors, we solve the following system of
equations:
β ∗ qgamma(1− p1, α0) = − log(rt0(p1))
β ∗ qgamma(1− p2, αδ + α0) = rt1(p2)
f2 (t2, α0, α1, β, p3) = p3 ,
where
f2(t2, α0, α1, β0, βδ, p3) = (3.6)∫ ∞
0
dgamma(u0, α0, β0)pgamma (, αδ, βδ) du0,
where Equation 3.6, U(rp3 , u0) equals
U(rp3 , u0) = log
(
1 + exp (−u (logit(rp3(t2))))
exp(u0)
)
and
u (logit(rp3(t2))) =
(t1 − t0)logit(rp3(t2)) + (t1 − t) log(exp(u0)− 1)
t2 − t0 .
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Figure 3.17: Component 1 and Component 3 prior posterior distribution for three component
quantiles and two times (independent decrement prior).
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We can rewrite the system of equations above as a system of just two equations and two
unknowns:
− log(rt0(p1))
qgamma(1− p1, α0)qgamma(1− p2, αδ + α0) = log(rt1(p2)) (3.7)
f2
(
t2, α0, α1, β˜(α0, αδ), p3
)
= p3, (3.8)
where β˜(α0, αδ) =
− log(rt0 (p1))
qgamma(1−p1,α0) . We can solve this system of equations by setting up a
minimization problem involving the Equations 3.7 and 3.8. Convergence has been problematic
in many of the examples we have considered.
3.3.2.2 Example
Consider two sets of prior quantiles. For Prior 1, r0(0.05) = 0.95, r1(0.05) = 0.94, and
r4(0.05) = 0.90, and for Prior 2, r0(0.05) = 0.95, r1(0.05) = 0.94, and r4(0.05) = 0.85.
Prior 1 is plotted in Figure 3.18a. The distribution for R(0) and ∆ are, respectively, R(0) ∼
NLG(58473, 8.71e− 7) and ∆ ∼ NLG(12106, 8.71e− 7). Summaries for Prior 2 are plotted in
Figure 3.18b. The distribution of R(0), and ∆ are respectively R(0) ∼ NLG(19.68, 0.00187)
and ∆ ∼ NLG(4.82, 0.00187). There are substantial differences between the two priors given
the small change in quantiles elicited. This illustrates that care must be taken when speci-
fying priors from quantiles elicitation, as slight changes in the elicited quantiles can lead to
substantially different prior distributions.
3.3.3 Four component quantiles, two times
3.3.3.1 Elicitation
Suppose that quantiles about the distribution of reliability at two distinct times, t0 and t1,
are provided as rt0(p1), rt0(p2), rt1(p3), and rt1(p4), where p1 6= p2 and p3 6= p4. As discussed
earlier, when two quantiles are specified at t0, we can uniquely determine the parameters of the
equivalent NLG prior. But, unlike the independent end points case, the distribution of R(t1)
is unknown since we have relaxed the assumption of equal scale parameters.
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Figure 3.18: Comparison of two priors obtained by slightly different component quantile
constraints.
The four quantiles constraints yield the following system of equations:
β0 ∗ qgamma(1− p1, α0) = − log(rp1(t0))
β0 ∗ qgamma(1− p2, α0) = − log(rp2(t0))
f2 (t1, α0, αδ, βδ, βδ, p3) = p3
f2 (t1, α0, αδ, β0, βδ, p4) = p4.
We can use the first two equations to obtain α0 and β0. Given these values, we use the last
two equations to solve for αδ and βδ. f2(t, ·) was defined in Equation 3.6, and can be used to
solve for αδ, and βδ. The search is completed in a two-dimensional parameter space. Various
approaches can be utilized to solve this system of equations. Our experience has been that
convergence is often hard to achieve. Contour plots for the objective function can be used to
help obtain good starting values to improve the speed of the search algorithm.
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3.3.3.2 Example
Suppose the following quantiles are elicited: r0(0.05) = 0.95, r0(0.95) = 0.98, r1(0.05) =
0.94, and r1(0.95) = 0.97. The prior is plotted in Figure 3.19. The component prior at time
0 has R(0) ∼ NLG(12.888, 0.002656) and the decrement has ∆ ∼ NLG(59.45, 0.00017). The
distribution for the decrement is narrow and concentrated around its mean (µ∆ = 0.990). In
addition, the prior at time 0 is concentrated between .95 and .98. The induce prior distribution
for b is concentrated between logit(.95 ∗ .99) − logit(.95) = −0.184, and logit(.98 ∗ .99) −
logit(.98) = −0.4088, so sudden drops in reliability have small prior probability. Using the data
from Table 3.1, Component 1, Component 3 and Component 4 posterior reliability distributions
are plotted in Figure 3.19. Since the prior is very informative, all three posterior distributions
are very similar.
3.3.4 Four component quantiles, three times
3.3.4.1 Elicitation
Assume that four components quantiles are elicited: rt0(p1), rt0(p2), rt1(p3), and rt2(p4),
where p1 6= p2. The system of equations to solve is:
β0 ∗ qgamma(1− p1, α0) = − log(rp1(t0))
β0 ∗ qgamma(1− p2, α0) = − log(rp2(t0))
f2 (t1, α0, αδ, βδ, βδ, p3) = p3
f2 (t1, α0, αδ, β0, βδ, p4) = p4 .
As above, we obtain estimates for α0 and β0 from the first two equations. Equation 3.6 can
be used to solve for αδ and βδ, since p3 and p4 will be chosen to be quantiles in the tail of
the distribution of R(t). We then set up a minimization where the objective function involves
f2(t, ·). The search for the values of αδ and βδ that satisfy the quantiles constraints is completed
as a two-dimensional search problem.
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Figure 3.19: System prior distribution, and prior and posterior distribution for Components
1, 3, and 4 for four quantiles and two times (independent decrement priors).
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3.3.4.2 Example
Suppose the following quantiles are elicited about component reliability: r0(0.05) = .85,
r0(0.95) = .98, r1(0.05) = .837, and r4(0.05) = .622. The prior distribution of reliabil-
ity at time 0 is R(0) ∼ NLG(2.890, 0.026), and the distribution of the decrement is ∆ ∼
NLG(0.592, 0.0191). The prior and posterior reliability distributions of Component 1 and
Component 3 reliability are plotted in Figure 3.20. The prior distribution changes slowly over
time, where the lower bound decreases very slowly.
3.4 Discussion
The NLG distribution can be used to formulate prior distributions directly on the com-
ponent and system reliability. We consider two approaches to specifying NLG priors: 1) the
independent end point prior and 2) the independent decrement prior. Often, when little knowl-
edge exists about the component or system reliability, it is customary to assume a Uniform(0, 1)
prior on the system reliability. Assuming exchangeable components, the component reliability
has an unbounded NLG prior. Unfortunately, unbounded NLG priors often place significant
masses on large values of the intercept a. For both the independent end point and independent
decrement prior, we also see a strong negative correlation between a and b. If there are no
failures in the data, the prior and posterior distributions for both a and b are similar, and
this may lead to posterior reliability that has steep drops and wide posterior credible intervals
shortly after the time data were last collected.
In many applications and studies, expert knowledge can be effectively used to help in the
formulation of NLG priors. Under the independent end point approach, parameters for the NLG
priors can easily be estimated, especially if the priors are specified at two time points, t0 and t1,
both assumed to be NLG distributed. When only three quantiles are available in the form of
rt0(p1), rt1(p2), and rt2(p3) to help specify NLG priors, estimation of the parameters of the prior
is less straightforward and not all combinations of prior quantiles lead to a set of proper NLG
prior. It is necessary the quantiles satisfy the following constraints: rt0(p1) < rt1(p2) < rt2(p3),
or rt0(p1) > rt1(p2) > rt2(p3), if p1 = p2 = p3.
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Figure 3.20: Prior and posterior distribution of Component 1 and 3 reliability for four
quantiles at three times (independent decrement priors).
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If four quantiles are available, we can specify two quantiles at time t0 and two quantiles
at time t1. Determination of the parameters of the NLG prior distribution is straightforward
and leads to a unique set of NLG priors at both times. The concern with a prior obtained by
specifying quantiles at two time points is whether the prior obtained also reflects the intended
expert opinion at later times. If the priors obtained from these four quantiles specified at two
separate time points do not reflect expert knowledge about the system or component reliability
over time, we may consider obtaining two quantiles at time t0, one quantile at time t1, and one
quantile at t2. This allows incorporating the expert knowledge about reliability at a time t1.
Determination of the parameters of the prior distribution under the independent decrement
prior is difficult when system quantiles are provided for the system reliability. An easier ap-
proach is to directly specify prior quantiles for the system decrement distribution, and we will
use this approach in Chapter 4.
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CHAPTER 4. Component Selection
4.1 Motivating Example
Consider the following simulated example where test data are collected at four separate time
points for a series system and each of its 40 components. The data are reported in Table 4.1.
The goal of the analysis is inference about system and component reliability and prediction of
system reliability at times past 1.5, where the last data were collected. A glance at the data
in Table 4.1 reveals that the trend present in the system reliability over time may result from
the trend observed in the reliability of Component 1. In this example, the Component 1 test
data are identical to the system test data. For all the other components, we do not observe
failures.
Let Xijk denotes the k
th test result on the ith component at time tj (j = 0, 1, 2, 3), where i =
1, . . . , 40, t0 = 0, t1 = .5, t2 = 1, t3 = 1.5, k = 1, 2, . . . , 20. We assume Xijk ∼ Bernoulli(Ri(tj))
and logit(Ri(t)) = ai+bit, for i = 1, 2, . . . , 40. System reliability at time t is R0(t) =
∏40
i=1Ri(t).
The data above have a binomial likelihood proportional to:
`(a, b) ∝
40∏
i=0
 3∏
j=0
(
(Ri(tj))
xijk(1−Ri(tj))20−xijk
) , (4.1)
where a = (a1, · · · , a40)′ , and b = (b1, · · · , b40)′ .
Time t = 0.0 t = 0.5 t = 1.0 t = 1.5
Component 1 19/20 19/20 18/20 17/20
Component i 20/20 20/20 20/20 20/20
System 19/20 19/20 18/20 17/20
Table 4.1: System and component test data: Data are formatted as number of successful
tests/number of tests.
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In the Bayesian framework, we need to specify a joint prior for the vector of parameters
(a, b). Suppose that no direct prior information is available about the vector of parameters a
and b, but that prior information is available about the system. In particular the 0.05 and 0.95
quantiles of system reliability at time 0 are r0(.05) = 0.953 and r0(.95) = 0.996, and the 0.05
and 0.95 quantiles for the system decrement are 0.8 and 0.98.
Assume an independent decrement prior:
R0(1) = R0∆0 (4.2)
R0 ∼ NLG(α0, β0) (4.3)
∆0 ∼ NLG(α, β). (4.4)
We can find the NLG that satisfies both quantile constraints on the distribution of reliability
at time 0 as NLG(2, .01), where α0 = 2 and β0 = .01 . The parameters of the NLG that satisfy
both quantiles constraints on the distribution of decrement ∆ are α = 2.915 and β = 0.0207.
We consider two approaches to the analysis of the above data set:
1. Analysis 1: We perform an analysis that only considers Component 1 and system test
data in Table 4.1. The system reliability at time 0 and the decrement prior are the same
priors considered in Equations 4.3 and 4.4, respectively.
2. Analysis 2: This analysis considers all of the data in Table 4.1. If we assume that the
40 components are exchangeable, the prior distribution of a single component reliability
at time 0 and the distribution of the decrement are Ri(0) ∼ NLG(2/40, 0.01) and ∆i ∼
NLG(2.269/40, 0.0431).
We provide a plot for the system prior for both Analysis 1 and Analysis 2 in Figure 4.1.
One obvious characteristic of the priors on system reliability is the clear difference in the
implied distribution of system reliability after time 1. We provide the quantile-quantile (q-
q) plot of the distribution of system reliability at times 0, 0.5, 1, and 1.5 in Figure 4.2. As
expected, the quantiles fall on the straight line at times 0 and 1, since both priors imply the
same distribution of system reliability at times 0 and 1. But, at time 0.5, the distribution of
system reliability under the prior assumed in Analysis 1 has a longer tail than the prior from
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Figure 4.1: Prior distribution of system reliability for Analysis 1 and Analysis 2.
Analysis 2. The distribution of system reliability at time 1.5 has most of its mass at 0 using
the Analysis 2 prior.
We obtain the posterior distribution of system reliability using both analyses. Summaries
of the posterior distribution for system reliability are provided in Figure 4.2a. The posterior
distributions lead to very different inferences about system reliability at times after 1.5. We
provide the q-q plots comparing of the distribution of system reliability at times 0, 1, 1.5, and
2 in Figure 4.2b. While the posterior distribution of the system reliability seem fairly similar
at times 0, 1, and 1.5, the distribution for system reliability at time 2 is very different. Under
Analysis 2, the posterior distribution of system reliability is essentially a point mass at 0.
We conclude from the results of both analyses that the analysis using only the “active”
(changing over time) component leads to significantly different inferences and predictions than
the analysis with many “inactive” (relatively constant reliability) components. We would prefer
our analysis of the entire data set to look more like Analysis 1 than Analysis 2, since increasing
the size of the system with more highly reliable components should only slightly affect overall
system reliability. In subsequent sections, we develop a variable selection prior to address this
goal.
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Figure 4.2: Quantile-quantile plots comparing the prior distribution of system reliability at
times 0, 0.5, 1, and 1.5.
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Figure 4.3: Posterior distribution of system reliability for Analysis 1 and Analysis 2.
4.2 A Finite Mixture Prior Approach to Component Decrement Modeling
In a linear regression model, the question of what covariates among many available co-
variates to include in the model is often addressed as a variable selection problem. In the
Bayesian framework, the variable selection approach is implemented in the linear model set-
ting by incorporating the uncertainty about the magnitude of an effect of a covariate in the
prior modeling through a mixture prior. One approach is to model the prior distribution of a
covariate effect as a finite mixture of two proper normal distributions centered around 0 with
different scale parameters. George and McCulloch (1993) considers a finite mixture of two
normal distributions centered around 0 with different scale parameters as prior for the coeffi-
cients of the covariate in a linear model, assuming the covariates are independent. George and
McCulloch (1997) extends George and McCulloch (1993) to the case where a finite mixture of
student t densities is used instead of normal distributions. Chipman (1996) also considers a
finite mixture of normal densities to model the prior of the coefficients of the effects in the linear
model, but develops hierarchical priors to accommodate interactions and polynomial terms in
the linear model. Chipman et al. (1997) expands the hierarchical priors idea from Chipman
(1996) to account for more complex dependence between covariates in a design with complex
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Figure 4.4: Quantile-quantile plot comparing the posterior distribution of system reliability at
times 0, 1, 1.5, and 2 for Analysis 1 and Analysis 2.
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aliasing. George and McCulloch (1997) points out the sensitivity of the posterior inference in
the variable selection approach with respect to the choice of scale of the normal distributions
assumed in the finite mixture. Chipman (1998) proposes a prior that leads to a simplified form
of the posterior distribution for the coefficients of the covariates. Chipman (1998) and Chipman
(2004) propose a method for choosing default values for the scale of both normal components
of a mixture prior, based on the posterior predicted response.
The approaches discussed shrink the estimates of the coefficients of “unimportant” towards,
but does not set them exactly, to 0. A method that allows the coefficients of the covariate to
exactly equal 0 when a covariate is not useful in explaining the response of interest has also
been considered. Geweke (1996) considers a finite mixture of a normal distribution and a point
mass distribution at 0 for the prior of the coefficients of the regressors in a linear regression
context. George and McCulloch (1997) also considers a point mass component in the mixture
prior assumed on the coefficients of the covariates in a linear regression. Kuo and Mallick
(1998) considers modeling the parameters in the regression model as a product of a binary
variable and another normally distributed random variable. This allows the coefficient to be
exactly equal to 0 when the binary variable is equal to 0. In a much broader setting, the least
absolute shrinkage and selection operator (Lasso) approach allows coefficients in the linear
regression to be shrunk toward 0, and equal 0, by imposing a L1 norm constraints on the
coefficients (see Tibshirani (1996)). The Lasso approach has been considered in both Bayesian
and non-Bayesian approaches (see Tibshirani (1996), Meier et al. (2008), Hans (2009), Lykou
and Ntzoufras (2012)).
The idea of component selection is very similar to the variable selection idea. We aim to
identify, among all the components that make up the system, those that contribute significantly
to the trend observed in the system reliability over time. In other words, we would like to classify
Component i as active, if the decrement ∆i is small (away from 1), and declare Component
i as inactive if ∆i is large (close to 1), based on evidence from the data. In what follows, we
provide a model for the component selection approach, revisit the motivating example, and
finally provide a discussion of the results.
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4.2.1 Model specification
Suppose that we have a series system of C independent components. Let Xij denote the
number of successful tests on the ith component or system at time, tj , where i = 0, · · · , C, and
j = 1, 2, · · · , Ti out of nij total tests. Since the individual tests are independent for a given
component and across components, we can assume Xij ∼ Binomial(nij , Ri(tj)), where Ri(tj) is
the reliability of component i at time tj . Note, R0(tj) represents system reliability. We will use
independent decrement priors. For the remainder of the discussion, we assume the two time
points at which we specify priors are t = 0 and t = 1. System reliability at time t is defined as
R0(t) =
C∏
i=1
Ri(t) , (4.5)
where component i reliability is defined as
logit (Ri(tj)) = ai + tbi. (4.6)
Under the independent decrement prior approach, we model component i reliability as
Ri(1) = Ri(0)∆i
Ri(0) ∼ NLG(α0, β0)
∆i ∼ piNLG(α, β) + (1− pi)I(δi = 1),
where pi is the prior probability that component i is active. I(δ = 1) is a distribution with all
of its mass at 1. A component is active if ∆ < 1 and a component is inactive if ∆ = 1. Note,
system reliability at time 1 is:
R0(1) =
(
C∏
i=1
Ri(0)
)(
C∏
i=1
∆i
)
. (4.7)
Equation 4.7 implies the following about the distribution of R0(0) and ∆0:
R0(0) ∼ NLG(Cα0, β0) (4.8)
∆0 ∼
C∑
k=1
w(k)NLG(kα, β) + w(0)I(δ1 = 1, · · · , δC = 1). (4.9)
where w(k) =
(
C
k
)
pik(1− pi)C−k.
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4.2.2 Determination of prior based on system quantiles
To fully specify the prior distribution described by Equations 4.8 and 4.9, we need to obtain
values of the parameters α0, β0, α, β, and pi. We assume the value of C, the size of the series
system or number of components in the series system, is known.
Determination of α0 and β0 values given two quantiles that describe the distribution of
system reliability at time 0 is straightforward when considered as a quadratic programming
problem. For any two distinct quantiles, the problem always has a solution and this solution
is unique (see Cook (2010)). We will focus on estimating α and β given two distinct system
decrement priors quantiles. Suppose two quantiles q1 and q2 are elicited about the distribution
of the system decrement (Equation 4.9), respectively, as the p1 and p2 quantiles. Note the
distribution of the system decrement is a mixture distribution where one component of that
mixture distribution is a point mass distribution at 1. If p1 < p2 and q2 is less than 1, then
we can only match quantiles about the system decrement if w(0) = (1− pi)C < 1 − p2. This
implies
pi > 1− (1− p2)1/C . (4.10)
Equation 4.10 indicates the smallest values of pi for which a set of system decrement quantiles
can be matched to a system decrement distribution, given a value of p2 and C the size of
the system. Once a value of pi is obtained, we can estimate the parameters α and β using
Equation 4.9, where α∗ and β∗ are obtained as roots of
C∑
k=1
w(k)pNLG(kα∗, β∗) + w(0)I(δ1 = 1, · · · , δC = 1)− pi, i=1,2, (4.11)
and where pNLG(α, β) is the distribution function of a NLG(α, β) distribution.
4.3 Motivating Example Revisited
Recall the simulated example discussed in Section 4.1 of a forty-component series system,
where all components and system test data are obtained at four separate time points. We
assume the same prior information discussed in the first analyses. The prior distribution of
R0(0) is NLG(2, .01).
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∆0 is now assumed to have the distribution given in Equation 4.10. Using Equation 4.10, we
find pi > 0.07215752. We choose pi = 340 = .075. This values of pi implies an expected number
of three components are active a priori. The values of α and β are, respectively, α∗ = 5.421,
and β∗ = 0.0048. We denote this analysis as Analysis 3. We set the component priors as
Ri(0) ∼ NLG(2/40, .01)
∆i ∼ 0.075 NLG(5.421, 0.0048) + 0.925 I(δi = 1).
Because of the point mass distribution for ∆i in Analyis 3, care should be taken when
setting up a MCMC algorithm to help simulate from the joint posterior distribution of ai, bi, or
Ri(0),∆i. We propose a MCMC algorithm to simulate from the joint posterior in Appendix B.
We display the plot of the posterior distribution of system reliability over time for all three
analysis in Figure 4.5. We also provide quantile-quantile plots comparative to the distribution
of system reliability at times 0, 1, 1.5, and 2 in Figure 4.6.
Figure 4.5 displays the posterior distribution of system reliability under the three approaches
considered. There is a clear difference between the posterior distribution of system reliability
for Analysis 2 and Analysis 3, although both consider the entire data set. Analysis 2 yields
a very pessimistic system posterior that drops to 0 immediately after we stop observing data.
Incorporating the uncertainty about both sub-groups of components in the model seems to lead
to much more optimistic estimate of system posterior reliability, compared to an analysis that
ignores the sub-groups effect. Analysis 3 has posterior distributions that are similar to Analysis
1, especially at the times that data were observed. The quantile-quantile plot of the posterior
distribution of system reliability at each of these four time points under both Analysis 1 and
Analysis 3 are presented in Figure 4.6. Remember, Analysis 1 only considers Component 1 and
system test data in Table 4.1. All the quantile-quantile plots tend to follow a straight line or
fall fairly closed to a straight line, suggesting there are no major differences in the posterior
distributions.
Although both Analysis 1 and Analysis 3 lead to similar posterior analysis as compared
to Analysis 2, Analysis 3 has a modeling advantage over Analysis 1. Specifically, Analysis 3
uses all of the data collected in the analysis. Often, data collection is expensive so, completely
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Figure 4.5: Posterior distribution of system reliability for Analysis 1, 2, and 3.
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(d) Time 2
Figure 4.6: Quantile-quantile plot comparing the posterior distribution of system reliability at
times 0, 1, 1.5, and 2 for Analysis 1 and 3.
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discarding a large chunk of the data in system reliability assessment may not be a appeal-
ing. Analysis 3 allows an estimate of the updated probability that each of the components in
the system is active. In the motivating example considered above, the posterior estimate of
Component 1 being active is pˆi1 = 0.90286 and the estimate for the remaining components is
pˆii = 0.00164, for i = 2, · · · , 40.
4.4 Missile System Data Revisited
We reconsider the analysis of the missile test data, first presented in Section 2.4. The
missile system test data were displayed in Table 2.1. In Section 2.4, we consider a NLG
prior for component reliability at time 0 and the decrement NLG distribution, with Ri(0) ∼
NLG(1.143, 0.012), ∆i ∼ NLG(0.014, 0.439), and Ri(50) ∼ Ri(0)∆i (non-mixture prior).
Components in the missile system are assumed independent and in series. This implies that
the system reliability at time 0, denoted R0(0), is distributed R0(0) ∼ NLG(6 ∗ 1.143, 0.012).
Here, we assume a different prior for system decrement ∆0. Suppose the 0.05 and 0.95 quantiles
of the system decrement are, respectively, .8 and .99. This implies that pi > .39. We choose
the value of pi = .4. This implies an expected number of 2.4 components are active a priori.
Component i decrement is distributed as ∆i ∼ .4 NLG(1.563, .016) + .6 I(δi = 1), for i =
1, 2, . . . , 6 (mixture prior).
We provide posterior summaries of Component 1, Component 2, and system reliability in
Figure 4.7. The posterior distributions of system reliability look very similar. However, the
posterior distributions of Components 1 and 2 are very different. The lower bound of the 95%
posterior credible interval for Component 1 reliability drops faster in the non-mixture than in
the mixture prior approach. Component 2 testing resulted in no failures. Under the mixture
prior, the posterior distribution of reliability is tight around 1.
The prior value of pi chosen implies that an expected number of 2.4 components are active.
From examining the data, this is likely an underestimate of the number of active components.
The data suggest that only Component 1 is inactive. Assuming pi = 56 = .833, we present the
posterior summaries of Components 1, 2 and system reliability in Figure 4.8. The posterior
estimates of pi for Components 1, 2 and 3 are, respectively, pˆi1 = 0.861, pˆi2 = 0.6289 and
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Figure 4.7: Posterior distributions for Components 1, 2, and system reliability for pi = 0.4:
(left) mixture prior and (right) non-mixture prior.
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Figure 4.8: Posterior distributions of Components 1, 2, and system reliability over time for
pi = 56 .
pˆi3 = 0.7796.
The missile system data illustrate a case where the trend in the system is driven by com-
ponents with fast decreasing reliability (Components 4, 5 and 6). In this case, estimates of the
trend term are not shrunk toward 0. In fact, the posterior estimates of pi for components 4, 5
and 6 are 0.999. This explains why the posterior distributions of system reliability under the
mixture and non-mixture prior are so similar. Assuming a prior value of pi = .4, the posterior
estimates of pi for Components 1, 2 and 3 are, respectively, pˆi1 = 0.233, pˆi2 = 0.0192, and
pˆi3 = 0.163. These estimates are low, especially for Components 1 and 3. The prior value of
pi = .4 implies an expected number of 2.4 components are active. Clearly, this is an underesti-
mate of the number of active components. Assuming pi = 56 = 0.833, the posterior estimates of
pi for Components 1, 2 and 3 are, respectively, pˆi1 = 0.861, pˆi2 = 0.6289 and pˆi3 = 0.7796. For
pi = 56 , the posterior estimates of pi are less shrunk toward 0, especially for Components 2 and
3. This explains the differences observed in Figures 4.7 and 4.8.
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CHAPTER 5. Conclusions and Future Directions
5.1 Summary
The negative log-gamma distribution is useful for specifying the prior distribution for reli-
ability. The closure property of the NLG distribution makes the determination of the induced
prior on the component and system reliability straightforward. While the beta distribution is
often used in Bayesian system reliability, the NLG can produce similar distributions and does
not require approximation of induced component prior distributions.
In Chapter 2, we consider modeling component reliability over time with the goal of making
inference for extrapolation of component reliability at later time points. We showed examples
of two non-informative prior specifications on the slope and intercept that lead to poor inference
about component reliability, particularly in the cases where there are few failures. In Chapter 3
we discuss in more detail the development of NLG prior distributions from various specifications
of expert judgment. We consider two formulations: the independent end point and independent
decrement. NLG priors with shape parameters less than 1 are unbounded. This induces a
prior distribution on the intercept with a heavy right tail, and because of the frequently high
correlation between the slope and intercept, the slope may also have heavy tails. This may
lead to undesirable posterior properties, especially if there are few failures.
In Chapter 4, we discuss the modeling issues that arise as the number of components in
a series system increase. We develop a mixture prior that addresses some of these issues by
basing inference primarily on the “active” components that are exhibiting degradation over
time.
While the analyses in this dissertation assume a logit link function, there are a variety of
other options. We have done some analyses with the probit and complementary log-log link
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functions. The logit, probit, and log-log link have similar behavior near the boundaries, which
is why we have discussed only the logit link. We have also done analysis using the log link.
Unbounded prior distributions are a much smaller issue using the log link; however, the log
link offers less flexibility in modeling the shape of the reliability curve.
5.2 Recommendations for Future Work
Several areas to consider in future work include:
1. The development of theoretical results to justify why some seemingly reasonable choices
of quantiles lead to no independent end point or independent increment priors. In our
discussion, the parameters of the NLG priors are determined based on prior quantiles
elicited from expert knowledge. The development of ready-to-use tools to help check the
feasibility of elicited quantiles should make choosing NLG priors easier and be appealing
to the general user.
2. Unbounded NLG priors lead to priors that have a high proportion of “paths” with large
slopes. We could consider a truncated unbounded NLG distribution for reliability and
investigate the effect of the truncation point. Truncation will be done for values close to
the bounds of the interval (0, 1). These cutoff points would be chosen by the modeler;
sensitivity analysis will be important to investigate their effects on the resulting analysis.
3. Instead of a mixture distribution with a point mass, we could consider a finite mixture of
two proper NLG distributions in the independent decrement prior. In some applications,
the trend in reliability for inactive components may not be exactly 0. The finite mixture
of two proper NLG distributions for the decrement can be used in this case.
4. Sensitivity analysis of the system posterior inference with respect to small changes in pi
and the system prior decrement quantiles obtained from expert opinion. The inputs of
the component selection procedure are the values of pi and the system prior decrement
quantiles. It then becomes important to investigate their effect on the resulting analysis.
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5. Extensions to other data types, such as lifetime data and degradation data. While we
have considered only binary data, we can consider analyses that also include various data
types in an NLG modeling approach.
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APPENDIX A. ADDITIONAL MATERIAL
A.1 Distribution function of R(t), independent end points prior
Recall that Equation 2.3 is equal to∫ ∞
0
dgamma(u0, α0, β0) (1− pgamma (U(u0, r(t)), α1, β1)) du0,
To show that Equation 2.3 is a distribution function, we need to show
1. Equation 2.3 is a non-negative and non-decreasing function of r(t)
2. Equation 2.3 converges to 1 as r(t) goes to 1.
A.1.1 Show that Equation 2.3 is a non-negative, non-decreasing function of r(t)
Assume two values of r(t) as r1(t), and r2(t) so that r1(t) ≤ r2(t). If we define
U(u0, r(t)) = log
(
1 + exp
(
−(t1 − t0)logit(r(t)) + (t1 − t) log(exp(u0)− 1)
t− t0
))
,
then U(u0, r2(t)) ≤ U(u0, r1(t)) for some u0 > 0. This implies that for any α1 > 0, β1 > 0, and
u0 > 0
pgamma(U(u0, r2(t)), α1, β1) ≤ pgamma(U(u0, r1(t)), α1, β1)
1− pgamma(U(u0, r1(t)), α1, β1) ≤ 1− pgamma(U(u0, r2(t)), α1, β1).
Since probability density functions are non-negative function, we have
dgamma(u0, α0, β0) (1− pgamma (U(u0, r1(t)), α1, β1)) ≤
dgamma(u0, α0, β0) (1− pgamma (U(u0, r2(t)), α1, β1)) .
Note that dgamma(u0, α, β) is the probability density function of a gamma distributed random
variable with parameters α, and β, where the density is evaluated at u0. pgamma(u0, α, β)
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represents the distribution function, also denoted as cumulative distribution function (c.d.f.).
Integrating out u0 on both sides of the inequality yields∫ ∞
0
dgamma(u0, α0, β0) (1− pgamma (U(u0, r1(t)), α1, β1)) du0 ≤∫ ∞
0
dgamma(u0, α0, β0) (1− pgamma (U(u0, r2(t)), α1, β1)) du0.
This shows that Equation 2.3 is a non-decreasing function of r(t). Equation 2.3 is non-negative
since it is the integral of the product of two non-negative functions.
A.1.2 Show that Equation 2.3 converges to 1 as r(t)→ 1
lim
r(t)→1
∫ ∞
0
dgamma(u0, α0, β0) (1− pgamma (U(u0, r2(t)), α1, β1)) du0 = 1.
Note that in Equation 2.3, we have that∫ ∞
0
dgamma(u0, α0, β0) (1− pgamma (U(u0, r1(t)), α1, β1)) du0 ≤∫ ∞
0
dgamma(u0, α0, β0)du0 = 1.
This means that Equation 2.3 is bounded above. Thus, we can safely interchange integral and
limit, and we have
lim
r(t)→1
∫ ∞
0
dgamma(u0, α0, β0) (1− pgamma (U(u0, r(t)), α1, β1)) du0 =∫ ∞
0
lim
r(t)→1
dgamma(u0, α0, β0) (1− pgamma (U(u0, r(t)), α1, β1)) du0.
Only pgamma (U(u0, r(t)), α1, β1) depends on r(t), and is a smooth, continuous function. Thus,
taking the limit with respect to r(t) yields
lim
r(t)→1
pgamma (U(u0, r(t)), α1, β1) = pgamma (U(u0, 1), α1, β1)
= 0.
Finally, we have
lim
r(t)→1
∫ ∞
0
dgamma(u0, α0, β0) (1− pgamma (U(u0, r(t)), α1, β1)) du0 =∫ ∞
0
dgamma(u0, α0, β0)du0 = 1.
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This shows that Equation 2.3 converges to 1 as r(t) goes to 1, and concludes the proof for the
independent end points prior.
A.2 Distribution function of R(t), independent decrement prior
Recall that Equation 2.7 equals∫ ∞
0
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(rp(t))), αδ, βδ)) dv0,
where
V (v0, logit(rp(t))) = log
1 + exp
(
− (t1−t0)logit(rp(t))+(t−t1) log(exp(u0)−1)t−t0
)
exp(u0)
 .
To show that Equation 2.7 is a distribution function, we need to show
1. Equation 2.7 is a non-negative, and non-decreasing function of r(t)
2. Equation 2.7 converges to 1 as r(t) goes to 1
A.2.1 Show that Equation 2.7 is a non-negative, non-decreasing function of r(t)
Assume two values of r(t) as r1(t), and r2(t) so that r1(t) ≤ r2(t). For any value of v0 > 0
log
(
1 + exp
(
−(t1 − t0)logit(r2(t)) + (t1 − t) log(exp(u0)− 1)
t− t0
))
≤
log
(
1 + exp
(
−(t1 − t0)logit(r1(t)) + (t1 − t) log(exp(u0)− 1)
t− t0
))
.
We have V (v0, logit(r2(t))) ≤ V (v0, logit(r1(t))). Since pgamma(, α, β) is a non-decreasing func-
tion of its argument, it follows
(1− pgamma (V (v0, logit(r1(t))), αδ, βδ)) ≤ (1− pgamma (V (v0, logit(r2(t))), αδ, βδ)) ,
for any v0 > 0. We also get
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(r1(t))), αδ, βδ)) ≤
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(r2(t))), αδ, βδ)) .
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Finally, we take the integral of both sides of the inequality to get∫ ∞
0
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(r1(t))), αδ, βδ)) dv0 ≤∫ ∞
0
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(r2(t))), αδ, βδ)) dv0.
This shows that Equation 2.7 is a non-decreasing function. Equation 2.7 is also a non-negative
function since it is an integral of a non-negative function.
A.2.2 Show that Equation 2.7 converges to 1 as r(t)→ 1
We need to show that
lim
r(t)→1
∫ ∞
0
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(rp(t))), αδ, βδ)) dv0 = 1.
Note Equation 2.7 equals∫ ∞
0
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(rp(t))), αδ, βδ)) dv0 ≤∫ ∞
0
dgamma(v0, α0, β0)dv0 = 1.
So, Equation 2.7 is bounded, and we can exchange the limit and the integral
lim
r(t)→1
∫ ∞
0
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(rp(t))), αδ, βδ)) dv0 =∫ ∞
0
lim
r(t)→1
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(rp(t))), αδ, βδ)) dv0.
Note that for a given v0, we have 0 < r(t) <
1
exp(v0)
. So, the limit above becomes∫ ∞
0
lim
r(t)→exp(−v0)
dgamma(v0, α0, β0) (1− pgamma (V (v0, logit(rp(t))), αδ, βδ)) dv0 = 1.
This proves that Equation 2.7 converges to 1 as r(t) goes to 1, and concludes the proof for the
independent decrement prior.
A.3 Joint prior distribution of a and b, independent end points prior
Suppose R(t) = 11+exp(−(a+bt)) . Consider the following NLG priors on reliability at times t0
and t1, with R(t0) ∼ NLG(α0, β0) and R(t1) ∼ NLG(α1, β1). Assuming an independent end
86
points prior, the joint distribution of (R(t0), R(t1)) is:
pi(R(t0), R(t1)) =
1
Γ(α0)β
α0
0
[− log(R(t0))]α0−1R(t0)
1
α0
−1
1
Γ(α1)β
α1
1
[− log(R(t1))]α1−1R(t1)
1
α1
−1
.
If Y0 = logit(R(t0) and Y1 = logit(R(t1), their joint distribution is
f(y0, y1 | γ) = C(γ)
(
1
1 + exp(−y0)
)(1/β0)+1
[log(1 + exp(−y0))](α0−1)
exp(−y0)
(
1
1 + exp(−y1)
)(1/β1)+1
[log(1 + exp(−y1))](α1−1) exp(−y1).
We can express a and b as functions of Y0 and Y1 as
a =
t1Y0 − t0Y1
t1 − t0
b =
Y1 − Y0
t1 − t0 .
We can obtain the joint distribution of a and b by using the standard change-of-variables
method, where the determinant of the Jacobian is equal to |J | = |t1 − t0|
f(a, b | γ) = C(γ)
(
1
1 + exp(−(a+ bt0)
)(1/β0)+1
[log(1 + exp(−(a+ bt0))](α0−1)
exp(−(a+ bt0))
(
1
1 + exp(−(a+ bt0))
)(1/β1)+1
[log(1 + exp(−(a+ bt1)))](α1−1)
exp(−(a+ bt1)) |t1 − t0| .
A.4 Joint prior distribution of a and b, independent decrement prior
Suppose R(t) = 11+exp(−(a+bt)) . Assuming the independent decrement prior, the joint dis-
tribution of R(t0), and ∆ is
pi(R(t0),∆) =
1
Γ(α0)β
α0
0
[− log(R(t0))]α0−1R(t0)
1
α0
−1
1
Γ(αδ)β
αδ
δ
[− log(∆)]αδ−1R(t1)
1
αδ
−1
.
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If R(t1) = R(t0)∆, Y0 = logit(R(t0)), and Y1 = logit(∆R(t1)), the joint distribution of Y0 and
Y1 is
f(y0, y1 | γ) = C(γ)
(
1
1 + exp(−y0)
)( 1
β0
− 1
βδ
)+1
[log(1 + exp(−y0))]α0−1
(1 + exp(−y1))
1
βδ
−1
[− log(1 + exp(−y0)) + log(1 + exp(−y1))]αδ−1
exp(−y0) exp(−y1)I(y1 < y0) .
We can express a and b as a functions of Y0 and Y1
a =
t1Y0 − t0Y1
t1 − t0
b =
Y1 − Y0
t1 − t0 .
Using again the change-of-variables method, we can derive the joint distribution of a and b
f(a, b | γ) = C(γ)
(
1
1 + exp(−y0)
)( 1
β0
− 1
βδ
)+1
[log(1 + exp(−(a+ bt0)))]α0−1
(1 + exp(−(a+ bt1)))
1
βδ
−1
[− log(1 + exp(−(a+ bt0))) + log(1 + exp(−(a+ bt1)))]αδ−1
exp(−(a+ bt0)) exp(−(a+ bt1)) |t1 − t0| I(b < 0) .
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APPENDIX B. MCMC Implementation for Point Mass Mixture Prior on
System Decrement
Assuming binary data are collected for each of the component and system, the likelihood is
`(Data|θ) ∝
C∏
i=0
 Ti∏
j=1
(Ri(tj))
xij (1−Ri(tj))ni(tj)−xij
 ,
where xij is the number of successful tests out of ni(tj) tests done on component i at time tj .
Ri(tj) is the probability of a successful Component i test at time tj . The index i = 0 denotes
the system. Θ = (R1(0),∆1, . . . , RC(0),∆C)
′
. For a single component, we have the joint prior
for ∆i and Ri(0) is proportional to
h(ri(0), δi|γ) ∝ [− log(ri(0))]α0−1 [ri(0)](
1
β0
−1)
(B.1)(
pi
1
Γ(α)βα
[− log(δi)]α−1 (δi)
1
β
−1
+ (1− pi)I(δi = 1)
)
,
where γ = (α0, β0, α, β)
′
. Let Yi(0) = logit(Ri(0)). The Jacobian is
Ji =
(
1
1 + exp(−yi(0))
)2
exp(−yi(0)) where i = 1, · · · , C;
J0 = 1. Equation B.1 becomes
h(yi(0), δi|γ) ∝ [log(1 + exp(−yi(0)))]α0−1
(
1
1 + exp(−yi(0))
) 1
β0
+1
(B.2)(
pi
1
Γ(α)βα
[− log(δi)]α−1 (δi)
1
β
−1
+ (1− pi)I(δi = 1)
)
Ji,
where Θ = (Y1(0),∆1, . . . , YC(0),∆C)
′
. We use ∆i, Ri(0), and Θ to refer to the unknown
parameters, and δi, ri(0), and θ for the realized values of the parameters respectively. Assuming
that the components are independent, the joint posterior for the vector of parameters Θ is then
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proportional to
P (θ|Data, γ, pi) ∝ `(Data|θ)
C∏
i=1
[log(1 + exp(−yi(0)))]α0−1
(
1
1 + exp(−yi(0))
)( 1
β0
+1)
(
pi
1
Γ(α)βα
[− log(δi)]α−1 (δi)
1
β
−1
+ (1− pi)I(δi = 1)
)
Ji.
Simulating directly from the posterior of Θ is difficult. We use a MCMC algorithm to obtain
draws from the posterior distribution of Θ. The joint conditional posterior distribution of Yi(0),
and ∆i is proportional to
P (yi(0), δi|Data, θ−i, γ, pi) ∝ `(Data|θ, γ)h(yi(0), δi|γ),
where θ−i is the realized value of the parameter vector
Θ−i = (Y1(0),∆1, . . . , Yi−1(0),∆i−1, Yi+1(0),∆i+1, . . . , YC(0),∆C) .
This does not have a known distributional form, so we use the Metropolis Hastings algorithm
(MH). The MH requires a proposal distribution and a probability for accepting the proposal.
We chose the following proposal distribution
J((yi(0), δi)
(k)|(yi(0), δi)(k−1)) = Normal(µ = y(k−1)i (0), σ)
pˆi(y
(k)
i (0))NLG(α˜i, β˜i) + (1− pˆi(y(k)i (0)))I(δi = 1),
where Normal(µ, σ) is the normal density with mean µ and standard deviation σ, k indicates
the position in the chain, y
(k)
i (0) = logit(r
(k)
i (0)), where r
(k)
i (0) is the k
th value of ri(0) at the
kth iteration. pˆi(yi(0)) is a function of yi(0), possibly other parameters. We chose for example
pˆi(yi(0)) = 1 − ψ 11+exp(−yi(0)) , where ψ is a tuning parameter. α˜i, β˜i, σ are chosen to improve
the acceptance rate of the MCMC. We update parameters for component i as follows
1. At the kth iteration, y
(k)
i (0) ∼ Normal(., µ = y(k−1)i (0), σ) and δ(k)i ∼ pˆi(y(k)i (0))NLG(α˜i, β˜i)+
(1− pˆi(y(k)i (0)))I(δ(k)i = 1)
2. Compute
ρ
(k)
i =
P((yi(0),δi)(k)|Data,γ,θ−i,pi)
pˆi(yki (0))NLG(δ
(k)
i ,α˜i,β˜i)+(1−pˆi(yki (0)))I(δi=1)
P((yi(0),δi)(k−1)|Data,γ,θ−i,pi)
pˆi(y
(k−1)
i (0))NLG(δ
(k−1)
i ,α˜i,β˜i)+(1−pˆi(y(k−1)i (0)))I(δi=1)
3. Accept the move with probability ρ
(k)
i and return to 1.
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