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In this paper we present the necessary and suﬃcient conditions for linearizability of the
planar time-reversible cubic complex system x˙ = x+ P (x, y), y˙ = −y+ Q (x, y). From these
conditions, the necessary and suﬃcient conditions for the origin to be an isochronous
center of the time-reversible cubic real system u˙ = −v + F (u, v), v˙ = u + G(u, v) can be
obtained. Thus, the isochronous center problem of time-reversible cubic systems is solved
completely.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The planar analytic system
u˙ = −v + F (u, v), v˙ = u + G(u, v) (1.1)
can be regarded as a perturbation of the canonical linear center u˙ = −v, v˙ = u, where u, v ∈ R and both F and G are ana-
lytic in a neighborhood of the origin and such that their series expansions start in at least second order terms. The problem
of isochronous centers is to ﬁnd within a given family (1.1) those systems that all solutions near the origin are periodic
with the same period. From the time when Dutch mathematician Christiaan Huygens investigated the cycloidal pendu-
lum, much earlier before the development of differential calculus, the problem of isochronous centers attracted attention
of many mathematicians (especially for the case when F and G are polynomials). In 1960’s all conditions of isochronous
center are found for quadratic systems by Loud [20] and for cubic systems with homogeneous nonlinearities by Pleshkan
[22]. Up to the end of last century, some further results on isochronous centers are obtained for quartic systems and quintic
ones with homogeneous nonlinearities [5,6,8]. The isochronicity problem for the linear centers perturbed by homogeneous
polynomials of degree ﬁve has been solved recently in [23]. Some suﬃcient conditions for the origin to be an isochronous
center of time-reversible cubic systems have been obtained in [3,4,11]. On the other hand, nonisochronicity of the center
at the origin is proved for homogeneous Hamiltonian systems [9,12,25], quartic Hamiltonian systems [18] and Hamiltonian
systems without odd degree terms [9]. More details on recent researches on the isochronicity problem can be found in the
survey [7].
It is well known (see e.g. [1]) that the origin is an isochronous center of system (1.1) if and only if there exists an
analytic transformation U = u+o(|(u, v)|), V = v +o(|(u, v)|) reducing (1.1) to the linear center U˙ = −V , V˙ = U . Therefore,
the problem of isochronous centers is equivalent to the linearizability problem. Since calculation of normal forms is easier for
complex systems, we complexify system (1.1) by setting x = u + iv , where i = √−1. Then, from (1.1) we get the equation
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where
P (x, x¯) = G
(
x+ x¯
2
,
x− x¯
2i
)
− iF
(
x+ x¯
2
,
x− x¯
2i
)
= −
∞∑
m+ j=1
am, jx
m+1x¯ j, m−1, j  0.
Using y and τ for x¯ and it respectively and rewriting t instead of τ we obtain from (1.2) the system
x˙ = x+ P (x, y), y˙ = −y + Q (x, y), x, y ∈ C, (1.3)
where Q (x, y) =∑∞m+ j=1 b j,mx j ym+1, m−1, j  0 and
bm, j = a¯ j,m. (1.4)
On the other hand, when a general complex system (1.3) satisﬁes the condition (1.4), called the conjugacy condition, set-
ting u = (x + x¯)/2, and v = (x¯ − x)i/2, one obtains from (1.3) a real system of the form (1.1). Thus, ﬁnding conditions of
isochronicity of system (1.1) is equivalent to ﬁnding conditions of linearizability of complex system (1.3).
By deﬁnition, system (1.1) is time-reversible if it is invariant under reﬂexion with respect to a line and a change in
the direction of time. Generalizing the notion of time-reversibility from real systems to complex ones, we say that system
z˙1 = H(z1) is time-reversible [19] if it can be transformed to z˙2 = −H(z2) by the change
z2 =
[
0 α
α−1 0
]
z1,
where z1, z2 ∈ C2 and α ∈ C\{0}. The linearizability problem for system (1.3) where both P and Q are either quadratic
polynomials or homogeneous polynomials of degree three, degree four or degree ﬁve has been studied in [8,13,15,23]. But,
for nonhomogeneous cubic polynomials P and Q , linearizability problem of systems (1.3) has not been solved completely
even for time-reversible systems.
In this paper we study the linearizability problem for time-reversible systems in the family
x˙ = x− a0x2 − a1xy − a2 y2 − a3x3 − a4x2 y − a5xy2 − a6 y3,
y˙ = −y + b2x2 + b1xy + b0 y2 + b6x3 + b5x2 y + b4xy2 + b3 y3 (1.5)
with time-reversibility, where ai , bi are complex parameters. As rule, the set of all time-reversible systems within a given
polynomial parametric family is not an algebraic set. Therefore it is more convenient and eﬃcient to study the problem for
the set of systems which is the Zariski closure of the set of all time-reversible systems. We denote the Zariski closure of all
time reversible systems in the family (1.5) by R. It is a toric variety deﬁned by binomials. The list of the deﬁning binomials
is rather long, so we do not present it here; however it is written down in [19]. In the paper we obtain the necessary and
suﬃcient conditions for linearizability of system (1.5) with coeﬃcients in R. We also give some remarks about isochronous
centers for time-reversible cubic real systems in the last section of the paper.
2. Preliminaries
System (1.3) with P and Q being polynomials of degree n can be written as
x˙ = x−
n−1∑
p+q=1
ap,qx
p+1 yq = P˜ (x, y), y˙ = −y +
n−1∑
p+q=1
bq,px
q yp+1 = Q˜ (x, y), (2.1)
where p −1, q 0. System (2.1) is linearizable if and only if there is a formal transformation
X = x+
∞∑
m+ j=2
u(1)m−1, j(a,b)x
m y j, Y = y +
∞∑
m+ j=2
u(2)m, j−1(a,b)x
m y j, (2.2)
where a and b denote the vectors whose entries are the parameters ap,q ’s and bq,p ’s of system (2.1) respectively, ordered in
some way, such that
X˙ = X, Y˙ = −Y . (2.3)
Differentiating with respect to t on both sides of the two equalities in (2.2) and substituting (2.1) in the resulted equalities,
we obtain
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∞∑
m+ j=2
u(1)m−1, j
(
mxm−1 y j P˜ (x, y) + jxm y j−1 Q˜ (x, y)),
Y˙ = Q˜ (x, y) +
∞∑
m+ j=2
u(2)m, j−1
(
mxm−1 y j P˜ (x, y) + jxm y j−1 Q˜ (x, y)).
Using (2.2) and (2.3) after equating coeﬃcients of the terms xq1+1 yq2 and xq1 yq2+1, we obtain the recurrence formulae
(q1 − q2)u(1)q1,q2 =
q1+q2−1∑
s1+s2=0
[
(s1 + 1)u(1)s1,s2aq1−s1,q2−s2 − s2u(1)s1,s2bq1−s1,q2−s2
]
, (2.4)
(q1 − q2)u(2)q1,q2 =
q1+q2−1∑
s1+s2=0
[
s1u
(2)
s1,s2aq1−s1,q2−s2 − (s2 + 1)u(2)s1,s2bq1−s1,q2−s2
]
, (2.5)
where s1, s2 −1, q1,q2 −1, q1 +q2  0, u(1)1,−1 = u(1)−1,1 = 0, u(2)1,−1 = u(2)−1,1 = 0, u(1)0,0 = u(2)0,0 = 1, and we set aq,m = bm,q = 0
if q +m < 1. It is obvious that u(1)q1,q2 and u(2)q1,q2 can be computed by (2.4) and (2.5) when q1 = q2. Denote the polynomials
on the right-hand sides of (2.4) and (2.5) by ik and jk , respectively, when q1 = q2 = k. We see from (2.4) and (2.5) that
the necessary condition for the linearizability of (2.1) is that ik = jk = 0 for all k ∈ N. The quantities ik and jk , both being
polynomials in ap,q ’s and bq,p ’s, are called k-th linearizability quantities.
The linearizability problem for (2.1) is reduced to calculating the variety of the ideal 〈i1, j1, i2, j2, . . .〉 generated by all
ik ’s and jk ’s. A general approach to complete this task is to ﬁnd an integer N0  1 such that V(〈i1, j1, . . . , iN0 , jN0 〉) =
V(〈i1, j1, . . . , iN0+1, jN0+1〉) (here and below V(I) stands for the variety of the ideal I), then compute the irreducible de-
composition of V(〈i1, j1, . . . , iN0 , jN0 〉), and ﬁnally, using appropriate methods, show that all systems from each component
of the decomposition are indeed linearizable.
The most powerful method to ﬁnd a linearizing substitution is the so-called Darboux linearization. By deﬁnition a Dar-
boux linearization [21] of system (2.1) is a change of variables X = H1(x, y), Y = H2(x, y), which transforms (2.1) to (2.3),
and such that at least one of the functions H1 and H2 is of the form H = f α11 · · · f αkk , where α j ’s are complex numbers and
f i(x, y)’s are some functions (called Darboux functions) satisfying the equation
∂ f i
∂x
P˜ + ∂ f i
∂ y
Q˜ = Ki f i,
with Ki ’s being some polynomials. The polynomial Ki(x, y) is called the cofactor of f i(x, y). A simple computation shows
that if there are α1, . . . ,αk ∈ C such that ∑ki=1 αi Ki = 0, then H = f α11 · · · f αkk is a ﬁrst integral of the system (2.1). Partic-
ularly, assume that system (2.1) has Darboux functions f0, f1, f2, . . . , f s , which are analytic, have cofactors K0, K1, . . . , Ks
respectively and satisfy fm(0,0) = 1 for all m = 1, . . . , s. If
K0 +
s∑
j=1
α j K j = 1 (2.6)
and f0 = x+ h.o.t., then the ﬁrst equation of (2.1) can be linearized by the substitution
X = f0 f α11 f α22 · · · f αss , (2.7)
and if
K0 +
s∑
j=1
α j K j = −1 (2.8)
and f0 = y + h.o.t., then the second equation of (2.1) is linearizable by the substitution
Y = f0 f α11 f α22 · · · f αss . (2.9)
If only one of conditions (2.7) and (2.9) is satisﬁed, let us say (2.9), but system (2.1) has a ﬁrst integral Ψ (x, y) of the
form
Ψ (x, y) = xy +
∞∑
l+ j=3
vl, jx
l y j, (2.10)
called the Lyapunov ﬁrst integral, then (2.1) is linearizable by the change
X = Ψ (x, y)/H2(x, y), Y = H2(x, y). (2.11)
Note that it is shown in [19] that every time-reversible system (1.3) admits a ﬁrst integral (2.10). More details on the
Darboux method of integration and linearization can be found in [14,15,21].
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In this section, we will ﬁnd the conditions of linearizability of system (1.5) with time-reversibility, i.e., with coeﬃ-
cients in R. By straightforward computations with Mathematica, we obtain the ﬁrst seven pairs of linearizability quantities
i1, j1, . . . , i7, j7. These polynomials are too long, so we do not present them here, but the reader can compute them with
any available computer algebra system (Mathematica, Maple, etc.), for example, by algorithms from [15] or [24].
To ﬁnd the necessary conditions of linearizability it is suﬃcient to ﬁnd the irreducible decomposition of the variety
of the ideal I = 〈i1, j1, . . . , i7, j7〉 intersected with the closure of the time reversible systems R. There are many routines
to perform this task with Maple, Singular [16] and few other computer algebra systems. We used the routine minAssChar
of Singular [17] which computes the minimal associate primes using Groebner bases and the characteristic sets method
(see, e.g., [2,26]). Notice that after the linear transformation x → a−1/23 x, y → b−1/23 y the nonzero coeﬃcients a3 and b3
of the resulted system can be reduced to 1. Similarly, a1 and b1 can be reduced to 1 or 0 when a3 = b3 = 0. Since the
decomposition of the variety is a very laborious work, we use this observation to split our study of system (1.5) into the
following ﬁve cases:
(C1) a3 = b3 = 1, (C2) a3 = 1, b3 = 0, (C3) a3 = 0, b3 = 1,
(C4) a3 = b3 = 0, a1 = b1 = 1, (C5) a3 = b3 = 0, a1b1 = 0.
For case C1, from the time-reversibility conditions [19, Theorem 6] and the ﬁrst pair of linearizability quantities i1 and j1
we need only to consider two subcases:
(i) a0 = b0, a1 = b1, a2 = b2, a5 = b5, a6 = b6, a4 = b4 = −b0b1 − b21 − 2b22/3,
(ii) a0 = −b0, a1 = −b1, a2 = −b2, a5 = b5, a6 = b6, a4 = b4 = −b0b1 + b21 + 2b22/3.
We say that two systems of the form (1.5) are said to be dual to each other if one of them can be obtained from the other by
the involution (x, y, t,ai,b j) ←→ (y, x,−t,bi,a j). Obviously, if a system is linearizable then its dual system is linearizable
as well.
Theorem 1. When a3 = b3 = 1, a0 = b0 , a1 = b1 , a2 = b2 , a5 = b5 , a6 = b6, and a4 = b4 = −b0b1 − b21 − 2b22/3, time-reversible
system (1.5) is linearizable if and only if its coeﬃcients lie in the variety of one of the following ideals:
(1) 〈b6,b5,b2,b21 + b1b0 − 1〉,
(2) 〈7b6 + 4,7b5 + 3,b2,b0,b1〉,
(3) 〈b6,b5 − 1,b2,2b20 + 9,3b1 − b0〉,
(4) 〈b6,b5,b2,b1〉,
(5) 〈b6,b5 + 1,b2,b1 + b0〉,
(6) 〈b6,b5 + 1,b2,b1〉,
(7) 〈b6 + 3,b5 + 1,2b22 + 9,b0 + b2,b1〉,
(8) 〈b6 − 1,b5 − 3,2b22 + 9,3b0 − 5b2,b1〉,
(9) 〈b6 − 1,b5 − 3,2b22 + 27,3b0 − 5b2,3b1 + 4b2〉,
(10) 〈b6 − 1,b5 − 3,32b22 + 27,3b0 − 11b2,3b1 − 2b2〉,
(11) 〈3b6 − 1,b5 + 1,3b0b2 − 7b22 + 3,3b1 − 3b20b2 + b0b22 + 14b32 − 7b2〉,
(12) 〈b6 + 1,b5 − 3,3b0b2 + 5b22 − 9,27b1 + 9b20b2 + 9b0b22 − 10b32 + 45b2〉,
(13) 〈b5 −8b6 +5,9b22b6 −5b22 +252b26 −270b6 +72,12b0b6 −6b0 −19b2b6 +9b2,3b0b2 −7b22 −63b6 +36,3b1 +3b0 −b2〉,
(14) 〈b5 + 1,3b6 + 5,64b42 + 72b22 + 147,273b0 + 320b32 + 479b2,273b1 + 64b32 + 114b2〉,
(15) 〈5b26+6b6+5,976b5−1325b26−9398b6+3555,97600b22+271125b26+3059370b6−1136511, 108336b0+106625b2b26+
130390b2b6 − 60759b2,27084b1 − 20875b2b26 − 25660b2b6 + 11943b2〉,
(16) 〈5b26 + 6b6 + 5,976b5 + 1075b26 − 662b6 + 99,3904b22 + 4725b26 + 3474b6 − 1863,2928b0 − 3875b2b26 + 2670b2b6 −
459b2,732b1 − 375b2b26 + 160b2b6 − 9b2〉.
Proof. (1) In this case the corresponding system (1.5) has the form
x˙ = x+ b
2
1 − 1
b1
x2 − b1xy − x3 + x2 y, y˙ = −y + b1xy + 1− b
2
1
b1
y2 − xy2 + y3. (3.1)
When (1 − b21)(1 + b21) = 0, (3.1) can be linearized by X = x1k12 −k23 , Y = y−11 k22 −k23 , where k1 = −1/(1+ b21), k2 =
b21/(1+ b21) and
1 = 1− 1
b
y, 2 = 1− 1
b
x− 1
b
y + 1
b2
xy, 3 = 1+ b1x+ b1 y + 2b
2
1
1− b2 xy.1 1 1 1 1
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zero set of a polynomial system, hence, it is closed in the Zariski topology, and in this case the set V(b6,b5,b2,b21+b1b0−1)
is the closure of V(b6,b5,b2,b21 + b1b0 − 1) \ V((1− b21)(1+ b21)).
(2) The system of this case is
x˙ = x− x3 + 3
7
xy2 + 4
7
y3, y˙ = −y − 4
7
x3 − 3
7
x2 y + y3. (3.2)
The coeﬃcients of (3.2) satisfy conjugacy conditions and the corresponding real system is
u˙ = −v + 36
7
u2v − 8
7
v3, v˙ = u + 12
7
uv2. (3.3)
By the change u → √7/2v , v → −√7/2u, (3.3) is rewritten as u˙ = −v − 3u2v , v˙ = u + 2u3 − 9uv2, which is proved to
have an isochronous center at the origin in [22]. Therefore, the origin is an isochronous center of (3.3), hence, system (3.2)
is linearizable.
(3) The system is
x˙ = x− b0x2 − b0
3
xy − x3 − 2x2 y − xy2, y˙ = −y + b0
3
xy + b0 y2 + x2 y + 2xy2 + y3, (3.4)
where b0 = ±3
√
2 i/2. It is linearized by X = x1−22 3, Y = y−11 3, where 1 = 1− 4b03 y− 2xy− 2y2, 2 = 1− 2b03 x− 2b03 y,
3 = 1− b03 x− b03 y.
(4) The corresponding system is
x˙ = x− b0x2 − x3, y˙ = −y + b0 y2 + y3. (3.5)
Obviously it is Darboux linearizable (since for each coordinate axis there are three lines parallel to the axis).
(5) The system is
x˙ = x− b0x2 + b0xy − x3 + xy2, y˙ = −y − b0xy + b0 y2 − x2 y + y3. (3.6)
When 4 + b20 = 0, system (3.6) can be linearized by X = xk11 k22 , Y = yk11 k22 , where k1 = (b0
√
4+ b20 − b20 − 4)/2, k2 =
−(b0
√
4+ b20 + b20 + 4)/2 and
1 = 1+
√
4+ b20 − b0
2
x+
√
4+ b20 − b0
2
y, 2 = 1−
b0 +
√
4+ b20
2
x−
b0 +
√
4+ b20
2
y.
Similarly to case (1), the system is also linearizable when 4+ b20 = 0.
(6) The system
x˙ = x− b0x2 − x3 + xy2, y˙ = −y + b0 y2 − x2 y + y3 (3.7)
has three invariant curves:
1 = 1+
−b0 +
√
4+ b20
2
(x+ y), 2 = 1−
b0 +
√
4+ b20
2
(x+ y),
3 = 1−
b0 +
√
4+ b20
2
x+
−b0 +
√
4+ b20
2
y.
When 4+ b20 = 0, they yield linearization X = xk11 k12 k23 , Y = yk31 k32 −k23 , where
k1 =
b0 −
√
4+ b20
2
√
4+ b20
, k2 = − b0√
4+ b20
, k3 = −
b0 +
√
4+ b20
2
√
4+ b20
.
Similarly to case (1), the system is also linearizable when 4+ b20 = 0.
(7) The system of this case is
x˙ = x+ b2x2 − b2 y2 − x3 − 3x2 y + xy2 + 3y3,
y˙ = −y + b2x2 − b2 y2 − 3x3 − x2 y + 3xy2 + y3, (3.8)
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√
2 i/2. It has four invariant curves:
1 = x+ b2
3
x2 − b2
3
y2, 2 = y − b2
3
x2 + b2
3
y2,
3 = 1+ 4b2
3
x− 2x2 + 2y2, 4 = 1+ 4b2
3
y + 2x2 − 2y2
yielding the linearization X = 1−13 , Y = 2−14 .
(8) The conditions of this case give the system
x˙ = x− 5b2
3
x2 − b2 y2 − x3 − 3x2 y − 3xy2 − y3,
y˙ = −y + b2x2 + 5b2
3
y2 + x3 + 3x2 y + 3xy2 + y3, (3.9)
where b2 = ±3
√
2 i/2. It has three invariant curves:
1 = x− b2
3
x2 − 2b2
3
xy − b2
3
y2, 2 = 1 − x+ y, 3 = 1− 2b2
3
x− 2b2
3
y
yielding a Lyapunov ﬁrst integral Ψ (x, y) = 12−43 . Let
X = 1−23 , Y = 2−23 . (3.10)
From (3.9) and (3.10) we obtain that X˙ = X3(x, y) and Y˙ = −Y 3(x, y). Deﬁne g(x, y) = 3(x, y) − 1 and m(X, Y ) =
−2b2(X − Y )/3. Then,
dm(X, Y )
dt
=
(
X
∂m
∂ X
− Y ∂m
∂Y
)
3(x, y) = −2
3
b2(X + Y )3(x, y)
= −2
3
b2
(
1(x, y) + 2(x, y)
)
−13 (x, y) =
(
g(x, y) + g2(x, y))−13 (x, y) = g(x, y).
Thus, for system (3.9) we ﬁnd a linearizing transformation of the form z1 = Xem(X,Y ) and z2 = Y e−m(X,Y ), where X and Y
are given in (3.10).
(9) The system is
x˙ = x− 5b2
3
x2 + 4b2
3
xy − b2 y2 − x3 − 3x2 y − 3xy2 − y3,
y˙ = −y + b2x2 − 4b2
3
xy + 5b2
3
y2 + x3 + 3x2 y + 3xy2 + y3, (3.11)
where b2 = ±3
√
6 i/2. By the change X = b2x, Y = b2 y, (3.11) is transformed to
X˙ = X − 5
3
X2 + 4
3
XY − Y 2 + 2
27
X3 + 2
9
X2Y + 2
9
XY 2 + 2
27
Y 3,
Y˙ = −Y + X2 − 4
3
XY + 5
3
Y 2 − 2
27
X3 − 2
9
X2Y − 2
9
XY 2 − 2
27
Y 3. (3.12)
Coeﬃcients of (3.12) satisfy the conjugacy condition. The corresponding real system is
u˙ = −v + 4
3
uv, v˙ = u − 4
3
u2 + 4v2 + 16
27
u3. (3.13)
The coeﬃcients of (3.13) obey the ﬁrst condition of Theorem 3 of [11], hence, the origin is an isochronous center. Therefore,
(3.11) is linearizable.
(10) The system is
x˙ = x− 11b2
3
x2 − 2b2
3
xy − b2 y2 − x3 − 3x2 y − 3xy2 − y3,
y˙ = −y + b2x2 + 2b2
3
xy + 11b2
3
y2 + x3 + 3x2 y + 3xy2 + y3, (3.14)
where b2 = ±3
√
6 i/8. Similarly to case (9), we ﬁnd an equivalent system of (3.14), whose real system is
u˙ = −v + 16uv, v˙ = u − 16u2 + 4v2 + 256u3. (3.15)
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fore, (3.14) is linearizable.
(11) After the change x → b2x and y → b2 y, the system is written as
x˙ = x− 7b
2
2 − 3
3
x2 + (2b22 − 1)xy − b22 y2 − b22x3 + b223 x2 y + b22xy2 − b
2
2
3
y3,
y˙ = −y + b22x2 −
(
2b22 − 1
)
xy + 7b
2
2 − 3
3
y2 + b
2
2
3
x3 − b22x2 y −
b22
3
xy2 + b22 y3. (3.16)
It has four invariant curves:
1 = x− b
2
2
3
x2 − 2b
2
2
3
xy − b
2
2
3
y2, 3 = 1+ 3− 4b
2
2
3
x+ 3− 4b
2
2
3
y − 2b
2
2
3
x2 − 4b
2
2
3
xy − 2b
2
2
3
y2,
2 = y − b
2
2
3
x2 − 2b
2
2
3
xy − b
2
2
3
y2, 4 = 1+
3− 4b22 −
√
16b42 + 9
6
x+
3− 4b22 −
√
16b42 + 9
6
y.
When 16b42 + 9 = 0, (3.16) is linearized by substitution X = 1k33 k44 , Y = 2k33 k44 , where k3 = −1 + 4b22/
√
16b42 + 9 and
k4 = −2(k3 + 1). Using the reasoning as for case (1), we conclude that (3.16) is also linearizable when 16b42 + 9 = 0.
(12) By the substitution x → b2x, y → b2 y, the system is written as
x˙ = x+ 5b
2
2 − 9
3
x2 − 2b
2
2 − 9
3
xy − b22 y2 − b22x3 + 3b22x2 y − 3b22xy2 + b22 y3,
y˙ = −y + b22x2 +
2b22 − 9
3
xy − 5b
2
2 − 9
3
y2 − b22x3 + 3b22x2 y − 3b22xy2 + b22 y3. (3.17)
It is linearized by the substitution X = 1−1/23 , Y = 2−1/23 , where
1 = x− b
2
2
3
x2 + 2b
2
2
3
xy − b
2
2
3
y2, 2 = y − b
2
2
3
x2 + 2b
2
2
3
xy − b
2
2
3
y2,
3 = 1+ 8b
2
2 − 18
3
x+ 8b
2
2 − 18
3
y − (4b22 − 9)x2 + (8b22 − 18)xy − (4b22 − 9)y2.
(13) The system is
x˙ = x− b0x2 + 3b0 − b2
3
xy − b2 y2 − x3 + 7b
2
2 − 3b0b2
9
x2 y + 56b
2
2 − 24b0b2 + 27
63
xy2 + 7b
2
2 − 3b0b2 − 36
63
y3,
y˙ = −y + b2x2 − 3b0 − b2
3
xy + b0 y2 − 7b
2
2 − 3b0b2 − 36
63
x3 − 56b
2
2 − 24b0b2 + 27
63
x2 y
− 7b
2
2 − 3b0b2
9
xy2 + y3, (3.18)
where b0 and b2 satisfy the equation 54b0 − 117b2 + 36b20b2 − 141b0b22 + 133b32 = 0. It follows from 3b1 + 3b0 − b2 = 0 that
13b1 + 11b0 = 0 when b0 = 0. After the change x → x/b0 and y → y/b0, system (3.18) takes the form
x˙ = x− x2 − sxy − 3(s + 1)y2 − 133s
3 + 352s2 + 309s + 90
13s + 11 x
3 + (7s2 + 13s + 6)x2 y
+ 161s
3 + 432s2 + 385s + 114
13s + 11 xy
2 − 63s
3 + 166s2 + 145s + 42
13s + 11 y
3,
y˙ = −y + 3(s + 1)x2 + sxy + y2 + 63s
3 + 166s2 + 145s + 42
13s + 11 x
3 − 161s
3 + 432s2 + 385s + 114
13s + 11 x
2 y
− (7s2 + 13s + 6)xy2 + 133s3 + 352s2 + 309s + 90
13s + 11 y
3, (3.19)
where s = b1/b0. The ﬁrst equation is linearizable by X = 1α2 β3 , where
l1 = x− (s + 1)(x+ y)2 + (7s + 6)(s + 1)
2
13s + 11 (x+ y)
3,
l2 = 1+ (3s + 2)
√
13s + 11+ √397s3 + 999s2 + 840s + 236√ (x+ y),2 13s + 11
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√
397s3 + 999s2 + 840s + 236√
13s + 11 (x+ y), α =
(11s + 10)√13s + 11√
397s3 + 999s2 + 840s + 236 −
3
2
, β = −α − 3.
By the results of [19], system (3.19) being a time-reversible system has a Lyapunov ﬁrst integral Ψ (x, y). Therefore the
second equation of (3.19) is linearized by Y = Ψ (x, y)/X .
(14) The substitution x → x/b2, y → y/b2 yields the system
x˙ = x+ 320b
2
2 + 479
273
x2 + 64b
2
2 + 114
273
xy − y2 − 1
b22
x3 + 320b
2
2 + 360
441
x2 y + 1
b22
xy2 + 5
3b22
y3,
y˙ = −y + x2 − 64b
2
2 + 114
273
xy − 320b
2
2 + 479
273
y2 − 5
3b22
x3 − 1
b22
x2 y − 320b
2
2 + 360
441
xy2 + 1
b22
y3, (3.20)
where b2 is a root of equation 64b42 + 72b22 + 147 = 0. (3.20) can be linearized by the transformation X = 13−3/24 ,
Y = 23−3/24 , where
1 = x− 1
3
x2 + 384b
2
2 + 502
273
xy − 1
3
y2 − 64b
2
2 + 72
147
(
x3 − x2 y − xy2 + y3),
2 = 1 − x+ y, 3 = 1+ 64b
2
2 + 296
273
(x+ y), 4 = 1+ 256b
2
2 + 476 (x+ y).
(15) After the change x → x/b2, y → y/b2, the system is written as
x˙ = x− 200b
2
2 + 381447
248751
x2 + 200b
2
2 + 298530
248751
xy − y2 − 1
b22
x3 + 2800b
2
2 + 4437
11205b22
x2 y
+ 3200b
2
2 + 9873
11205b22
xy2 + 400b
2
2 − 5769
11205b22
y3,
y˙ = −y + x2 − 200b
2
2 + 298530
248751
xy + 200b
2
2 + 381447
248751
y2 − 400b
2
2 − 5769
11205b22
x3
− 3200b
2
2 + 9873
11205b22
x2 y − 2800b
2
2 + 4437
11205b22
xy2 + 1
b22
y3, (3.21)
where b2 is a root of 1477521 − 62460b22 + 1000b42 = 0. (3.21) can be transformed to a linear system by the substitution
X = 1α3 β4 , Y = 2α3 β4 , where
1 = x− 1
3
(x+ y)2 + 4(50b
2
2 + 174357)
9943317
(x+ y)3, 2 = 1 − x+ y,
3 = 1+
(
4(16587+ 25b22)
248751
+ 2k(104409− 4300b
2
2)
40878081
)
(x+ y),
4 = 1+
(
4(16587+ 25b22)
248751
− 2k(104409− 4300b
2
2)
40878081
)
(x+ y),
k = −519129− 186500b
2
2
1494
, α = −3
2
+ 50k(207072− 8441b
2
2)
470101293
, β = −3
2
+ 25(31059− 818b
2
2)
4482k
.
(16) After the transformation x → x/b2, y → y/b2 we obtain the system
x˙ = x+ 40b
2
2 − 57
9
x2 + 40b
2
2 − 54
27
xy − y2 − 1
b22
x3 − 16b
2
2 − 9
9b22
x2 y − 32b
2
2 − 45
9b22
xy2 − 16b
2
2 − 27
9b22
y3,
y˙ = −y + x2 − 40b
2
2 − 54
27
xy − 40b
2
2 − 57
9
y2 + 16b
2
2 − 27
9b22
x3 + 32b
2
2 − 45
9b22
x2 y + 16b
2
2 − 9
9b22
xy2 + 1
b22
y3, (3.22)
where b2 is a root of 81− 108b22 + 40b42 = 0. A linearization of (3.22) is given by X = 1−23 4, Y = 2−23 4, where
1 = x− 1
3
(
x2 + y2)+ 160b22 − 234
27
xy − 40b
2
2 − 60
27
(
x3 + y3)− 40b22 + 36
81
(
x2 y + xy2),
2 = 1 − x+ y, 3 = 1+ 80b
2
2 − 108
27
(x+ y), 4 = 1+ 40b
2
2 − 36
27
(x+ y). 
446 X. Chen, V.G. Romanovski / J. Math. Anal. Appl. 362 (2010) 438–449Theorem2.When a3 = b3 = 1 and a0 = −b0 , a1 = −b1 , a2 = −b2 , a5 = b5 , a6 = b6 , a4 = b4 = −b0b1+b21+2b22/3, time-reversible
system (1.5) is linearizable if and only if its coeﬃcients lie in the variety of one of the following ideals:
(1) 〈b6,b5,b2,b21 − b1b0 − 1〉,
(2) 〈7b6 − 4,7b5 + 3,b2,b0,b1〉,
(3) 〈b6,b5 − 1,b2,2b20 + 9,3b1 + b0〉,
(4) 〈b6,b5,b2,b1〉,
(5) 〈b6,b5 + 1,b2,b1 − b0〉,
(6) 〈b6,b5 + 1,b2,b1〉,
(7) 〈b6 − 3,b5 + 1,2b22 + 9,b0 + b2,b1〉,
(8) 〈b6 + 1,b5 − 3,2b22 + 9,3b0 − 5b2,b1〉,
(9) 〈b6 + 1,b5 − 3,2b22 + 27,3b0 − 5b2,3b1 − 4b2〉,
(10) 〈b6 + 1,b5 − 3,32b22 + 27,3b0 − 11b2,3b1 + 2b2〉,
(11) 〈3b6 + 1,b5 + 1,3b0b2 − 7b22 + 3,3b1 + 3b20b2 − b0b22 − 14b32 + 7b2〉,
(12) 〈b6 − 1,b5 − 3,3b0b2 + 5b22 − 9,27b1 − 9b20b2 − 9b0b22 + 10b32 − 45b2〉,
(13) 〈b5 +8b6 +5,9b22b6 +5b22 −252b26 −270b6 −72,12b0b6 +6b0 −19b2b6 −9b2,3b0b2 −7b22 +63b6 +36,3b1 −3b0 +b2〉,
(14) 〈b5 + 1,3b6 − 5,64b42 + 72b22 + 147,273b0 + 320b32 + 479b2,273b1 − 64b32 − 114b2〉,
(15) 〈5b26−6b6+5,976b5−1325b26+9398b6+3555,97600b22+271125b26−3059370b6−1136511,108336b0+106625b2b26−
130390b2b6 − 60759b2,27084b1 + 20875b2b26 − 25660b2b6 − 11943b2〉,
(16) 〈5b26 − 6b6 + 5,976b5 + 1075b26 + 662b6 + 99,3904b22 + 4725b26 − 3474b6 − 1863,2928b0 − 3875b2b26 − 2670b2b6 −
459b2,732b1 + 375b2b26 + 160b2b6 + 9b2〉.
Proof. It is easy to check that the system corresponding to (1) can be transformed into the system corresponding to (1)
of Theorem 1 by the change x → x, y → −y and the systems corresponding to (2)–(16) can be transformed into systems
corresponding to (2)–(16) of Theorem 1 by the change x → −x, y → y. Thus, the linearizability for each case follows from
Theorem 1. 
Theorem 3.When a3 = 1 and b3 = 0, time-reversible system (1.5) is linearizable if and only if a4 = b4 = b0 = a6 = a5 = a2 = a1 = 0.
When a3 = 0 and b3 = 1, time-reversible system (1.5) is linearizable if and only if a4 = b4 = a0 = b6 = b5 = b2 = b1 = 0.
Proof. When a3 = 1 and b3 = a4 = b4 = b0 = a6 = a5 = a2 = a1 = 0, the system is
x˙ = x− a0x2 − x3, y˙ = −y + b2x2 + b1xy + b6x3 + b5x2 y. (3.23)
Obviously, the ﬁrst equation is linearized by a Darboux substitution (we have here 3 lines parallel to O y axis). By [19] there
is a local ﬁrst integral Ψ of the form (2.10). Thus, the second equation of (3.23) can be linearized by Y = Ψ (x, y)/X . The
other system is dual to (3.23). 
Theorem 4. When a3 = b3 = 0 and a1 = b1 = 1, time-reversible system (1.5) is linearizable if and only if one of the following condi-
tions holds:
(1) a4 −b4 = 175b6 +4 = 25b4 +4 = 175b5 +32 = 175a6 +4 = 175a5 +32 = 5b2 +4 = 15b0 +19 = 5a2 +4 = 15a0 +19 = 0,
(2) a4 = b6 = b4 = b5 = a6 = a5 = 2b2 − 3 = 2b0 + 5 = 2a2 − 3 = 2a0 + 5 = 0,
(3) a4 = b6 = b4 = b5 = a6 = a5 = 2b2 + 1 = 6b0 + 7 = 2a2 + 1 = 6a0 + 7 = 0,
(4) a4 = b6 = b4 = b5 = a6 = a5 = b2 = b0 + 1 = a2 = a0 + 1 = 0.
Proof. (1) The system is
x˙ = x+ 19
15
x2 − xy + 4
5
y2 + 4
25
x2 y + 32
175
xy2 + 4
175
y3,
y˙ = −y − 4
5
x2 + xy − 19
15
y2 − 4
175
x3 − 32
175
x2 y − 4
25
xy2. (3.24)
The coeﬃcients of (3.24) satisfy the conjugacy condition. Its real system is
u˙ = −v − 14
15
uv + 16
175
u2v, v˙ = u + 16
15
u2 − 46
15
v2 + 64
175
u3 + 48
175
uv2. (3.25)
The coeﬃcients satisfy the ﬁrst condition of Theorem 3 of [11], hence, the origin is an isochronous center of system (3.25).
Therefore, (3.24) is linearizable.
The systems satisfying conditions (2), (3) and (4) can be written as
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2
x2 − xy − 3
2
y2, y˙ = −y + 3
2
x2 + xy − 5
2
y2, (3.26)
x˙ = x+ 7
6
x2 − xy + 1
2
y2, y˙ = −y − 1
2
x2 + xy − 7
6
y2, (3.27)
x˙ = x+ x2 − xy, y˙ = −y + xy − y2, (3.28)
respectively. (3.26), (3.27) and (3.28) are proved to be linearizable in [15]. 
Theorem 5.When a3 = b3 = 0 and a1b1 = 0, time-reversible system (1.5) is linearizable if and only if one of the following conditions
holds:
(1) a4 = b4 = a0 = b6 = b5 = b2 = b1 = 0,
(2) a4 = b4 = a6 = a5 = a2 = a1 = b0 = 0,
(3) a4 = b4 = a6 = a5 = a2 = a1 = b6 = b5 = b2 = b1 = 0.
Proof. (1) The system is written as
x˙ = x− a1xy − a2 y2 − a5xy2 − a6 y3, y˙ = −y + b0 y2. (3.29)
The change Y = y(1−b0 y)−1 linearizes the second equation of (3.29). As a time-reversible system (3.29) admits a Lyapunov
ﬁrst integral. Therefore, the ﬁrst equation of (3.29) can be linearized by X = Ψ (x, y)/Y .
(2) The system is dual to (3.29), hence, is linearizable.
(3) The system is
x˙ = x− a0x2, y˙ = −y + b0 y2, (3.30)
which can be linearized by the change X = x(1− a0x)−1, Y = y(1− b0 y)−1. 
4. All isochronous center conditions
All time-reversible cubic real systems can be written as
u˙ = −v + α1uv + α2u2v + α3v3, v˙ = u + β1u2 + β2v2 + β3u3 + β4uv2, (4.1)
where u, v,α1,α2,α3, β1, . . . , β4 ∈ R, α21 + β21 + β22 = 0 and α22 + α23 + β23 + β24 = 0. When α21 + β21 + β22 = 0, system (4.1)
has homogeneous nonlinearities and all isochronous center conditions are found in [22]. When α22 +α23 + β23 + β24 = 0, (4.1)
is a quadratic system and its problem of isochronous centers is solved completely in [10,20]. In this section we will give all
conditions for the origin to be an isochronous center of system (4.1). Actually, our method also works when α21 +β21 +β22 = 0
or α22 + α23 + β23 + β24 = 0, that is, we can also obtain all isochronous center conditions in such two cases. But we are
interested only in the case α21 + β21 + β22 = 0 and α22 + α23 + β23 + β24 = 0 here to avoid repeated work.
With the change of variables x = u + iv and y = u − iv we see that the time-reversible cubic complex system with
respect to (4.1) is system (1.5) with b j = a j for all j = 0, . . . ,6 and
a0 = (α1 − β1 + β2)/4, a1 = −(β1 + β2)/2, a2 = (β2 − α1 − β1)/4,
a3 = (α2 − α3 − β3 + β4)/8, a4 = (α2 + 3α3 − 3β3 − β4)/8,
a5 = −(α2 + 3α3 + 3β3 + β4)/8, a6 = (α3 − α2 − β3 + β4)/8.
When a3 > 0 (i.e., α2 − α3 − β3 + β4 > 0), system (4.1) can be transformed to a system, which still be of the form (4.1) and
a3 = 1 (i.e., α2 −α3 − β3 + β4 = 1), by the change u → u/√a3, v → v/√a3. By Theorems 1 and 2 we obtain all isochronous
center conditions of system (4.1) with α2 − α3 − β3 + β4 > 0.
Theorem 6. When α2 − α3 − β3 + β4 > 0, system (4.1) has an isochronous center at the origin if and only if via a linear change of
coordinates it can be taken to one of the following systems:
u˙ = −v + 2(1− β
2
1 )
β1
uv + 2u2v − 2v3, v˙ = u + β1u2 + 2− β
2
1
β1
v2 + 4uv2, (4.2)
u˙ = −v − 2β1uv + 3u2v − v3, v˙ = u + β1u2 − β1v2 − u3 + 3uv2, (4.3)
u˙ = −v + β2uv + 4u2v, v˙ = u + β2v2 + 4uv2, (4.4)
u˙ = −v − 2β1uv + 4u2v, v˙ = u + β1u2 − β1v2 + 4uv2, (4.5)
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√
3k
12
uv + 8
3
u2v, v˙ = u + −3β2 +
√
3k
24
u2 + β2v2 + 16
3
uv2, (4.6)
u˙ = −v +
5β2 ± 3
√
32+ β22
2
uv − 8v3, v˙ = u + β2v2, (4.7)
⎧⎪⎪⎨
⎪⎪⎩
u˙ = −v + (2β1 + β2)uv + 4β
2
1 + β1β2 + 24
14
u2v,
v˙ = u + β1u2 + β2v2 + 2(4β
2
1 + β1β2 − 4)
7
u3 + 3(4β
2
1 + β1β2 + 24)
14
uv2,
(4.8)
where k = ±
√
128+ 3β22 in (4.6), β1 and β2 in (4.8) satisfy that 120β1 + 32β2 − 92β31 − 55β21β2 − 8β1β22 = 0.
Systems (4.2)–(4.8) correspond to the cases (1), (4)–(6), (11)–(13) of Theorem 1, respectively. When a3 < 0 (i.e., α2 −
α3 − β3 + β4 < 0), system (4.1) can be transformed to a system of the form
u˙ = −v − β1
s
v2 − β2
s
u2 − β3
s2
v3 − β4
s2
u2v, v˙ = u − α1
s
uv − α2
s2
uv2 − α3
s2
u3, (4.9)
where s = √(α3 + β3 − α2 − β4)/8, by the change u → v/s, v → −u/s. The new coeﬃcient a3 of the complex system of
(4.9) is 1. By Theorems 1 and 2 we obtain all isochronous center conditions of system (4.1) with α2 − α3 − β3 + β4 < 0.
Theorem 7. When α2 − α3 − β3 + β4 < 0, system (4.1) has an isochronous center at the origin if and only if via a linear change of
coordinates it can be taken to one of the following systems:
u˙ = −v + 2(1+ β
2
1 )
β1
uv − 2u2v + 2v3, v˙ = u − β1u2 + 2+ β
2
1
β1
v2 − 4uv2, (4.10)
u˙ = −v + 3√2muv − 4u2v, v˙ = u − 2√2mu2 + √2mv2 + 4u3, (4.11)
u˙ = −v + 2β1uv − 3u2v + v3, v˙ = u − β1u2 + β1v2 + u3 − 3uv2, (4.12)
u˙ = −v − β2uv − 4u2v, v˙ = u − β2v2 − 4uv2, (4.13)
u˙ = −v + 2β1uv − 4u2v, v˙ = u − β1u2 + β1v2 − 4uv2, (4.14)
u˙ = −v ± 6√2uv − 16u2v, v˙ = u + 8uv2, (4.15)
u˙ = −v + 2√2muv, v˙ = u − 4√2mu2 + 4√2mv2 + 8u3, (4.16)
u˙ = −v + 2√6muv, v˙ = u − 2√6mu2 + 6√6mv2 + 8u3, (4.17)
u˙ = −v + 2√6muv, v˙ = u − 2√6mu2 + 3
√
6m
2
v2 + 8u3, (4.18)
u˙ = −v − 9β2 +
√
3k
12
uv − 8
3
u2v, v˙ = u + 3β2 −
√
3k
24
u2 − β2v2 − 16
3
uv2, (4.19)
u˙ = −v +
5β2 ± 3
√
β22 − 32
2
uv + 8v3, v˙ = u − β2v2, (4.20)
⎧⎪⎪⎨
⎪⎪⎩
u˙ = −v − (2β1 + β2)uv + 4β
2
1 + β1β2 − 24
14
u2v,
v˙ = u − β1u2 − β2v2 + 2(4β
2
1 + β1β2 + 4)
7
u3 + 3(4β
2
1 + β1β2 − 24)
14
uv2,
(4.21)
where m = ±1 in (4.11), (4.16), (4.17) and (4.18), k = ±
√
3β22 − 128 in (4.19), β1 and β2 in (4.21) satisfy that 120β1 + 32β2 +
92β31 + 55β21β2 + 8β1β22 = 0.
Systems (4.10)–(4.21) correspond to the cases (1), (3)–(13) of Theorem 2, respectively. When a3 = 0 (i.e., α2 − α3 − β3 +
β4 = 0), by Theorems 4 and 5 we obtain all isochronous center conditions of system (4.1).
Theorem 8. When α2 − α3 − β3 + β4 = 0, system (4.1) has an isochronous center at the origin if and only if via a linear change of
coordinates it can be taken to
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15
uv + 16
175
u2v, v˙ = u + 16
15
u2 − 46
15
v2 + 64
175
u3 + 48
175
uv2.
In [3,4] some time-reversible cubic systems having an isochronous center at the origin are obtained. When α3 = 0, all
isochronous center conditions are given in [11]. It is easy to check that, by a linear change of coordinates, every system
given in [3,4,11] can be transformed to one of systems (4.4)–(4.6), (4.8), (4.11), (4.13)–(4.19) and (4.21). With the results of
Theorems 6, 7 and 8 the problem of isochronous centers for the time-reversible real systems are solved completely.
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