We develop a random-sampling method for finding accurate symplectic integrators which best match the exact trajectory of a one-dimensional harmonic oscillator. We recover several well-known algorithms. We demonstrate the usefulness of the random sampling method by finding and validating a new integrator, applying it to the classical many-body problem.
I. INTRODUCTION
Very recently Gray et al. 1 compared and applied seven symplectic integrators and two non symplectic integrators to the harmonic-oscillator problem. The oscillator furnishes a simple and robust test of integrator accuracy, as is elaborated in the comprehensive list of references cited by Gray et aT.
Symplectic integrators have a desirable property. They ex actly maintain tbe comoving phase-space volume I1ql1p in accordance with the requirement of Liouville's theorem. This special phase-space property applies only to systems obeying Hamiltonian mechanics, though generalizations of it are use ful in introducing heat transfer into mechanics.z,3
Because the analytic derivation of symplectic integration rules is relatively arduous we sought a simpler automatic approach, leaving the brunt of the work to a fast computer. We accomplished this by optimizing randomly chosen inte gration rules applied to the harmonic oscillator. We discuss and apply this idea in Sec. II. In Sec. III we establish the validity of our approach by deriving a new symplectic and time-reversible integration rule and applying it to a classical chaotic many-body problem. Our conclusions make up Sec.
IY.

II. METHOD
For a harmonic oscillator, Hamilton's equations of mo tion are linear in the coordinate q and the momentum p:
We choose here the simplest model, an oscillator with unit mass, and the simplest solution of the motion equations: incurs energy errors of 0.000058 (0.000 0036), which do not increase significantly for either time step if all the coeffi cients are rounded off to the closest value in the fourth digit. It is quite easy to obtain these fourth digits by Monte Carlo refinement of preliminary guesses based on a coefficient mesh with spacing 0.25.
Without such a preliminary investigation, the Monte Carlo program can sometimes become trapped in a relative minimum. To verify that the integrators found in this way are accurate for nonlinear problems, the oscillator equation of motion can be changed to the pendulum equation:
A more severe and convincing test is the chaotic many-body fluid problem discussed in the following Section.
III. MANY-BODY MECHANICS WITH A SYMPLECTIC INTEGRATOR
To verify the utility of the Monte Carlo scheme in a case without a known answer, we sought to find a relatively com plicated time-reversible integrator with four undetermined coefficients. has a maximum energy error of about 10-9 with a time step of 21T1l00. Errors with 32 and 64 time steps are 0.0000016 and 0.000 0001. Monte Carlo iteration of the coefficients can further reduce this small error.
We applied this same algorithm to the 256 equations describing a periodic square 64-atom two-dimensional sys tem of particles interacting with Lucy's specially smooth pair potential;5 the potential was specially chosen so as to mini mize errors resulting from the cutoff at r=3:
The 64 particles were initially arranged in a square lattice, with total potential energy 26.435 and a kinetic energy equal to 24. For a total simulation time of 50 the maximum energy excursions,
were {O.OOO 00062; 0.000 0031 0.00001875} for time steps of {0.01; 0.02; 0.04}. Thus the oscillator-based algorithms are quite well suited to solving the classical chaotic many-body problem.
IV. CONCLUSIONS
It is feasible to use fast computers to discover efficient algorithms for numerical integration. Our present work is very much in the spirit of Sprott's recent effort. 8 ,9 He discov ered the simplest possible sets of chaotic differential equa tions by the expedient of examining numerical solutions of tens of millions of sets of ordinary differential equations.
If there is a basis for the popular custom of quoting the coefficients in integration rules to many significant figures, it is at best aesthetic. The accuracy of integration rules with coefficients specified to four or five figures is, in many cases, operationally indistinguishable from rules given to the full machine accuracy.
It is not apparent that symplecticity is the best test of utility for integrators. Such a test cannot be applied to non Hamiltonian systems (though extensions of our Monte Carlo schemes can be used to develop accurate integration schemes). The lack of energy drift in symplectic integrators might favor them, though energy conservation can also be, and has often been,2,3 imposed by the use of energy-based/_~, feedback forces.
Finally, the common practice, in molecular dynamics, of using discontinuous or linear force cutoffs makes a discus sion of higher-order integrators in such work somewhat aca demic. Until such discontinuous simulations encounter a sig nificant criterion for accuracy which they are unable to meet, low-order approximate integrators, such as the Verlet Stormer scheme and the fourth-order Runge-Kutta integra tor, are unlikely to be displaced by their more nearly accurate competitors.
