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We study chaotic scattering outside the wide band limit, as the Fermi energy EF approaches the
band edges EB of a one-dimensional lattice embedding a scattering region of M sites. We show that
the delay-time and thermopower distributions differ near the edges from the universal expressions
valid in the bulk. To obtain the asymptotic universal forms of these edge distributions, one must
keep constant the energy distance EF −EB measured in units of the same energy scale proportional
to ∝ M−1/3 which is used for rescaling the energy level spacings at the spectrum edges of large
Gaussian matrices. In particular the delay-time and the thermopower have the same universal edge
distributions for arbitrary M as those for an M = 2 scatterer, which we obtain analytically.
PACS numbers: 73.23.-b 42.25.Bs, 72.20.Pa 05.45.Mt
I. INTRODUCTION
Since nano-engineering makes it possible to fabricate
devices which can be used for harvesting energy (Seebeck
effect) or for cooling (Peltier effect) at the nanoscales,
it becomes necessary to study thermoelectric conversion
in the quantum limit, where mesoscopic fluctuations be-
come important. To illustrate that point, let us con-
sider a chaotic quantum dot created by local depletion
of a two-dimensional electron gas and connected to two
leads by two quantum point contacts having a few opened
channels. The thermopower Sk of the dot is defined as
the ratio −∆V/∆T of a (small) voltage and temperature
difference applied over the dot at zero electrical current.
It has been measured1 in chaotic dots of submicrometer
size with two opened channels per contact, the electrons
on one side of the dot being heated at ≈ 50mK above
a sub-Kelvin lattice temperature. Mesoscopic fluctua-
tions ≈ 20µV/K around a zero average value have been
observed either when the shape of the dot is changed
(deformation of the order of the Fermi wavelength) or
when an applied magnetic flux is varied (by about half a
flux quantum). This example shows us that the thermo-
electric conversion is associated with a large mesoscopic
fluctuation and illustrates the necessity to determine the
full distribution, and not only the average value, when
one studies the thermopower of phase coherent nanos-
tructures.
Scattering theory, combined with random matrix the-
ory (RMT) allows one to obtain2 such a distribution for
a chaotic dot as long as it behaves as an elastic scatterer.
Using the Landauer-Buttiker formalism, it is straightfor-
ward to rederive the Cutler-Mott formula3–5:
Sk = 1
eT
∫
dE(E − EF )T (E)df/dE∫
dE T (E)df/dE
(1)
which gives the thermopower Sk (at temperature T and
Fermi energy EF ) in terms of the function T (E) giving
the scatterer transmission as a function of the electron
energy E. Here, f is the Fermi-Dirac function and e the
electron charge. If the temperature T is smaller than the
energy scale over which T (E) fluctuates, the Wiedemann-
Franz law is satisfied6,7, Sommerfeld expansions can be
made5 and the thermopower Sk (in units of π2k2BT /3e,
kB being the Boltzmann constant) reads
Sk =
1
T
dT
dE
(2)
where T and dT/dE are to be evaluated at E = EF
only. In this low T -limit, to obtain the distribution of
Sk requires to know the distribution of not only the scat-
tering matrix S but also of its energy derivative at EF ,
which can be obtained from the Wigner-Smith time-delay
matrix8–10 Q ≡ −i~S−1∂S/∂E. The distributions of Q,
and hence of Sk, have been previously obtained
2 from a
RMT description valid for chaotic cavities, but only in
the wide band limit (WBL), restricted to the bulk of a
wide conduction band. In that case, it is the bulk of
the cavity spectrum which is probed at EF . In the mi-
croscopic model which we study exactly, we consider not
only the bulk of the conduction band, but also its edges.
In this case, it is not the bulk of the spectrum, but its
edges which are probed at EF if one wants to keep the
scattering chaotic. This is particularly interesting, since
the universality near the edges can be different from that
in the bulk, as is well-known from the Tracy-Widom vs
Wigner level distributions11–13. We show in this paper
that the distributions of Q and Sk become different near
the edges, and give rise to a new asymptotic universality
for the time-delay matrix Q and for the thermopower Sk
when the Tracy-Widom scaling is adopted.
While the observation of the distribution of Sk requires
very low temperatures1, the observation of the edge dis-
tribution of Q can be done at room temperature if one
2uses chaotic cavities14 and waves15,16 (electromagnetic,
acoustic, . . .) other than electrons. Q yields information8
on the time that a particle is delayed in a scattering re-
gion and gives also the ac-response of mesoscopic scat-
terers17–19. Its distribution has been studied in particu-
lar for wave reflection from a long random potential in
the one-dimensional (1D) localized limit : Remarkably,
a departure from the universal distribution valid in the
bulk was found in the low energy limit20 of a contin-
uum model and near the band edges21 of a 1D disor-
dered tight-binding model. In this paper, we study the
departure from the bulk distributions of Sk and Q, which
occurs at the band edges of a 1D lattice embedding a
zero-dimensional (0D) chaotic scattering region instead
of a long 1D localized region.
Let us consider a single mode infinite lead embedding
a scattering region invariant under time reversal and spin
rotation symmetry. The scattering matrix S is a 2 × 2
unitary symmetric matrix which we assume to be totally
random at the Fermi energy EF (i. e. S(EF ) is taken
from the Circular Orthogonal Ensemble (COE)22). If
the scattering region is made of a quantum dot form-
ing a cavity, such an assumption can be justified if the
corresponding classical trajectories are chaotic14,23. If
S ∈ COE, the distributions of its eigenvalues22 eiθj
and of the transmission24–26 read
P (θ1, θ2) =
|eiθ1 − eiθ2 |
16π
; P (T ) =
1
2
√
T
. (3)
The eigenvalues of the matrix Q – the so-called delay-
times τj – also have a universal distribution for chaotic
scattering: Assuming the WBL limit and a Gaussian
scatterer of size M → ∞, the inverse delay-times turn
out to be given by the Laguerre ensemble from RMT9,10
whereas, as usual in RMT ensembles, the eigenvectors of
Q are totally random and independent of its eigenvalues
which are correlated. In particular, for a 2 × 2 matrix
Q, the joint probability distribution P (τ˜1, τ˜2) of the two
rescaled delay-times τ˜j = τj/τH (τH = 2π~/∆F being
the Heisenberg time with ∆F the mean level spacing of
the scatterer at EF ) reads:
P (τ˜1, τ˜2) =
1
48
|τ˜1 − τ˜2|(τ˜1τ˜2)−4 exp[−
2∑
j=1
1
2τ˜j
]. (4)
Integrating P (τ˜1, τ˜2) over one delay-time (see Appendix
A), one gets for the average density of the rescaled delay-
time:
PB(τ˜ ) =
(4τ˜ + 1) exp[−1/τ˜ ]
6τ˜4
− (4τ˜ − 1) exp[−1/(2τ˜)]
12τ˜4
.
(5)
The distribution PB(σk) of the dimensionless ther-
mopower
σk ≡ ∆F
2π
1
T
dT
dE
(6)
FIG. 1: (Color online) Chaotic scatterer of M = 7 sites (indi-
cated in green) embedded in a 1D tight-binding lattice (gray
sites with nearest-neighbor hopping t = 1). The two end
sites of the two leads are shown in a darker gray. Upper
right: Partition of the same infinite system used for deriving
Eqs. (8 - 10).
is given in Ref. 2:
PB(σk) =
+1∫
−1
dc
∞∫
0
dτ˜1
∞∫
0
dτ˜2
+1∫
0
dT f(c, τ˜1, τ˜2, T )
× δ
(
σk − c(τ˜1 − τ˜2)
√
1
T
− 1
)
, (7)
where f(c, τ˜1, τ˜2, T ) =
1
π
√
1−c2P (T )P (τ˜1, τ˜2)F (τ˜1, τ˜2).
The charging effects are taken into account2,27 by the
function F (τ˜1, τ˜2): C being the capacitance of the cavity,
F (τ˜1, τ˜2) = τ˜1 + τ˜2 if e
2/C ≫ ∆F while F (τ˜1, τ˜2) = 1 if
e2/C ≪ ∆F . The distributions (5 - 7) were obtained in
the WBL limit, an approximation where the real part of
the lead self energy Σ(E) and the energy dependence of
its imaginary part around EF are neglected. Moreover,
HM was taken from the Gaussian orthogonal ensemble
(GOE), a distribution giving rise to chaotic scattering
only when M → ∞ and ∆F → 0. These assumptions,
leading to distributions (5 - 7), cannot be made as EF
approaches the edges of the conduction band and the
spectrum edges of the chaotic scatterer.
To study the delay-time and the thermopower distri-
butions near the band edges, we consider a 1D lattice
(hopping term t, lattice spacing a = 1) embedding a
scatterer of M sites (see Fig. 1). S(EF ) is calculated
from the scatterer Hamiltonian HM and from the exact
expressions of the lead self-energies Σ(E). The COE dis-
tribution for S at EF is obtained
28 by taking for HM
a Cauchy (Lorentzian) distribution of center EF /2 and
of width ΓF = t
√
1− (EF /2t)2. This model gives rise
to edge distributions which differ from the bulk distri-
butions (5 - 7) and which turn out to be universal after
an energy rescaling similar to the one used by Tracy and
Widom for the energy levels11–13.
II. SCATTERING OUTSIDE THE WIDEBAND
LIMIT
Usually, the infinite system is divided into a scatterer
and two attached leads, and the scattering matrix is
3given29 in terms of the scatterer Hamiltonian HM and
of the lead self-energies Σ(E). For the model sketched
in Fig. 1, it is more convenient when M > 2 to divide
the infinite system as indicated in the inset of Fig. 1: a
“system” made of the two sites (dark gray) located at
the lead ends (Hamiltonian H0 = V012), with the scat-
terer (green) at its right side and the two leads (gray)
without their end sites at its left side. The scatterer and
the leads are described by their self-energies29. Using
this partition, one obtains the scattering matrix S at an
energy E in terms of an effective 2× 2 energy-dependent
“Hamiltonian” matrix H˜2(E):
S(E) = −12 + 2iΓ(E)A2(E) (8)
A2(E) =
1
E12 −H0 − H˜2(E)− Σ(E)
(9)
H˜2(E) = W
† 1
E1M −HMW. (10)
Here 1M is the M × M identity matrix and W is an
M × 2 matrix with Wi6=j = 0, W11 = W22 = t.
E = −2t cosk, Σ(E) = −teik12 is the lead self-energy
and Γ(E) = t sin k = t
√
1− (E/2t)2. Since V0 = 0, H0
disappears from Eq. (9).
The scattering matrix S obtained with this peculiar
partition of the system is identical to the scattering ma-
trix S˜ obtained with the standard partition, up to a phase
factor e2ik since the ends of the two leads (shown in dark
gray in the main panel of Fig. 1) are included in the scat-
tering region for the calculation of S whereas they are
excluded for S˜. Of course, this phase factor introduces a
shift ~/Γ of the delay-times, while it does not affect the
transmission T of the scatterer and its thermopower Sk
and
S(EF ) ∈ COE ⇔ S˜(EF ) ∈ COE. (11)
In the following, we choose to define the delay-times
for the scattering region containing the chaotic scatterer
alone (i.e. with respect to S˜) but in practice, for numer-
ical reasons, we compute first the delay-times for S and
then shift them to deduce those for S˜.
Hereafter, we determine how H˜2(EF ) must be dis-
tributed to have S(EF ) ∈ COE. This will allow us to
calculate the distributions of the (rescaled) delay-times
τ˜j and of Sk at the edges of the conduction band.
III. CHAOTIC SCATTERING AND CAUCHY
ENSEMBLES
An M ×M Hamiltonian HM has a Cauchy distribu-
tion C(M, ǫ,Γ) of center ǫ and width Γ if the probability
P (dHM ) of finding HM inside the infinitesimal volume of
measure µ(dHM ) =
∏M
i≤j dHM,ij around HM is given
28
by
P (dHM ) ∝ det
(
(HM − ǫ1M )2 + Γ21M
)−M+1
2 µ(dHM ).
(12)
For M = 2, it is simpler to use the usual expression29
giving the scattering matrix S˜ in terms of H2
S˜(E) = −12 + 2iΓ(E)
E12 −H2 − Σ(E) , (13)
instead of using the previous partition leading to the ma-
trix S given by Eq. (8). From Eq. (13), one can see that S˜
can be diagonalized by the same orthogonal transforma-
tion (rotation of angle ϕ) which diagonalizes H2. There-
fore, the eigenvectors of S˜ and H2 are identical and in-
dependent of E, while their eigenvalues eiθj and Ej are
simply related. For an energy E = EF , one gets
eiθj = −1 + 2i ΓF
EF /2− Ej + iΓF . (14)
Chaotic scattering (S˜(EF ) ∈ COE) corresponds to a
probability P (dS˜) = 1V µ(dS˜) of having S˜ at E = EF
inside an infinitesimal volume of measure µ(dS˜) (V =∫
µ(dS˜) being the total volume of the space where S˜ is
defined). Therefore, the probability P (dH2) of the scat-
terer Hamiltonian H2 necessary for making the scatter-
ing chaotic at EF is given by the condition P (dH2) =
p(H2)µ(dH2) =
1
V µ(dS˜). Using the expressions giv-
ing the measures µ(dS˜) and µ(dH2) in terms of the
eigenvalue-eigenvector coordinates22
µ(dH2) = |E1 − E2|dE1dE2dϕ (15)
µ(dS˜) = |eiθ1 − eiθ2 |dθ1dθ2dϕ, (16)
and Eq. (14), one obtains the necessary and sufficient
condition for having chaotic scattering at EF :
S(EF ) ∈ COE ⇔ H2 ∈ C(2, EF /2,ΓF ). (17)
For M > 2, the condition (17) for the effective Hamil-
tonian H˜2(EF ) instead of H2 is sufficient and necessary
for having S(EF ) ∈ COE. Moreover, one can use two
properties of the Cauchy distributions28,
HM ∈ C(M, ǫ,Γ)⇒ H−1M ∈ C(M, ǫD , ΓD )
HM ∈ C(M, ǫ/D,Γ/D)⇒W †HMW ∈ C(2, t2ǫD , t
2Γ
D )
where D = ǫ2 + Γ2, to obtain the following result:
HM ∈ C(M,EF /2,ΓF )⇒ S(EF ) ∈ COE (18)
since t2/D = 1 when D = E2F /4 + Γ
2
F . While Eq. (17)
is a necessary and sufficient condition, Eq. (18) is a suf-
ficient condition which is a priori not necessary.
We point out that, contrary to the Gaussian ensemble,
the Cauchy ensemble forHM allows for chaotic scattering
(in the sense S(EF ) ∈ COE) for any numberM ≥ 2. It
opens the way to a scattering approach even if the scat-
tering region has a large but finite numberM of sites. In
this approach, the distribution of S is independent of EF
(S(EF ) ∈ COE for chaotic scattering), while the distri-
bution of the scatterer Hamiltonian becomes a function
4of EF . This differs from an Hamiltonian approach, where
the probability of HM is independent of EF , giving rise
to a distribution of S which depends on EF and may
give rise to chaotic scattering only for a certain value
of EF . The scattering approaches are based on maxi-
mum entropy distributions for S, and not for HM . The
COE ensemble is a maximum entropy distribution for S.
The Poisson kernel (P (dS) ∝ | det(1 − 〈S〉† S)|µ(dS) in-
troduced in Ref. 30 for statistical nuclear reactions is a
maximum-entropy distribution of S under the constraint
that the ensemble average of S is equal to a given matrix
〈S〉. Similarly, the RMT description of disordered con-
ductors introduced in Ref. 31 was based on a maximum
entropy distribution for S under the constraint of a given
density of transmission eigenvalues.
IV. SCALE INVARIANT DISTRIBUTIONS AT
THE BAND EDGES
Hereafter, we study the distributions P (τ˜) and P (σk)
assuming that HM ∈ C(M,EF /2,ΓF ). In this section,
we give the proof that these distributions become inde-
pendent of the size M ≥ 2 of the scattering region as EF
approaches the band edges ±2t of the leads. Therefore,
to study a scattering region with M = 2 sites only allows
us to obtain the analytical expressions of these edge dis-
tributions. The proof is straightforward if one uses the
expressions (8-10) for S instead of the standard ones for
S˜. Indeed, we get from Eqs. (8-9)
∂S
∂E = 2iΓ(E)
∂A2
∂E + 2i
∂Γ
∂EA2(E) (19)
2iΓ∂A2∂E = −E2 A22 − 2iΓ
(
A22
2 −A2 ∂H˜2∂E A2
)
. (20)
As EF approaches the band edges ±2t of the leads,
ΓF → 0, the second term in the last equation can be
neglected and so the distribution of ∂S/∂E at EF turns
out to depend only on the distribution of the small 2× 2
energy-dependent “Hamiltonian” matrix H˜2(EF ), and
not on the whole distribution of the largeM ×M Hamil-
tonian HM . This implies that the distributions of Q and
of Sk depend only on the distribution of the 2× 2 matrix
H˜2(EF ) at the band edges. Since we have shown that
H˜2(EF ) ∈ C(2, EF /2,ΓF ) is a necessary and sufficient
condition for chaotic scattering, independently of the size
M ≥ 2 of the scattering region, the distributions of the
delay-time and of the thermopower (more generally of
any function of S and ∂S/∂E) become independent ofM
at the band edges if the condition S(EF → ±2t) ∈ COE
is imposed. Therefore, it is sufficient to study the case
M = 2 to obtain the edge distributions associated with
chaotic scattering. The corresponding analytical expres-
sions are given later in Eqs. (24,25) and derived in Ap-
pendix B. Let us proceed by showing now that the edges
of the conduction band of the leads and the spectrum
edges of a unique asymptotic Gaussian scatterer coincide
if the scattering is chaotic. This result will give us the
idea of introducing the relevant energy scale to use for
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FIG. 2: (Color online) Level density per site (in units of t−1),
〈ρ(E,EF )〉 /M , as a function of the energy E (in units of t),
for four Cauchy ensembles (HM ∈ C(M,EF/2,ΓF )), each of
them giving rise to chaotic scattering at EF = 0 (brown line),
1 (red line), −1.5 (green line) and 1.9 (blue line). The circles
indicate the value of the level density at E = EF . The black
dashed line is the semi-circle law (∆FM)
−1 (see Eq. (22)).
measuring the distance between EF and the band edges
±2t.
V. CHAOTIC SCATTERING AND THE
SEMI-CIRCLE LAW
When HM ∈ C(M,EF /2,ΓF ), S(EF ) ∈ COE and
the average energy level density of HM at an energy E
and for a Fermi energy EF reads
28
〈ρ(E,EF )〉 = M
πt
ΓF
(E − EF /2)2 + Γ2F
(21)
This gives for E = EF
∆−1F = 〈ρ(E = EF , EF )〉 =
1
δ
√
1− (EF /2t)2, (22)
where δ = πtM is the average level spacing at EF = 0.
As shown in Fig. 2, the average level density per site
at EF of the scattering region must vary on a semi-
circle as EF varies inside the conduction band for having
S(EF ) ∈ COE. This semi-circle is also the limit when
M →∞ of the level density of a unique asymptotic Gaus-
sian ensemble where trH2M has a zero average and a vari-
ance V 2 = 2δ2M/π2. This establishes a very intriguing
relation between a single Gaussian ensemble describing
an infinite scattering region and a family of Cauchy en-
sembles HM ∈ C(M,EF /2,ΓF ) describing scattering
regions of finite size. This family depends on a contin-
uum parameter EF free to vary inside the conduction
band. Another important conclusion can be drawn from
Eq. (22): Chaotic scattering with ∆−1F → 0 becomes pos-
sible if one of the energy distances ǫ∓F ≡ EF ± 2t → 0.
These limits correspond to the edges of the conduction
5band and to the spectral edges of the single Gaussian en-
semble. This is particularly interesting, since the univer-
sality of the spectral fluctuation near the spectral edges
is known for being different from that in the bulk (Tracy-
Widom vs Wigner level distributions11–13). This makes
likely that the distributions of Q and Sk should be dif-
ferent from the bulk distributions near the edges, and
could give rise to a new asymptotic universality for the
time-delay matrix Q and for the thermopower Sk when
the Tracy-Widom scaling is adopted.
VI. ENERGY RESCALING NEAR THE BAND
EDGES
In our quest for universal edge distributions, let us
introduce the dimensionless parameter
α ≡ Γ
2
F
∆F t
=
1
8π
∣∣∣∣ ǫ−FtM−1/3
∣∣∣∣
3/2 ∣∣∣∣ ǫ+FtM−1/3
∣∣∣∣
3/2
. (23)
The reasons for introducing α (i. e. for measuring the
energy distance from the edges in units of tM−1/3) are
twofold.
First, α appears in the study of the case M = 2. The
calculations given in Appendix B yield the following ex-
pressions for the delay-time and thermopower distribu-
tions:
PM=2(τ¯ ;α) =
4α√
1− (4πατ¯ )2 (24)
PM=2(σk;α) = 2α ln
1 +
√
1− (2πασk)2
2πα|σk| , (25)
τ¯ = τ˜ − ~/(2ΓF τH) being a shifted delay-time. The dis-
tributions (24) and (25) are valid for −2t ≤ EF ≤ 2t if
M = 2. Moreover (see Sec. IV), they describe also any
Cauchy scatterer HM ∈ C(M,EF /2,ΓF ) of arbitrary
size M > 2 in the limit α→ 0 (EF → ±2t).
Second, α is related near the band edges to the scale
x used at the spectrum edges of Gaussian matrices. In
particular, for an Hamiltonian HM ∈ GOE having the
semi-circle density shown in Fig. 2 whenM →∞, the tail
of the density
〈
ρGOE(E)
〉
/M takes the Tracy-Widom
form outside the conduction band32〈
ρGOE(x)
〉
M
=
1
4
√
πx1/4
exp[−2
3
x3/2], (26)
in terms of the scale x = ǫ/(tM−2/3). Since ǫ ≡ |E + 2t|
(ǫ ≡ |E − 2t|) if E ≈ −2t (E ≈ 2t) respectively, x →
(πα)2/3 near the edges. Therefore, the distributions (5 -
7) correspond to the limit where x and hence α → ∞,
since they were obtained in the limit where
〈
ρGOE(x)
〉
=
0 outside the band. This limit is out of reach if M = 2
(α < 2/π) and requires to consider M ≫ 2.
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FIG. 3: (Color online) Top: η(α,M) parameter (Eq. (27))
as a function of M for α = 0.0025 (◦), 0.025 (▽), 0.125
(⋄), 0.25 (△), 0.5 (∗) and 2.5 (). This shows that the
thermopower distribution converges towards a α-dependent
asymptotic limit when M →∞. Bottom: η(α,M) parameter
as a function of α for sizes M = 2 (dashed line), 3 (), 5
() and 100 (•). The curve with M = 100 gives a good
approximation of the asymptotic crossover between the edge
and the bulk behaviors of the thermopower distribution. In
both panels, full lines are guides to the eye.
VII. UNIVERSAL α-DEPENDENT
ASYMPTOTIC DISTRIBUTIONS
We study the distribution P (σk;M,α) as a function of
the size M of an Hamiltonian HM ∈ C(M,EF /2,ΓF ),
taking EF closer to the nearest edge for keeping α con-
stant. To measure this size dependence, we introduce the
parameter
η(α,M) =
∫
dσk|P (σk;M,α)− PB(σk)|∫
dσk|PM=2(σk;α)− PB(σk)| , (27)
where PB(σk) [PM=2(σk;α)] is given by Eq. (7) [Eq. (25)]
respectively. As shown in the upper panel of Fig. 3,
P (σk;M,α) does reach an asymptotic limit if α keeps
a constant value. If α ≈ 0, η ≈ 1 independently of M ,
confirming that PM=2(σk;α) gives the asymptotic edge
distribution. For intermediate values of α, the size effects
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FIG. 4: (Color online) Left panels: Asymptotic distributions of the delay-time τ˜ = τ/τH (a1) and of the thermopower σk (b1)
for different values of α. Data are shown for α = 2.5× 10−3 (black dotted line in (b1)), 2.5× 10−2 (cyan line), 0.125 (magenta
line), 0.25 (green dashed line) and 2.5 (blue dotted line). The data for α = 2.5 agree with the distributions (continuous blue
line) expected in the limit α → ∞ [Eqs. (5) and (7) for the delay-time and for the thermopower respectively]. Right panels:
Same asymptotic distributions as a function of rescaled variables. The data for α = 2.5 × 10−5 (black dotted line in (a2))
and α = 2.5 × 10−3 (black dotted line in (b2)) agree with the distributions (continuous red line) expected in the limit α → 0
[Eqs. (24 - 25)].
on P (σk;M,α) become quickly negligible asM increases.
In the lower panel of Fig 3, η(M) is given as a function
of α. In the asymptotic limit (M ≈ 100), one can see a
crossover around α ≈ 0.25 between the edge limit α→ 0
and the bulk limit α →∞. The same conclusion can be
drawn from the study of P (τ˜ ;M,α).
In Fig. 4, the asymptotic distributions (obtained with
M = 200) are given for different values of α. The delay-
time distributions are shown in panels (a1) and (a2) and
the thermopower distributions in panels (b1) and (b2),
only for σk > 0 since they are symmetrical around the
origin. In the left panels (a1) and (b1) are also shown
with blue lines the bulk behaviors, given by Eq. (5)
for the delay-time and by the numerical integration of
Eq. (7) for the thermopower, taking F (τ˜1, τ˜2) = 1. One
can see that the delay-time and thermopower distribu-
tions converge towards those of the bulk when α in-
creases. This confirms that the distributions (5,7) given
in Refs. 2,9 for chaotic cavities opened to leads via sin-
gle mode point contacts characterize also a 1D lattice
embedding a Cauchy scatterer as α → ∞. The conver-
gence of the asymptotic distributions towards the edge
limit α → 0 is shown in the right panels (a2) and (b2).
We have multiplied the abscissas by α to get rid of the α-
dependency of the edge distributions (24) and (25) which
are indicated with red lines in panels (a2) and (b2) re-
spectively. Strictly speaking, we have plotted in (a2) the
distribution PM=2(ατ¯ ) in the limit α→ 0, when its cen-
ter goes to zero, α/ΓF → 0. For very small values of α,
we find a perfect agreement between the distributions of
7large scatterers and the formula (24-25), evaluated in the
limit α→ 0 using a scatterer with M = 2 sites only.
The change of the delay-time distribution as a func-
tion of α is striking. When α → ∞, 〈τ〉 → π~/∆F
and the fluctuations do not give rise to negative times.
The scattering region is always attractive. When α→ 0,
〈τ〉 → ~/(2ΓF ) (see Eq. (24)). This change of average
value induced by a decrease of α is similar to the one in-
duced in compound nuclei by a decrease of the density of
resonance levels33. Around this average, there are huge
fluctuations which can yield positive or negative values
for τ , corresponding to an attractive or repulsive char-
acter of the scattering region. In the 1D localized limit
studied in Ref. 21, a probability to observe negative val-
ues of τ occurs also at the band edges. Those negative
delay-times occur in the limit where the Fermi velocity
vanishes in the leads as the Fermi energy approaches the
band edges, either in the 0D chaotic case studied here or
in the 1D localized case studied in Ref. 21.
VIII. SUMMARY AND CONCLUSIONS
We have studied the delay-time and the low T limit of
the thermopower using large Cauchy scatterers and 1D
leads. This corresponds to a scattering approach where
an invariant distribution for S is obtained from a contin-
uum family of distributions for the scatterer Hamiltonian
HM , of arbitrary sizeM . We have shown that this family
of Hamiltonian ensembles gives rise to a semi-circle law
(with center and width given by the conduction band of
the leads) for the average level density per site at EF
of the scattering region. This intriguing coincidence be-
tween the average level density of a unique asymptotic
Gaussian ensemble and the average level density at EF
of a continuum family of Cauchy scatterers (describing
scattering regions of finite size) has led us to use the same
energy rescaling as the one leading to the Tracy-Widom
expression at the GOE spectrum edges. Doing this, we
have shown not only that the universal bulk distribu-
tions break down as EF approaches the edges of the con-
duction band (as previously noticed in the 1D localized
limit), but also that a new asymptotic edge universality
takes place when the Tracy-Widom energy rescaling is
adopted. Signatures of this edge universality are given
by the existence of asymptotic edge distributions for the
delay-time and the thermopower which depend only on
a single parameter α. When α → 0, the delay-time and
the thermopower have the same edge distributions for ar-
bitrary M as those for a M = 2 scatterer, which we have
obtained analytically. When α → ∞, the model used is
described by the same universal bulk distributions which
have been previously obtained assuming the wide band
limit.
This study raises an interesting question for the the-
ory of random matrices: As a function of their location
in the spectrum, the energy levels exhibit either Wigner-
Dyson (bulk) or Tracy-Widom (edges) statistics. The
fluctuating dependence of the energy levels on an exter-
nal parameter in quantum systems with a chaotic classi-
cal dynamics has received considerable attention and is
of fundamental importance for the theory of mesoscopic
systems. These parametric correlations are understood
in the bulk of the GOE spectra34, but to our knowledge
not at their edges. We have shown that the time-delay
matrix of our model (and hence the fluctuating depen-
dence of the spectrum of S on the energy E) exhibits a
new edge universality. What are the parametric correla-
tions at the spectrum edge? Our study suggests that they
might also be universal after a suitable energy rescaling.
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Appendix A: Average density of delay-times in the
bulk of the conduction band
In this appendix, we explain how to get Eq. (5). We
introduce the (rescaled) inverse delay-times γ˜j = 1/τ˜j
which are distributed according to the Laguerre ensem-
ble 9,10,
P (γ˜1, γ˜2) =
1
48
|γ˜1 − γ˜2| γ˜1γ˜2 e−(
γ˜1
2
+
γ˜2
2
) (A1)
when the WBL limit is assumed. Their average density
P (γ˜) =
1
2
∫ ∞
0
∫ ∞
0
dγ˜1dγ˜2P (γ˜1, γ˜2)
2∑
j=1
δ(γ˜ − γ˜j) (A2)
is given in that case by Eqs. (3.5) - (3.8) of Ref.35,
PB(γ˜) =
1
Z
γ˜ e−γ˜/2 I(γ˜) (A3)
with Z = 48 and I(γ˜) = 4(4− γ˜)−8(4+ γ˜)e−γ˜/2. Here we
have kept the same notations as the ones used in Ref. 35
for the sake of clarity and we have added the subscript
B to PB in order to remind the reader that this result
obtained within the WBL limit is valid only in the bulk
of the conduction band. Eq. (5) for PB(τ˜ ) = PB(γ˜)|dγ˜dτ˜ |
(with γ˜ = 1/τ˜) follows immediately.
Appendix B: Study of the chaotic scatterer with
M = 2 sites
In this appendix, we calculate analytically the average
density of delay-times (Eq. (24)) and the thermopower
distribution (Eq. (25)) of the two-sites cavity, assuming
that the scattering matrix S˜ given by Eq. (13) is always
chaotic at the Fermi energy (i.e. S˜(EF ) ∈ COE for any
8EF ). For both calculations, we exploit the fact that the
(energy independent) rotation matrix Rϕ diagonalizing
the Hamiltonian H2 of the cavity,
Rϕ =
(
cosϕ − sinϕ
sinϕ cosϕ
)
(B1)
also diagonalizes the scattering matrix,
S˜(E) = Rϕ
(
eiθ1(E) 0
0 eiθ2(E)
)
R−ϕ . (B2)
Here, since S˜(EF ) ∈ COE by hypothesis, the real pa-
rameter ϕ is uncorrelated with θ1 and θ2 and its distri-
bution reads
P (ϕ) =
1
2π
, (B3)
while the distribution of θ1 and θ2 at the Fermi energy is
P (θ1(EF ), θ2(EF )) =
1
16π
|eiθ1(EF ) − eiθ2(EF )| . (B4)
1. Average density of delay-times
By using Eq. (13), it is straightforward to show that
the time-delay matrix Q˜ = −i~S˜−1∂S˜/∂E can be written
as
Q˜ =
~
2Γ
[
12 +
(
1
2
− i E
4Γ
)
S˜ +
(
1
2
+ i
E
4Γ
)
S˜†
]
. (B5)
Thus we find, by inserting Eq. (B2), that Q˜ is also diag-
onalized by Rϕ and that its two eigenvalues – the delay-
times τi – are
τi =
~
2Γ
(
1 + cos θi +
E
2Γ
sin θi
)
. (B6)
In the following, we evaluate them at the Fermi energy
EF (even if not explicitly stated in the equations). For
convenience, we re-write Eq. (B6) in the compact form
τ¯i =
1
4πα
cos θ¯i (B7)
where τ¯i = (τi− ~2ΓF )/τH is a rescaled and shifted delay-
time, α is the parameter introduced in Eq. (23) and
θ¯i = φ + sgn(EF )(θi +
π
2 ) with φ = arcsin
ΓF
t . Thus,
the average density of delay-times PM=2(τ¯ ) reads
PM=2(τ¯ ) =
∫ π
−π
dθ¯ P (θ¯) δ(τ¯ − 1
4πα
cos θ¯) (B8)
where P (θ¯) = 12π is the average density of phases θ¯i,
obtained by integrating Eq. (B4) over one variable. We
calculate the integral (B8) by noticing first the even par-
ity of the integrand and by making then the change of
variable u = τ¯ − 14πα cos θ¯. This leads to Eq. (24).
2. Thermopower distribution
To calculate the thermopower distribution, the idea
is to express the thermopower as a function of θ1 and
θ2 only, since we know how those two variables are dis-
tributed at the Fermi energy. We start from Eq. (B2)
which yields the following expression for the transmis-
sion T of the scatterer,
T (E) = 4 cos2(ϕ) sin2(ϕ) sin2
(
θ1 − θ2
2
)
. (B9)
To deduce the thermopower Sk =
1
T
dT
dE , we need to know
in addition the energy derivatives dθidE . By differentiat-
ing Eq. (B6), we find that they are given in our case by
the delay-times, τi = ~
dθi
dE , the parameter ϕ being here
energy-independent (in general, this is not the case). By
using Eq. (B6), we finally get
Sk(E) = − 1
Γ
cosu
(
sin v − E
2Γ
cos v
)
(B10)
where u = (θ1 − θ2)/2 and v = (θ1 + θ2)/2. At the
Fermi energy EF , the joint distribution of the new vari-
ables u and v are given by Eq. (B4) up to a Jacobian
factor, P (u, v) = | sinu|/(4π). Moreover, the rescaled
thermopower σk =
∆F
2π Sk can be written as
σk(EF ) = − 1
2πα
cosu cos(φ± v) (B11)
with φ = arcsin ΓFt and a + [−] sign in the parentheses
when EF > 0 [EF < 0]. Thus the thermopower distribu-
tion at the Fermi energy reads
P (σk) =
1
2
π∫
−π
π∫
−π
du dvP (u, v)δ(σk+
1
2πα
cosu cos(φ±v))
(B12)
after extending the integration domain (hence the factor
1/2 in front of the integral) by using the invariance of the
integrand under the translations u → u ± π, v → v ± π.
To calculate this integral, we make use first of the even
parity in u of the integrand. Second, we make the change
of variable u′ = u − π2 and third the change of variable
p = sinu′. We get
P (σk) =
1
4π
∫ 1
−1
dp
∫ π
−π
dv δ(σk+
1
2πα
p cos(φ±v)) . (B13)
The argument F (v) of the delta function in Eq. (B13)
vanishes at v = v±0 where cos(v
±
0 ± φ) = − 2πασkp . So by
using the identity δ(F (v)) =
∑
ǫ=± δ(v − vǫ0)|dFdv (vǫ0)|−1
with |dFdv (v±0 )| = 12πα
√
p2 − (2πασk)2, we get
P (σk) =
α
2
∫ 1
−1
dp√
p2 − (2πασk)2
∫ π
−π
dv
∑
ǫ=±
δ(v− v±0 (p)) .
(B14)
9When 2πα|σk| > 1, the second integral in Eq. (B14) is
zero and so P (σk) = 0. When 2πα|σk| < 1, we obtain
P (σk) = 2α
∫ 1
0
dp√
p2 − (2πασk)2
Θ(p− 2πα|σk|) (B15)
where Θ is the Heaviside step function. Then, by making
the change of variable coshx = p2πα|σk| , we get
P (σk) = 2α cosh
−1
(
1
2πα|σk|
)
, (B16)
from which we deduce Eq. (25) by using the identity
cosh−1(z) = ln(z +
√
z2 − 1).
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