We introduce a new approach for assessing the effect of adding new data to existing data when estimating complex system reliability. Much work has been done on how to combine information from multiple sources to assess the reliability of a system. It is important and challenging to allocate resources among these different data sources effectively so as to obtain the most information about the reliability of the system for the resources available.
• Current approach for evaluating and comparing candidate allocations is based on repeated analysis of "fake" data generated using the current model • This approach requires repeated use of an MCMC algorithm 
Resource Allocation for Complex System Reliability Studies

Current Approach
New Approach
• For a given candidate allocation • Repeat for all remaining candidate allocations • Choose the allocation that we would expect to give the largest reduction in uncertainty about system reliability
Problem with Current Approach
• Requires many analyses via MCMC • How many data sets need to be generated? • Can take weeks to arrive at a solution Notation for New Approach θ represents system reliability n 1 represents number of tests performed on each component in initial experiment x 1 represents outcome from initial experiment n 2 represents a candidate allocation x 2 represents outcome from candidate allocation (x 2 is unobserved)
• Note that for each outcome from a candidate allocation 
Summary
• Resource allocation is an important problem in applied statistics • In this application, we wish to obtain more precise estimates of system reliability by collecting additional data • The current approach for assessing candidate allocations is computationally intensive, requiring repeated analyses via MCMC • The approach proposed here can address many candidates at once using a single analysis via MCMC
