Abstract. Euler's method of defining the derivative of a function is not a failed effort to describe a limit. Rather, it calls for rewriting the difference quotient in a way that remains meaningful when the denominator is zero.
sin x = cos x and says "Nothing to it!" meaning, I believe, that the derivation is little more than a heuristic argument. I agree with the first part of Boyer's statement [1, p. 492] , "Inasmuch as Euler restricted himself to well-behaved functions, he had not become involved in the subtle difficulties that later were to make his naïve position untenable," but not with the second. The fact that real numbers cannot be added by putting them over a common denominator does not make the ordinary addition of fractions "untenable."
2 In the seventh paragraph of his introduction to Institutiones Calculi Differentialis he writes: "If someone undertakes to calculate the magnitude of the whole terrestrial globe, it is the custom easily to grant him an error not only of a single grain of dust, but of even many thousands of these. However, geometric rigor shrinks from even so small an error, and this objection would be simply too great were any force granted to it." 
HAROLD M. EDWARDS
Although Euler is generally credited today-and correctly so-with basing calculus on the function concept and with stressing that a function need not be given by a formula, his definition of the derivative is misunderstood primarily because his notion of "function" is misunderstood.
In the introduction to his book Institutiones Calculi Differentialis (Foundations of Differential Calculus) [3] , he describes calculus as dealing with quantities. Some quantities vary and some are constant. Differential calculus studies the relations among the variations of the variable quantities. He illustrates the types of quantities and relations he has in mind with quantities related to the firing of a cannon-the amount of gunpowder, the elevation of the cannon, the distance traveled by the shot, the length of time the shot is in the air, and so forth. The relations among these quantities are not thought of as being given by formulas, but on the other hand they are surely not thought of as being the sort of general set-theoretic, anythinggoes subsets of product spaces that modern mathematicians mean when they use the word "function". The underlying, and, it must be admitted, unexpressed assumption is that the relations among the varying quantities are such that they can be analysed, meaning that they are embedded in a coherent system of quantities that can be studied mathematically.
To avoid this confusion of what Euler meant by a function with the modernday notion, I will just say that Euler studied systems of related variable quantities. For example, the rational functions on a given algebraic curve are related variable quantities or, in the firing of a cannon, the quantities Euler cites.
Let x and y be related variable quantities, and let x = a and y = b be values they assume, near which y is a function of x-each value of x near a determines a value of y near b. Then x − a and y − b are also variable quantities as is their ratio. Euler insists that although x − a and y − b are both zero when x is a, their ratio has, or at any rate can have, a value when x = a.
I read this definition for the first time a year or two ago. It happened when I was astonished by the quotations from Euler provided by a modern writer who was describing what he clearly regarded as Euler's unsuccessful attempt to define the derivative. I felt I had to see whether the original whole could be as incomprehensible as the quoted parts. When I understood enough of the context to realize what Euler was saying, I experienced a shock of recognition. It was practically the same as the definition of the derivative that I finally chose after decades of teaching calculus: "Rewrite ∆y ∆x in a way that still makes sense when ∆x = 0." Everyone's favorite example-Euler's too-is y = x 2 . In his description of this example Euler writes ω instead of ∆x, and he observes that when x becomes x + ω, y becomes (x + ω) 2 = x 2 + 2xω + ω 2 ; the change in x is ω and the change in y is 2xω + ω 2 , so the ratio of the changes is 2x + ω. When x is a, ω is zero and the ratio is 2a. Both x − a and y − b have the value 0 at the point in question, but their ratio has the value 2a.
Of course Euler understood limits. Euler was Euler. But he rejected limits as the way to define derivatives. The derivative was not, for him, about the way that ∆y and ∆x vanished. He insisted-and at some length-that no quantity is infinitely small without being zero. But this in no way prohibits a ratio of two variable quantities from having a value at a point at which both quantities are zero, because a ratio of variable quantities is itself a variable quantity.
He makes no claim that this ratio can always be evaluated. "As differential calculus is extended to all kinds of functions, no matter how they are produced, it is not immediately known what method is to be used to compare the vanishing increments of absolutely all kinds of functions."
3 His claim is simply that there is a rigorous meaning to what one is attempting to do.
This formulation explains the organization of Euler's six volume work on the calculus-very peculiar from a modern point of view-in which the definition of the derivative comes only in the third volume and the definition of the integral only in the fourth. What could fill those first two volumes? They are called Introductio in Analysin Infinitorum (Introduction to the Analysis of Infinites) [4] , and they deal largely with the transformation of functions, that is, expressing relations between variable quantities in different ways. The first volume is largely about series expansions. The second deals with algebraic curves. In connection with tangents, normals, and so forth, he says in his Preface, "Although all of these nowadays are ordinarily accomplished by means of differential calculus, nevertheless, I have here presented them using only ordinary algebra, in order that the transition from finite analysis to analysis of the infinite might be rendered easier." Thus, when he arrives at derivatives in the third volume, Institutiones Calculi Differentialis, he has prepared the reader very well to express ∆y ∆x in different ways. And that was his purpose. The first two sentences of his preface to the first volume of Introductio make that clear:
Often I have considered the fact that most of the difficulties which block the progress of students trying to learn analysis stem from this: that although they understand little of ordinary algebra, still they attempt this more subtle art. From this it follows not only that they remain on the fringes, but in addition they entertain strange ideas about the concept of the infinite, which they must try to use.
4
Anyone who has tried to explain the derivative of x n to a class in which the students profess ignorance of the formula x n − 1 = (x − 1)(x n−1 + x n−2 + · · · + 1) will know what he means.
But I wish Euler had specified the "strange ideas about the concept of the infinite" he was referring to. In that way he would have revealed something about his own ideas of the infinite. At first glance, his reputation for being careless about the use of infinity in mathematical arguments sometimes seems deserved, but this judgement may be superficial. Perhaps he simply felt that if ideas were presented in their proper order and his readers became well acquainted with elementary uses of infinity, they would develop the correct instinct for how to proceed in such arguments without his having to go into rigorous justifications that would be more baffling than enlightening.
Consider, for example, his derivation of the development of sin x in powers of x. He uses the formula (cos y + i sin y)(cos z + i sin z) = cos(y + z) + i sin(y + z), which can be regarded as a convenient formulation of the addition formula for sines and cosines, in the case of a large number N of equal factors cos z + i sin z to find that sin(Nz), which is the imaginary part of (cos z + i sin z) N , is
(a terminating series) by virtue of the binomial theorem. The expansion of sin x in powers of x is simply, Euler tells us, the case of this formula in which z is infinitely small, N is infinitely large, and Nz is finite, say Nz = x. Indeed, if we agree that cos z = 1 when z is infinitely small while sin z = z (by the definition of radian measure as we would say today), one finds immediately that
when N is infinite. Do not scoff. We would have no quarrel with this argument if he said "in formula
and let N → ∞ using lim N →∞ (N · sin x N ) = x," and, after all, that is about what he does say. We would only want to know how he justifies passing to the limit termwise. Euler does not enter into any discussion or justification of the interchange of limits, but he does not allow his readers to ignore the issue. On the contrary, he sets x = m n · π and gives the numerical values to 28 decimal places of the coefficients of the first 15 terms of the series in m n that results! He says he does this to show the reader how the formula is to be used, from which I infer that he intended his readers to use it. If one can be satisfied with a mere 12 decimal places of accuracy, one can then find sin 1
• using only 3 terms of the power series whose coefficients Euler provides, with m n = 1 180 = .005555 . . . , to find the (correct) answer .017452406437 (rounded). In the process, the reader learns that the formula can be used-the convergence is fairly rapid even at the upper end In any event, it seems to me that rather than avoiding serious questions of passage to limits and convergence, Euler is giving his readers a stock of experience with specific examples that will make the operations of calculus have real meaning for them. Certainly if a reader has a good enough understanding of the calculation of sin 1
• to see the issues raised by the truncation of the series or the use of a value of N that is not large enough, he or she will have little difficulty in providing the needed error estimates.
Since the definition of the derivative is still two volumes in the future, Euler does not use his series for sine and cosine to find derivatives, but the series expansion of sin x of course yields 
Only after two volumes of such work involving many examples and much algebraic preparation does Euler come to the definition of the derivative as the "ratio of two vanishing increments." He is not making an unsuccessful attempt to define the derivative as a limit in the modern way. Instead, he is applying the methods he has developed in the first two volumes to find the value of ∆y ∆x when ∆x = 0. Whether these methods can be regarded as rigorous is not a cut-and-dried question. If one requires a definition that is valid for the most general conceivable (differentiable) function, Euler's definition certainly will not do. For algebraic and exponential and trigonometric functions and other functions derived from combinations of them, it does very well and is not lacking in rigor. In addition, it is practical, it has simple and clear meaning, and it can be extended to many other transcendental functions.
Is there any reason Euler should have regarded it as unsatisfactory and waited for Cauchy or Weierstrass to explain limits to him?
The next time you read about Euler's inability to deal rigorously with the notions of the calculus, I hope you will remember that it is not a twentieth-century settheoretic lute that he is playing, but a fine eighteenth-century analytic oud. And he is making the sort of constructive mathematical music that some of us in the twenty-first century like to hear.
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