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Abstract
Let B be the unit ball in Cn with respect to an arbitrary norm and let f (z, t) be a g-Loewner
chain such that e−t f (z, t)− z has a zero of order k + 1 at z = 0. In this paper, we obtain growth and
covering theorems for f (·,0). Moreover, we consider coefficient bounds and examples of mappings
in S0
g,k+1(B).
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1. Introduction and preliminaries
Let Cn denote the space of n complex variables z = (z1, . . . , zn) with respect to an arbi-
trary norm ‖ · ‖. Let B = {z ∈ Cn: ‖z‖ < 1}. Let U be the unit disc in C. Let H(G) denote
the set of holomorphic mappings from an open set G ⊂ Cn into Cn. Further, let L(Cn,Cm)
be the space of all continuous linear operators from Cn into Cm with the standard operator
norm. Let I be the identity in L(Cn,Cn). A mapping f ∈ H(B) is called normalized if
f (0) = 0 and Df (0) = I .
Let S(B) be the set of normalized univalent holomorphic mappings in H(B). Also let
K(B), respectively S∗(B), be the sets of normalized convex, respectively starlike, map-
pings on B . When n = 1, the sets S(U), S∗(U) and K(U) are denoted by S,S∗ and K ,
respectively.
For each z ∈ Cn \ {0}, we set T (z) = {lz ∈ L(Cn,C): lz(z) = ‖z‖, ‖lz‖ = 1}. Then this
set is nonempty by the Hahn–Banach theorem.
If f,g ∈ H(B), we say that f is subordinate to g, and write f ≺ g, if there exists a
Schwarz mapping v (i.e., v ∈ H(B), v(0) = 0, and ‖v(z)‖ < 1, z ∈ B) such that f = g ◦ v
on B . If g is univalent on B , this condition is equivalent to f (0) = g(0) and f (B) ⊂ g(B).
We recall that a mapping f : B × [0,∞) → Cn is called a Loewner chain if f (·, t) is
univalent holomorphic on B , f (0, t) = 0, Df (0, t) = et I for t  0, and
f (z, s) ≺ f (z, t), z ∈ B, 0 s  t < ∞.
The above condition is equivalent to the fact that there exists a unique univalent Schwarz
mapping v = v(z, s, t), called the transition mapping of f (z, t), such that f (z, s) =
f (v(z, s, t), t), z ∈ B , t  s  0. The normalization of f (z, t) implies the normalization
Dv(0, s, t) = es−t I for t  s  0.
A fundamental role in the study of Loewner chains and the Loewner differential equa-
tion in several complex variables is played by the following set:
M= {p ∈ H(B): p(0) = 0, Dp(0) = I, Re lz(p(z))> 0, z ∈ B \ {0}, lz ∈ T (z)},
which is the generalization of the Carathéodory set in one complex variable.
In [8] (see also [7]; cf. [5]), it is proved the following result:
Lemma 1. Let f (z, t) be a Loewner chain and v = v(z, s, t) be the transition mapping
of f (z, t). Then f (z, ·) is locally Lipschitz continuous on [0,∞) locally uniformly with
respect to z ∈ B , and there exists a mapping h = h(z, t) such that h(·, t) ∈M, t  0,
h(z, ·) is measurable on [0,∞), and
∂f
∂t
(z, t) = Df (z, t)h(z, t), a.e. t  0, ∀z ∈ B. (1)
Also v(z, s, t) satisfies the initial value problem
∂v = −h(v, t), a.e. t  s, v(z, s, s) = z, (2)
∂t
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every s  0,
lim
t→∞ e
tv(z, s, t) = f (z, s)
and the above limit holds locally uniformly on B .
Definition 2. Let f :B → Cn be a normalized holomorphic mapping. We say that f has
parametric representation if there exists a mapping h = h(z, t) which satisfies the con-
ditions in Lemma 1 such that f (z) = limt→∞ etv(z, t) locally uniformly on B , where
v = v(z, t) is the unique solution of the initial value problem
∂v
∂t
= −h(v, t), a.e. t  0, v(z,0) = z, (3)
for all z ∈ B (see [5]; cf. [19,27]).
Let S0(B) be the set of all mappings which have parametric representation on B . Then
S0(B) ⊂ S(B) (see [5,27]). It is known that in the case of one complex variable, S0(U) = S
(see [26, Theorems 6.1 and 6.3]). However, in higher dimensions, S(B) is a larger set than
S0(B) (see [5]).
Remark 3. Let f (z, t) be a Loewner chain such that {e−t f (z, t)}t0 is a normal family
on B . According to Lemma 1, we deduce that f = f (·,0) ∈ S0(B). Graham–Hamada–
Kohr [5] (cf. [28]) proved that the converse result is also true. That is, if f ∈ S0(B), then
there exists a Loewner chain f (z, t) such that {e−t f (z, t)}t0 is a normal family on B and
f = f (·,0).
Assumption 4. Let g :U → C be a univalent holomorphic function such that g(0) = 1,
g(ζ ) = g(ζ ) for ζ ∈ U (so, g has real coefficients in its power series expansion),
Reg(ζ ) > 0 on U . We assume that g satisfies the conditions{
min|ζ |=r Reg(ζ ) = min{g(r), g(−r)},
max|ζ |=r Reg(ζ ) = max{g(r), g(−r)},
for r ∈ (0,1).
We mention that there are many functions which satisfy the above assumption (see [5]).
As in [5,19], we shall introduce various subsets ofM. Let
Mg =
{
p ∈ H(B): p(0) = 0, Dp(0) = I, 1‖z‖ lz
(
p(z)
) ∈ g(U),
z ∈ B \ {0}, lz ∈ T (z)
}
.
If g(ζ ) = (1 + ζ )/(1 − ζ ), then Mg =M. However, there are other choices of g which
provide interesting properties of the setMg .
The basic existence theorem for the Loewner differential equation on B , originally due
to Pfaltzgraff (see [23, Theorem 2.1]), can be improved by omitting the boundedness as-
sumption on h(z, t). The following proposition is due to [5, Theorem 1.4] (cf. [27]).
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h(z, t) :B × [0,∞) → Cn satisfy the following conditions:
(i) for each t  0, h(·, t) ∈Mg ;
(ii) for each z ∈ B , h(z, t) is a measurable function of t ∈ [0,∞).
Then the limit
lim
t→∞ e
tv(z, s, t) = f (z, s)
exists locally uniformly on B for each s  0, where v = v(z, s, t) is the unique solution of
the initial value problem (2). The mapping v(z, s, t) = es−t z + · · · is a univalent Schwarz
mapping on B and is a locally Lipschitz function of t  s locally uniformly with respect
to z ∈ B . Moreover, f (z, t) is a Loewner chain and v(z, s, t) is the transition mapping
associated to f (z, t). Further, f and h satisfy the differential equation (1).
In view of the above result, Graham–Hamada–Kohr [5] (cf. [19,27]) have recently in-
troduced the following definition.
Definition 6. Let g satisfy the conditions of Assumption 4 and let f ∈ H(B). We say that
f has g-parametric representation on B if there exists a mapping h :B × [0,∞) → Cn,
which satisfies the assumptions of Proposition 5 such that
lim
t→∞ e
tv(z, t) = f (z)
locally uniformly on B , where v = v(z, t) is the unique solution of the initial value prob-
lem (3).
Let S0g(B) be the set of all mappings which have g-parametric representation on B [5]
(cf. [19]). If g(ζ ) = (1 + ζ )/(1 − ζ ), then S0g(B) reduces to the set S0(B) of mappings
which have parametric representation on B . Clearly, S0g(B) ⊂ S0(B) ⊂ S(B). On the other
hand, we remark that, in several complex variables, there exist mappings which can be
imbedded in Loewner chains without having parametric representation [5, Example 2.12].
Remark 7. According to Definition 6, Proposition 5 and Lemma 1, a mapping f belongs
to S0g(B) if and only if there exist a Loewner chain f (z, t) and a mapping h(z, t) such
that f = f (·,0), {e−t f (z, t)}t0 is a normal family on B , h(·, t) ∈Mg , t  0, h(z, ·) is
measurable on [0,∞) for z ∈ B , and f (z, t) satisfies the Loewner differential equation (1).
Such a Loewner chain is also called a g-Loewner chain (cf. [5,19]). This equivalence pro-
vides many examples of mappings which have g-parametric representation on B .
It is known that certain subsets of S(B) can be characterized in terms of Loewner chains.
For example, a mapping f belongs to S∗(B) if and only if f (z, t) = etf (z) is a Loewner
chain. On the other hand, according to [24], we say that a normalized locally biholomorphic
mapping f ∈ H(B) is said to be close-to-starlike if there exists a mapping g ∈ S∗(B) such
that
Re lz
([
Df (z)
]−1
g(z)
)
> 0
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pings on B . It is known that every mapping f ∈ C(B) is univalent on B . Moreover,
close-to-starlikeness can also be characterized in terms of Loewner chains, in the sense
that f ∈ C(B) if and only if there exists a mapping g ∈ S∗(B) such that f (z, t) =
f (z)+ (et − 1)g(z) is a Loewner chain.
Let 0 < p < 1. A normalized locally biholomorphic mapping f ∈ H(B) is said to be
starlike of order p if∣∣∣∣ 1‖z‖ lz([Df (z)]−1f (z))− 12p
∣∣∣∣< 12p
for all z ∈ B \ {0} and lz ∈ T (z). We denote by S∗p(B) the set of all starlike mappings of
order p on B . It is clear that S∗p(B) ⊂ S∗(B) for p ∈ (0,1).
Another set of special interest in our discussion is that consisting of quasi-convex
mappings. This subset of S(B) was introduced by Roper–Suffridge [29] as a natural gen-
eralization to higher dimensions of convexity. Let u ∈ Cn with ‖u‖ = 1 and lu ∈ T (u). For
a normalized locally biholomorphic mapping f on B , let
Gf (α,β) = 2α
lu([Df (αu)]−1(f (αu)− f (βu))) −
α + β
α − β , α,β ∈ U.
Let G denote the set of all normalized locally biholomorphic mappings f on B that satisfy
the condition ReGf (α,β) > 0, for all α,β ∈ U , u ∈ Cn with ‖u‖ = 1 and lu ∈ T (u). Roper
and Suffridge [29] proved the inclusion relation
K(B) ⊂ G ⊂ S∗1/2(B)
and obtained several properties of the mappings in G. In particular, they obtained the sharp
growth result for mappings in G on the Euclidean unit ball. In [5], it is shown that this
result is also valid in the case of an arbitrary norm. We shall refer to the set G as the set of
quasi-convex mappings.
Let α ∈ (−π/2,π/2) and f ∈ H(B) be a normalized locally biholomorphic mapping.
According to [11], we say that f is spirallike of type α if
Re lz
(
e−iα
[
Df (z)
]−1
f (z)
)
> 0, z ∈ B \ {0}, lz ∈ T (z).
Let Ŝα(B) be the set of spirallike mappings of type α. In [11], it is proved that
every f ∈ Ŝα(B) is univalent on B and also the following alternative characterization
of spirallikeness of type α is proved: f is spirallike of type α if and only if f (z, t) =
e(1−ia)t f (eiat z) is a Loewner chain, where a = tanα.
We have the following inclusion relations:
S∗(B) ⊂ C(B) ⊂ S0(B) ⊂ S(B)
and
Ŝα(B) ⊂ S0(B), |α| < π2 .
Let f ∈ H(B) and let k be a positive integer. Then f is said to be k-fold symmetric if the
image of f is unchanged when it multiplied by the scalar complex number exp(2πi/k). We
say that z = 0 is a zero of order k of f (z) if f (0) = 0, . . . ,Dk−1f (0) = 0 and Dkf (0) 
= 0
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that z = 0 is a zero of order m of f (z) − z for some m with m  k + 1 if f is k-fold
symmetric and f (z) 
= z.
We denote by S0k+1(B) (respectively S0g,k+1(B)) the subset of S0(B) (respectively
S0g(B)) consisting of mappings f for which there exists a Loewner chain (respectively
a g-Loewner chain) f (z, t) such that {e−t f (z, t)}t0 is a normal family on B , f = f (·,0)
and z = 0 is a zero of order k + 1 of e−t f (z, t) − z for each t  0. Also, we denote by
Sk+1(B) (respectively S∗k+1(B), Kk+1(B), Gk+1(B), S∗p,k+1(B), Ŝα,k+1(B)) the subset of
S(B) (respectively S∗(B), K(B), G(B), S∗p(B), Ŝα(B)) of mappings f such that z = 0 is
a zero of order k + 1 of f (z)− z. Moreover, we denote by Ck+1(B) the subset of C(B) of
mappings f such that z = 0 is a zero of order k + 1 of e−t f (z) + e−t (et − 1)g(z) − z for
each t  0.
In the rest of this paper, we shall obtain growth and covering theorems, as well as coeffi-
cient bounds for mappings in S0g,k+1(B). These results were obtained by Graham, Hamada
and Kohr [5] in the case k = 1 (cf. [19,27]). Some of the growth and covering theorems in
this paper are generalizations of the results in Liu–Liu [20].
2. A growth theorem for mappings in S0g,k+1(B)
In this section, we will give a growth theorem for mappings in S0g,k+1(B). To this end,
we need to use the following lemma.
Lemma 8. Let g satisfy the conditions of Assumption 4, h satisfy the assumptions of Propo-
sition 5 and f (z, t) be a g-Loewner chain satisfying the differential equation (1) such that
z = 0 is a zero of order k + 1 of e−t f (z, t)− z. Then
‖z‖min{g(‖z‖k), g(−‖z‖k)} Re lz(h(z, t))
 ‖z‖max{g(‖z‖k), g(−‖z‖k)} (4)
for z ∈ B \ {0}, lz ∈ T (z) and a.e. t  0.
Proof. Fix t  0 such that the differential equation (1) holds. We take a point z0 with
‖z0‖ = 1. Let p(·, t) :U → C be given by
p(ξ, t) =
{ 1
ξ
lz0(h(ξz0, t)), ξ 
= 0,
1, ξ = 0.
Then p(·, t) ∈ H(U), p(0, t) = g(0) = 1. Since z = 0 is a zero of order k + 1 of
e−t f (z, t) − z for each t  0, there exists a holomorphic mapping F(z, t) on a neigh-
bourhood of 0 such that f (ξz0, t)− et ξz0 = ξk+1F(ξz0, t). Then
∂f
∂t
(ξz0, t)− et ξz0 = ξk+1 ∂F
∂t
(ξz0, t).
Therefore, we obtain that
p(ξ, t) = lz0
([
Df (ξz0, t)
]−1
et z0
)+ lz0([Df (ξz0, t)]−1 ∂F (ξz0, t))ξk.∂t
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p(ξ, t) = 1 + ξkp˜(ξ, t). Since h(z, t) ∈Mg , we deduce that p(ξ, t) ∈ g(U) for ξ ∈ U .
Therefore, g−1 ◦ p(·, t) :U → U and g−1 ◦ p(0, t) = 0. Since g−1(1) = 0, there exists a
holomorphic function G(w) on a neighbourhood of 1 such that g−1(w) = (w − 1)G(w).
Therefore, we obtain that g−1 ◦ p(ξ, t) = ξkp˜(ξ, t)G(p(ξ, t)) on a neighbourhood of 0.
Then, by the Schwarz lemma, we obtain that |g−1 ◦ p(ξ, t)| |ξ |k for ξ ∈ U . Thus, there
exists a holomorphic function H(ξ, t) on U such that g−1 ◦ p(ξ, t) = ξkH(ξ, t) on U and
|H(ξ, t)|  1 on U . Then, p(ξ, t) = g(ξkH(ξ, t)). Next, in view of the maximum and
minimum principle of harmonic functions, we conclude that
min
{
g
(|ξ |k), g(−|ξ |k)} Rep(ξ, t)max{g(|ξ |k), g(−|ξ |k)}, ξ ∈ U. (5)
Putting ξ = ‖z‖ in (5), we obtain (4). This completes the proof. 
The following lemma generalizes [5, Lemma 2.1] (cf. [19]).
Lemma 9. Let f , g and h be as in Lemma 8. Also let v = v(z, s, t) be the solution of the
initial value problem (2). Then
es‖z‖ exp
‖z‖∫
‖v(z,s,t)‖
[
1
max{g(xk), g(−xk)} − 1
]
dx
x
 et
∥∥v(z, s, t)∥∥ es‖z‖ exp ‖z‖∫
‖v(z,s,t)‖
[
1
min{g(xk), g(−xk)} − 1
]
dx
x
(6)
for z ∈ B and t  s  0.
Proof. We will prove the upper bound. The proof of the lower bound is similar. Fix s  0
and z ∈ B \ {0} and let v(t) = v(z, s, t). Since v(t) is locally Lipschitz continuous on
[s,∞), it follows that ‖v(t)‖ is also locally Lipschitz continuous for t ∈ [s,∞). Thus
‖v(t)‖ is differentiable a.e. on [s,∞). Moreover,
d‖v‖
dt
= Re
[
lv
(
dv
dt
)]
for lv ∈ T (v(t)) a.e. on [s,∞) by [16, Lemma 1.3]. Equivalently,
d‖v‖
dt
= −Re[lv(h(v, t))], a.e. on [s,∞).
By Lemma 8, we obtain that
1− 1‖v(t)‖min{g(‖v(t)‖k), g(−‖v(t)‖k)} ·
d‖v(t)‖
dt
, a.e. t  s.
Since ‖v(t)‖ is locally absolutely continuous, we may integrate both sides of the above
inequalities and make a change of variable, to obtain that
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‖v‖∫
‖z‖
dx
x min{g(xk), g(−xk)}
= −
t∫
s
1
‖v(τ)‖min{g(‖v(τ)‖k), g(−‖v(τ)‖k)} ·
d‖v(τ)‖
dτ
dτ

t∫
s
dτ = t − s.
Finally, straightforward computations in the above relations yield (6), as desired. This com-
pletes the proof. 
We are now able to obtain the following growth result for the set S0g,k+1(B). This result
generalizes [5, Theorem 2.2] and [19, Theorem 2.3].
Theorem 10. Let g :U → C satisfy the conditions of Assumption 4 and f ∈ S0g,k+1(B).
Then
‖z‖ exp
‖z‖∫
0
[
1
max{g(xk), g(−xk)} − 1
]
dx
x

∥∥f (z)∥∥ ‖z‖ exp ‖z‖∫
0
[
1
min{g(xk), g(−xk)} − 1
]
dx
x
, z ∈ B. (7)
Proof. First, we mention that the above integrals exist and are finite since g(0) = 1 and
Reg(ζ ) > 0 for |ζ | < 1. Also since f ∈ S0g(B), we have
f (z) = lim
t→∞ e
tv(z, t) (8)
locally uniformly on B , where v = v(z, t) is the solution of the initial value problem (3).
Taking into account the relations (6), one deduces that
‖z‖ exp
‖z‖∫
‖v(z,t)‖
[
1
max{g(xk), g(−xk)} − 1
]
dx
x
 et
∥∥v(z, t)∥∥ ‖z‖ exp ‖z‖∫
‖v(z,t)‖
[
1
min{g(xk), g(−xk)} − 1
]
dx
x
(9)
for all z ∈ B and t  0. Since limt→∞ et‖v(z, t)‖ = ‖f (z)‖ < ∞, we must have
limt→∞ ‖v(z, t)‖ = limt→∞ e−t‖etv(z, t)‖ = 0. Letting t → ∞ in (9) and using (8), we
obtain the estimate (7), as desired. This completes the proof. 
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of e−t f (z, t) − z for each t  0, then using a similar reasoning as above, we obtain the
following growth result (cf. [5, Corollary 2.3]).
Corollary 11. Let g :U → C satisfy the conditions of Assumption 4 and f (z, t) be a g-
Loewner chain such that z = 0 is a zero of order k + 1 of e−t f (z, t) − z for each t  0.
Then
‖z‖ exp
‖z‖∫
0
[
1
max{g(xk), g(−xk)} − 1
]
dx
x

∥∥e−t f (z, t)∥∥ ‖z‖ exp ‖z‖∫
0
[
1
min{g(xk), g(−xk)} − 1
]
dx
x
, z ∈ B, t  0.
3. Examples of mappings in S0g,k+1(B)
First, we remark that the following inclusion relations hold:
Kk+1(B) ⊂ Gk+1(B) ⊂ S∗1/2,k+1(B) ⊂ S∗k+1(B) ⊂ Ck+1(B) ⊂ S0k+1(B)
and Ŝα,k+1(B) ⊂ S0k+1(B) for |α| < π/2.
A particular interest in Theorem 10 consists in the case g(ζ ) = (1 + ζ )/(1 − ζ ). We
have the following growth result for the set S0k+1(B) (cf. [5,19,27]).
Theorem 12. If f ∈ S0k+1(B), then
‖z‖
(1 + ‖z‖k)2/k 
∥∥f (z)∥∥ ‖z‖
(1 − ‖z‖k)2/k , z ∈ B.
Consequently, f (B) ⊃ B2−2/k .
As corollaries to the above theorem, we have the following growth results for the sets
Ŝα,k+1(B) (cf. [11]) and Ck+1(B).
Corollary 13. If f ∈ Ŝα,k+1(B) or f ∈ Ck+1(B), then
‖z‖
(1 + ‖z‖k)2/k 
∥∥f (z)∥∥ ‖z‖
(1 − ‖z‖k)2/k , z ∈ B.
Consequently, f (B) ⊃ B2−2/k .
In particular, we have the following growth result for the set S∗k+1(B) due to Liu–Liu
[20, Theorem 1] (cf. [1,3,10]).
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‖z‖
(1 + ‖z‖k)2/k 
∥∥f (z)∥∥ ‖z‖
(1 − ‖z‖k)2/k , z ∈ B.
Consequently, f (B) ⊃ B2−2/k .
We have the following growth result for the set S∗p,k+1(B) due to Liu–Liu [20, Theo-
rem 2] (cf. [13,17]).
Theorem 15. If f ∈ S∗p,k+1(B), then
‖z‖
(1 + ‖z‖k) 2(1−p)k

∥∥f (z)∥∥ ‖z‖
(1 − ‖z‖k) 2(1−p)k
, z ∈ B.
Consequently, f (B) ⊃ B2−2(1−p)/k .
Proof. Let f ∈ S∗p,k+1(B). Then f ∈ S0g,k+1(B), where g(ζ ) = (1 + ζ )/(1 + (2p − 1)ζ ).
Therefore, we obtain the claimed result from Theorem 10. This completes the proof. 
In particular, we obtain the following corollary (cf. [5,29]. See also [4,12,15,17], [20,
Corollary 1] and [31]). We mention that if k = 1, then the growth result contained in Corol-
lary 16 is sharp (see [29]).
Corollary 16. If f ∈ Gk+1(B), then
‖z‖
(1 + ‖z‖k)1/k 
∥∥f (z)∥∥ ‖z‖
(1 − ‖z‖k)1/k , z ∈ B.
Consequently, f (B) ⊃ B2−1/k .
Remark 17. Liu–Liu [20] showed that the results of Corollary 14 and Theorem 15 are
sharp. The sharpness of these results yield the sharpness of Theorem 12.
Example 18. (i) Let B2(p) be the unit ball in C2 with respect to a p-norm, where 2 
p < ∞. Muir–Suffridge [22] proved that if a ∈ C, k ∈ N∗ and f :B2(p) → C2 is given by
f (z) = (z1 + azk+12 , z2), z = (z1, z2) ∈ B2(p), then f is convex if and only if
|a|

0 if k < p − 1,
1
k(k+1) if k = p − 1 ∈ N,
1
k(k+1)
(
kk
(p−1)p−1(k+1−p)k+1−p
)1/p if k > p − 1.
Under these conditions, f is k-fold symmetric and f ∈ Kk+1(B2(p)). Hence f ∈
Gk+1(B2(p)) too.
(ii) Let Bn denote the Euclidean unit ball in Cn. As in [29, Theorem 3.4], it is pos-
sible to prove that if fj (zj ) is a k-fold symmetric normalized convex function on U
for j = 1, . . . , n such that fj (zj ) 
= zj for some j , then f :Bn → Cn given by f (z) =
(f1(z1), . . . , fn(zn)), z = (z1, . . . , zn) ∈ Bn, belongs Gm(Bn) for some m with m k + 1.
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The next theorem generalizes [23, Theorem 2.4] (cf. [2]).
Theorem 19. Let f ∈ H(Bn) be a normalized locally biholomorphic mapping which sat-
isfies (
1 − ‖z‖2)∥∥[Df (z)]−1D2f (z)(z, ·)∥∥ c for all z ∈ Bn. (10)
If c 1 and z = 0 is a zero of order k + 1 of f (z)− z, then f ∈ S0k+1(Bn) and
‖z‖
(1 + c‖z‖k)2/k 
∥∥f (z)∥∥ ‖z‖
(1 − c‖z‖k)2/k , z ∈ B
n. (11)
Consequently, f (Bn) ⊃ Bn
(1+c)−2/k .
Proof. Pfaltzgraff [23, Theorem 2.4] proved that
f (z, t) = f (ze−t)+ (et − e−t)Df (ze−t )(z), t  0,
is a Loewner chain. Moreover, since limt→∞ e−t f (z, t) = z locally uniformly on Bn, we
deduce that {e−t f (z, t)}t0 is a normal family, and thus f ∈ S0(Bn). Further, since z = 0
is a zero of order k + 1 of e−t f (z, t) − z for each t  0, it follows that f ∈ S0k+1(Bn). We
will prove the bound (11). Let
E(z, t) = −(1 − e−2t)[Df (ze−t )]−1D2f (ze−t )(ze−t , ·)
and h(z, t) = (I − E(z, t))−1(I + E(z, t))(z). Then f and h satisfy the differential equa-
tion (1). Since z = 0 is a zero of order k of E(z, t) and ‖E(z, t)‖ c from (10), we obtain
that ‖E(z, t)‖ c‖z‖k by the Schwarz lemma. Therefore,∥∥h(z, t)− z∥∥= ∥∥E(z, t)(h(z, t)+ z)∥∥ c‖z‖k∥∥h(z, t)+ z∥∥. (12)
This implies that
Re
〈
h(z, t), z
〉

∥∥h(z, t)∥∥ · ‖z‖ ‖z‖2 1 + c‖z‖k
1 − c‖z‖k . (13)
Also, from (12), we obtain that
‖z‖1 − c‖z‖
k
1 + c‖z‖k 
∥∥h(z, t)∥∥ (14)
and ∥∥h(z, t)− z∥∥2  c2‖z‖2k∥∥h(z, t)+ z∥∥2. (15)
From (14) and (15), we obtain that(
1 + c2‖z‖2k)2 Re〈h(z, t), z〉 1 − c2‖z‖2k
(1 + c‖z‖k)2 2
(
1 + c2‖z‖2k)‖z‖2. (16)
Thus, from (13) and (16), we obtain that
‖z‖2 1 − c‖z‖
k
k
 Re
〈
h(z, t), z
〉
 ‖z‖2 1 + c‖z‖
k
k
.1 + c‖z‖ 1 − c‖z‖
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and Theorem 10. This completes the proof. 
Let α ∈ [0,1] and β ∈ [0,1/2] be such that α + β  1. Graham, Hamada, Kohr and
Suffridge [6, Theorem 2.1] showed that if f ∈ S, then Ψn,α,β(f ) ∈ S0(Bn), where
Ψn,α,β(f )(z) =
(
f (z1), z
′
(
f (z1)
z1
)α(
f ′(z1)
)β) (17)
for z = (z1, z′) ∈ Bn. The branches of the power functions are chosen so that(
f (z1)
z1
)α∣∣∣∣
z1=0
= 1 and (f ′(z1))β ∣∣z1=0 = 1.
We will generalize the above result to f ∈ S0k+1(U). This result gives many examples of
mappings in S0k+1(Bn).
Theorem 20. Let α ∈ [0,1] and β ∈ [0,1/2] be such that α + β  1. Let Ψn,α,β(f ) be as
in (17). If f ∈ S0k+1(U), then Ψn,α,β(f ) ∈ S0k+1(Bn).
Proof. It suffices to give the proof when n = 2. Since f ∈ S0k+1(U), there exists a Loewner
chain f (z1, t) such that f (z1) = f (z1,0) for all z1 ∈ U and z1 = 0 is a zero of order k + 1
of e−t f (z1, t)− z1 for each t  0. Let Fα,β(z, t) be defined by
Fα,β(z, t) =
(
f (z1, t), e
(1−α−β)t z2
(
f (z1, t)
z1
)α(
f ′(z1, t)
)β)
,
for z = (z1, z2) ∈ B2 and t  0. In [6, Theorem 2.1], it is shown that Fα,β(z, t) is a Loewner
chain such that {e−tFα,β(z, t)}t0 is a normal family on B2. Also, z = 0 is a zero of order
k + 1 of e−tFα,β(z, t)− z for each t  0. This completes the proof. 
In the following result, we shall denote by LSn the set of normalized locally biholomor-
phic mappings in Bn. Also for n  1, let z′ = (z1, . . . , zn) so that z = (z′, zn+1) ∈ Cn+1.
Pfaltzgraff–Suffridge [25] defined the following extension operator Φn : LSn → LSn+1
given by
Φn(f )(z) = F(z) =
(
f (z′), zn+1
[
Jf (z
′)
]1/(n+1))
, z = (z′, zn+1) ∈ Bn+1,
where Jf (z′) = detDf (z′) for z′ ∈ Bn. On the other hand, Graham–Kohr–Pfaltzgraff [9]
have recently proved that the class S0(Bn) is preserved by the above operator, i.e., if
f ∈ S0(Bn) then Φn(f ) ∈ S0(Bn+1). In particular, they proved that if f ∈ S∗(Bn) then
Φn(f ) ∈ S∗(Bn+1). Related to the class S0k+1(Bn), we have the following result, which
also provides examples of mappings in S0k+1(Bn+1).
Theorem 21. If f ∈ S0 (Bn), then Φn(f ) ∈ S0 (Bn+1).k+1 k+1
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f (z′,0), z′ ∈ Bn, and z′ = 0 is a zero of order k + 1 of e−t ft (z′) − z′ for t  0, where
ft (z
′) = f (z′, t). Let F(z, t) be given by
F(z, t) = (f (z′, t), zn+1et/(n+1)[Jft (z′)]1/(n+1))
for z = (z′, zn+1) ∈ Bn+1 and t  0. In [9, Theorem 2.1], it is shown that F(z, t) is a
Loewner chain such that {e−tF (z, t)}t0 is a normal family. We next prove that z = 0
is a zero of order k + 1 of e−tF (z, t) − z for t  0. To this end, fix t  0 and let
Gt(z) = e−tF (z, t) − z for z ∈ Bn+1. Then it is clear that Gt(0) = 0 and DGt(0) = 0.
A straightforward computation, based on the facts that z′ = 0 is a zero of order k + 1 of
e−t f (z′, t) − z′ and that Jft (z′) is a polynomial of the components of Dft(z′), yields that
DmGt(0) = 0 for m = 1, . . . , k and Dk+1Gt(0) 
= 0. Consequently, z = 0 is a zero of or-
der k + 1 of Gt(z), and thus F = F(·,0) ∈ S0k+1(Bn+1), as claimed. This completes the
proof. 
We have seen that Ŝα,k+1(B) ⊂ S0k+1(B), |α| < π/2. However, in general, a spirallike
mapping relative to a linear operator need not belong to S0k+1(B). In other words, in higher
dimensions, there exist mappings in Sk+1(B) \ S0k+1(B). We have the following example
on the Euclidean unit ball B2 of C2:
Example 22. Let n = 2 and f (z) = (z1 + azk+12 , z2) for z = (z1, z2) ∈ B2. Let
A(z) = ((k + 1)z1, z2) for z = (z1, z2) ∈ B2. Then m(A) > 0 and [Df (z)]−1Af (z) =
((k + 1)z1, z2) for z = (z1, z2) ∈ B2. Hence f is a spirallike mapping relative to A for
all a ∈ C (see [30]). In particular, f ∈ Sk+1(B2). Let a ∈ R with a > 2
√
161/k − 1. Let
z0 = (0,1/21/k). Then ‖f (z0)‖ > 21/k = ‖z0‖/(1 − ‖z0‖k)2/k. Taking into account The-
orem 12, one deduces that f 
∈ S0k+1(B2).
These observations suggest that one should consider another subset S1k+1(B) of
Sk+1(B). That is, f ∈ S1k+1(B) if and only if there exists a Loewner chain f (z, t) such
that z = 0 is a zero of order k + 1 of e−t f (z, t) − z for each t  0 and f (z,0) = f (z) for
z ∈ B .
Combining Proposition 5 and Definition 6, we have the following inclusion relations:
S0k+1(B) ⊂ S1k+1(B) ⊂ Sk+1(B).
The next example shows that, in higher dimensions, S1k+1(B2) is a strictly larger set than
S0k+1(B2). However, in the case of one complex variable, these sets are identical (cf. [26]).
Example 23. Let Φ :C2 → C2 be given by Φ(z) = (z1, z2 +zk+11 ), z = (z1, z2) ∈ C2. Then
it is easy to see that Φ is a normalized univalent holomorphic mapping of C2 onto C2.
Further, we consider the Loewner chain
f (z, t) =
(
et z1
(1 − zk)2/k ,
et z2
(1 − zk)2/k
)
, z = (z1, z2) ∈ B2, t  0,1 2
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Then it is not difficult to deduce that (Φ ◦ f )(z, t) is also a Loewner chain such that z = 0
is a zero of order k + 1 of e−tΦ(f (z, t))− z, t  0. Thus Φ ◦ f ∈ S1k+1(B2) and∥∥Φ(f (r,0))∥∥=
√
r2
(1 − rk)4/k +
r2(k+1)
(1 − rk)4(k+1)/k >
r
(1 − rk)2/k
for r ∈ (0,1). Therefore, from Theorem 12, we conclude that Φ ◦ f /∈ S0k+1(B2).
4. Coefficient bounds for mappings in S0g,k+1(B)
We now prove an estimate for the (k + 1)th order coefficients of mappings in the set
S0g,k+1(B) (cf. [5, Theorem 2.14], [19, Theorem 2.4], [27, Theorem 3]).
Theorem 24. Let g satisfy the conditions of Assumption 4 and f ∈ S0g,k+1(B). Then∣∣∣∣ 1(k + 1)! lw(Dk+1f (0)(wk+1))
∣∣∣∣ 1k ∣∣g′(0)∣∣, ‖w‖ = 1, lw ∈ T (w). (18)
Proof. Since f ∈ S0g,k+1(B), there exist a mapping ht (z) = h(z, t) ∈Mg and a Loewner
chain f (z, t) such that f (z, s) = limt→∞ etv(z, s, t) locally uniformly on B , where v(t) =
v(z, s, t) is the solution of the initial value problem (2), for each s  0, z = 0 is a zero of
order k + 1 of e−t f (z, t)− z and f (z) = f (z,0).
Fix z ∈ B \ {0}, lz ∈ T (z) and t0  0. Let
pt0(ζ ) =
{ 1
ζ
lz
(
ht0
(
ζ z‖z‖
))
, ζ ∈ U \ {0},
1, ζ = 0.
Then pt0 is a holomorphic function on U . As in the proof of Lemma 8, we have
pt0(ζ ) = g(ζ kHt0(ζ )) for ζ ∈ U , where Ht0(ζ ) is a holomorphic function on U such that
|Ht0(ζ )| 1 on U . Hence we obtain that |p(k)t0 (0)| k!|g′(0)|.
Since
1
k!p
(k)
t0 (0) =
1
(k + 1)! lz
(
Dk+1ht0(0)
((
z
‖z‖
)k+1))
by identifying the coefficients in the power series expansions, we deduce that∣∣∣∣ 1(k + 1)! lz
(
Dk+1ht0(0)
((
z
‖z‖
)k+1))∣∣∣∣ ∣∣g′(0)∣∣. (19)
On the other hand, since f (z, t) is a Loewner chain, it follows from Lemma 1 that
f (z, t) is differentiable for almost all t ∈ [0,∞). Moreover, by differentiating the equality
f (z, s) = f (v(z, s, t), t) with respect to t and using (2), we obtain that f and h satisfy the
differential equation (1). Integrating both sides of the equality (1), we obtain that
f (z,T )− f (z,0) =
T∫
Df (z, t)h(z, t) dt0
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e−t f (z, t)− z, we deduce that
Dk+1f (0, T )
(
zk+1
)−Dk+1f (0,0)(zk+1)
=
T∫
0
[
(k + 1)Dk+1f (0, t)(zk+1)+ etDk+1h(0, t)(zk+1)]dt. (20)
Let
q(T ) = e−(k+1)T Dk+1f (0, T )(zk+1)−Dk+1f (0,0)(zk+1)
−
T∫
0
e−ktDk+1h(0, t)
(
zk+1
)
dt.
Since q ′(T ) = 0 for almost all T > 0 by (20), we have q(T ) = q(0) = 0. This implies that
e−(k+1)T lz
(
Dk+1f (0, T )
(
zk+1
))− lz(Dk+1f (0,0)(zk+1))
=
T∫
0
lz
(
e−ktDk+1h(0, t)
(
zk+1
))
dt. (21)
As in Corollary 11, we have the estimate
∥∥f (z,T )∥∥ eT ‖z‖ exp ‖z‖∫
0
[
1
min{g(xk), g(−xk)} − 1
]
dx
x
. (22)
Next, using the Cauchy formula
1
(k + 1)!D
k+1f (0, T )
(
uk+1
)= 1
2πi
∫
|ζ |=r
f (ζu,T )
ζ k+2
dζ, r < 1,
for u ∈ Cn, ‖u‖ = 1, and taking into account (22), we easily obtain that
lim
T→∞ e
−(k+1)T Dk+1f (0, T )
(
zk+1
)= 0.
Letting T → ∞ in (21) and using the above equality and (19), we deduce that∣∣∣∣ 1(k + 1)! lz
(
Dk+1f (0,0)
(
z
‖z‖
)k+1)∣∣∣∣ 1k ∣∣g′(0)∣∣.
Since lz = lz/‖z‖ and f (z,0) = f (z) for z ∈ B \ {0}, the proof is complete. 
For the norm of the (k + 1)th order Fréchet derivative of a mapping in S0g,k+1(B), we
have the following estimate (cf. [5, Corollary 2.15]).
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∥∥∥∥ bk∣∣g′(0)∣∣, ‖w‖ = 1,
where bk = (k + 1)(k+1)/k/k.
Proof. Let Pm = Dmf (0)/m!. Then Pm is a homogeneous polynomial of degree m.
Let |V (Pm)| = lims→1−0 sup{|λ|: λ ∈ V (Pm,s)} be the numerical radius of Pm, where
Pm,s(z) = Pm(sz) and V (Pm,s) = {lz(Pm,s(z)): lz ∈ T (z),‖z‖ = 1} is the numerical range
of Pm,s . Then we obtain that ‖Pk+1‖ (k + 1)(k+1)/k|V (Pk+1)| by [14, Theorem 1]. Tak-
ing into account (18) and the above relations, we easily deduce that |V (Pk+1)| 1k |g′(0)|
and the result now follows. This completes the proof. 
For g(ζ ) = (1+ ζ )/(1− ζ ), ζ ∈ U , we obtain the following consequence (cf. [5, Corol-
lary 2.16]). In particular, this result is satisfied by all mappings in S∗k+1(B) (cf. [18]).
Corollary 26. If f ∈ S0k+1(B), then∣∣∣∣ 1(k + 1)! lw(Dk+1f (0)(wk+1))
∣∣∣∣ 2k , ‖w‖ = 1, lw ∈ T (w).
Moreover, for ‖w‖ = 1, we have∥∥∥∥ 1(k + 1)!Dk+1f (0)(wk+1)
∥∥∥∥ 2bk,
and ∥∥∥∥ 1m!Dmf (0)(wm)
∥∥∥∥< [e(m+ 1)2
]2/k
, m ∈ N, m k + 2. (23)
Proof. It suffices to prove the bounds (23). To this end, fix m ∈ N, m k+2, and w ∈ Cn,
‖w‖ = 1. Using the Cauchy formula
1
m!D
mf (0)
(
wm
)= 1
2πi
∫
|ζ |=r
f (ζw)
ζm+1
dζ, 0 < r < 1,
and taking into account Theorem 12, we easily obtain that∥∥∥∥ 1m!Dmf (0)(wm)
∥∥∥∥ 12πrm
2π∫
0
∥∥f (reiθw)∥∥dθ  1
rm−1(1 − rk)2/k (24)
for 0 < r < 1. If we set rk = (m − 1)/(m + 1) in the inequality (24), then we obtain (23).
This completes the proof. 
For g(ζ ) = 1 + ζ , ζ ∈ U , we obtain the following bound for the (k + 1)th order co-
efficients of mappings in S0 (B). In particular, this result is satisfied by all mappingsg,k+1
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arguments similar to those in the proof of Corollary 26.
Corollary 27. If f ∈ S0g,k+1(B) with g(ζ ) = 1 + ζ , ζ ∈ U , then∣∣∣∣ 1(k + 1)! lw(Dk+1f (0)(wk+1))
∣∣∣∣ 1k , ‖w‖ = 1, lw ∈ T (w).
Moreover, for ‖w‖ = 1, we have∥∥∥∥ 1(k + 1)!Dk+1f (0)(wk+1)
∥∥∥∥ bk, ‖w‖ = 1,
and ∥∥∥∥ 1m!Dmf (0)(wm)
∥∥∥∥< (em)1/k, m ∈ N, m k + 2.
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