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ABSTRACT. We gives examples of Com-PreLie bialgebras, that is to say bialgebras with a
preLie product satisfying certain compatibilities. Three families are defined on shuffle algebras:
one associated to linear endomorphisms, one associated to linear form, one associated to preLie
algebras. We also give all graded preLie product on K[X], making this bialgebra a Com-PreLie
bialgebra, and classify all connected cocommutative Com-PreLie bialgebras.
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Introduction
The composition of Fliess operators [6] gives a group structure on set of noncommutative formal
series K〈〈x0, x1〉〉 in two variables x0 and x1. For example, let us consider the following formal
1
series:
A = a∅ + a0x0 + a1x1 + a00x
2
0 + a01x0x1 + a10x1x0 + a11x
2
1 + . . . ,
B = b∅ + b0x0 + b1x1 + b00x
2
0 + b01x0x1 + b10x1x0 + b11x
2
1 + . . . ,
B = c∅ + c0x0 + c1x1 + c00x
2
0 + c01x0x1 + c10x1x0 + c11x
2
1 + . . . ;
if C = A.B, then:
c∅ = a∅ + b∅,
c0 = a0 + b0 + a1b∅,
c00 = a00 + b00 + a01b∅ + a10b∅ + a11b
2
∅ + a1b0,
c01 = a01 + b01 + a11b∅ + a1b1,
c10 = a10 + b10 + a11b∅,
c11 = a11 + b11.
This quite complicated structure can be more easily described with the help of the Hopf algebra
of coordinates of this group; this leads to a Lie algebra structure on the algebra K〈x0, x1〉
of noncommutative polynomials in two variables, which is in a certain sense the infinitesimal
structure associated to the group of Fliess operators. As explained in [3], this Lie bracket comes
from a nonassociative, preLie product •. For example:
x0x0 • x0 = 0, x0x0 • x1 = 0,
x0x1 • x0 = x0x0x0, x0x1 • x1 = x0x0x1,
x1x0 • x0 = 2x0x0x0, x1x0 • x1 = x0x0x1 + x0x1x0,
x1x1 • x0 = x1x0x0 + x0x1x0 + x0x0x1, x1x1 • x1 = x1x0x1 + 2x0x1x1.
Moreover, K〈x0, x1〉 is naturally a Hopf algebra with the shuffle product and the deconcatena-
tion coproduct ∆, and it turns out that there exists compatibilities between this Hopf-algebraic
structure and the preLie product •:
• For all a, b, c ∈ A, (a b) • c = (a • c) b+ a (b • c).
• For all a, b ∈ A, ∆(a • b) = a(1) ⊗ a(2) • b+ a(1) • b(1)⊗ a(2) b(2), with Sweedler’s notation.
this is a Com-PreLie bialgebra (definition 1). Moreover, the shuffle bracket can be induced by
the half-shuffle product ≺, and there is also a compatibility between ≺ and •:
• For all a, b, c ∈ A, (a ≺ b) • c = (a • c) ≺ b+ a ≺ (b • c).
we obtain a Zinbiel-PreLie bialgebra.
Our aim in the present text is to give examples of other Com-PreLie algebras or bialgebras.
We first introduce three families, all based on the shuffle Hopf algebra T (V ) associated to a
vector space V .
1. The first family T (V, f), introduced in [4], is parametrized by linear endomorphism of V .
For example, if x1, x2, x3 ∈ V , w ∈ T (V ):
x1 • w = f(x1)w,
x1x2 • w = x1f(x2)w + f(x1)(x2 w),
x1x2x3 • w = x1x2f(x3)w + x1f(x2)(x3 w) + f(x1)(x2x3 w).
In particular, if V = V ect(x0, x1), f(x0) = 0 and f(x1) = x0, we recover in this way the
Com-PreLie bialgebra of Fliess operators.
2
2. The second family T (V, f, λ) is indexed by pairs (f, λ), where f is a linear form on V and
λ is a scalar. For example, if x, y1, y2, y3 ∈ V and w ∈ T (V ):
xw • y1 = f(x)w y1,
xw • y1y2 = f(x)(w y1y2 + λf(y1)w y2),
xw • y1y2y3 = f(x)(w y1y2y3 + λf(y1)w y2y3 + λ
2f(y1)f(y2)w y3).
We obtain a Com-PreLie algebra, but generally not a Com-PreLie bialgebra. Nevertheless,
the subalgebra coS(V ) generated by V is a Com-PreLie bialgebra. Up to an isomorphism,
the symmetric algebra becomes a Com-PreLie bialgebra, denoted by S(V, f, λ).
3. If ⋆ is a preLie product on V , then it can be extended in a product on T (V ), making it a
Com-PreLie bialgebra denoted by T (V, ⋆). For example, if x1, x2, x3, y ∈ V , w ∈ T (V ).
x1 • yw = (x1 ⋆ y)w,
x1x2 • yw = (x1 ⋆ y)(x2 w) + x1(x2 ⋆ y)w,
x1x2x3 • yw = (x1 ⋆ y)(x2x3 w) + x1(x2 ⋆ y)(x3 w) + x1x2(x3 ⋆ y)w.
These examples answer some questions on Com-PreLie bialgebras. According to proposition 4,
if A is a Com-PreLie bialgebra, the map fA defined by fA(x) = x • 1A is an endomorphism of
Prim(A); if fA = 0, then Prim(A) is a PreLie subalgebra of A. Then:
• If A = T (V, f), then fA = f , which proves that any linear endomorphim can be obtained
in this way.
• If A = T (V, ⋆), then fA = 0 and the preLie product on Prim(A) is ⋆, which proves that
any preLie product can be obtained in this way.
The next section is devoted to the algebra K[X]. We first classify preLie products making it a
graded Com-PreLie algebra: this gives four families of Com-PreLie algebras described in theorem
18, including certain cases of T (V, f). Only a few of them are compatible with the coproduct
of K[X] (proposition 23). The last paragraph gives a classification of all connected, cocommu-
tative Com-PreLie bialgebras (theorem 24): up to an isomorphism these are the S(V, f, λ) and
examples on K[X].
Aknowledgment. The research leading these results was partially supported by the French
National Research Agency under the reference ANR-12-BS01-0017.
Notations.
1. K is a commutative field of characteristic zero. All the objects (vector spaces, algebras,
coalgebras, preLie algebras. . .) in this text will be taken over K.
2. Let A be a bialgebra.
(a) We shall use Swwedler’s notation ∆(a) = a(1) ⊗ a(2) for all a ∈ A.
(b) We denote by A+ the augmentation ideal of A, and by ∆˜ the coassociative coproduct
defined by:
∆˜ :
{
A+ −→ A+ ⊗A+
a −→ ∆(a)− a⊗ 1A − 1A ⊗ a.
We shall use Sweedler’s notation ∆˜(a) = a′ ⊗ a′′ for all a ∈ A+.
3
1 Com-PreLie and Zinbiel-PreLie algebras
1.1 Definitions
Definition 1 1. A Com-PreLie algebra [8] is a family A = (A, , •), where A is a vector
space and and • are bilinear products on A, such that:
(a) (A, ) is an associative, commutative algebra.
(b) (A, •) is a (right) preLie algebra, that is to say, for all a, b, c ∈ A:
(a • b) • c− a • (b • c) = (a • c) • b− a • (c • b).
(c) For all a, b, c ∈ A, (a b) • c = (a • c) b+ a (b • c).
2. A Com-PreLie bialgebra is a family (A, , •,∆), such that:
(a) (A, , •) is a unitary Com-PreLie algebra.
(b) (A, ,∆) is a bialgebra.
(c) For all a, b ∈ A, ∆(a • b) = a(1) ⊗ a(2) • b+ a(1) • b(1) ⊗ a(2) b(2).
We shall say that A is unitary if the associative algebra (A, ) has a unit.
3. A Zinbiel-PreLie algebra is a family A = (A,≺, •), where A is a vector space and ≺ and •
are bilinear products on A, such that:
(a) (A,≺) is a Zinbiel algebra (or shuffle algebra, [9, 7, 5]) that is to say, for all a, b, c ∈ A:
(a ≺ b) ≺ c = a ≺ (b ≺ c+ c ≺ b).
(b) (A, •) is a preLie algebra.
(c) For all a, b, c ∈ A, (a ≺ b) • c = (a • c) ≺ b+ a ≺ (b • c).
4. A Zinbiel-PreLie bialgebra is a family (A, ,≺, •,∆) such that:
(a) (A, , •,∆) is a Com-PreLie bialgebra.
(b) (A+,≺, •) is a Zinbiel-PreLie algebra, and for all x, y ∈ A+, x ≺ y + y ≺ x = x y.
(c) For all a, b ∈ A+:
∆˜(a ≺ b) = a′ ≺ b′ ⊗ a′′ b′′ + a′ ≺ b⊗ a′′ + a′ ⊗ a′′ b+ a ≺ b′ ⊗ b′′ + a⊗ b.
Remarks.
1. If (A, , •,∆) is a Com-PreLie bialgebra, then for any λ ∈ K, (A, , λ•,∆) also is.
2. If A is a Zinbiel-preLie algebra, then the product defined by a b = a ≺ b + b ≺ a is
associative and commutative, and (A, , •) is a Com-PreLie algebra. Moreover, if A is a
Zinbiel-PreLie bialgebra, it is also a Com-PreLie bialgebra.
3. If A is a Zinbiel-PreLie bialgebra, the product is entirely determined by ≺: we can omit
in the description of a Zinbiel-PreLie bialgebra.
4. If A is a Zinbiel-PreLie bialgebra, we extend ≺ by a ≺ 1A = a and 1A ≺ a = 0 for all
a ∈ A+. Note that 1A ≺ 1A is not defined.
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5. If A is a Com-Prelie bialgebra, if a, b ∈ A+:
∆˜(a • 1A) = a
′ ⊗ a′′ • 1A + a
′ • 1A ⊗ a
′′,
∆˜(a • b) = a′ ⊗ a′′ • b+ a • 1A ⊗ b+ a • b
′ ⊗ b′′
+ a′ • 1A ⊗ a
′′ b+ a′ • b⊗ a′′ + a′ • b′ ⊗ a′′ b′′,
as we shall prove later (lemma 3) that 1A • c = 0 for all c ∈ A.
Associative algebras are preLie. However, Com-PreLie algebras are rarely associative:
Proposition 2 Let A = (A, , •) be a Com-PreLie algebra, such that for all x ∈ A, x x = 0
if, and only if, x = 0. If • is associative, then it is zero.
Proof. Let x, y ∈ A.
((x x) • y) • y = 2((x • y) x) • y
= 2((x • y) • y) x+ 2(x • y) (x • y)
= 2(x • (y • y)) x+ 2(x • y) (x • y)
= (x x) • (y • y) + 2(x • y) (x • y).
Hence, (x • y) (x • y) = 0. As A is a domain, x • y = 0. 
Hence, in our examples below, which are integral domains (shuffle algebras or symmetric
algebras), the preLie product is associative if, and only if, it is zero. Here is another example,
where • is associative. We take A = V ect(1, x), with the products defined by:
1 x
1 1 x
x x 0
• 1 x
1 0 0
x 0 x
If the characteristic of the base field K is 2, this is a Com-PreLie bialgebra, with the coproduct
defined by ∆(x) = x⊗ 1 + 1⊗ x.
1.2 Linear endomorphism on primitive elements
Lemma 3 1. Let A be a Com-PreLie algebra. For all a ∈ A, 1A • a = 0.
2. Let A be a Com-PreLie bialgebra, with counit ε. For all a, b ∈ A, ε(a • b) = 0.
Proof. 1. Indeed, 1A • a = (1A.1A) • a = (1A • a).1A +1A.(1A • a) = 2(1A • a), so 1A • a = 0.
2. For all a, b ∈ A:
ε(a • b) = (ε⊗ ε) ◦∆(a • b)
= ε(a(1))ε(a(2) • b) + ε(a(1) • b(1))ε(a(2) b(2))
= ε(a(1))ε(a(2) • b) + ε(a(1) • b(1))ε(a(2))ε(b(2))
= ε(a • b) + ε(a • b),
so ε(a • b) = 0. 
Remark. Consequently, if a is primitive:
∆(a • b) = 1A ⊗ a • b+ a • b
(1) ⊗ b(2).
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So the map b −→ a • b is a 1-cocycle for the Cartier-Quillen cohomology [1].
If A is a Com-PreLie bialgebra, we denote by Prim(A) the space of its primitive elements:
Prim(A) = {a ∈ A | ∆(a) = a⊗ 1 + 1⊗ a}.
We define an endomorphism of Prim(A) in the following way:
Proposition 4 Let A be a Com-PreLie bialgebra.
1. If x ∈ Prim(A), then x • 1A ∈ Prim(A). We denote by fA the map:
fA :
{
Prim(A) −→ Prim(A)
a −→ a • 1A.
2. If fA = 0, then Prim(A) is a preLie subalgebra of A.
Proof. 1. Indeed, if a is primitive:
∆(a • 1A) = a⊗ 1A • 1A + 1A ⊗ a • 1A + a • 1A ⊗ 1A 1A + 1A • 1A ⊗ a 1A
= 0 + 1A ⊗ 1A • a+ a • 1A ⊗ 1A + 0,
so a • 1A is primitive.
2. Let a, b ∈ Prim(A).
∆(a • b) = a⊗ 1A • b+ 1A ⊗ a • b+ 1A • 1A ⊗ a b+ a • 1A ⊗ b+ 1A • b⊗ a+ a • b⊗ 1A
= 1A ⊗ a • b+ a • b⊗ 1A.
So a • b ∈ Prim(A). 
2 Examples on shuffle algebras
Let V be a vector space and let f : V −→ V be any linear map. The tensor algebra T (V ) is
given the shuffle product , the half-shuffle ≺ and the deconcatenation coproduct ∆, making
it a bialgebra. Recall that these products can be inductively defined in the following way: if
x, y ∈ V , u, v ∈ T (V ):{
1 ≺ yv = 0,
xu ≺ v = x(u ≺ v + v ≺ u),
{
1 v = 0,
xu yv = x(u yv) + y(xu v).
For any x1, . . . , xn ∈ V :
∆(x1 . . . xn) =
n∑
i=0
x1 . . . xi ⊗ xi+1 . . . xn.
For all linear map F : V −→ W , we define the map:
T (F ) :
{
T (V ) −→ T (W )
x1 . . . xn −→ F (x1) . . . F (xn).
This a Hopf algebra morphism from T (V ) to T (W ).
The subalgebra of (T (V ), ) generated by V is denoted by coS(V ). It is the largest cocom-
mutative Hopf subalgebra of (T (V ), ,∆); it is generated by the symmetric tensors of elements
of V .
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2.1 Com-PreLie algebra attached to a linear endomorphism
We described in [4] a first family of Zinbiel-PreLie bialgebras; coming from a problem of com-
position of Fliess operators in Control Theory. Let f be an endomorphism of a vector space V .
We define a bilinear product • on T (V ) inductively on the length of words in the following way:
if x ∈ V , v,w ∈ T (V ),
1 • w = 0, xv • w = x(v • w) + f(x)(v w).
Then (T (V ),≺, •,∆) is a Zinbiel-PreLie bialgebra, denoted by T (V, f). Moreover, fT (V,f) = f .
Examples. If x1, x2, x3 ∈ V , w ∈ T (V ):
x1 • w = f(x1)w,
x1x2 • w = x1f(x2)w + f(x1)(x2 w),
x1x2x3 • w = x1x2f(x3)w + x1f(x2)(x3 w) + f(x1)(x2x3 w).
More generally, if x1, . . . , xn ∈ V and w ∈ T (V ):
x1 . . . xn • w =
n∑
i=1
x1 . . . xi−1f(xi)(xi+1 . . . xn w).
This construction is functorial: let V and W be two vector spaces, f an endomorphism of
V and g an endomorphism of W ; let F : V −→ W , such that g ◦ F = F ◦ f . Then T (F ) is a
morphism of Zinbiel-PreLie bialgebras from T (V, f) to T (W, g).
Proposition 5 Let  be a preLie product on (T (V ), ,∆), making it a Com-PreLie bialge-
bra, such that for all k, l ∈ N, V ⊗k
blacklozengeV ⊗l ⊆ V ⊗(k+l). There exists a f ∈ End(V ), such that (T (V ), ,,∆) = T (V, f).
Proof. Let f = fT (V ). We denote by • the preLie product of T (V, f). Let us prove that for
any x = x1 . . . xk, y = y1 . . . yl ∈ T (V ), x • y = xy. If k = 0, we obtain 1 • y = 1y = 0. We
now treat the case l = 0. We proceed by induction on k. It is already done for k = 0. If k = 1,
then x ∈ V and x • 1 = f(x) = x1. Let us assume the result at all ranks < k, with k ≥ 2.
Then, as the length of x′ andx′′ is < k:
∆(x • 1) = x(1) ⊗ x(2) • 1 + x(1) • 1⊗ x(2)
= 1⊗ x • 1 + x′ • 1⊗ 1 + x′ ⊗ x′′ • 1 + x⊗ 1⊗ 1
= 1⊗ x • 1 + x′1⊗ 1 + x′ ⊗ x′′1 + x⊗ 1⊗ 1
= ∆(x1) + (x • y − xy)⊗ 1 + 1⊗ (x • y − xy).
We deduce that x • 1− x1 is primitive, so belongs to V . As it is homogeneous of length k ≥ 2,
it is zero, and x • 1 = x1.
We can now assume that k, l ≥ 1. We proceed by induction on k + l. There is nothing left
to do for k+ l = 0 or 1. Let us assume that the result is true at all rank < k+ l, with k+ l ≥ 2.
Then, using the induction hypothesis, as x′ and x′′ have lengths < k and y′ has a length < l:
∆(x • y) = 1⊗ x • y + x′ ⊗ x′′ • y + x⊗ 1 • y + x • 1⊗ y + x′ • 1⊗ x′′ y + 1 • 1⊗ x y
+ x • y ⊗ 1 + x′ • y ⊗ x′′ + 1 • y ⊗ x+ x • y′ ⊗ y′′ + x′ • y′ ⊗ x′′ y′′ + 1 • y′ ⊗ x y′′
= 1⊗ x • y + x′ ⊗ x′′y + x⊗ 1y + x1⊗ y + x′1⊗ x′′ y + 11⊗ x y
+ x • y ⊗ 1 + x′y ⊗ x′′ + 1y ⊗ x+ xy′ ⊗ y′′ + x′y′ ⊗ x′′ y′′ + 1y′ ⊗ x y′′
= ∆(xy) + (x • y − xy)⊗+1⊗ (x • y − xy).
We deduce that x • y − xy is primitive, hence belongs to V . As it belongs to V ⊗(k+l) and
k + l ≥ 2, it is zero. Finally, x • y = xy. 
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Proposition 6 The Com-PreLie bialgebras T (V, f) and T (W, g) are isomorphic if, and only
if, there exists a linear isomorphism F : V −→W , such that g ◦ F = F ◦ f .
Proof. If such an F exists, by functoriality T (F ) is an isomorphism from T (V, f) to T (W, g).
Let us assume that φ : T (V, f) −→ T (V, g) is an isomorphism of Com-PreLie bialgebras. Then
φ(1) = 1, and φ induces an isomorphism from V = Prim(T (V )) to W = Prim(T (W )), denoted
by F . For all x ∈ V :
φ(x • 1) = φ(f(x)) = F ◦ f(x) = F (x) • 1 = g ◦ F (x).
So such an F exists. 
2.2 Com-PreLie algebra attached to a linear form
Let V be a a vector space, f : V −→ K be a linear form, and λ ∈ K.
Theorem 7 Let • be the product on T (V ) such that for all x1, . . . , xm, y1, . . . , yn ∈ V :
x1 . . . xm • y1 . . . yn =
n−1∑
i=0
λif(x1)f(y1) . . . f(yi)x2 . . . xm yi+1 . . . yn.
Then (T (V ), , •) is a Com-PreLie algebra. It is denoted by T (V, f, λ).
Examples. If x1, x2, x3 ∈ V , w ∈ T (V ):
x1 • w = f(x1)w,
x1x2 • w = x1f(x2)w + f(x1)(x2 w),
x1x2x3 • w = x1x2f(x3)w + x1f(x2)(x3 w) + f(x1)(x2x3 w).
In particular if x1 = . . . = xn = y1 = . . . = yn = x:
Lemma 8 Let x ∈ V . We put f(x) = ν and µ = λf(x). Then, for all m,n ≥ 0, in
T (V, f, λ):
xm • xn = ν
m+n−1∑
j=m
µm+n−j−1
(
j
m− 1
)
xj .
The proof of theorem 7 will use definition 9 and lemma 10:
Definition 9 Let ∂ and φ be the linear maps defined by:
∂ :

T (V ) −→ T (V )
1 −→ 0,
x1 . . . xn −→ f(x1)x2 . . . xn,
φ :

T (V ) −→ T (V )
1 −→ 0,
x1 . . . xn −→
n−1∑
i=0
λif(x1) . . . f(xi)xi+1 . . . xn.
Lemma 10 1. For all u, v ∈ T (V ):
(a) ∂(u v) = ∂(u) v + u ∂(v).
(b) ∂ ◦ φ(u) φ(v) − φ(∂(u) φ(v)) = ∂ ◦ φ(v) φ(u)− φ(∂(v) φ(u)).
2. For all u ∈ T (V, f, λ):
∆ ◦ ∂(u) = (∂ ⊗ Id) ◦∆(u), ∆ ◦ φ(u) = (φ⊗ Id) ◦∆(u) + 1⊗ φ(u).
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Proof. 1. (a) This is obvious if u = 1 or v = 1, as ∂(1) = 0. Let us assume that u, v are
nonempty words. We put v = xu′,v = yv′, with x, y ∈ V . Then:
∂(u v) = ∂(x(u′ v) + y(u v′))
= f(x)u′ v + f(y)u v′
= (f(x)u′) v + u (f(y)v′)
= ∂(u) v + u ∂(v).
1. (b) Let us take u = x1 . . . xm and y = y1 . . . yn be two words of T (V ) of respective lengths
m and n. First, observe that φ(∂u φ(v)) is a linear span of terms:
λi+j−1f(x1) . . . f(xi)f(y1) . . . f(yj)xi+1 . . . xm yj+1 . . . ym,
with 1 ≤ i ≤ m, 0 ≤ j ≤ n, (i, j) 6= (0, 0). Let us compute the coefficient of such a term:
• If j < n, it is
j∑
p=0
(
i− 1 + j − p
i− 1
)
=
i+j−1∑
p=i−1
(
p
i− 1
)
=
(
i+ j
i
)
.
• If j = n, its is
n−1∑
p=0
(
i− 1 + j − p
i− 1
)
=
i+j−1∑
p=i
(
p
i− 1
)
=
i+j−1∑
p=i−1
(
p
i− 1
)
− 1 =
(
i+ j
i
)
− 1.
We obtain:
φ(∂u φ(v)) =
m∑
i=1
n∑
j=0
λi+j−1
(
i+ j
i
)
f(x1) . . . f(xi)f(y1) . . . f(yj)xi+1 . . . xm yj+1 . . . yn
−
m−1∑
i=1
λi+n−1f(x1) . . . f(xi)f(y1) . . . f(yn)xi+1 . . . xm
− λm+n−1
(
m+ n
m
)
f(x1) . . . f(xm)f(y1) . . . f(yn)
=
m∑
i=1
n∑
j=1
λi+j−1
(
i+ j
i
)
f(x1) . . . f(xi)f(y1) . . . f(yj)xi+1 . . . xm yj+1 . . . yn
+
m∑
i=1
λi−1f(x1) . . . f(xi)xi+1 . . . xm y1 . . . yn
−
m−1∑
i=1
λi+n−1f(x1) . . . f(xi)f(y1) . . . f(yn)xi+1 . . . xm
− λm+n−1
(
m+ n
m
)
f(x1) . . . f(xm)f(y1) . . . f(yn).
Moreover:
∂ ◦ φ(u) φ(v) =
m∑
i=1
n−1∑
j=0
λi+j−1
(
i+ j
i
)
f(x1) . . . f(xi)f(y1) . . . f(yj)xi+1 . . . xm yj+1 . . . yn
=
m−1∑
i=1
n−1∑
j=1
λi+j−1
(
i+ j
i
)
f(x1) . . . f(xi)f(y1) . . . f(yj)xi+1 . . . xm yj+1 . . . yn
+
n−1∑
j=1
λj+m−1f(x1) . . . f(xm)f(y1) . . . f(yj)yj+1 . . . yn
+
m∑
i=1
λi−1f(x1) . . . f(xi)xi+1 . . . xm y1 . . . yn.
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Hence:
∂ ◦ φ(u) φ(v)− φ(∂u φ(v))
=
m−1∑
i=1
n−1∑
j=1
λi+j−1
(
i+ j
i
)
f(x1) . . . f(xi)f(y1) . . . f(yj)xi+1 . . . xm yj+1 . . . yn
−
m∑
i=1
n∑
j=1
λi+j−1
(
i+ j
i
)
f(x1) . . . f(xi)f(y1) . . . f(yj)xi+1 . . . xm yj+1 . . . yn
+ λm+n−1
(
m+ n
m
)
f(x1) . . . f(xm)f(y1) . . . f(yn)
+
n−1∑
j=1
λj+m−1f(x1) . . . f(xm)f(y1) . . . f(yj)yj+1 . . . yn
+
m−1∑
i=1
λi+n−1f(x1) . . . f(xi)f(y1) . . . f(yn)xi+1 . . . xm.
The three first rows are symmetric in u and v, whereas the sum of the fourth and fifth rows is
symmetric in u and v. So ∂ ◦ φ(u) φ(v)− φ(∂u φ(v)) is symmetric in u and v.
2. Let us take u = x1 . . . xn, with x1, . . . , xn ∈ V . Then:
∆ ◦ ∂(u) = f(x1)
n∑
i=1
x2 . . . xi ⊗ xi+1 . . . xn
=
n∑
i=1
∂(x1 . . . xi)⊗ xi+1 . . . xn + ∂(1)⊗ x1 . . . xn
=
n∑
i=0
∂(x1 . . . xi)⊗ xi+1 . . . xn
= (∂ ⊗ Id) ◦∆(u).
Moreover:
∆ ◦ φ(u) =
n−1∑
i=0
λif(x1) . . . f(xi)∆(xi+1 . . . xn)
=
n−1∑
i=0
n∑
j=i
λif(x1) . . . f(xi)xi+1 . . . xj ⊗ xj+1 . . . xn
=
n∑
j=0
j∑
i=0
λif(x1) . . . f(xi)xi+1 . . . xj ⊗ xj+1 . . . xn − λ
nf(x1) . . . f(xn)⊗ 1
=
n∑
j=0
φ(x1 . . . xj)⊗ xj+1 . . . xn +
n−1∑
j=0
λjf(x1) . . . f(xj)⊗ xj+1 . . . xn
=
n∑
j=0
φ(x1 . . . xj)⊗ xj+1 . . . xn + 1⊗
n−1∑
j=0
λjf(x1) . . . f(xj)xj+1 . . . xn

= (φ⊗ Id) ◦∆(u) + 1⊗ φ(u).

Proof. (Theorem 7). By definition, for all u, v ∈ T (V ):
u • v = ∂(u) φ(v).
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Let u, v, w ∈ T (V ). By lemma 10-1:
(u v) • w = ∂(u v) φ(w)
= ∂(u) v φ(w) + u ∂(v) φ(w)
= ∂(u) φ(w) v + u ∂(v) φ(w)
= (u • w) v + u (v • w).
Moreover:
(u • v) • w − u • (v • w) = (∂(u) φ(v)) • w − u • (∂(v) φ(w))
= ∂(∂(u) φ(v)) φ(w) − ∂(u) φ(∂(v) φ(w))
= ∂2(u) φ(v) φ(w) + ∂(u) (∂ ◦ φ(v) φ(w)− φ(∂(v) φ(w))) .
By lemma 10-2, this is symmetric in v and w. Consequently, T (V, f, λ) is Com-PreLie. 
This construction is functorial. Let (V, f) and (W, g) be two spaces equipped with a linear
form and let F : V −→ W be a map such that g ◦ F = f . Then T (F ) is a Com-PreLie algebra
morphism from T (V, f, λ) to T (W, g, λ).
Proposition 11 (coS(V ), , •,∆) is a Com-PreLie bialgebra, denoted by coS(V, f, λ).
Proof. Let us first prove that coS(V ) is stable under •. It is enough to prove that it is stable
under ∂ and φ. Let us first consider ∂. As it is a derivation for , it is enough to prove that
∂(V ) ⊆ coS(V ), which is obvious as ∂(V ) ⊂ K. Let us now consider φ. Let x1, . . . , xk ∈ V .
φ(x1 . . . xk) =
∑
σ∈Sk
φ(xσ(1) . . . xσ(k))
=
k−1∑
i=0
∑
σ∈Sk
µif(xσ(1)) . . . f(xσ(i))xσ(i+1) . . . xσ(k)
=
k−1∑
i=0
∑
1≤k1<...<ki≤k
i!µi
i∏
j=1
f(xki)x1 x̂k1 . . . x̂ki . . . xk.
This is an element of coS(V ), so coS(V ) is stable under •.
Let us prove now the compatibility between • and the coproduct of coS(V ). As coS(V ) is
cocommutative, lemma 10 implies that for all u ∈ coS(V ):
∆ ◦ ∂(u) = ∂(u(1))⊗ u(2) = ∂(u(2))⊗ u(1) = u(1) ⊗ ∂(u(2)).
Let us consider u, v ∈ coS(V ). Then, by lemma 10:
∆(u • v) = ∆(∂(u) φ(v))
= (∆ ◦ ∂(u)) ∆ ◦ φ(v)
= (∆ ◦ ∂u) (Φ(v(1))⊗ v(2) + 1⊗ φ(v))
= ∂(u(1)) Φ(v(1))⊗ u(2) v(2) + u(1) 1⊗ ∂(u(2)) φ(v)
= u(1) • v(1) ⊗ u(2) v(2) + u(1) ⊗ u(2) • v.
So coS(V ) is a Com-PreLie bialgebra. 
Note that fcoS(V,f,λ) = 0. The preLie product induced on Prim(coS(V )) = V is given by
x ⋆ y = f(x)y.
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Corollary 12 Let V be a vector space, f ∈ V ∗, λ ∈ K. We give S(V ) its usual product m
and coproduct ∆, defined by ∆(v) = v ⊗ 1 + 1⊗ v for all v ∈ V , and the product • defined by:
1. 1 • x = 0 for any x ∈ S(V ).
2. x • x1 . . . xk =
∑
I({1,...,k}
|I|!λ|I|f(x)
∏
i∈I
f(xi)
∏
i/∈I
xi, for all x, x1, . . . , xk ∈ V .
3. x1 . . . xk • x =
k∑
i=1
x1 . . . (xi • x) . . . xk for any x1, . . . , xk ∈ V , x ∈ S(V ).
Then (S(V ),m, •,∆) is a Com-PreLie bialgebra, denoted by S(V, f, λ).
Proof. There is a Hopf algebra isomorphism:
θ :
{
(S(V ),m,∆) −→ (coS(V ), ,∆)
v ∈ V −→ v.
Let v, x1, . . . , xk ∈ V .
θ(v) • θ(x1 . . . xk) = v • x1 . . . xk
= f(v) φ(x1 . . . xk)
= f(v)
k−1∑
i=0
∑
1≤k1<...<ki≤k
i!µi
i∏
j=1
f(xki)x1 x̂k1 . . . x̂ki . . . xk
= θ
 ∑
I({1,...,k}
|I|!µi
∏
i∈I
f(xi)
∏
i/∈I
xi
 .
Therefore, as coS(V ) is a Com-PreLie algebra, S(V ) is also a Com-PreLie bialgebra. 
Proposition 13 Let us assume that f 6= 0. Then:
1. (T (V ),≺, •) is a Zinbiel-PreLie algebra if, and only if, dim(V ) = 1.
2. (T (V ), , •,∆) is a Com-PreLie bialgebra if, and only if, dim(V ) = 1.
Proof. 1. =⇒. Let y ∈ V , such that f(y) = 1. Note that y 6= 0. Let x ∈ V , such that
f(x) = 0. Then:
(x ≺ y) • y = xy • y = f(x)y y = 0,
(x • y) ≺ y + x ≺ (y • y) = f(x)y ≺ y + x ≺ f(y)y = 0 + f(y)x ≺ y = xy.
As T (V, f, λ) is Zinbiel-PreLie, xy = 0. As y 6= 0, x = 0; we obtain that f is injective, so
dim(V ) = 1.
1. =⇒. We use the notations of lemma 8. It is enough to prove that for all k, l,m ≥ 0,
(xk ≺ xl) • xm = (xk • xm) ≺ xl + xk ≺ (xl • xm).
(xk ≺ xl) • xm = λ
k+l+m−1∑
j=k+l
µk+l+m−j−1
(
j
k + l − 1
)(
k + l − 1
k − 1
)
xj ,
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and:
(xk • xm) ≺ xl + xk ≺ (xl • xm)
= λ
k+m−1∑
j=k
µk+m−j−1
(
j
k − 1
)
xj ≺ xl + λ
l+m−1∑
j=l
µl+m−1−j
(
j
k − 1
)
xk ≺ xj
= λ
k+m−1∑
j=k
µk+m−j−1
(
j
k − 1
)(
j + l − 1
j − 1
)
xl+j + λ
l+m−1∑
j=l
µl+m−1−j
(
j
k − 1
)(
k + j − 1
k − 1
)
xk+j
= λ
k+l+m−1∑
j=k+l
µk+l+m−j−1
(
j − l
k − 1
)(
j − 1
j − l − 1
)
xj + λ
k+l+m−1∑
j=k+l
µk+l+m−j−1
(
j − k
l − 1
)(
j − 1
k − 1
)
xj.
Moreover, a simple computation proves that:(
j − l
k − 1
)(
j − 1
j − l − 1
)
+
(
j − k
l − 1
)(
j − 1
k − 1
)
=
(
j
k + l − 1
)(
k + l − 1
k − 1
)
.
So T (V, f, λ) is Zinbiel-PreLie.
2. =⇒. Let us choose z ∈ V , nonzero, and x ∈ V such that f(x) = 1. Then:
∆(xy • z) = ∆(f(x)y z) = xy • z ⊗ 1 + 1⊗ xy • z + y ⊗ z + z ⊗ y,
whereas:
(xy)(1) ⊗ (xy)(2) • z + (xy)(1) • z(1) ⊗ (xy)(2) z(2)
= xy ⊗ 1 • z + x⊗ y • z + 1⊗ xy • z
+ xy • z ⊗ 1 + xy • 1⊗ z + x • z ⊗ y + x • 1⊗ y z + 1 • z ⊗ xy + 1 • 1⊗ xy z
= xy • z ⊗ 1 + 1⊗ xy • z + f(y)x⊗ z + z ⊗ y.
So, for all y ∈ V , f(y)x⊗ z = y ⊗ z. As z 6= 0, f(y)x = y: V = V ect(x) is one-dimensional.
=⇒. In this case, T (V ) = coS(V ), so is a Com-PreLie bialgebra. 
Proposition 14 The Com-PreLie bialgebras coS(V, f, λ) and coS(W, g, µ) are isomorphic
if, and only if, one of the following assertion holds:
1. dim(V ) = dim(W ), and f and g are both zero.
2. dim(V ) = dim(W ), λ = µ and f and g are both nonzero.
Proof. If dim(V ) = dim(W ), and f and g are both zero, then • = 0 in both these Com-
preLie bialgebras. Take any linear isomorphism F from V to W , then the restriction of T (F ) as
an algebra morphism from coS(V ) to coS(W ) is an isomorphism of Com-PreLie bialgebras.
If dim(V ) = dim(W ), λ = µ and f and g are both nonzero, there exists an isomorphism
F : V −→W such that g ◦F = f . By functoriality, T (V, f, λ) and T (W, g, λ) are isomorphic via
T (F ). The restriction of T (F ) induces an isomorphism from coS(V, f, λ) to coS(W, g, λ).
Let us assume that φ : coS(V, f, λ) −→ coS(W, g, µ) is an isomorphism of Com-PreLie bial-
gebras. It induces an isomorphism from Prim(coS(V )) = V to Prim(coS(W )) = W , denoted
by F : consequently, dim(V ) = dim(W ). Let us choose y ∈ V , nonzero. For all x ∈ V :
φ(x • y) = φ(f(x)y) = f(x)F (y) = φ(x) • φ(y) = F (x) • F (y) = g ◦ F (x)F (y).
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As F is an isomorphism, for all x ∈ V , f(x) = g ◦ F (x). So f and g are both zero or are both
nonzero. Let us assume that they are nonzero. We choose x ∈ V , such that f(x) = 1. Then:
φ(x2) = φ
(
x x
2
)
=
φ(x) φ(x)
2
= F (x)2.
Hence:
φ(x) • φ(x2) = F (x) • F (x)2 φ(x • x2) = φ(f(x)x2 + λf(x)2x)
= g ◦ F (x)F (x)2 + µg ◦ F (x)2F (x) = F (x)2 + λF (x).
= F (x)2 + µF (x).
As x 6= 0, F (x) 6= 0, so λ = µ. 
2.3 Com-PreLie algebra associated to a preLie algebra
Theorem 15 Let (V, ⋆) be a preLie algebra. We define a product on T (V ) by:
x1 . . . xk • y1 . . . yl =
k∑
i=1
x1 . . . xi−1(xi ⋆ y1)(xi+1 . . . xl y2 . . . yl),
for all x1, . . . , xk, y1, . . . , yl ∈ V ; by convention, this is equal to 0 if k = 0 or l = 0. Then
(T (V ),≺, •,∆) is a Zinbiel-PreLie bialgebra, denoted by T (V, ⋆).
Examples. Let x1, x2, x3, y ∈ V , w ∈ T (V ).
x1 • yw = (x1 ⋆ y)w,
x1x2 • yw = (x1 ⋆ y)(x2 w) + x1(x2 ⋆ y)w,
x1x2x3 • yw = (x1 ⋆ y)(x2x3 w) + x1(x2 ⋆ y)(x3 w) + x1x2(x3 ⋆ y)w.
Proof. First, remark that for all x, y ∈ V , for all u, v ∈ T (V ):
xu • yv = (x ⋆ y)u v + x(u • yv).
Let us prove that for all a, b, c ∈ T (V ), (a ≺ b) • c = (a • c) ≺ b+ a ≺ (b • c). This is obvious if
one of a, b, c is equal to 1, as 1 • d = d • 1 = 0 for all d. We now assume that a, b, c are nonempty
words of respective lengths k, l and m, and we proceed by induction on k + l + m. There is
nothing to do if k + l+m ≤ 2. Let us assume the result at rank k + l+m− 1. We put a = xu,
b = v, c = zw, avec x, z ∈ V .
(xu ≺ v) • zw = (x(u v)) • zw
= x ⋆ z(u v w) + x((u v) • zw)
= x ⋆ z(u v w) + x((u • zw) v + u (v • zw))
= (x ⋆ z(u w)) ≺ v + x(u • zw) ≺ v + xu ≺ (v • zw)
= (xu • v) ≺ zw + xu ≺ (v • zw).
Let us now prove that for all a, b, c ∈ T (V ), a • (b • c) − (a • b) • c = a • (c • b) − (a • c) • b.
If one of a, b, c is equal to 1, this is obvious. We now assume that a, b, c are nonempty words of
respective lengths k, l and m, and we proceed by induction on k + l +m. There is nothing to
do if k + l +m ≤ 2. Let us assume the result at rank k + l +m − 1. We put a = xu, b = yv,
c = zw, avec x, y, z ∈ V .
(xu • yv) • zw = (x ⋆ y(u v)) • zw + (x(u • yv)) • zw
= (x ⋆ y) ⋆ z(u v w) + x ⋆ y((u v) • zw)
+ x ⋆ z((u • yv) w) + x((u • yv) • zw);
xu • (yv • zw) = xu • (y ⋆ z(v w) + y(v • zw))
= x ⋆ (y ⋆ z)u v w + xu • (y ⋆ z(v w))
+ x ⋆ y(u (v • zw)) + x(u • y(v • zw)).
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Hence:
(xu • yv) • zw − xu • (yv • zw) = ((x ⋆ y) ⋆ z − x ⋆ (y ⋆ z))(u v w)
+ x ⋆ y((u v) • zw) + x ⋆ z((u • yv) w)
+ x((u • yv) • zw − u • (yv • zw)).
As ⋆ is preLie and is commutative, the first row is symmetric in yv and zw. The second row
is obviously symmetric in yv and zw,and by the induction hypothesis, the last row also is. So
the preLie relation is satisfied for xu, yv and zw.
Let us prove the compatibility with the coproduct. Let a, b ∈ T (V ). Let us prove that:
∆(a • b) = a(1) ⊗ a(2) • b+ a(1) • b(1) ⊗ a(2) b(2).
This is immediate if a or b is equal to 1. We now assume that a and b are nonempty words
of respective lengths k and l, and we proceed by induction on k + l. There is nothing to do if
k + l ≤ 1. Let us assume the result at rank k + l − 1. We put a = xu and b = yv, x, y ∈ V .
∆(xu • yv) = ∆(x ⋆ y(u v) + x(u • yv))
= (x ⋆ y)u(1) v(1) ⊗ u(2) v(2) + 1⊗ x ⋆ y(u v)
+ xu(1) ⊗ u(2) • yv + x(u(1) • yv(1))⊗ u(2) v(2)
+ xu(1) • 1⊗ u(2) yv + 1⊗ x(u • yv)
= xu(1) ⊗ u(2) • yv + 1⊗ xu • yv
+ (x ⋆ y)u(1) v(1) ⊗ u(2) v(2)
= (xu)(1) ⊗ (xu)(2) • yv
+ (xu)(1) • (yv)(1) ⊗ (xu)(2) (yv)(2).
So T (V, ⋆) is indeed a Zinbiel-PreLie bialgebra. 
This is also a functorial construction. If F : (V, ⋆) −→ (W,⋆) is a preLie algebra morphism,
then T (F ) is a Zinbiel-PreLie algebra morphism.
Note that fT (V,⋆) = 0. The preLie product induced on Prim(T (V )) = V is given by ⋆.
Proposition 16 Let  be a product on T (V ), such that (T (V ), , •,∆) is a Zinbiel-PreLie
bialgebra, with V ⊗kV ⊗l ⊆ V ⊗(k+l−1) for all k, l ∈ N. There exists a preLie product ⋆ on V ,
such that (T (V ),≺,
blacklozenge,∆) = T (V, ⋆).
Proof. By hypothesis, V V ⊆ V : V is a preLie subalgebra of T (V ). We denote its preLie
product by ⋆, and by • the preLie product of T (V, ⋆). Let us prove that for any x = x1 . . . xk, y =
y1 . . . yl ∈ T (V ), x•y = xyl. If k = 0, we obtain 1•y = 1
′ •y = 0. We now treat the case l = 0:
let us prove that x1 = 0 by induction on k. It is already done for k = 0. If k = 1, then x ∈ V ,
so x1 ∈ K by homogeneity. Moreover, ε(x1) = 0, so x1 = 0. Let us assume the result at
rank k − 1, with k ≥ 2. We put u = x2 . . . xk. Then:
x1 = (x1 ≺ u)1 = (x11) ≺ u+ x1 ≺ (u1) = 0 + 0 = 0.
We can now assume that k, l ≥ 1. We proceed by induction on k + l. There is nothing to do
for k+ l = 0 or 1. If k + l = 2, then k = l = 1, and x • y = x ⋆ y = xy. Let us assume that the
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result is true at all rank < k+ l, with k+ l ≥ 3. Then, using the induction hypothesis, as x′ and
x′′ have lengths < k and y′ has a length < l:
∆(x • y) = 1⊗ x • y + x′ ⊗ x′′ • y + x⊗ 1 • y + x • 1⊗ y + x′ • 1⊗ x′′ y + 1 • 1⊗ x y
+ x • y ⊗ 1 + x′ • y ⊗ x′′ + 1 • y ⊗ x+ x • y′ ⊗ y′′ + x′ • y′ ⊗ x′′ y′′ + 1 • y′ ⊗ x y′′
= 1⊗ x • y + x′ ⊗ x′′y + x⊗ 1y + x1⊗ y + x′1⊗ x′′ y + 11⊗ x y
+ x • y ⊗ 1 + x′y ⊗ x′′ + 1y ⊗ x+ xy′ ⊗ y′′ + x′y′ ⊗ x′′ y′′ + 1y′ ⊗ x y′′
= ∆(xy) + (x • y − xy)⊗+1⊗ (x • y − xy).
We deduce that x • y − xy is primitive, so belongs to V . As it belongs to V ⊗(k+l−1) and
k + l − 1 ≥ 2, it is zero. So x • y = xy. 
Proposition 17 1. Let (V, ⋆) and (V ′, ⋆′) be two preLie algebras. The Com-PreLie bial-
gebras T (V, ⋆) and T (V ′, ⋆′) are isomorphic if, and only if, the preLie algebras (V, ⋆) and
(V ′, ⋆′) are isomorphic.
2. Let (V, ⋆) be a preLie algebra and g : W −→ W be an endomorphism. The Com-PreLie
bialgebras T (V, ⋆) and T (W, g) are isomorphic if, and only if, dim(V ) = dim(W ), ⋆ = 0
and f = 0.
Proof. 1. If F : V −→ V ′ is a preLie algebra isomorphism, by functoriality, T (F ) is an
isomorphism from T (V, ⋆) to T (V ′, ⋆′). Let us assume that φ : T (V, ⋆) −→ T (V ′, ⋆′) is an isomor-
phism. It induces by restriction an isomorphism F from Prim(T (V )) = V to Prim(T (V ′)) = V ′.
Moreover, for all x, y ∈ V :
φ(x • y) = φ(x ⋆ y) = F (x ⋆ y) = φ(x) • φ(y) = F (x) • F (y) = F (x) ⋆′ F (y).
So (V, ⋆) and (V ′, ⋆′) are isomorphic.
2. If dim(V ) = dim(W ), ⋆ = 0 and f = 0, then both preLie product of T (V, ⋆) and T (W, g)
are zero. Let F : V −→ W be an isomorphism. Then T (F ) is an isomorphism from T (V, ⋆) to
T (W, g). Conversely, if φ : T (V, ⋆) → T (W, g) is an isomorphism, it induces an isomorphism F
from Prim(T (V )) = V to Prim(T (W )) = W . As φ(1) = 1, for all x ∈ V :
φ(x • 1) = 0 = φ(x) • φ(1) = F (x) • 1 = g ◦ F (x).
As F is an isomorphism, g = 0, so the preLie product of T (W, g) is zero. By isomorphism, the
preLie product ⋆ of T (V, ⋆) is zero. 
3 Examples on K[X]
Our aim in this section is to give all preLie products on K[X], making it a graded Com-PreLie
algebra. We shall prove the following result:
Theorem 18 1. The following objects are Zinbiel-PreLie algebras:
(a) Let N ≥ 1, λ, a, b ∈ K, a 6= 0, b /∈ Z−. We put g
(1)(N,λ, a, b) = (K[X],m, •), with:
Xi •Xj =

iλXi if j = 0,
a ij
N
+b
Xi+j if j 6= 0 and N | j,
0 otherwise.
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(b) Let N ≥ 1, λ, µ ∈ K, µ 6= 0. We put g(2)(N,λ, µ) = (K[X],m, •), with:
Xi •Xj =

iλXi if j = 0,
iµXi+N if j = N,
0 otherwise.
(c) Let N ≥ 1, λ, µ ∈ K, µ 6= 0. We put g(3)(N,λ, µ) = (K[X],m, •), with:
Xi •Xj =

iλXi if j = 0,
iµXi+j if j 6= 0 and N | j,
0 otherwise.
(d) Let λ ∈ K. We put g(4)(λ) = (K[X],m, •), with:
Xi •Xj =
{
iλXi if j = 0,
0 otherwise.
In particular, the preLie product of g(4)(0) is zero.
2. Moreover, if • is a product on K[X], such that g = (K[X],m, •) is a graded Com-PreLie
algebra, Then g is one of the preceding examples.
Remark. If λ = ab , in g
(1)(N,λ, a, b), for all i, j ∈ N:
Xi •Xj =

ai
j
N
+b
if N | j,
0 otherwise.
We put g(1)(N, a, b) = g(1)(N, ab , a, b).
It is possible to prove that all these Com-PreLie algebras are not isomorphic. However, they
can be isomorphic as Lie algebras. Let us first recall some notations on the Faà di Bruno Hopf
algebra [2]:
• gFdB has a basis (ei)i≥1, and for all i, j ≥ 1, [ei, ej ] = (i− j)ei+j .
• Let α ∈ K. The right gFdB-module has a basis Vα = V ect(fi)i≥1, and the right action of
gFdB is defined by fi.ej = (i+ α)ei+j .
Proposition 19 Let N ≥ 1, λ, λ′, µ, a, b ∈ K, µ, a 6= 0, b /∈ Z−. Then, as Lie algebras:
g(1)(N,λ, a, b)+ ≈ g
(3)(N,λ, µ)+ ≈
(
V− 1
N
⊕ . . .⊕ V−N−1
N
)
⋊ gFdB.
Proof. We first work in g(1)(N,λ, a, b). For all i ≥ 1, for all 1 ≤ r ≤ N − 1, we put
Ei =
i+b
NaX
Ni and F
(r)
i = X
N(i−1)+r . Then (Ei)i≥1 ∪
N−1⋃
r=1
(
F
(r)
i
)
i≥1
is a basis of g(1)(N,λ, a, b)+,
and, for all i, j ≥ 1, for all 1 ≤ r, s ≤ N − 1:
[Ei, Ej ] = (i− j)Ei+j , [F
(r)
i , F
(s)
j ] = 0, [F
(r)
i , Ej ] =
(
i+
r −N
N
)
F
(r)
i+j .
Hence, this Lie algebra is isomorphic to
(
V−N−1
N
⊕ . . .⊕ V− 1
N
)
⋊ gFdB. The proof is similar for
g(3)(N,λ′, µ), with Ei =
1
NµX
Ni and F
(r)
i = X
N(i−1)+r. 
Consequently, we can describe the group corresponding to these Lie algebras.
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1. GFdB is the group of formal diffeomorphisms of K tangent to the identity:
GFdB = ({X + a1X
2 + a2X
3 + . . . | a2, a2, . . . ∈ K}, ◦).
2. For all α ∈ K, we define a right GFdB-module Vα: as a vector space, this is K[[X]]+. The
action is given by P.Q =
(
Q(X)
X
)α
P ◦Q(X) for all P ∈ Vα and Q ∈ GFdB .
Then the group corresponding to our Lie algebras g(1)(N,λ, a, b)+ and g
(3)(N,λ, µ)+ is:(
V− 1
N
⊕ . . .⊕ V−N−1
N
)
⋊GFdB .
Let us conclude this paragraph with the description of the Lie algebra associated to g(2)(N,λ, µ).
Proposition 20 The Lie algebra g(2)(N,λ, µ)+ admits a decomposition g
(2)(N,λ, µ)+ ≈
V ⊕N ⋊ g0, where:
• g0 is an abelian, one-dimensional, Lie algebra, generated by an element z.
• V is a right g0-module, with a basis (fi)i≥0, and the right action defined by fi.z = fi+1.
Proof. The Lie bracket of g(2)(N,λ, µ)+ is given by:
[Xi,Xj ] =
{
0 if i, j 6= N,µiXi+N if i 6= N, j = N.
We put g0 = V ect(X
N ). The N -copies of V are given by:
• For 1 ≤ r < N , V (r) = V ect
µi i−1∏
j=1
(r + jN)Xr+iN | i ≥ 0
.
• V (N) = V ect
(
µiN i(i+ 1)!X(i+2)N | i ≥ 0
)
.

3.1 Graded preLie products on K[X ]
We now look for all preLie products on K[X], making it a graded Com-PreLie algebra. Let • be
a such a product. By homogeneity, for all i, j ≥ 0, there exists a scalar λi,j such that:
Xi •Xj = λi,jX
i+j .
Moreover, for all i, j, k ≥ 0:
Xi+j •Xk = λi+j,kX
i+j+k
= (XiXj) •Xk
= (Xi •Xk)Xj +Xi(Xj •Xk)
= (λi,k + λj,k)X
i+j+k.
Hence, λi+j,k = λi,k + λj,k. Putting λk = λ1,k for all k ≥ 0, we obtain:
Xi •Xj = iλjX
i+j .
Lemma 21 For all k ≥ 0, let λk ∈ K. We define a product • on K[X] by:
Xi •Xj = iλjX
i+j .
Then (K[X],m, •) is Com-PreLie if, and only if, for all j, k ≥ 1:
(jλk − kλj)λj+k = (j − k)λjλk.
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Proof. Let i, j, k ≥ 0. Then:
Xi • (Xj •Xk)− (Xi •Xj) •Xk = (ijλkλj+k − i(i+ j)λjλk)X
i+j+k.
Hence:
• is preLie⇐⇒ ∀i, j, k ≥ 0, ijλkλj+k − i(i+ j)λjλk = ikλjλj+k − i(i+ k)λjλk
⇐⇒ ∀j, k ≥ 0, (jλk − kλj)λj+k = (j − k)λjλk
⇐⇒ ∀j, k ≥ 1, (jλk − kλj)λj+k = (j − k)λjλk,
as this relation is trivially satisfied if j = 0 or k = 0. 
Lemma 22 Let • be a product on K[X], making it a graded Com-PreLie algebra. Then
(K[X],≺, •) is a Zinbiel-PreLie algebra.
Proof. Let us take i, k, k ≥ 0, (i, j) 6= (0, 0). Then:
(Xi •Xk) ≺ Xj +Xi ≺ (Xj •Xk) = λk(iX
i+k ≺ Xj + jXi ≺ Xj+k)
= λk
(
i(i+ k)
i+ j + k
+
ij
i+ j + k
)
Xi+j+k
= iλkX
i+j+k
= (i+ j)λk
i
i+ j
Xi+j+k,
(Xi ≺ Xj) •Xk =
i
i+ j
Xi+j •Xk
=
i
i+ j
(i+ j)λkX
i+j+k
= iλkX
i+j+k.
So K[X] is Zinbiel-PreLie. 
Proof. (Theorem 18, first part). Let us first prove that the objects defined in theorem 18 are
indeed Zinbiel-PreLie algebras. By lemma 22, it is enough to prove that they are Com-PreLie
algebras. We shall use lemma 21 in all cases.
1. For all j ≥ 1, λj = a
1
j
N
+b
if N | j and 0 otherwise. If j or k is not a multiple of N , then:
(jλk − kλj)λj+k = (j − k)λjλk = 0.
If j = Nj′ and k = Nk′, with j′, k′ integers, then:
(jλk − kλj)λj+k = Na
2
(
j′
k′ + b
−
k′
j′ + b
)
1
j′ + k′ + b
= Na2
j′2 − k′2 + b(j′ − k′)
(j′ + b)(k′ + b)(j′ + k′ + b)
= Na2(j′ − k′)
j′ + k′ + b
(j′ + b)(k′ + b)(j′ + k′ + b)
a2(j − k)
1
(j′ + b)(k′ + b)
= (j − k)λjλk.
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2. In this case, λj = µ if j = N and 0 otherwise. Hence, for all j, k ≥ 1:
(jλk − kλj)λj+k = µ
2(jδk,N − kδj,N )δj+k,N = 0,
(j − k)λjλk = µ
2(j − k)δj,Nδk,N = 0.
3. Here, for all j ≥ 1, λj = µ if N | j and 0 otherwise. Then:
(jλk − kλj)λj+k =
{
µ2(j − k) if N | j, k,
0 otherwise;
(j − k)λjλk =
{
µ2(j − k) if N | j, k,
0 otherwise.
4. In this case, for all j ≥ 1, λj = 0 and the result is trivial. 
3.2 Classification of graded preLie products on K[X ]
We now prove that the preceding examples cover all the possible cases.
Proof. (Theorem 18, second part). We put Xi •Xj = iλjX
i+j for all i, j ≥ 0, and we put
λ = λ0. If for all j ≥ 1, λj = 0, then g = g
(4)(λ). If this is not the case, we put:
N = min{j ≥ 1 | λj 6= 0}.
First step. Let us prove that if i is not a multiple of N , then λi = 0.We put i = qN + r, with
0 < r < N , and we proceed by induction on q. By definition of N , λ1 = . . . = λN−1 = 0, which
is the result for q = 0. Let us assume the result at rank q − 1, with q > 0. We put j = i − N
and k = N . By the induction hypothesis, λj = 0. Then, by lemma 21:
(i−N)λNλi = 0.
As i 6= N and λN 6= 0, λi = 0. It is now enough to determine λiN for all i ≥ 1.
Second step. Let us assume that λ2N = 0. Let us prove that λiN = 0 for all i ≥ 2, by
induction on i. This is obvious if i = 2. Let us assume the result at rank i− 1, with i ≥ 3, and
let us prove it at rank i. We put j = (i− 1)N and k = N . By the induction hypothesis, λj = 0.
Then, by lemma 21:
(i− 2)NλNλiN = 0.
As i ≥ 3 and λN 6= 0, λiN = 0. As a conclusion, if λ2N = 0, putting µ = λN , g = g
(2)(N,λ, µ).
Third step. We now assume that λ2N 6= 0. We first prove that λiN 6= 0 for all i ≥ 1. This
is obvious if i = 1, 2. he result at rank i − 1, with i ≥ 3, and let us prove it at rank i. We put
j = (i− 1)N and k = N . Then, by lemma 21:
(jλN −Nλj)λiN = (i− 2)NλjλN .
By the induction hypothesis, λj 6= 0. Moreover, i > 2 and λN 6= 0, so λiN 6= 0.
For all j ≥ 1, we put µj =
λkN
λN
: this is a nonzero scalar, and µ1 = 1. Let us prove inductively
that:
µk =
µ2
(k − 1)− (k − 2)µ2
, µ2 6=
k − 1
k − 2
if k 6= 2.
If k = 1, µ1 = 1 =
µ2
0−(−1)µ2
, and µ2 6= 0 as λ2N 6= 0; if k = 2, µ2 =
µ2
1−0µ2
. Let us assume the
result at rank k − 1, with k ≥ 3. By lemma 21, with j = (k − 1)N and k = N :
((k − 1)NλN − λNµk−1)λNµk = (k − 2)Nµk−1µ1λ
2
N ,
µk(k − 1− µk−1) = (k − 2)µk−1.
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As µk−1 6= 0 and k > 2, k − 1− µk−1 6= 0. Moreover, by the induction hypothesis:
k − 1− µk−1 = k − 1−
µ2
(k − 2)− (k − 3)µ2
=
(k − 1)(k − 2)− ((k − 1)(k − 3) + 1)µ2
(k − 2)− (k − 3)µ2
= (k − 2)
(k − 1)− (k − 2)µ2
(k − 2)− (k − 3)µ2
.
As this is nonzero, µ2 6=
k−1
k−2 . We finally obtain:
µk = (k − 2)µk−1
1
k − 2
(k − 2)− (k − 3)µ2
(k − 1)− (k − 2)µ2
=
µ2
(k − 1)− (k − 2)µ2
.
Finally, for all k ≥ 1:
λkN =
λNµ2
(k − 1)− (k − 2)µ2
=
λNµ2
(1− µ2)k + 2µ2 − 1
.
Last step. If µ2 = 1, then for all k ≥ 1, λkN = λN : this is g
(3)(N,λ, λN ). If µ2 6= 1, we put
b = 2µ2−11−µ2 .
• As µ2 6= 0, b 6= −1;
• b 6= −2;
• for all k ≥ 3, µ2 6=
k−1
k−2 , so b 6= −k.
This gives that b /∈ Z−. Moreover, for all k ≥ 1:
λkN =
λNµ2
1−µ2
k + b
.
We take a = λNµ21−µ2 , and we obtain g
(1)(N,λ, a, b). 
Proposition 23 Among the examples of theorem 18, the Com-PreLie bialgebras (or equiva-
lently the Zinbiel-PreLie bialgebras) are g(1)(1, a, 1) for all a 6= 0 and g(4)(0).
Proof. Note that g(1)(1, 0, 1) = g(4)(0). Let us first prove that g(1, a, 1) is a Zinbiel-PreLie
bialgebra for all a ∈ K. Let us take V one-dimensional, generated by x, with f = aId. We work
in T (V, f). Let us prove that xk • xl = a
(k+l
k−1
)
xk+l by induction on k. It is obvious if k = 0, as(k+l
−1
)
= 0. Let us assume the result at rank k − 1.
xk • xl = x(xk−1 xl) + f(x)xk−1 xl
= a
((
k + l − 1
k − 1
)
+
(
k + l − 1
k − 1
))
xk+l
= a
(
k + l
k − 1
)
xk+l.
The Zinbiel product of T (V ) is given by:
xk ≺ xl =
(
k + l − 1
k − 1
)
xk+l,
for all k, l ≥ 1. There is an isomorphism of Hopf algebras:
Θ :
{
K[X] −→ T (V )
X −→ x.
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For all n ≥ 0, Θ(Xn) = x n = n!xn. For all k, l ≥ 0:
Θ(Xk) •Θ(X l) = a
(
k + l
k − 1
)
k!l!xk+l Θ(Xk) ≺ Θ(X l) =
(
k + l − 1
k − 1
)
k!l!xk+l
=
ak
l + 1
Θ(Xk+l); =
k
k + l
Θ(Xk+l).
Consequently, g(1)(1, a, 1) is isomorphic, as a Zinbiel-PreLie bialgebra to T (V, f) (so is indeed a
Zinbiel-PreLie bialgebra).
Let g be one of the examples of theorem 18. First:
∆(X •X) = X ⊗ 1 •X + 1⊗X •X
+X •X ⊗ 1 +X • 1⊗X + 1 •X ⊗X + 1 • 1⊗X2
λ1(1⊗X
2 + 2X ⊗X +X2 ⊗ 1) = λ11⊗X
2 + λX ⊗X + λ1X
2 ⊗ 1.
This gives λ = 2λ1. In particular, if g = g
(4)(λ), then λ = 2λ1 = 0: this is g
(4)(0). In the other
cases, N exists. By definition of N , X •Xk = 0 if 1 ≤ k ≤ N − 1. We obtain:
∆(X •XN ) = 1⊗X •XN +X ⊗ 1 •XN +
N∑
k=0
(
N
k
)
(X •Xk ⊗XN−k + 1 •Xk ⊗Xn−k+1)
λN∆(X
N+1) = 1⊗X •XN + λX ⊗XN + 1⊗X •XN .
If λ = 0, we obtain that XN+1 is primitive, so N + 1 = 1: absurd, N ≥ 1. So λ 6= 0. The
cocommutativity of ∆ implies that N = 1.
∆(X •X2) = λ2(X
3 ⊗ 1 + 3X2 ⊗X + 3X ⊗X2 + 1⊗X3)
= 1⊗X •X2 + 2λ1X
2 ⊗X + λ0X ⊗X
2 + 1⊗X •X2
Hence, 3λ2 = 2λ1.
• If g = g(3)(1, λ, µ), we obtain 3µ = 2µ, so µ = 0: this is a contradiction.
• If g = g(2)(1, λ, µ), we obtain 0 = 2µ, so µ = 0: this is a contradiction.
So g = g(1)(1, λ, a, b). We obtain:
3
a
2 + b
= 2
a
1 + b
,
so b = 1. Then λ0 = 2λ1 =
2a
2 = a =
a
b , so g = g
(1)(1, a, 1). 
4 Cocommutative Com-PreLie bialgebras
We shall prove the following theorem:
Theorem 24 Let A be a connected, cocommutative Com-PreLie bialgebra. Then one of the
following assertions holds:
1. There exists a linear form f : V −→ K and λ ∈ K, such that A is isomorphic to S(V, f, λ).
2. There exists λ ∈ K such that A is isomorphic to g(1)(1, λ, 1).
First, observe that if A is a cocommutative, commutative, connected Hopf algebra: by the
Cartier-Quillen-Milnor-Moore theorem, it is isomorphic to the enveloping Hopf algebra of an
abelian Lie algebra, so is isomorphic to S(V ) as a Hopf algebra, where V = Prim(A). If
V = (0), the first point holds trivially.
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4.1 First case
We assume in this paragraph that V is at least 2-dimensional.
Lemma 25 Let A be a connected, cocommutative Com-PreLie algebra, such that the dimen-
sion of Prim(A) is at least 2. Then fA = 0, and there exists a map F : A ⊗ A −→ A, such
that:
1. For all x, y ∈ A+, x • y = F (x⊗ y
′)y′′ + F (x⊗ 1)y.
2. For all x1, x2 ∈ A, F (x1x2 ⊗ y) = F (x1 ⊗ y)x2 + x1F (x2 ⊗ y).
3. F (Prim(A)⊗A) ⊆ K.
Proof. We assume that A = S(V ) as a bialgebra, with its usual product and coproduct ∆,
and that dim(V ) ≥ 2. Let x, y ∈ V . Then:
∆(x • y) = x • y ⊗ 1 + 1⊗ x • y + fA(x)⊗ y.
By cocommutativity, for all x, y ∈ V , fA(x) and y are colinear. Let us choose y1 and y2 ∈ V , non
colinear. Then fA(x) is colinear to y1 and y2, so belongs to V ect(y1) ∩ V ect(y2) = (0). Finally,
fA = 0.
We now construct linear maps Fi : V ⊗ S
i(V ) −→ K, such that for all k ≥ 0, putting:
F (k) =
k⊕
i=0
Fi :
k⊕
i=0
V ⊗ Si(V ) −→ K,
for all x, y1, . . . , yk+1 ∈ V :
x • y1 . . . yk+1 = F
(k)(x⊗ (y1 . . . yk+1)
′)⊗ (y1 . . . yk+1)
′′ + F (k)(x⊗ 1)y1 . . . yk+1.
We proceed by induction on k. Let us first construct F (0). Let x, y ∈ V .
∆(x • y2) = 1⊗ x • y2 + x • y2 ⊗ 1 + 2x • y ⊗ y.
By cocommutativity, x • y and y are colinear, so there exists a linear map g : V −→ K such that
x • y = g(x)y. We the take F (0)(x⊗ 1) = g(x). For all x, y ∈ V , x • y = F (x⊗ 1)y, so the result
holds for k = 0.
Let us assume that F (0), . . . , F (k−2) are constructed for k ≥ 2. Let x, y1, . . . , yk ∈ V . For all
I ⊆ [k] = {1, . . . , k}, we put yI =
∏
i∈I
yi. Then:
∆˜(y1 . . . yk) =
∑
I⊔J=[k],I,J 6=1
yI ⊗ yJ ,
and:
∆(x • y1 . . . yk) = 1⊗ x • y1 . . . yk + x • y1 . . . yk ⊗ 1 +
∑
[k]=I⊔J,J 6=1
x • yI ⊗ yJ
= 1⊗ x • y1 . . . yk + x • y1 . . . yk ⊗ 1 +
∑
I⊔J⊔K=[k],J,K 6=1
F (k−2)(x⊗ yI)⊗ yJ ⊗ yK .
We put:
P (x, y1 . . . yk) = x • y1 . . . yk −
∑
I⊔J=[k],|J |≥2
F (k−2)(x⊗ yI)yJ .
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The preceding computation shows that P (x, y1 . . . , yk) is primitive, so belongs to V . Let yk+1 ∈
V .
∆˜(x • y1 . . . yk+1) =
∑
I⊔J⊔K=[k+1],K 6=1,|J |≥2
F (k−2)(x⊗ yI)yJ︸ ︷︷ ︸
∈S≥2(V )
⊗yK
+ P (x, y1 . . . yk)⊗ yk+1 +
k∑
i=1
P (x, y1 . . . yi−1yi+1 . . . yk+1)⊗ yi.
By cocommutativity, considering the projection on V ⊗ V , we deduce that P (x, y1 . . . yk) ∈
V ect(y1, . . . , yk, yk+1) for all nonzero yk+1 ∈ V . In particular, for y1 = yk+1, P (x ⊗ y1 . . . yk) ∈
V ect(y1, . . . , yk). By multilinearity, there exists F
′
1, . . . , F
′
k ∈ (V ⊗ Sk−1(V ))
∗, such that for all
x, y1, . . . , yk ∈ V :
P (x, y1 . . . yk) = F
′
1(x⊗ y2 . . . yk)y1 + . . .+ F
′
k(x⊗ y1 . . . yk−1)yk.
By symmetry in y1, . . . , yk, F
′
1 = . . . = F
′
k = Fk−1. Then:
x • y1 . . . yk =
∑
I⊔J=[k],|J |≥2
F (k−2)(x⊗ yI)yJ +
∑
I⊔J=[k],|J |=1
Fk−1(x⊗ yI)yJ
=
∑
I⊔J=[k],|J |≥1
F (k−1)(x⊗ yI)yJ
= F (k−1)(x⊗ (y1 . . . yk)
′)(y1 . . . yk)
′′ + F (x⊗ 1)y1 . . . yk.
We defined a map F : V ⊗ S(V ) −→ K, such that for all x ∈ V , b ∈ S+(V ),
x • b = F (x⊗ b′)b′′ + F (x⊗ 1)b.
We extend F in a map from S(V )⊗ S(V ) to S(V ) by:
• F (1⊗ b) = 0.
• For all x1, . . . , xk ∈ V , F (x1 . . . xk ⊗ b) =
k∑
i=1
x1 . . . xi−1F (x1 ⊗ b)xi+1 . . . xk.
This map F satisfies points 2 and 3. Let us consider:
B = {a ∈ A | ∀b ∈ S+(V ), a • b = F (a⊗ b
′)b′′ + F (a⊗ 1)b}.
As 1 • b = 0 for all b ∈ S(V ), 1 ∈ B. By construction of F , V ⊆ B. Let a1, a2 ∈ B. For any
b ∈ S+(V ):
a1a2 • b = (a1 • b)a2 + a1(a2 • b)
= F (a1 ⊗ b
′)a2b
′′ + a1F (a2 • b
′)b′′ + F (a1 ⊗ 1)a2b+ a1F (a2 ⊗ 1)b
= F (a1a2 ⊗ b
′)b′′ + F (a1a2 ⊗ 1)b.
So a1a2 ∈ B. Hence, B is a subalgebra of S(V ) containing V , so is equal to S(V ): F satisfies
the first point. 
Remarks.
1. In this case, for all primitive element v, the 1-cocycle of the bialgebra A defined by L(x) =
a • x is the coboundary associated to the linear form defined by f(x) = −F (a⊗ x)
2. In particular, the preLie product of two elements x, y of Prim(A) si given by:
x • y = F (x⊗ 1)y.
Lemma 26 With the preceding hypothesis, let us assume that F (x ⊗ 1) = 0 for all x ∈
Prim(A). Then • = 0.
Proof. We assume that A = S(V ) as a bialgebra. By hypothesis, for all a ∈ A, F (a⊗1) = 0,
so a • 1 = 0. This implies that for all a, b ∈ S+(V ):
∆˜(a • b) = a • b′ ⊗ b′′ + a′ • b′ ⊗ a′′b′′ + a′ • b⊗ a′′ + a′ ⊗ a′′ • b.
Let us prove the following assertion by induction on N : for all k < N , for all x, y1, . . . , yk ∈ V ,
x • y1 . . . yk = 0. By hypothesis, this is true for N = 1. Let us assume the result at a certain
rank N ≥ 2. Let us choose x, y1, . . . , yN ∈ V . Then, by the induction hypothesis:
∆˜(x • y1 . . . yN ) = 0 + 0 + 0 + 0 = 0.
So x • y1 . . . yN is primitive.
Up to a factorization, we can write any x • y1 . . . yN as a linear span of terms of the form
z1 • z
β1
1 . . . z
βn
n , with z1, . . . , zn linearly independent, β1, . . . , βn ∈ N, with β1 + . . . + βn = N . If
n = 1, as dim(V ) ≥ 2 we can choose any z2 linearly independent with z1 and take β2 = 0. It is
now enough to consider z1 • z
β1
1 . . . z
βn
n , with n ≥ 2, z1, . . . , zn linearly independent, β1, . . . , βn ∈
N, β1 + . . . + βn = N . Let α1, . . . , αn ∈ N, such that α1 + . . . + αn = N + 1.
∆˜(z1 • z
α1
1 . . . z
αn
n ) =
n∑
i=1
αiz1 • z
α1
1 . . . z
αi−1
i . . . z
αn
n ⊗ zi,
∆˜
(
z21
2
• zα11 . . . z
αn
n
)
=
n∑
i=1
αi(z1 • z
α1
1 . . . z
αi−1
i . . . z
αn
n )z1 ⊗ zi
+
n∑
i=1
αiz1 • z
α1
1 . . . z
αi−1
i . . . z
αn
n ⊗ z1zi
+ z1 • z
α1
1 . . . z
αn
n ⊗ z1 + z1 ⊗ z1 • z
α1
1 . . . z
αn
n ,
(∆˜⊗ Id) ◦ ∆˜
(
z21
2
• zα11 . . . z
αn
n
)
=
n∑
i=1
αiz1 • z
α1
1 . . . z
αi−1
i . . . z
αn
n ⊗ z1 ⊗ zi
+
n∑
i=1
αiz1 ⊗ z1 • z
α1
1 . . . z
αi−1
i . . . z
αn
n ⊗ zi
+
∑
i
αiz1 • z
α1
1 . . . z
αi−1
i . . . z
αn
n ⊗ zi ⊗ z1.
The cocommutativity implies that for all 1 ≤ i ≤ n, αiz1•z
α1
1 . . . z
αi−1
i . . . z
αn
n and zi are colinear.
We first choose α1 = β1 + 1, αi = βi for all i ≥ 2, and we obtain for i = 1 that z1 • z
β1
1 . . . z
βn
n ∈
V ect(z1). We then choose αn = βn + 1 and αi = βi for all i ≤ n − 1, and we obtain for i = n
that z1 • z
β1
1 . . . z
βn
n ∈ V ect(zn). Finally, as n ≥ 2, z1 • z
β1
1 . . . z
βn
n ∈ V ect(z1) ∩ V ec(z2) = (0);
the hypothesis is true at trank N .
We proved that for all x ∈ V , for all b ∈ S(V ), x • b = 0. By the derivation property of •, as
V generates S(V ), for all a, b ∈ S(V ), a • b = 0. 
25
Lemma 27 Under the preceding hypothesis, Let us assume that F (Prim(A) ⊗ K) 6= (0).
Then A is isomorphic to a certain S(V, f, λ), with V = Prim(A) and f(x) = F (x ⊗ 1) for all
x ∈ V .
Proof. We assume that A = S(V ) as a bialgebra. Let a, b, c ∈ S+(V ). Then:
∆˜([a, b]) = a′ ⊗ a′′ • b+ a • b′ ⊗ b′′ + a′ • b⊗ a′′
− b′ ⊗ b′′ • a− b • a′ ⊗ a′′ − b′ ⊗ a⊗ b′′ + [a′, b′]⊗ a′′b′′,
where [−,−] is the Lie bracket associated to •. Hence:
(a • b) • c = F (a⊗ 1)b • c+ F (a⊗ b′)b′′ • c
= F (a⊗ 1)F (b ⊗ 1)c + F (a⊗ 1)F (b ⊗ c′)c′′
+ F (a⊗ b′)F (b′′ ⊗ 1)c+ F (a⊗ b′)F (b′′ ⊗ c′)c′′,
(a • c) • b = F (a⊗ 1)F (c ⊗ 1)b+ F (a⊗ 1)F (c ⊗ b′)b′′
+ F (a⊗ c′)F (c′′ ⊗ 1)b+ F (a⊗ c′)F (c′′ ⊗ b′)b′′,
a • [b, c] = F (a⊗ 1)F (b ⊗ 1)c + F (a⊗ 1)F (b ⊗ c′)c′′ − F (a⊗ 1)F (c ⊗ 1)b
− F (a⊗ 1)F (c ⊗ b′)b′′ + F (a⊗ b′)F (b′′ ⊗ 1)c + F (a⊗ b′)F (b′′ ⊗ c′)c′′
− F (a⊗ c′)F (c′′ ⊗ 1)b− F (a⊗ c′)F (c′′ ⊗ b′)b′′ + F (a⊗ F (b⊗ 1)c′)c′′
+ F (a⊗ F (b⊗ c′)c′′)c′′′ − F (a⊗ F (c⊗ 1)b′)b′′ − F (a⊗ F (c⊗ b′)b′′)b′′′
+ F (a⊗ F (b′ ⊗ 1)c)b′′ + F (a⊗ F (b′ ⊗ c′)c′′)b′′ − F (a⊗ F (c′ ⊗ 1)b)c′′
+ F (a⊗ F (c′ ⊗ b′)b′′)c′′ + F (a⊗ F (b′ ⊗ 1)c′)b′′c′′ + F (a⊗ F (b′ ⊗ c′)c′′)b′′c′′′
− F (a⊗ F (c′ ⊗ 1)b′)b′′c′′′ − F (a⊗ F (c′ ⊗ b′)b′′)b′′′c′′.
The preLie relation implies that:
0 = F (a⊗ F (b⊗ 1)c′)c′′ + F (a⊗ F (b⊗ c′)c′′)c′′′ − F (a⊗ F (c⊗ 1)b′)b′′
− F (a⊗ F (c⊗ b′)b′′)b′′′ + F (a⊗ F (b′ ⊗ 1)c)b′′ + F (a⊗ F (b′ ⊗ c′)c′′)b′′
− F (a⊗ F (c′ ⊗ 1)b)c′′ + F (a⊗ F (c′ ⊗ b′)b′′)c′′ + F (a⊗ F (b′ ⊗ 1)c′)b′′c′′
+ F (a⊗ F (b′ ⊗ c′)c′′)b′′c′′′ − F (a⊗ F (c′ ⊗ 1)b′)b′′c′′′ − F (a⊗ F (c′ ⊗ b′)b′′)b′′′c′′.
For a = x ∈ V , b = y ∈ V , as F (V ⊗ S(V )) ⊂ K, this simplifies to:
F (x⊗ c′)F (y ⊗ 1)c′′ + F (y ⊗ c′)F (x⊗ c′′)c′′′ = F (x⊗ F (c′ ⊗ 1)y)c′′. (1)
Let x1, . . . , xk ∈ V , linearly independent, α1, . . . , αk ∈ N, with α1 + . . . + αN ≥ 1. We take
c = xα1+11 . . . x
αk
k and d = x
α1
1 . . . x
αk
k . The coefficient of x1 in (1), seen as an equality between
two polynomials in x1, . . . , xk, gives:
(α1 + 1)(F (x ⊗ d)F (y ⊗ 1) + F (y ⊗ d
′)F (x⊗ d′′)) = (α1 + 1)F (x⊗ F (d⊗ 1)y).
Hence, for all x, y ∈ V , for all c ∈ S+(V ):
F (x⊗ c)F (y ⊗ 1) + F (y ⊗ c′)F (x⊗ c′′) = F (x⊗ F (c⊗ 1)y). (2)
We put f(x) = F (x ⊗ 1) for all x ∈ V . If f = 0, by lemma 26, • = 0, so A is isomorphic
to S(V, 0, 0). Let us assume that f 6= 0 and let us choose y ∈ V , such that f(y) = 1. If
z1, . . . , zk ∈ Ker(f), then:
F (z1 . . . zk ⊗ 1) =
k∑
i=1
z1 . . . g(zi) . . . zk = 0.
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Consequenlty, if c ∈ S+(Ker(f)) ⊆ S+(V ), (2) gives:
F (x⊗ c′) + F (y ⊗ c′)F (x⊗ c′′) = 0.
An easy induction on the length of c proved that for all c ∈ S+(Ker(g)), F (x ⊗ c) = 0 for all
x ∈ V . So there exists linear forms gk ∈ V
∗, such that for all x, y1, . . . , yk ∈ V :
F (x⊗ y1 . . . yk) = gk(x)f(y1) . . . f(yk).
In particular, g0 = f . The preLie product is then given by:
x • y1 . . . yk =
k−1∑
i=1
gi(x)
∑
1≤j1<...<ji≤k
y1 . . . f(yj1) . . . f(yji) . . . yk.
Let x, y, z1, . . . , zk ∈ V .
x • (y • z1 . . . zk) = x •
k−1∑
i=0
gi(y)
∑
j1,...,ji
zi . . . f(zj−1) . . . f(zji) . . . zl
=
k−1∑
i=0
gl−i−1(x)gi(x)
(
l − 1
i
) k∑
j=1
f(z1) . . . f(zj−1)zjf(zj+1) . . . f(zk) + S≥2(V ),
(x • y) • z1 . . . zk = f(x)y • z1 . . . zk
= f(x)gk−1(y)
k∑
j=1
f(z1) . . . f(zj−1)zjf(zj+1) . . . f(zk) + S≥2(V ),
x • (z1 . . . zk • y) =
k∑
i=1
f(yi)x • z1 . . . zi−1zi+1 . . . zky
= kgk−1(x)f(z1) . . . f(zk)y
+ (k − 1)f(x)gk−1(y)
k∑
j=1
f(z1) . . . f(zj−1)zjf(zj+1) . . . f(zk) + S≥2(V ),
(x • z1 . . . zk) • y =
k−1∑
i=0
gi(x)
∑
j1,...,ji
z1 . . . f(zj1) . . . f(zji) . . . zk • y
= kf(x)gk−1(y)
k∑
j=1
f(z1) . . . f(zj−1)zjf(zj+1) . . . f(zk) + S≥2(V ).
Let us choose z1 = . . . = zk = z, such that f(z) = 1. Then:
k∑
j=1
f(z1) . . . f(zj−1)zjf(zj+1) . . . f(zk) = kz 6= 0.
The preLie relation implies:
f(x)gk−1(y) + (k − 1)gk−1(x)f(y)−
k−1∑
i=0
gi(y)gk−i−1(x)
(
k − 1
i
)
= 0,
so, for all l ≥ 1:
lgl(x)f(y) =
l∑
i=1
gi(y)gli(x)
(
l
i
)
. (3)
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Let us choose x such that f(x) = 1. Let us consider y ∈ Ker(f), and let us prove that gi(y) = 0
for all i ≥ 0. As g0 = f , this is obvious for i = 0. Let us assume the result at all rank < l, with
l ≥ 1. Then (3) gives:
0 =
l−1∑
i=1
gi(y)gli(x)
(
l
i
)
+ gl(y)f(x) = gl(y).
Consequently, for all l ≥ 1, there exists a scalar λl such that gl = λlf . If f(x) = f(y) = 1,
equation (3) gives, for all l ≥ 1:
lλl =
l∑
i=1
λiλl−i
(
l
i
)
=
l−1∑
i=1
λiλl−i
(
l
i
)
+ λl,
so, for all l ≥ 2:
λl =
1
l − 1
l−1∑
i=1
λiλl−i
(
l
i
)
.
An induction proves that λl = l!λ
l
1 for all l ≥ 1. Putting λ1 = λ, for all x, x1, . . . , xn ∈ V :
x • x1 . . . xk =
∑
I({1,...,k}
|I|!λ|I|f(x)
∏
i∈I
f(xi)
∏
i/∈I
xi.
This is the preLie product of S(V, f, λ). 
4.2 Second case
We now assume that V is one-dimensional. So S(V ) and K[X] are isomorphic as bialgebras. Let
us describe all the preLie products on K[X] making it a Com-PreLie bialgebra.
Proposition 28 Let λ, µ ∈ K. We define:
Xk •X l = λkl!
k+l−1∑
i=k
µk+l−i−1
(i− k + 1)!
Xi.
Then (K[X],m,≺,∆) is a Zinbiel-PreLie algebra denoted by g′(λ, µ).
Proof. If λ = 0, • = 0 and the result is obvious. Let us assume that λ 6= 0. Let V one-
dimensional, x ∈ V , nonzero, and let f ∈ V ∗ defined by f(x) = µλ . In T (V, f, λ), by lemma 8,
for all k, l ≥ 0:
xk • xl = λ
k+l−1∑
i=k
µk+l−i−1
(
i
k − 1
)
xj .
Let us consider the Hopf algebra isomorphism:
Θ :
{
K[X] −→ T (V )
X −→ x.
For all k, l ≥ 0:
Θ(Xk) •Θ(X l) = λ
k+l−1∑
i=k
µk+l−i−1
i!k!l!
(k − 1)!(i − k + 1)!
xi
= λkl!
k+l−1∑
i=k
µk+l−1−i
(i− k + 1)!
Θ(Xi).
By proposition 13, T (V, f, λ) is a Zinbiel-PreLie bialgebra, so is g′(λ, µ). 
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Proposition 29 Let • a preLie product on K[X] such that (K[X],m, •,∆) is a Com-PreLie
bialgebra. Then (K[X],m, •,∆) = g(1)(1, λ, 1) for a certain λ ∈ K, or g′(λ, µ) for a certain
(λ, µ) ∈ K2.
Proof. Let π : K[X] −→ K[X] be the canonical projection on V ect(X):
π :
{
K[X] −→ K[X]
Xk −→ δk,1X.
For all k ≥ 0, we put π(X •Xk) = λkX.
We shall use the map ̟ = m ◦ (π ⊗ Id) ◦∆. For all k ≥ 0:
̟(Xk) = m ◦ (π ⊗ Id)
(
k∑
i=0
(
k
i
)
Xi ⊗Xk−i
)
= m(kX ⊗Xk−1) = kXk.
First step. We fix l ≥ 0. For all P,Q ∈ K[X], ε(P •Q) = 0; hence, we can write:
X •X l =
∞∑
i=1
aiX
i.
Then:
̟(X •X l) =
∞∑
i=1
iaiX
i
= m ◦ (π ⊗ Id) ◦∆(X •X l)
= m ◦ (π ⊗ Id)
(
1⊗X •X l +
l∑
i=0
(
l
i
)
X •Xi ⊗X l−i
)
= m
(
l∑
i=0
(
l
i
)
λiX ⊗X
l−i
)
=
l∑
i=0
(
l
i
)
λiX
l−i+1
=
l+1∑
j=1
(
l
l − j + 1
)
λl−j+1X
j .
Hence:
X •X l =
l+1∑
j=1
(
l
l − j + 1
)
λl−j+1
j
Xj .
By derivation, for all k ≥ 0, Xk •X l = kXk−1(X •X l), so for all k, l ≥ 0:
Xk •X l =
l+1∑
j=1
k
(
l
l − j + 1
)
λl−j+1
j
Xj+k−1.
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Second step. In particular, for all k ≥ 0, Xk • 1 = kλ0X
k, and X •X = λ02 X
2+λ1X. Hence:
X • (X • 1)− (X •X) • 1 =
λ20
2
X2 + λ0λ1X −
λ0
2
X2 • 1− λ1X • 1
=
λ20
2
X2 + λ0λ1X − λ
2
0X
2 − λ0λ1X
= −
λ20
2
X2;
X • (1 •X)− (X • 1) •X = 0− λ0X •X
= −
λ20
2
X2 − λ0λ1X.
By the preLie relation, λ0λ1 = 0. We shall now study three cases:
1.
{
λ0 6= 0,
λ1 = 0;
2.
{
λ0 = 0,
λ1 = 0;
3.
{
λ0 = 0,
λ1 6= 0;
Third step. First case: λ0 6= 0, λ1 = 0. Let us prove that λk = 0 for all k ≥ 1 by
induction on k. It is obvious if k = 1. Let us assume that λ1 = . . . = λk−1 = 0. Then
X •Xk = λ0k+1X
k+1 + λkX, and:
X • (Xk • 1)− (X •Xk) • 1 = kλ0
(
λ0
k + 1
Xk+1 + λkX
)
−
(
λ0
k + 1
Xk+1 + λkX
)
• 1
=
k
k + 1
λ20X
k+1 + λ0λkX − λ
2
0X
k+1 − λ0λkX
=
−1
k + 1
λ20X
k+1;
X • (1 •Xk)− (X • 1) •Xk = 0− λ0
(
λ0
k + 1
Xk+1 + λkX
)
=
−1
k + 1
λ20X
k+1 − λ0λkX.
By the preLie relation, λ0λk = 0. As λ0 6= 0, λk = 0.
Finally, Xk •X l = λ0
k
l+1X
k+l for all k, l ≥ 0: this is the preLie product of g(1)(1, λ0, 1).
Fourth step. Second case: λ0 = λ1 = 0. Let us prove that λk = 0 for all k ≥ 0. It is obvious
if k = 0, 1. Let us assume that λ0 = . . . = λk−1 = 0, with k ≥ 2. Then X
i •Xj = 0 for all j < k,
i ≥ 0. Hence:
X • (Xk+1 •Xk−1) = (X •Xk+1) •Xk−1 = (X •Xk−1) •Xk+1 = 0.
30
By the preLie relation, X • (Xk−1 •Xk+1) = 0. Moreover:
X • (Xk−1 •Xk+1) = X •
k−2∑
j=1
(
k + 1
k + 2− j
)
(k − 1)
λk+2−j
j
Xk+2−j

= X •
(
(k − 1)λk+1X
k−1 + (k + 1)(k − 1)
λk
2
Xk
)
= 0 +
(k − 1)(k + 1)
2
λkX •X
k
=
(k − 1)(k + 1)
2
λk
k−1∑
j=1
(
k
k + 1− j
)
λk+1−j
j
Xj

=
(k − 1)(k + 1)
2
λ2kX + 0.
Hence, λk = 0.
We finally obtain by the first step Xk • X l = 0 for all k, l ≥ 0: this is the trivial preLie
product of g(4)(0).
Fifth step. Last case: λ0 = 0, λ1 6= 0. Let us prove that λk =
k!
2k−1
λk−12
λk−21
for all k ≥ 1. It is
obvious if k = 1 or k = 2. Let us assume the result at all rank < k, with k ≥ 2.
π((X •X) •Xk) = π(λ1X •X
k)
= λ1λkX;
π(X • (X •Xk)) = π
 k∑
j=1
(
k
k + 1− j
)
λk+1−j
j
X •Xj

=
k∑
j=1
(
k
k + 1− j
)
λk+1−jλj
j
X
=
λkλ1 + k−1∑
j=2
1
j
(
k
k + 1− j
)
(k + 1− j)!j!
2k−j+j−1
λk−j+j−12
λk−j−1+j−21
+
k
k
λ1λk
X
=
2λ1λk + k−1∑
j=2
k!
2k−1
λk−12
λk−31
X
=
(
2λ1λk + (k − 2)
k!
2k−1
λk−12
λk−31
)
X;
π((X •Xk) •X) =
k∑
j=1
(
k
k + 1− j
)
λk+1−j
j
π(Xj •X)
=
k∑
j=1
(
k
k + 1− j
)
λk+1−j
j
π(jλ1X
j)
= λ1λkX + 0;
π(X • (Xk •X)) = kλ1π(X •X
k)
= kλ1λkX.
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By the preLie relation:
λ1λk − 2λ1λk − (k − 2)
k!
2k−1
λk−12
λk−31
= λ1λk − kλ1λk,
which gives, as λ1 6= 0 and k ≥ 3, λk =
k!
2k−1
λk−12
λk−21
. Finally, the first step gives, for all k, l ≥ 0,
with λ = λ1 and µ =
λ2
2λ1
:
Xk •X l =
k+1∑
j=1
k
(
l
l + 1− j
)
λl+1−j
j
Xj+k−1
=
k∑
j=1
k
l!(l + 1− j)!
(l + 1− j)!(j − 1)!j2l−j
λl−j2
λl−1−j1
Xj+k−1
= λkl!
k∑
j=1
µl−j
j!
Xj+k−1
= λkl!
k+l−1∑
i=k
µk+l−i−1
(i− k + 1)!
Xi.
This is the preLie product of g′(λ, µ). 
As g′(λ, µ) is a special case of S(V, f, λ), this ends the proof of theorem 24.
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