Body sensor networks have gained continuous popularity in applications such as monitoring, sports training, and interactive gaming. However, data communication reliability is critical for the success of various applications such as ECG/EKG data analysis. In this paper, we propose a loss resilient strategy where prioritized scheduling and packet concatenation schemes are integrated for high network capacity and acceptable data reliability. The scheme is implemented at the application layer and therefore is compatible with existing standards such as IEEE 802.15.4. Performance evaluation on a real sensor test bed shows that the concatenation scheme significantly improve the performance and the prioritized scheduling ensures good reliability of high importance sensors.
INTRODUCTION
A body sensor network (BSN [7] ) is a combination of wired, wireless, and embedded sensors on and around the body of a person. It has gained continuous popularity in applications such as medical monitoring, sports coaching, and interactive gaming with the decrease of the cost and size of sensors and the ubiquitous presence of portable computing devices like laptops and smart phones.
In BSNs, sensors can be fixed (attached to something solid objects like a wall) or mobile (carried by a person or moving object). Depending on the topology of the sensor network, sensors can communicate with all other sensors in the network through ad hoc mode or with only specific sensors in the network through infrastructure mode. A typical infrastructure mode BSN consists of a group of sensors attached to a person, a data aggregator, a data storage device, and a data processor. Data is gathered by the sensors, transmitted to the data aggregator, and then transmitted to the data storage. The data processor accesses the data storage to pull whatever information it needs from the sensor data. This can be performed in a real-time or offline manner.
As outlined by IEEE 802.15.6 task force [3] , Wireless sensor motes usually require high energy efficiency, high reliability, privacy, and desirable throughput. However, existing prevalent technologies such as ZigBee [6] and Bluetooth low energy [2] cannot meet this demand [11] . For example, Zigbee only provides up to 250kbps physical bandwidth. In this case, data loss may increase significantly when several sensors sample human related data and stream to the same data aggregator simultaneously, making it less scalable for wide deployment of BSN applications.
On the other hand, sensor heterogeneity imposes additional challenge for efficient bandwidth usage. First, body sensor data are usually ranging from a few bytes to less than 100 bytes, incurring high overhead for the existing IEEE 802.15.4 protocol. Second, some sensors (such as ECG/EKG) usually contain more important data than other sensors (such as blood pressure sensors). Therefore, how to maximize network capacity while providing reliability communications for high priority sensors is critical.
We observed that important sensors such as ECG/EKG usually sample data frequently than less important sensors. This characteristic provides a unique way to improve network capacity by concatenating multiple small size frames [10] to a big one without affecting delay significantly. By this approach, the corresponding protocol overhead can be reduced, thereby improving capacity remarkably. Furthermore, to provide better reliability for steaming high priority sensor data, an adaptive data transmission scheme is designed. In this scheme, lower priority sensors reduce their data rate when high priority sensors experience considerable packet loss.
By integrating these two techniques, we propose an integrated strategy to improve the loss resilience of high importance sensors in BSNs. If high priority sensors experience considerable loss due to heavy traffic load, lower priority sensors enter a backoff phase and reduce their sending rate gradually. At the mean while, low priority sensors concatenation packets so that they still send the same amount of data. Experimental results with a test bed of six TelosB sensors have shown that the proposed approach improve the network performance significantly.
RELATED WORKS
Many of the related works in BSN research focus on designing algorithms to enable specific applications such as motion detection and medical information analysis. In this section, we briefly review recent advances in research related to the networking aspect of BSNs.
Patel and Wang [11] discussed various challenges in body area networks. They identified requirements for several specific types of applications in terms of data rate, number of nodes, bit error rate, time active, and battery lifetime. Then, they discuss the design requirements of the radio frequency wireless systems, including quality of service, antenna design, PHY protocol design, MAC protocol design, energy efficiency, and interoperability with other devices. They also surveyed existing technologies which met the requirements and advocated the acceptance and adoption of body sensor networks can only occur with standardization, which will reduce costs, increase user comfort with the technology, and increase the usefulness of the devices by increasing interoperability.
Zhou and Lu [13] proposed BodyQoS, a virtual MAC for quality of service scheduling in BSNs. The approach basically measures the effective bandwidth and adaptively allocates remaining resources to meet the QoS requirements of applications. A desirable feature of BodyQoS is that it does not require the modification of the underlying MAC layer implementation.
Fulford-Jones and Malan [8] proposed CodeBlue, an ad hoc infrastructure for emergent medical care. In this project, several types of body sensors (e.g., pulse oximeter, ECG/EKG sensor) are individually connected to Zigbee enabled radio transmitters, which communicate with access points directly. Due to the ad hoc architecture and the capability of self organizing, it yields scalability for network expanding and flexibility to connect various wireless devices.
Jiang and Cao [9] proposed CareNet, an integrated wireless environment used for remote health care systems. CareNet offers features such as High Reliability and performance, scalability, security and Integration with web based portal systems. High reliability is achieved by using two-tier architecture. The portal allows care givers to efficiently access sensor network data through a unified medical record system. Younis and Akkaya [12] proposed Distributed Queuing Body Area Network, a MAC protocol aiming at providing better QoS. It uses a cross-layer fuzzy rule based scheduling algorithm to optimize MAC layer performance in terms of QoS and energy efficiency. Tests have been performed on the protocol and it shows that the DQBAN performs better when there are more nodes in a network and supports better QoS. Using the QoS scheduler along with fuzzy logic rules help in making this protocol more reliable in terms of data transfer and also improves system performance considerably.
There has been considerable standardization effort during recent years. Among many potential technologies, Zigbee and Bluetooth are most widely deployed. ZigBee is a very low power, collision avoidance protocol optimized for lower power sensors. They have developed a health care specific protocol and are compliant with all IEEE 11073 devices as well as most other IEEE 802.15.4 wireless devices. Bluetooth supports high-bandwidth and many several existing devices and has a health care compliant version defined, but has very high power requirements and uptime for the radios. Bluetooth Low Energy [2] is a new proposed system from Bluetooth which will have lower energy requirements and still be interoperable with Bluetooth Classic, but details were still forthcoming at this time. ANT is a protocol designed for low latency and the ability to trade higher power consumption for higher data rate. The ANT+ alliance [1] supports ANT by developing and producing ANT compliant devices. Finally, IEEE 802.15.6 [3] is an emerging standard on providing sufficient MAC layer support for wireless body area networks (WBANs). This paper is organized as follows. Section 3 introduces the test bed system architecture and sensor data characteristics. Section 4 overviews IEEE 802.15.4 MAC and described the proposed concatenation and prioritized scheduling strategies in details. Section 5 describes the test bed setup and discusses the experimental results. Finally, section 6 concludes the paper with future works. We established a wireless body sensor network test bed for our performance evaluation and protocol design. As illustrated in Figure 1 , six TelosB sensor motes [4] and a computer with Java and a USB port are used. In this configuration, four TelosB sensor motes were used to simulate the sensors on the body, one was used as the data aggregator, and the last one was attached to the computer so the computer could act as the data storage and data processor. This simulates a fairly generic configuration where the data storage is directly attached to the data processor. It could simulate someone being monitored at home with a stationary data aggregator (like a wireless access point) and the server somewhere else, it could simulate someone being monitored with a smart phone while they walk around, or it could simulate someone being monitored in a large building with a system of strategically placed data aggregators.
SYSTEM MODEL 3.1 Test bed System Architecture
Figure 2 depicts a real Crowsbow TelosB sensor mote (TPR2400), which contains a IEEE 802.15.4/Zigbee compliant RF transceiver, integrated light, temperature, and humidity sensor, programmable memory and chip, and the USB connector. This sensor runs on TinyOS [5] . When connected to a computer through a USB port, it is able to communicate with other motes through the wireless radio and at the same time communicate with the computer through the serial port. The computer needs to have the appropriate code and the JRE so that it can receive the sensor data.
Figure 2. Crossbow's TelosB sensor mote
TelosB motes are operated by two AA batteries or host computers but still operate at low energy consumption level with a maximum data rate of 250kbps and an indoor communication range of 20-30 meters. However, the low rate and long range of TelosB mote make it not the ideal option for body sensor networks. We anticipate better sensors that are tailored for BSNs in the near future.
TinyOS [5] is an open source operating system designed for lowpower wireless devices. This includes body sensor networks, smart buildings, smart meters, and ubiquitous computing. It is an embedded operating system written in nesC. TinyOS programs are built using a series of components that are software abstractions of the underlying hardware on the chip. It already has support for several different wireless sensor mote hardware platforms.
Sensor Data Characteristics
Each TelosB sensor mote generates three blocks of data at every data collection, temperature, humidity, and a time stamp. Each block corresponds to two bytes. The time stamp is actually just a counter that increments every time a new data point is gathered. This information can be used to order the data when it is retrieved by the data processor. This means that at an absolute minimum we need three blocks of data sent every time. This increases by a factor of two (as we only need one time stamp) if we include more than one data point in the message.
The sending speed needs to approximate a reasonably generic use of a body sensor network. A position sensing program for human movements using a body sensor network is a common application and a good one to model. Human movement is, at a maximum, 60 Hz, but can be modeled very well with 30 Hz. This means a sending speed of once every 33 milliseconds. So three data blocks every 33 milliseconds should be the minimum goal.
In addition, sensors have heterogeneous data characteristics. For example, an ECG/EKG sensor may sample data at much higher frequency than blood pressure sensors. In this case, the overall data rate of some sensors may be significantly higher than other sensors.
Finally, the built-in message formats in TinyOS is used for sensors, which includes a broadcast and a pseudo TCP mode where acknowledgement of message receipt is required. More fully implemented modes such as UDP and TCP can be adopted as well. But using the simple message formats does not affect the correctness and effectiveness of the proposed protocol. Despite of its popularity for existing body sensor network implementations, IEEE 802.15.4 has several fundamental disadvantages. First, the coverage is 10 meters, which is not necessary for body area networks and may impose privacy related issues. Second, the maximum bandwidth is not sufficient for supporting a large number of sensors or real-time high data rate applications such as video sensors. Finally, the standard is not flexible enough to support the heterogeneity of various body sensors based sensor capability, data rate requirements, sensor data characteristics.
LOSS RESILIENT PROTOCOL DESIGN
Basically, with the underlying IEEE 802.15.4 MAC protocol used by TelosB motes, the physical bandwidth is limited to 250kbps. However, the aggregate throughput achieved by all the motes is also affected by traffic characteristics especially packet size. Due to the framing overhead in IEEE 802.15.4 MAC, the received throughput decreases when payload size is small. As shown in [10] , concatenating multiple small payload size helps improve the performance significantly in IEEE 802.11.
PACKET CONCATENATION
In this work, we propose to concatenate sampling data from sensors until it reaches a specific threshold before transmitting to the data aggregator. Another support of the concatenation scheme is attributed to the observation that in BSNs, some sensors, especially important sensors such as ECG/EKG sensors, sample data at a relatively higher frequency. Therefore, instead of immediately transmitting each sample, concatenating multiple samples and then send out does not yield significant loss. For other sensors, such as blood pressure sensors, which sample data very infrequent, it might not be desirable since a higher delay may be created. However, from the throughput aspect, concatenation does not create significant difference with low data rate of those sensors.
It may be desirable to perform some fine-tuning with the MAC message structure and design the concatenation at the MAC level for maximum throughput improvement. However, one advantage of our approach is the compatibility with IEEE 802.15.4 standard. We only perform packet concatenation at the application layer, not the MAC layer. Therefore, there is no modification required at the underlying layers. By reducing the overall framing overhead, we can achieve better aggregate throughput whiling maintaining a very high degree of interoperability with other devices as well as a standard format which makes it ideal for a test bed.
Finally, the key issue in the prescribed concatenation strategy is to determine the concatenation threshold, i.e., the maximum number of data blocks that we can practically put together. We start this investigation by performing various experiments to identify the relationship between the maximum throughput and message size. The result shows that a hard cap of 13 data blocks per message achieves the highest throughput. With more than 13 blocks, the hardware takes too long to compose the message and TinyOS's non-blocking property would prevent the message from being sent. In addition, there was no significant difference in data loss between sending messages with 13 data blocks and sending messages with 3 data blocks, at multiple different sending speeds.
PRIORITY BASED ADAPTIVE TRANSMITTING
An additional issue in BSNs is to provide sufficient data transmission reliability. We focus on important sensors where reliable streaming is critical. For example, ECG/EKG sensors require reliable data set in order to identify frequency, rhythm, and signal strength/timing of heartbeats, therefore matching specific symptom patterns for further diagnosis. If data loss rate is significant, then the accuracy of the pattern recognition will decrease, leading to either false detection or failure of detection. For other sensors such as blood pressure sensors, higher loss rate is usually acceptable due to its relatively independence and less importance.
Therefore, we may define a priority for each sensor mote and include it in messages to the data aggregator. The data aggregator would then compare the last timestamp it received from that sensor to see if it had missed a packet. If this happened it would send a broadcast message telling sensors with a lower priority to send at a slower rate. By this scheme, high priority sensors receive more shares of bandwidth and the corresponding data loss reduces until reaching a satisfactory level.
To further optimize the performance, once a low priority sensor receives a broadcast message from a high priority sensor, it concatenates the data and reduces their sending rate proportionally. This allowed them to reduce their sending rate without reducing the amount of data being sent.
Discussion
One limitation of our current implementation is that the sensor priority is hardcoded into the program of the sensor mote and there's no way to guarantee that the sensor motes will receive the message. This problem can be alleviated by allowing sensors to receive messages telling them to change priority or coding them to change their priority when they determine they need to. The issue of no guarantee of message delivery can be alleviated by using the pseudo TCP or true TCP message structure to contact each sensor mote, however this drastically increases sending time and ties up the radio on the data aggregator for much longer than a single broadcast message. A single broadcast message has the lowest overhead of any message and if the sensor mote doesn't receive it and continues sending at a rate that causes higher priority sensor's data to be lost, more broadcast messages will be sent and the chance of one being received goes up. The advantages of this system are that it's lightweight (only includes an extra data block in communication and an array of data on the data aggregator), extra communications are kept to a minimum (a single message to slow sending), and can be extended to any number of different priorities (since the priority is stored as an integer).
EXPERIMENTAL RESULTS

Experimental Configuration
As illustrated in Figure 4 , each of these tests was set up with four motes simulating sensors, one mote simulating the data aggregator, and one mote attached to a computer. For the raw sending and concatenation tests, each of the sensors sends the same amount of data with an included timestamp. For the priority tests two different setups were used. One was set up to only use the backoff part of the priority scheme and the other used data concatenation on the sensors for lower priority sensors. In both cases one sensor was the highest priority and the other three sensors were the lowest. Additionally, the radio attached to the computer was used as a second data aggregator to reduce the difficulties of multiple message sizes.
Figure 4. Experimental test bed setup
We attempted to start the sensors as close to the same time as possible to create as homogenous a time frame as possible. We look at the time to receive a message averaged over 50 received messages so that any dropped messages or network delays will be factored into the result. The percentage of packets lost is investigated as well. These tests were designed to induce packet loss and so the packet loss should be higher than normal. Figure 3 shows the time to send raw data messages. It can be observed that with concatenation, the system achieves a lower time to send the same number of message, indicating high network capacity. Thus, packet concatenation is effectiveness in improving the aggregate throughput.
Results
As shown in Table 1 , for the raw data sending without concatenation, the packet loss ratio reaches 60% and the average time to send a message from the aggregator is 36.16 milliseconds. However, with concatenation, the packet loss is reduced to 42% and the average time to send a message from the aggregator is reduced to 27.13 milliseconds. Overall, a 30% reduction in packet loss and a 25% reduction in sending time have been achieved. For the priority sending with no concatenation the high priority sensor had a packet loss of 4% and an average time to send of 25.96 milliseconds. The lower priority sensors had an average packet loss of 1.91% and an average sending time of 56.41 milliseconds. This test was sending half as much data as other tests so the results are slightly better.
For the priority sending without aggregation at the sensors, for the high priority sensor packet loss was 5% and an average time of 25.74 milliseconds to send a message. For other priority sensors the packet loss averaged 8% with an average time of 46.97 milliseconds to send a message.
Therefore, we can see that the prioritized scheduling does yield acceptable loss rate (4%-5%) for high priority sensor. On the other hand, the improvement of average time to send messages of lower priority data from concatenation is attributed to its lower overhead and higher maximum throughput.
CONCLUSION
In this paper, we investigated the critical issue of reducing loss rate and maintaining data communication reliability in IEEE 802.15.4 based body sensor networks. We established a real test bed with multiple sensors for performance evaluation. A sensor importance based prioritization approach is proposed to integrate with a packet concatenation scheme at the application layer.
Experimental results validate the effectiveness of the proposed strategy.
In this work, we attempt to maximize the performance of high importance sensor motes. Therefore, concatenation scheme is only adopted for low priority sensors. In the future, we would like to extend the proposed approach to a two phase strategy where sensors first concatenate packets based on the data requirements and then backoff if it is necessary to ensure the data reliability of high priority sensors. We would also like to study the feasibility of improvements directly at the MAC layer. 
