Double-pulsed diffusional kurtosis imaging (DP-DKI) represents the double diffusion encoding (DDE) MRI signal in terms of six-dimensional (6D) diffusion and kurtosis tensors. Here a method for estimating these tensors from experimental data is described. A standard numerical algorithm for tensor estimation from conventional (i.e., single diffusion encoding) diffusional kurtosis imaging (DKI) data is generalized to DP-DKI. This algorithm is based on a weighted least squares (WLS) fit of the signal model to the data combined with constraints designed to minimize unphysical parameter estimates. The numerical algorithm then takes the form of a quadratic programming problem. The principal change required to adapt the conventional DKI fitting algorithm to DP-DKI is replacing the three-dimensional diffusion and kurtosis tensors with the 6D tensors needed for DP-DKI. In this way, the 6D diffusion and kurtosis tensors for DP-DKI can be conveniently estimated from DDE data by using constrained WLS, providing a practical means for condensing DDE measurements into well-defined mathematical constructs that may be useful for interpreting and applying DDE MRI. Data from healthy volunteers for brain are used to demonstrate the DP-DKI tensor estimation algorithm. In particular, representative parametric maps of selected tensor-derived rotational invariants are presented.
INTRODUCTION

Double diffusion encoding (DDE) MRI is an emerging technique that differs from
conventional single diffusion encoding (SDE) MRI by utilizing two diffusion wave vectors (or qvectors) per signal excitation rather than just one (1, 2) . This allows additional information regarding the water diffusion dynamics to be obtained that relates to the conditional probability of a first diffusion displacement being followed by a second diffusion displacement, to which SDE MRI is completely insensitive. As a consequence, several rotationally invariant diffusion metrics may be derived with DDE MRI, which are impossible to measure with SDE MRI (3) (4) (5) (6) (7) .
Some of these pertain to microscopic diffusion anisotropy, which may be large even in tissues for which macroscopic measures, such as the fractional anisotropy, are small or vanish.
Most prior studies applying DDE MRI have employed either phantoms or biological specimens in order to develop and validate this method (1, 4, 8, 9) , although application to in vivo brain has been reported in several recent studies (5) (6) (7) 10, 11) . Most of these have focused on the technical aspects of DDE MRI, reflecting the challenges associated with this approach. However, Lawrenz and coworkers (11) report that one index of microscopic diffusion anisotropy is more sensitive in detecting differences in brain tissue microstructure related to aging than the conventional fractional anisotropy obtained with SDE MRI. The feasibility of utilizing DDE MRI for human imaging is expected to increase in the coming years with the growing availability of clinical scanners with gradient strengths of 80 mT/m and higher (5) .
For SDE MRI, the cumulant expansion provides a natural approach for representing the diffusion-weighted signal and is the basis for commonly used analysis methods, including diffusion tensor imaging (DTI) (13) and diffusional kurtosis imaging (DKI) (14, 15) . The extension of the cumulant expansion to DDE MRI was first considered by Jespersen and Buhl (16, 17) . This leads to a series for the logarithm of the DDE signal in terms of powers of the two q-vectors. With mild assumptions, this series contains only even order terms. In order to accommodate diffusion anisotropy, each term of the series involves tensors, which encapsulate the essential diffusion information that can be gleaned from DDE. The leading (second order) term includes two tensors-the conventional diffusion tensor and a displacement correlation tensor (16) . The next term is of fourth order and is composed of three tensors, the conventional kurtosis tensor together with two tensors that encode information unique to DDE (17) . In this way, DDE MRI data can be systematically distilled into well-defined mathematical constructs. In R2,C18 R2,C17 R1,C1 principle, the cumulant expansion approach is only applicable when the diffusion weighting is not too strong, but as experience with SDE suggests, it is likely to be relevant for many experiments of practical interest.
Recently, it has been shown that the cumulant expansion for DDE can be reformulated in terms of six-dimensional (6D) tensors (5, 7, 18) . This simplifies the expansion considerably in that only a single tensor occurs with each term. Moreover, these 6D tensors are direct analogues of the three-dimensional (3D) tensors that arise in the cumulant expansion for SDE MRI. This allows the cumulant expansion for DDE to be analyzed in much the same manner as is routinely done for SDE.
In prior work, we demonstrated how to apply this 6D approach for the analysis of the DDE MRI signal to in vivo dMRI data from brain (5, 7) . As is typical for SDE, we truncated the cumulant expansion after the fourth order term. For SDE, this truncation corresponds to DKI (14, 15) , and so we refer to the DDE generalization as double-pulsed DKI (DP-DKI). In order to simplify the mathematical considerations, we extended, for these initial papers, the "fast kurtosis imaging" method of Hansen and coworkers (19) to DDE. This allowed us to derive a single novel rotational invariant without explicitly constructing the full 6D kurtosis tensor, and it also substantially simplified the data acquisition protocol. However in doing so, much of the information contained in the 6D kurtosis tensor is neglected.
The purpose of this paper is to describe and demonstrate a method of estimating the full 6D diffusion and kurtosis tensors from DDE data. By virtue of the 6D cumulant expansion for DDE being a straightforward extension of the conventional 3D cumulant expansion for SDE, we are able to adapt an existing method that has been frequently applied for standard (SDE) DKI (20) . In essence, one need only replace the 3D tensors of standard DKI with their 6D generalizations. While this is relatively straightforward from a coding perspective, it is challenging computationally due to the larger size of the 6D tensors. Specifically, the 6D diffusion tensor has 12 independent components, compared to 6 in 3D, and the 6D kurtosis tensor has 66 independent components, compared to 15 in 3D. This higher number of independent components also necessitates that data for at least 66 diffusion encoding directions be obtained, which impacts the image acquisition time.
At the core of our method is a weighted least squares (WLS) fit of the signal model to the data, which is based on one of the several methods previously proposed for standard DKI (20, 21) . The WLS approach is chosen because of its simplicity, efficiency, and numerical robustness, which are key considerations in view of the large number of independent parameters needed to fully specify the 6D diffusion and kurtosis tensors. In order to minimize the occurrence of unphysical parameter values (e.g., negative diffusivities), the WLS fitting is augmented by a set of constraints that render the computational task into a quadratic programming problem, which is amenable to solution via standard techniques (22) . DDE data in brain from two healthy volunteers obtained with a 3T clinical scanner are used to demonstrate the method. Here we consider just the calculation of a few of the simplest possible rotational invariants that can be derived from the 6D tensors, even though they represent only a fraction of the total information content. Our goal is to give preliminary examples of parametric maps based on these diffusion metrics rather than to infer strong conclusions regarding brain tissue microstructure. Nonetheless, we do briefly consider the physical significance of the considered invariants.
THEORY AND METHODS
Cumulant Expansion for DDE Signal
The DDE signal magnitude S can be regarded as a function of two 3D q-vectors, π γδ 
where rectangular gradient pulses are assumed and ∆ is time between the centers of the two lobes for each block of diffusion encoding gradients (5, 7, 18) . We refer to ∆ as the diffusion time, although some authors use this term instead for
. The validity of Equation [1] relies on the narrow pulse condition in which δ is assumed to be small (18) .
Note that b is proportional to 2 q so that the prefactors before the two sums in Equation [1] are independent of q . By introducing the 6D diffusion encoding direction vector, q / q n ≡ ,
where α ñ represents a component of ñ . Note that 1 | | = n by definition. Equation [3] is the 6D generalization of the familiar 3D cumulant expansion upon which standard DKI is based (9) . An alternative form for Equation [3] is
where
is the 6D diffusivity for the direction ñ and ( ) [6] is the corresponding 6D diffusional kurtosis. Since b and ñ uniquely determine q (for given ∆ and δ ), one may equally well write ( )
in Equations [1] , [3] , and [4] .
It is important to appreciate that the 6D cumulant expansion for the DDE signal holds generically for all diffusive media (just as the 3D cumulant expansion does for SDE), save a few 
where τ is the mixing time for the DDE sequence and
From Equation [8] , it follows that C vanishes whenever the 3D diffusion tensor is independent of the diffusion time. If D has a weak time dependence, then Equation [8] implies
. Thus C is an approximate indicator of the time derivative of D . A derivation of Equation [9] is given in Appendix A.
The 3D tensor C represents the additional information that DP-DKI provides beyond standard DKI to the leading order in the b-value, and it is equivalent to the displacement correlation tensor introduced by Jespersen and Buhl (16) . However as is evident from Equation [8] , this information can alternatively be derived from a set of three SDE experiments with diffusion times of τ , τ + ∆ , and
. So in this sense, the information contained in D is not unique to DDE, which is a special case of a more general theorem that the full time dependence of the 3D diffusion tensor is sufficient to predict the dMRI signal to the leading order in the diffusion weighting for arbitrary dMRI pulse sequences (17, 23) .
R2,C5
Of the 66 independent components for the 6D kurtosis tensor, 15 recapitulate the independent components of the 3D kurtosis tensor. The remaining 51 components represent information that can only be acquired with DDE (or more complicated pulse sequences). In contrast to the tensor C , these additional components cannot be determined from any possible set of SDE experiments. Thus, it is only the terms from the cumulant expansion of order 2 b and higher that provide truly novel information vis-à-vis SDE MRI. An advantage of the DP-DKI approach is that the order 2 b information is fully contained within the 6D kurtosis tensor.
Symmetry Properties
The 6D diffusion tensor has 36 components, but because of symmetry properties only 12 of these are independent (5, 18) . Similarly, the 6D kurtosis tensor has 1296 components, but symmetry reduces this to 66 that are independent.
For D , the first symmetry is that the components αβ D are invariant with respect to an interchange of the indices α and β . This is simply the statement that D is a fully symmetric tensor, as is D . An additional symmetry, which follows from time reversal and time translation invariance of the microscopic molecular dynamics (18) , is [10] where
It is the combination of these interchange and time reversal symmetries that result in only 12 of the 36 components being independent.
For W , the same two symmetries also apply. First, the 6D diffusion tensor is fully symmetric, just as for the 3D case. Second, the time invariances imply that [12] where in analogy to Equation [11] ,
[13]
Again the combination of the two types of symmetries determines the number of independent components.
We also note that, as follows from Equation [7] ,
where ij D represents a component of D and with the indices i and j ranging from 1 to 3.
Similarly,
where ijkl W represents a component of the 3D kurtosis tensor W and with all the indices again ranging from 1 to 3. Hence, the 3D diffusion and kurtosis tensors are contained within the 6D tensors as subunits. Here and elsewhere Latin letters are used for indices that vary from 1 to 3, while Greek letters are used for indices running from 1 to 6.
Rotational Invariants
Typically, one is most often interested in quantities that are independent of the choice for the physical 3D coordinate system. These are the ordinary rotational invariants, which need only be unchanged with respect to a rotation in 3D. A quantity that is invariant with respect to 6D
rotations is also a 3D invariant but the converse is not necessarily true.
The simplest rotational invariants for DP-DKI are linear forms in either D or W . For D , the linear invariants span a two-dimensional space. In order to devise a basis set for this space, we first define the 3D direction vector
where ( ) Note that Equation [16] implies that 1 | | = u , so that u is also a unit vector. From u , we can construct a pair of 6D direction vectors as
[17]
We then define the 6D mean parallel diffusion directions, they are manifestly rotational invariants. After performing the integrals in Equation [18] , this simplifies to
Clearly, we have
and ( ) ( )
Thus any two of these four diffusivity invariants (i.e., † + D is unique to DDE MRI. As follows from Equations [8] , [20] , and [21] ,
whenever the diffusion tensor D is independent of time.
For linear rotational invariants based on W , we first have the 3D mean kurtosis tensor given by (19) ∫ Similarly, the 6D mean kurtosis tensor is defined by (5)
with the integral being over all 6D directions, which works out to ( ). In general, W is not equal to W , and it represents an independent metric (5,7). We can also construct 6D mean parallel and anti-parallel kurtosis tensors as
After evaluating the integral, this takes the form ( ). for multiple Gaussian compartment (MGC) models without inter-compartmental water exchange. Henceforth when we refer to MGC models, it is assumed that inter-compartmental water exchange is neglected, even though one may also formulate MGC models with exchange.
We further assume, as is typically done, that the intra-compartmental diffusion tensors are independent of time.
Another natural set of rotational invariants to consider are the fractional anisotropies for D , D , W , and W . These can be written as FA is invariant under 6D rotations as well.
WLS for DP-DKI
There are a variety of methods for fitting signal models to dMRI data. Here we choose WLS for the sake of simplicity and numerical robustness. Since there are a total of 12+66=78 independent parameters to be estimated, a robust method such as WLS has the important advantage, in comparison to many other methods, of avoiding the difficulties associated with multiple local minima. In addition, WLS is the basis of our publically available post-processing software for standard DKI (25).
R2,C22
R2,C1
To define the WLS procedure, we suppose that experimental data for the DDE signal has As shown in Appendix C, the sums in Equation [34] can be written explicitly in terms of the 12 independent components for D and the 66 independent components for . 2 
W H D ≡
These independent tensor components may be reorganized into a one-dimensional array, X , with 78 components. Equation [34] can be then be written in the canonical form
where A is a matrix with 78
components. An explicit representation of A is given in Appendix D.
If Equation [36] is solved in the least squares sense, then one has
where ( ) Here we have assumed that the standard deviation associated with ( ) 0 S is negligible, which is the case if a sufficient number of acquisitions with 0 = q are averaged.
Constraints and Quadratic Programming
Because of noise, motion, and imaging artifacts (e.g., Nyquist ghosting), the DDE signal may, in practice, have significant errors that can confound the accurate estimation of the 6D diffusion and kurtosis tensors, if WLS is implemented by applying Equation [38] directly. This problem can be mitigated by imposing constraints on the tensor components that help to keep these within physically acceptable ranges.
Here we adapt to DP-DKI constraints similar to those used for standard DKI (20) . The first of these is
so that the 6D diffusivity is positive in each diffusion encoding direction. The second is that the 6D kurtosis is restricted to the range
where max b is the maximum b-value for the data acquisition. This lower bound is rigorously true for any MGC model (5, 14, 27) and is expected to hold in most biological tissues, such as brain.
The upper bound guarantees that the solution corresponds to a monotonically decreasing DDE signal (20, 28) , over the b-value range of the data acquisition, as is empirically observed for brain. However, the DDE signal is not necessarily monotonically decreasing for certain highly ordered diffusive media (1, 8) , in which case the constraints of Eq.
[41] may not be appropriate.
In order to impose these constraints, the array X can be obtained by solving the quadratic programming problem 
Diffusion Encoding Directions
For the matrix A to be well conditioned, at least 66 independent diffusion encoding directions must be employed (5,7), although this by itself is not sufficient. Here we use 80 independent 6D directions so as to have an overdetermined set of equations, which can help to reduce deleterious effects associated with noise and artifacts. For the first 21 of these directions, we choose those needed for the fast kurtosis approach, which has been previously described A , the extra 59 directions were selected from an ensemble of 10000 randomly generated sets of encoding directions. This optimal set of 21+59 directions was used for all of the experimental measurements and is listed in Table 1 of Appendix E.
Data Acquisition
DP-DKI datasets were acquired from two healthy volunteers, both 23 yrs of age, using a protocol approved by the Institutional Review Board of the University of Hong Kong under informed consent. All data were obtain on a 3 T whole-body MR scanner (Achieva TX, Philips R2,C16
R2,C9
R2,C26
R2,C27
Healthcare, Best, The Netherlands) with a maximum gradient amplitude of 80 mT/m using an eight channel receive only head coil. A spin-echo echo-planar-imaging custom DDE pulse sequence was employed, as previously described (7 
Data Analysis
All images for each subject were co-registered to the first b0 image acquired using SPM8 (Wellcome Trust Center for Neuroimaging, London, UK). An average DP-DKI dataset was created by averaging all corresponding b0 images and DWIs, which was then processed with custom scripts implemented in MATLAB (Math Works, Natick, MA). Thus, for each subject, 17 b0 images were averaged, and two images for each combination of diffusion encoding direction and nonzero b-value were averaged. The DWIs were filtered for Gibbs ringing artifact and noise using a Gaussian kernel with a full width at half maximum of 3.375 mm, after which a constrained WLS algorithm was used to estimate the 6D tensors. The diffusion and kurtosis tensors were computed on a voxel-by-voxel basis to obtain the parametric maps for For the same subjects and slices, Figure 2 gives MGC model, at least in certain brain regions. However, some of these differences could also be due to estimation errors. seen to be similar to the μFA map. However, these two metrics have an important conceptual distinction in that 6D KFA is not tied to a specific model of the diffusion dynamics, unlike μFA which is only well-defined for MGC models.
In order to illustrate the effect of applying the constraints of Equation [43] , we also performed a calculation of the diffusion metrics without these constraints being imposed. In most voxels, we find that this makes little or no difference. However, the maps for the linear kurtosis metrics calculated without the constraints do possess several hypointense regions that are lessened or removed when the constraints are applied. This is demonstrated in Figure 4 for one subject and is similar to the effect of imposing constraints with standard SDE DKI (20) . The artifacts that the constraints help to attenuate may be due to a variety of factors such as signal noise, motion, Nyquist ghosting, Gibbs ringing, thermal drift, and incomplete fat suppression.
For the vast majority of voxels, the signal model of Equation [34] is found to provide a close fit to the data. This is a not a trivial result as in each voxel there are 160 data points (i.e., 
DISCUSSION
The analysis of DDE MRI data can be complicated due to the rich array of information that this technique provides. Accordingly, a variety of related methods have been previously proposed for this purpose (1) (2) (3) (4) (5) (6) (7) (16) (17) (18) 33) . Our present DP-DKI formulation in terms of 6D diffusion and kurtosis tensors demonstrates that DDE MRI can be analyzed in a manner analogous to that conventionally utilized with standard DKI. We believe this has substantial conceptual advantages, even if the mathematical details may seem baroque. In essence, the DP-DKI formulation of DDE MRI follows the same fundamental logic of DTI and DKI that has proven successful for SDE MRI. The primary goal of this paper is to describe in detail a practical approach for performing DP-DKI calculations.
We have chosen to employ a constrained WLS algorithm because of its simplicity and numerical robustness. Constrained WLS is also frequently used for standard DKI, and the generalization to DP-DKI is relatively straightforward. The essential change is extending the R2,C37
R2,C36 diffusion and kurtosis tensors from 3D to 6D. As a consequence, the number of unknowns increases from 21 to 78 and the minimum number of diffusion encoding directions increases from 15 to 66. This means both a greater data acquisition burden and a more challenging numerical analysis. On human scanners, the quality of the data benefits from using systems with strong gradients having maximum magnitudes of 80 mT/m or higher, since this allows for much shorter echo times in comparison to systems with the more common gradient strength limit of about 40 mT/m.
The 80 6D diffusion encoding directions listed in Table 1 An important advantage of defining metrics for DDE MRI directly in terms of the 6D diffusion and kurtosis tensors is that this endows them with well-defined physical meanings independent of any particular model for the diffusion dynamics. This is in contrast with some other proposed metrics whose definitions rely on a priori assumptions (3, 4, 6, 7, 31, 32 independent components, which is less than one third of the number allowed in general.
Although our primary focus has been on the practical aspects of calculating the 6D diffusion and kurtosis tensors, the preliminary results presented here do lend themselves to some initial observations. First, for the diffusion and mixing times used in our DDE pulse sequence, the metric C is quite small in comparison to D (see Figure 1 ) in most brain tissue, implying that the mean diffusivity is not strongly time dependent. This is largely consistent with prior work in which the time dependence of the diffusion tensor in brain is measured directly (35) .
Another potentially significant finding is the fact that the W , † + W , and † − W maps have noticeable differences. The most straightforward interpretation is that this represents a departure from the predictions of MGC models, which require these three quantities to be identical. Since MGC models are widely applied in the modeling of dMRI data (36) , this could have important implications for the accuracy of such models. However, the observed differences might also be partly the result of systematic errors in the estimation of the linear 6D kurtosis metrics due either to the effect of truncating the cumulant expansion at the order 2 b term (see Equation [34] ) or to imaging artifacts (e.g., Nyquist ghosting). Nonetheless, DP-DKI provides, in principle, a systematic method of investigating the validity of MGC models. Finally, it is noteworthy that 6D KFA is substantially larger in most of the brain than 3D
KFA (see Figure 3 ). This suggests that the 6D KFA detects considerably more diffusion anisotropy, which presumably is mainly microscopic diffusion anisotropy not detectable with SDE MRI.
CONCLUSION
The 6D diffusion and kurtosis tensors for DP-DKI can be conveniently estimated from DDE MRI data using quadratic programming in a manner very similar to that of established post-processing methods employed for standard DKI. This includes constraints that help to R2,C13
reduce the effects of noise and imaging artifacts. Without these constraints, which typically have a significant impact on only a small fraction of the voxels, the quadratic programming algorithm reduces to a simple WLS fit of the signal model to the data. We have also introduced several rotationally invariant metrics that can be calculated from the 6D diffusion and kurtosis tensors, which may be useful in applying DP-DKI to the characterization of tissue microstructure.
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APPENDIX A: DERIVATION OF EQUATION [9]
The diffusion tensor has the Taylor series approximation
about a time 0 t , where
If this is applied to Equation [8] , one finds
[A2] [B1]
Now consider an MGC model with N compartments where the nth compartment has a water fraction n f and a 6D diffusion tensor 
APPENDIX C: EXPRESSION OF CUMULANT EXPANSION IN TERMS OF INDEPENDENT TENSOR COMPONENTS
In order to implement our numerical method for calculating the 6D diffusion and kurtosis tensors, one needs to express the sums in Equation [34] in terms of the 12 independent components for D and 66 independent components for W H2 D ≡ . Here we give explicit formulae for accomplishing this.
Let us first consider the sum
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