A number of different methods for calculation of vibrational energies are reviewed and tested for calculation of the fundamental vibrational frequencies for ethylene. The methods tested for the description of the vibrational states are vibrational self-consistent field (VSCF), vibrational configuration interaction (VCI), vibrational Møller-Plesset theory (VMP), and vibrational coupled cluster (VCC). The convergence of the different methods toward the full vibrational configuration interaction (FVCI) result is discussed for a modest-sized one-mode basis. For larger one-mode basis sets results are presented for selected methods. Different representations of the potential energy surface are compared including full and partial quartic force field as well as expansions using up to sixth derivatives of the potential energy surface. Using MP2 electronic structure theory, the electronic structure basis set convergence is tested.
Introduction
M olecular vibrations are directly or indirectly important in many disciplines of chemistry [1] , including high-resolution vibrational spectroscopy, UV spectroscopy, and photoelectron spectroscopy. Vibrational energies are important for chemical reactions as sources and sinks. The interpretation of femtosecond laser experiments also typically involves vibrational states-the only difference is that now the behavior of superposition states is central [2] . Vibrational motion is important for molecular properties, causing both an averaging of electronic properties over the vibrational motion and pure vibrational contributions to the properties at hand, as for example has been demonstrated for nonlinear optical properties [3] .
Perturbation theory using harmonic oscillator reference states has long been a standard approach for theoretical vibrational spectroscopy. However, there are many problems where perturbation theory is seriously challenged, for example because of large amplitude motion and/or multiple minima. Methods under the general label of "Variational methods" have been developed over the years to be able to address more general problems. References to many different approaches can be found in the compilation in Ref. [1] .
In this article we consider methods that have the vibrational self-consistent field (VSCF) approach as their natural starting point. Methods based upon VSCF [4 -7] has gained increasing popularity in recent years for the calculation of anharmonic vibrational states. In the VSCF approach each degree of freedom vibrates in the average field of the other modes. The neglect of direct correlations has consequences on the final accuracy that can be achieved, and a number of different methods have been suggested for improving the accuracy. Vibrational configuration interaction (VCI) [8 -10] is one approach used for including the correlations between the different degrees of freedom. Another branch of active research in recent years has been vibrational Møller-Plesset [11] perturbation theoretical methods, where the reference for the perturbation treatment is now the VSCF state, rather than simply the harmonic oscillator states [12] [13] [14] [15] . The ideas of VMP and VCI have also been developed by other groups in different contexts [16 -18] . In a recent publication [19] a second quantization (SQ) formulation of many-mode dynamics was outlined. Based on this formalism a new vibrational coupled cluster (VCC) method was devised [19, 20] and tested with encouraging results.
In this article we discuss and compare the performance of VSCF, VMP, VCI, and VCC methods for the prediction of the fundamental vibrations in ethylene. Ethylene is a rather well-studied system-and for the electronic ground state many issues concerning the fundamental vibrations are well known and have been studied in a number of theoretical works [16, [21] [22] [23] [24] [25] . Nevertheless, we choose to consider this system in our calculations because (1) it is small enough to allow us to perform true benchmark studies and learn about the convergence of various effects; and (2) it is the smallest system among a number of related organic molecules that we shall study in forthcoming papers. Among the problems studied in this article are the importance of vibrational correlation and the size and nature of the normal coordinate one-mode basis for the vibrational calculations. The representation of the potential energy surface with respect to expansion to different orders and inclusion/exclusion of many-mode couplings will also be considered as well as the importance of the numerical errors in the calculation of the numerical derivatives. The convergence of the atomic basis set used in the electronic structure calculations behind the PES will be discussed briefly, although benchmarking of the electronic structure part is not a primary target of this article because a number of aspects have been discussed in previous studies [21, 22] .
In Section 2 the general aspects of the theories are briefly reviewed and compared. Section 3 describes more technical aspects of the computations. The results from the calculations on C 2 H 4 are discussed in Section 4. Finally, we conclude with a summary in Section 5.
Theory

VIBRATIONAL SELF-CONSISTENT FIELD THEORY
Consider a system with M modes, where a "mode" denotes a vibrational degree of freedom. In this article the modes are standard normal coordinates. In the vibrational self-consistent field (VSCF) model one seeks to find the optimal one-mode functions when the M-mode wave function is a simple product of one-mode functions:
Thus, VSCF is essentially just the application of the Hartree approximation to the problem of coupled distinguishable anharmonic oscillators. 
The wave function and the energy are indexed by a vector, i, indicating the nature of the VSCF reference state.
Working out the variational criteria in detail one obtains that the VSCF one-mode functions can be found as eigenfunctions from the effective onemode eigenvalue equations
where the following effective operator F m,i has been defined for each mode
This is a mean-field operator for each mode m showing clearly that the interaction between the modes are only included in an average sense. The total VSCF energy is obtained from Eq. (2) using the optimal i m m (q m ). Given that the modals satisfy the VSCF eigenvalue equations, the one-mode eigenvalues of the effective operator can be written in terms of the Hamiltonian and the eigenfunctions as
for all i m in i. Because some terms may be constant for a given mode, they may for efficiency be left out of that particular F m,i and, thus, out of Eq. (3), thereby invalidating the last equality of Eq. (5). This does not change the general principles of the VSCF algorithm and the final VSCF energy calculated from Eq. (2).
The s m m (q m ) functions here are obtained from an expansion in terms of a set of Harmonic oscillator functions using normal coordinates. Other types of basis sets are possible, and there are other approaches to the solution of the VSCF equations. The one-mode functions are denoted modals in analogy to the orbitals of electronic structure theory. The VSCF modals can be used in the calculation with more accurate wave function that includes the vibrational correlation. It seems reasonable to assume that, for a given accuracy, the number of basis functions required using VSCF modals is smaller than if the original harmonic oscillator basis are used. In this article we use a rather large primitive harmonic oscillator basis which is computationally inexpensive in VSCF, and then use a limited number of VSCF modals constructed from this basis in the correlated calculations. For simplicity, we use the same number, N m , of VSCF modals per mode for all modes.
VIBRATIONAL STRUCTURE THEORY IN SECOND QUANTIZATION
A second quantization formulation for vibrational structure theory was developed in Ref. [19] .
In this formulation both the relevant quantum mechanical states and the operators can be expressed in terms of creation and annihilation operators. The creation and annihilation operators for a mode m relates to an orthonormal one-mode basis 
where ͉vac͘ is the state vector where all modes are unoccupied in all levels. The Hamiltonian operator can also be written in second quantization algebra. Here we use a sum over product form for the Hamiltonian, which in both first and second quantization can be written as 
which is related to the first quantization representation through the matrix elements
where h m,t are the first quantization one-mode operators.
The SQ formulation allows a convenient formulation for coupled cluster wave vibrational wave functions [20] . Different correlation methods are described in the subsequent subsections.
VIBRATIONAL CONFIGURATION INTERACTION WAVE FUNCTIONS
Explicit interactions between the modes are ignored in VSCF. Including such interactions requires a wave function beyond a simple Hartree product. Thus, excitations from occupied modals into "virtual" modals-the unoccupied levels in the VSCF-must be included. These excitations can be generated by excitation operators denoted . Accordingly, the full configuration space may be written as {͉⌽ i ͘, ͉⌽ i ͘}. The index is a compound index giving all necessary information to specify the excitation including which modes are excited and to which levels. The excitations can be written as products of one-mode excitations of the type a a 
The parameters are determined from variational criteria giving the usual CI eigenvalue equations. Including the full sum over all excitations the full VCI (FVCI) wave function is obtained. The FVCI wave function is the exact wave function for the given Hamiltonian and one-mode basis set. The difference between the VSCF energy and the FVCI energy is denoted as the correlation energy. For obvious reasons, an unavoidable approximation for larger systems is using a limited number of Hartree products (a restricted M-mode basis) of the full set that could be constructed from a given one-mode basis. In this article, we have checked the convergence of our results with respect to such truncations. Truncated VCI treatments include only a part of the full excitation space and give, accordingly, only a fraction of the correlation energy but can be computationally much cheaper. One way to introduce approximations to the FVCI wave function is to truncate the VCI expansion at some excitation level lower than the number of modes. Other ways of restricting the VCI space are possible, but the above approach is chosen for simplicity in relation to the following discussions and for efficiency in the calculations.
Two Both the ground-state and state-specific VCI have been discussed in a number of papers [5, 6, 8 -10, 20] . In our implementation both types of VCI calculations are carried out using an iterative direct VCI methodology in conjunction with a Davidson algorithm, as described previously [20] .
VIBRATIONAL MØLLER-PLESSET PERTURBATION THEORY
Vibrational Møller-Plesset theory is the application of Møller-Plesset perturbation theory [11] to vibrational problems using a VSCF reference state [12] [13] [14] [15] . Thus, the zeroth order Hamiltonian H 0 and the corresponding zeroth order wave function are obtained from the VSCF mean-field description
The U i operator describes the difference between the true many-mode interaction and the VSCF mean-field representation. This separation is unique to each state motivating the i index vector. For brevity the i index vector is left out in the following. An ordinary perturbation expansion in orders of U with the VSCF state as the zeroth-order state gives a sequence of perturbational corrections to the VSCF energy for each state: VSCF, VMP2, VMP3, VMP4, etc. Here, the VSCF energy is in fact the VMP1 energy.
The VMP expansion is formally written as
Introducing the perturbation expansion into the time-independent Schrö dinger equation and collecting terms according to order n we obtain
From this equation, we can arrive at equations for the perturbed wave function and energies by projection on the reference state or its orthogonal complement. In summary, the perturbed energy can be obtained as
Here i ϭ 0 for even orders and i ϭ 1 for odd orders. The perturbed wave functions are obtained from
Here P is a projector to the space orthogonal to
These equations can be implemented in a fairly general way in a VCI program. The VMP wave function and energies are, thus, calculated on the basis of the ability to calculate transformed vectors of the type
(See Ref. [15] for more on this particular approach to VMP and Refs. [26 -28] for similar approaches in electronic structure theory.) VMP approaches were first pursued by Gerber and collaborators [12] [13] [14] in the second-order variant under the name of correlation-corrected VSCF.
Recently, an open-ended VMP approach was implemented based on direct VCI techniques allowing high-order VMP calculations [15] .
As one proceeds to higher order in VMP the wave function includes more and more mode couplings in accord with the coupling of the modes in the Hamiltonian. Restricting the allowed number of modes coupled in the perturbed wave functions corresponds to restricting the vectors in Eq. (19) in a similar manner as in truncated VCI.
VIBRATIONAL COUPLED CLUSTER THEORY
The vibrational coupled cluster ansatz is defined as
Here ͉⌽ i ͘ is a reference wave function, which in this article is the VSCF state, and T is the so-called cluster operator. The cluster operator may be written as
The t parameters are denoted as the cluster amplitudes and are the corresponding excitation operators indexed by . The excitation operators satisfy [ , ] ϭ 0, † ͉⌽ i ͘ ϭ 0, and ͉͗͘ ϭ ͗⌽ i ͉ † ͉⌽ i ͘ ϭ ␦ , where the manifold of excitations out of the ͉⌽ i ͘ reference can be written as ͉͘ ϭ ͉⌽ i ͘.
The VCC wave-function ansatz is introduced into the time-independent Schrö dinger equation and transformed with exp(ϪT):
Projection onto the manifold of excitations out of the reference state ͉͗ ϭ ͗⌽ i ͉ † gives a set of nonlinear equations for the cluster amplitudes 0 ϭ e ϭ ͉͗exp͑ϪT͒ H exp͑T͉͒⌽ i ͘.
Projection onto the VSCF reference state gives the VCC energy as
which can be evaluated once the nonlinear cluster equations have been solved for the cluster amplitudes. Limiting the space of allowed excitations corresponds to introducing approximate VCC methods. Thus the sum over excitations in the definition of the cluster operator is truncated, as well as the cluster amplitude equations are only solved in the same excitation space. The VCC calculations reported here are all state-specific. Thus each calculation begins with the calculation of a VSCF state for each state, and thereafter an excitation space is defined based on excitations out of the VSCF reference state.
The advantage of VCC and its associated exponential parameterization is that it ensures size extensivity (see Refs. [19, 20] and references therein for discussions on size extensivity). This means that VCC has a correct scaling of the energies, wave function, and properties with respect to the size of the system. The energy of two noninteracting systems, for example, will be the sum of the energies of the two systems. This is trivially fulfilled in exact theory. Although it is also satisfied for the nonvariational VMP and VCC methods, it is not satisfied by truncated VCI methods. In addition to the long experience from electronic structure calculations on the importance of this issue, the VCC calculations that have been carried out [19, 20] show that the accuracy for the truncated VCC results is better than the one for their VCI counterparts with the same excitation space.
For a complete excitation space both VCI and VCC have the flexibility to represent the exact state (for the given set of modals and Hamiltonian). This is an advantage over VMP, because convergence of the VMP perturbation series cannot be guaranteed, and in fact there is little reason to believe that VMP should converge [15] . Thus, even though lowestorder VMP may be a cost-efficient approach in some aspects, there will, in general, be limitations to the accuracy that can be obtained in VMP calculations.
At a certain excitation level a VCC[n] and VCI[n] has the same number of free parameters. Ideally VCI [n] and VCC[n] should have formal operation counts of the same order of magnitude, but VCC[n] is significantly more complicated to implement than VCI [n] . Thus, the existing implementation is not fully optimal yet, but does allow an iterative solution of the VCC equations for systems with many degrees of freedom. The initial implementation is described in Ref. [20] .
Potential Energy Surfaces and Computational Aspects
The potential energy surfaces were expanded in normal coordinates. Harmonic force constants were obtained analytically, employing the Gaussian 03 [29] package at the MP2 level using Dunnings correlation-consistent basis sets [30] . Numerical differentiation of the analytical harmonic force constants with respect to normal coordinates was used to calculate the anharmonic force constants. A number of different PES variants were tested. 2M Hessian calculations were required for the semi-quartic force field, where M is the number of normal modes. A semi-quartic force field denotes a force field with up to quartic terms, but excluding those quartic terms that have four different modes (of type ijkl ). For the full quartic force field, M(M ϩ 1) Hessian calculations were required. For the semiquartic force field, the addition of Romberg corrections [31] required additional 2M Hessian calculations. The same 2M extra Hessian calculations allow for the evaluation of fifth-and sixth-order terms with at most three-mode couplings.
The VSCF reference is represented through a onemode basis of harmonic oscillator eigenfunctions using normal coordinates. In all calculations we used harmonic oscillator basis functions including all functions up to harmonic oscillator level n ϭ 20 using the harmonic oscillator basis that corresponds to the quadratic terms of the potential at hand. We have checked that the change in the energy of the VSCF calculations is absolutely negligible when the number of harmonic oscillator basis functions is increased.
Following the VSCF calculation, the number of modals can be limited to include only a number of the VSCF modals available per mode with the given basis. After defining the reference occupation and the modal space, the allowed excitation space is defined by giving a maximum excitation level for VCI, VCC, and VMP (optionally). For VMP, in addition a perturbation order defines the different levels of approximations.
The MidasCpp (Molecular interactions, dynamics, and simulation in Cϩϩ/Chemistry Program Package) program is used for the vibrational structure calculations [32] .
Results
BENCHMARK CALCULATIONS AGAINST FVCI IN MODEST SIZED BASIS
The Convergence of VCI[gs, n]
In Table I we report FVCI fundamental vibration energies for ethylene using the MP2/cc-pVTZ semiquartic PES and a modal basis with three groundstate VSCF modals per mode. This is a small, but reasonable basis as we shall see in the next subsection. The FVCI space consists of 531,441 Hartree products.
Included in Table I also is the deviation from the FVCI fundamental vibrational energies as obtained in a number of truncated VCI[gs, n] and VCI[ss, n] methods. Focusing first on the VCI[gs, n] results, we see that both the maximum absolute errors and the mean of the absolute errors converge to the FVCI results when the excitation level n is increased toward the maximum 12 for the FVCI. However, there are a few surprising features. The deviations found for n ϭ 1, 2, 3 are roughly similar and even roughly similar to those of (state-explicit) VSCF. The Hamiltonian contains direct three-mode couplings and at least three-mode couplings are required to correlate the ground-state wave function correct through first order. For the fundamental vibrations in the case of VCI[gs, n], one excitation level is used to achieve the excitation to the fundamental vibrational level. Accordingly, only at the 
The Convergence of VCI[ss, n]
Consider now the state-specific VCI results included in Table I , which is a major improvement compared to VCI [gs, 3] . The four troublesome modes are the CH-stretch vibrations. Also for the state-specific calculations it is necessary to include up to six-mode couplings to obtain results within 1 cm Ϫ1 of the FVCI results for all modes.
Inspecting the FVCI[ss] solution vectors, a difference between the CH-stretch modes and the eight lower-lying modes is seen. Although the 8 lowerlying modes have FVCI wave functions with more than 90% overlap (the overlap ϭ ͗VSCF͉FVCI͘) with the VSCF reference state, the four CH-stretch modes have significantly smaller overlaps (down to about 60%). Thus, these states have large contributions from one or more Hartree products different from the VSCF reference state. Clearly, using one Hartree product to optimize the modals and define the excitation space is less optimal for these states compared to the lower, more pure single-reference states. This does not hinder convergence in the results of the VCI calculations when the excitation space is increased, but slows it down. In fact, in some cases it also causes the numerical optimization of the VCI states to be slower. Figure 1 presents the logarithms of the contributions to the total energies for the ground and fun- damental vibrations for VMP methods in different orders. It is seen that even though many of these states have convergent VMP series, others have divergent VMP series already for this rather modest basis set. The four obviously divergent states in Figure 1 are the four CH-stretch fundamentals. Divergences for VMP were also found in a previous study [15] . In that work it was also found that the convergence properties of the perturbation series were critically dependent on the choice of basis. Thus, it is likely that increasing the basis set size will make the convergence problems even worse, effecting potentially also more states. However, Figure 1 shows already clearly that one cannot use VMP as a vehicle for obtaining arbitrarily high accuracy in the prediction of vibrational energies.
The VMP Results
Having discussed some of the problems in using higher-order VMP methods also for ethylene, it should be recalled that divergences in high-order perturbation theory does not necessarily hinder low-order VMP results from being quite useful from a pragmatic point of view. Some selected loworder VMP results are included in Table II . In addition to the full VMP2 and VMP4 results denoted as VMP2 [3] and VMP4 [6] , we also give some restricted VMP results-for example, VMP2 [2] where the perturbed wave function is only allowed to have single and double mode-couplings. We see that the full VMP2 approach (ϭVMP2 [3] ) does remarkably well compared to the VCI [gs, 3] and VCI [ss, 3] calculations with a similar number of parameters, with smaller errors in both mean and maximum sense. The improvements are primarily due to the CH-stretch modes, because for the other modes VCI[ss, 3] is more accurate than VMP2. Imposing limitations in the allowed excitation leads clearly to less accurate results compared to the full VMP models. The full VMP4 approach (including up to six-mode couplings) has reasonably high accuracy for many states. However, a similar accuracy was obtained in the VCI calculations with far fewer parameters and some states are observed to behave somewhat problematic for VMP4.
VCC Results
The state-specific VCC results are included in mean and max errors of these eight fundamental vibrations are about 1 and 1.5 cm
Ϫ1
, respectively. The errors in the CH-stretch fundamentals are much larger, although they are still smaller than the VCI errors for the same number of free parameters. The practical solution of the nonlinear VCC equations were actually quite problematic for these states. The larger errors relative to the other states and the problems in converging the equations for these states are assumed to have a common origin, namely, these states have large contributions from one or more Hartree products different from the VSCF reference state. This problem was already found in the state-specific VCI calculations. In the case of VCC, it makes the nonlinear VCC equations sometimes difficult to solve using the iterative solution algorithm implemented so far. We are currently improving the VCC algorithm to handle these issues, before embarking on the larger excitation space VCC calculations. Table III gives 
CONVERGENCE OF THE ONE-MODE BASIS
THE REPRESENTATION OF THE POTENTIAL ENERGY
The representation of the potential energy surface was analyzed in a number of different ways. Some studies of the convergence of the PES with respect to how the derivatives of the PES were calculated and how many terms are included in the expansion are given in Table IV . In this table fundamental frequencies are given for various representation of the PES studied using VCI [ss, 4] and an N m ϭ 9 modal basis. The representations of the PES include semi-quartic with only up to three-mode couplings, full quartic including up to four-mode couplings, and semi-quartic with additional fifthand sixth-order terms in the polynomial expansion. Furthermore, the level of numerical noise was tested by using Romberg interpolation in the calculation of the semi-quartic force field. It was found that the level of noise was rather small-about 1/10 of an cm Ϫ1 . The differences between the semi-quartic and full quartic force field were modest, less than 3 cm Ϫ1 , for fundamental vibrations, apart from the four CH-stretch modes were the four-mode coupling terms increased the fundamental vibrations by 11-26 cm Ϫ1 . Including higher-order terms in the three-mode coupling part gave a reduction of the CH-stretch frequencies of similar magnitude. The other fundamentals were affected by up to 10 cm
Ϫ1
. Of course, the magnitude of these effects is very system specific and the importance of the higher terms can be dramatically different for a floppier molecule.
DEPENDENCE ON ELECTRONIC STRUCTURE CALCULATION
We have inspected the dependence on the basis set used in the electronic structure calculations at the MP2 level. Higher-level electron correlation treatments are certainly possible, but in the literature a number of other calculations including CCSD(T) calculations [21, 22] already exist, and we have focused on other issues in this article.
The harmonic frequencies obtained in MP2 calculations with various basis sets and in the CCSD(T) calculations of Refs. [21, 22] are given in ). However, the individual changes are rather different for the harmonic and the actual fundamental frequencies, meaning that transferring the basis set effect from the harmonic to the fundamental frequencies additively is not highly accurate. At the cc-pVTZ level the introduction of diffuse functions in aug-cc-pVTZ has a rather large effect for two modes, but smaller effects are found at the cc-pVQZ level, where the cc-pVQZ and aug-ccpVQZ results are similar within 4 cm Ϫ1 . Comparing our MP2/cc-pVXZ results with the CCSD(T)/cc-pVXZ results of Martin et al. [21, 22] , the MP2 results are seen to be around 40 cm
Ϫ1
higher than the CCSD(T) results for the CH-stretch modes. For the other modes the differences are less than 30 cm Ϫ1 and much smaller in most cases.
COMPARISON BETWEEN METHODS FOR LARGE MODAL BASES AND COMPARISON TO EXPERIMENT
In Table VII we report calculations for the MP2/ cc-pVQZ semi-quartic force field using VCI[gs, n] with n ϭ 1, 2, 3, 4, 5, 6 and N m ϭ 5 VSCF modals per mode (up to 4,737,617 Hartree products). Estimated from the previous benchmark calculations, such a vibrational calculation is expected to be correct within about 2 cm Ϫ1 for the fundamental vibrations of ethylene for the given PES. This is certainly a higher accuracy than the accuracy of the semi-quartic MP2/cc-pVQZ force field, as is clear from the previous subsections.
Comparing the VCI[gs, 6] results for this PES to experiments, we see an overestimation of the fundamental frequencies for the CH-stretch modes of up to 30 cm
Ϫ1
. For the other modes the discrepancies are less than 10 cm
, which actually must be considered surprisingly good.
Summary and Outlook
A number of different approaches for calculation of anharmonic vibrational energies for a given potential have been compared theoretically and for calculation of the fundamental vibrations of ethylene. FVCI calculations were used to benchmark approximate VCI approximations using both one common set of ground-state VSCF one-mode functions for all states (VCI[gs, n]) and a state-specific approach (VCI[ss, n]) where the one-mode functions are optimized in VSCF calculations for each state. In addition, VMP and VCC calculations were performed. Finally, we have also shown that both four-mode coupling terms and the fifth-and sixthorder terms must be included in the truncated PES to obtain accurate results consistingly better than 20 cm Ϫ1 for all fundamental vibrations. The vibrational calculations were VCI [gs, 4] with N m ϭ 9 ground-state VSCF modals per mode.
The convergence problems of VMP were demonstrated. However, the lowest-order correction to VSCF, the VMP2 approach actually gave quite reasonable results. For VCI methods, on the other hand, convergence to FVCI is ensured, increasing the VCI space, this was also verified for both VCI[gs, n] and VCI[ss, n] as n approached the number of modes, even though the behavior for small n was not always very good. The performance of VCC was encouraging from the perspective that more accurate results are obtained compared to equivalent VCI calculation with the same number of parameters. The better performance of VCC is believed to be due to the exponential parameterization and the related size extensivity of VCC, which will ultimately become increasingly important as we proceed to systems with more degrees of freedom.
Although the behavior of VCC in many ways is encouraging, there are also problems that calls for further development. Most importantly, the problems inherent to single-reference theories, which already were seen to cause some problems for the state-specific VCI calculation, also caused serious problems in the VCC calculations. States where the VSCF reference state constituted less than 90% of the FVCI state had larger errors compared to the other states more dominated by the VSCF reference. This situation is rather similar to the situation in electronic structure theory where single-reference CC methods are known to give high accuracies when the Hartree-Fock description is a reasonable starting point, but can be expected to be less accurate for genuine multireference cases.
A related issue is that, with the present implementation of VCC, it was a practical problem to solve the nonlinear VCC equations for the problematic states mentioned above. This is probably because the iterative algorithm employed in the present implementation uses various partitionings in the solutions of the equations that one way or the other are related to perturbation theory, which was found to diverge for these states. Obviously, it is a task for future research to improve the iterative algorithms for solving the equations for the VCC methods discussed here. Furthermore, one must investigate more advanced means of defining the excitation space giving new ways of defining truncated VCC methods. Some possibilities have already opened for defining the cluster expansion in ways that are more flexible [20] and potentially more balanced with respect to treating large contributions from more than one reference state. This may improve the accuracy and make the procedure for solving the VCC equations more stable.
In electronic structure theory, coupled cluster theory also has proven to be an accurate method for excited states. However, the commonly used CC approaches for excited electronic states are based not a state-specific approach, but rather on response theoretical approaches [33, 34] or related methods [35] that circumvent the previously mentioned mul- tireference problems to some extent. Response theory on the basis of VCC is promising with respect to both accuracy and simplicity since it maintains size extensivity while avoiding nonlinearity in the solution of equations for the excited states that caused problems in the state-specific VCC calculations. The development of vibrational response theory methods is currently underway, albeit the application of response theory in the context of VCC is not simple. We shall conclude by stating that a number of methods for calculation of bound anharmonic vibrational states have been developed over the years, and a few of them have been discussed and tested in this article. Although more research is necessary on many issues, it is fair to say that the calculation of anharmonic vibrational wave functions has reached an advanced stage. There begins to be something to choose from with respect to adjusting the accuracy and the level of effort to the needs of a concrete application. We expect to see many more applications of such methods in the future and that they will approach more and more the status of being standard computational tools.
