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Resumo
O processo de validação da interoperabilidade entre subsistemas de tempo real embar-
cados e a garantia de robustez do seu software são críticos para o bom funcionamento de
um sistema. Mesmo que cada um dos módulos funcione corretamente de forma isolada,
a interação entre eles pode gerar informações fora da especificação ou sofrer interferên-
cias do canal de comunicação, como a corrupção de dados ou a violação dos requisitos de
tempo, principalmente se eles forem desenvolvidos por equipes diferentes, o que pode levar
o sistema a uma situação catastrófica, gerando perdas financeiras ou de vidas. Em um
trabalho prévio foi proposto um método para testes de interoperabilidade e robustez para
sistemas embarcados de tempo real, InRob. Neste trabalho é proposta uma extensão do
InRob que acrescenta, entre outros aspectos: i) o uso de modelos da UML (Unified Mode-
ling Language), por ser amplamente utilizado tanto no meio acadêmico quanto comercial,
para a geração de casos de teste baseados em modelos e ii) a introdução de um modelo
do comportamento de um canal de comunicação falho entre dois subsistemas que devem
interoperar. Esse comportamento do canal de comunicação foi adicionado à modelagem
como uma entidade independente, que interliga os subsistemas em teste e interfere na
troca de mensagens entre eles, afetando seus funcionamentos. Esse modelo representa o
comportamento de um “Emulador de Defeitos” (FEM), e especifica as interferências que
ele deve efetuar durante a aplicação dos testes. Com isso, a partir de um modelo de falhas
que um canal de comunicação pode exercer na interação entre dois subsistemas, podemos
selecionar testes que direcionem as ações do FEM na avaliação da interoperabilidade e
robustez entre eles. O método foi aplicado a um sistema genérico de controle de uma can-
cela, que libera o acesso a um cruzamento ferroviário, e a um subsistema real de satélite
científico desenvolvido pelo INPE, para captura e armazenamento de imagens.
Palavras-Chaves: Testes Baseados em Modelos, Sistemas de Tempo Real Embar-
cados, Testes de Interoperabilidade, Testes de Robustez, Emulador de Defeitos, UML.
Abstract
The process of validating interoperability between embedded real-time subsystems and
ensuring the robustness of its software are critical to the proper work of a system. Even
if each module works properly in isolation, interaction between them can generate out-
of-specification information or suffer interference from the communication channel such
as data corruption or time requirements violation, especially if they are developed by
different teams, what can lead the system to a catastrophic situation, generating financial
or life losses. In a previous work, a method for interoperability and robustness testing for
real-time embedded systems was proposed, InRob. In this work, an extension of InRob
is proposed that adds, among other aspects: i) the use of models of the Unified Modeling
Language (UML), for being widely used in academic and commercial environments for the
generation of model-based test cases and ii) introducing a model of behavior of a failed
communication channel between two subsystems that must interoperate. This behavior
of the communication channel has been added to the modeling as an independent entity,
which interconnects the subsystems under test and interferes on the exchange of messages
between them, affecting their functioning. This model represents the behavior of a “Failure
Emulator Mechanism” (FEM), and specifies the interference that it must make during the
test application. Thereby, from a failure model that a communication channel can exert
in the interaction between two subsystems, we can select tests that guide the actions of
FEM in the evaluation of interoperability and robustness between them. The method was
applied to a generic gate control system, which gives access to a railroad crossing, and to
a real scientific satellite subsystem, developed by INPE for image capture and storage.
Keywords: Model Based Testing, Real-time Embedded Systems, Interoperability
Testing, Robustness Testing, Failure Emulator Mechanism, UML.
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Capítulo 1
Introdução
A partir do contexto de Sistemas Embarcados de Tempo Real, detalhado na Seção
1.1, é apresentada a motivação para a elaboração desta dissertação e as dificuldades
encontradas para a resolução desses problemas, na Seção 1.2. Os objetivos propostos por
este trabalho são apresentados na Seção 1.3, seguido das contribuições, descritas na Seção
1.4. Por último, é descrita a estrutura utilizada para organização deste documento na
Seção 1.5.
1.1 Contexto
O desenvolvimento de sistemas que necessitam interagir com o ambiente em tempo
real, colhendo informações e atuando sobre ele, está associado à integração de diversos
dispositivos e subsistemas que realizam tarefas específicas.
Esses subsistemas são conhecidos como Sistemas Embarcados de Tempo Real, e visto
que cada um deles pode ser desenvolvido por equipes ou empresas diferentes, faz-se ne-
cessário avaliar a interação entre eles através de testes de software.
Espera-se que cada um desses subsistemas tenham sido testados pelas suas respecti-
vas equipes, porém eles podem não interagir corretamente durante o funcionamento do
sistema, caso suas implementações não forneçam os serviços especificados. Então, é ne-
cessário realizar testes de interoperabilidade para avaliar essa colaboração entre eles [55].
Além disso, como a comunicação entre eles pode sofrer interferências, faz-se necessário
a inclusão de testes de robustez, com objetivo de determinar o grau em que o sistema
ou o componente pode funcionar corretamente em presença de entradas inválidas ou sob
condições ambientais estressantes [21].
O processo de validação dessa interação torna-se mais custosa quanto mais avançada
for a etapa de desenvolvimento do software, portanto, faz-se necessário automatizar a
geração de casos de teste a avaliar desde as suas fases inicias. Para isso, deve-se fazer o
uso de técnicas de testes baseados em modelos (MBT), que utilizam os próprios modelos
elaborados no detalhamento o sistema para a elaboração dos testes.
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1.2 Motivação
A forma como o software é desenvolvido tem mudado nos últimos anos. O tempo cada
vez mais curto para colocar o software no mercado (shorter time-to-market), requisitos
do cliente que evoluem ao longo do desenvolvimento, e o desenvolvimento incremental,
que permite adicionar novas funcionalidades ou características diariamente, são alguns
dos fatores que têm levado a essas mudanças. Além disso, o reúso de componentes é
cada vez mais comum no desenvolvimento de sistemas, fazendo com que os testes de
interoperabilidade sejam cada vez mais necessários, para determinar se o novo componente
de software, ou uma nova versão dele é capaz de interagir adequadamente com os demais
itens existentes.
Em sistemas embarcados temos vários subsistemas que trabalham em conjunto para
resolver um determinado problema, portanto é necessário avaliar a interoperabilidade
entre eles, visto que eles podem ser desenvolvidos por equipes ou empresas diferentes. Caso
esses sistemas venham a ser expostos a ambientes ou condições estressantes, precisa-se
testar também a sua robustez, pois um componente pode funcionar bem em um contexto,
mas não em outro, devido a falhas no ambiente ou em outros componentes com os quais
ele interage no novo contexto.
Para os testes de robustez devemos levar em conta as possíveis entradas, ações ou
temporizações inesperadas, causadas pelo ambiente ou por problemas de desempenho
(faultload), além daquelas definidas nos requisitos, que ativam as funcionalidades do sis-
tema (workload) [47]. Uma forma de avaliar a robustez de um sistema é através da técnica
de injeção de falhas, mas devido a inserção aleatória dessas falhas, sem a preocupação
com o estado atual do sistema, podemos ter a replicação dos mesmos cenários de execução
ou ter falhas que não são ativadas pelos testes devido ao limite no número de tentativas
[51, 9].
Portanto, combinar testes de interoperabilidade com os testes de robustez apresenta
alguns desafios tanto para a modelagem como para a geração automática de casos de
teste, visto que deve-se representar a interação entre duas ou mais implementações em
teste (IUT), o que pode gerar o problema de explosão do espaço de estados [11].
Em trabalho prévio foi proposta o método InRob (INteroperability and ROBustness
testing) [38], utilizada nos testes de interoperabilidade de aplicações espaciais. InRob
utiliza TIOA (Timed Input and Output Automata) para a modelagem do comportamento
das IUT.
Nossa principal motivação é a de utilizar esse método com o auxílio de modelos que
sigam o padrão UML (Unified Modeling Language), visto que ele é largamente utilizado
tanto na academia quanto na indústria. Além disso, como a interação entre os subsistemas
é feita através de um canal de comunicação falho, devemos nos preocupar em modelar o
comportamento desse canal juntamente com o subsistemas. Assim, a partir da escolha
de um modelo de falhas, podemos selecionar casos de teste que indiquem a sequência
de interferências que um “Emulador de Defeitos” deve realizar durante os testes, com o
intuito de avaliar a interoperabilidade entre esses subsistemas e avaliar a robustez de cada
um deles.
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1.3 Objetivo
O objetivo geral do presente trabalho é o de elaborar um método para a geração
de casos de teste abstratos, baseada no método InRob e que utilize modelos UML, que
permita avaliar a interoperabilidade entre dois subsistemas de tempo real embarcados,
sob um canal de comunicação falho, e avaliar a robustez de cada um desses componentes.
A partir do objetivo geral, cabe destacar os seguintes objetivos específicos:
∙ Identificar quais os tipos de modelos necessários para descrever os subsistemas e os
seus respectivos comportamentos, além dos cenários de teste a serem avaliados;
∙ Definir como representar os requisitos de tempo, visto que são sistemas de tempo
real, sem que isso impacte no tempo de obtenção dos casos de teste;
∙ Elaborar a representação do canal de comunicação falho e, a partir dos casos de teste
obtidos, definir quais as ações que um emulador de falhas deve realizar durante a
comunicação dos subsistemas para avaliar a interoperabilidade e robustez deles;
∙ Definir ferramentas para modelar os subsistemas e o canal de comunicação;
∙ Definir ferramentas para a geração e seleção de casos de teste abstratos, a partir dos
cenários escolhidos.
1.4 Contribuições do trabalho
No InRob, as falhas foram introduzidas no modelo de cada IUT. Assumia-se que o
ambiente não continha falhas, e que estas eram causadas por mau funcionamento de cada
IUT. Eram consideradas também apenas as falhas temporais (timing failures), nas quais
o tempo de ocorrência ou a duração da informação se desviam do que foi especificado [2].
No InRob-UML, o injetor de falhas é modelado como parte do ambiente de comunicação
entre os sistemas em teste, representando um ambiente com falhas. Esse injetor é capaz
de emular não só falhas temporais, mas também falhas de conteúdo (content failures),
que podem afetar as informações que trafegam pelas interfaces de comunicação.
Tanto o injetor quanto as IUTs são descritos por modelos independentes de plataforma,
sendo possível criar casos de teste para entradas inoportunas, sem que para isso seja
necessário criar um modelo completo. Essa estratégia permite desenvolver um modelo
funcional do injetor que reflita o comportamento de falha do ambiente, independente do
modelo funcional das IUTs interoperantes, o que possibilita sua reutilização na elaboração
de testes para outros sistemas.
Dado que não é necessário criar um modelo aumentado, evita-se o risco de explosão de
estados. Pelo fato de considerarmos que as falhas são introduzidas por ambiente hostil, é
possível ter um modelo de falhas mais completo. Outra vantagem com relação ao InRob é
a utilização de modelos UML para a geração dos casos de teste, visto a sua larga utilização
em ambientes acadêmicos e da indústria.
O método é aplicado a dois estudos de caso, um sistema de controle de passagem de
nível (Generalized Railroad Crossing – GRC), muito utilizado na literatura para represen-
tar a modelagem de sistemas de tempo real [34, 32, 29, 20], e um subsistema de aquisição
de dados científicos da plataforma espacial do projeto MIRAX (Monitoramento e Image-
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amento de uma região rica em fontes de Raios X) [39]. Os estudos de casos permitiram
analisar se os casos de testes gerados correspondem às expectativas, e permitiu determinar
o que o gerador de casos de teste utilizado pode oferecer aos usuários.
Com o conhecimento obtido durante a elaboração deste trabalho foi publicado um
artigo no 9o SAST (Workshop on Systematic and Automated Software Testing) que apre-
sentava a aplicação do método em um sistema de referência, que tinha como objetivo
o gerenciamento de uma cancela para controle de cruzamento em uma estrada de ferro
[58], sendo classificado como o terceiro melhor artigo do evento. Além disso, foi possível
a geração de casos de teste abstratos que colaboraram com a avaliação da interoperabi-
lidade e robustez do sistema de um nano-satélite, desenvolvido em colaboração do INPE
(Instituto Nacional de Pesquisas Espaciais) com a UFSM (Universidade Federal de Santa
Maria), culminando na publicação de um artigo na Revista Acta Astronautica (Journal
of the International Academy of Astronautics) [3].
1.5 Organização do texto
No Capítulo 2 é apresentada a fundamentação teórica utilizada na elaboração desta
dissertação. No Capítulo 3 é descrito o método proposto para a obtenção dos casos de
teste abstratos. As ferramentas utilizadas na modelagem dos subsistemas, na busca e
seleção de casos de teste são descritas no Capítulo 4. No Capítulo 5 são apresentadas
a aplicação do método proposto em dois estudos de caso. No Capítulo 6 são descritos
os trabalhos relacionados. No Capítulo 7 são apresentadas as conclusões obtidas através
deste trabalho, suas contribuições e possíveis trabalhos futuros. No Apêndice A são
apresentados os passos para a utilização da ferramenta de busca e seleção dos casos de
teste. No Apêndice B temos alguns dos modelos de estado dos estudos de caso. No
Apêndice C é apresentado o código fonte do modelo gerado para o primeiro estudo de
caso. E, finalmente, no Apêndice D temos o exemplo de um Log gerado pelo algoritmo
de busca de casos de teste, contendo uma explicação sobre cada um de seus itens.
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Capítulo 2
Fundamentação teórica
Neste capítulo é apresentada a fundamentação teórica utilizada na elaboração desta
dissertação. Na Seção 2.1 são apresentados os conceitos sobre Sistemas Embarcados de
Tempo Real. Seguido pelas características da UML que permitem a modelagem de Siste-
mas de Tempo Real, na Seção 2.2. Na Seção 2.3 são apresentados alguns conceitos sobre
Testes Baseados em Modelos. Na Seção 2.4 é explicado sobre testes de interoperabilidade
e na Seção 2.5 sobre testes de robustez. Por último, na Seção 2.6 são apresentadas as
considerações finais.
2.1 Sistemas Embarcados de Tempo Real
Nesta seção é explicado sobre as características de Sistemas Embarcados de Tempo
Real e os requisitos que eles devem atender para garantir qualidade nos serviços disponi-
bilizados.
2.1.1 Sistemas embarcados
O avanço da tecnologia possibilitou o desenvolvimento de vários tipos diferentes de
equipamentos que agregam a capacidade de processamento de dados. Esses equipamentos
passaram a fazer parte do cotidiano de pessoas e empresas devido às facilidades que eles
disponibilizam para seus usuários.
Entre esses equipamentos, podemos citar câmeras digitais, impressoras e smartphones
para pessoas físicas; robôs, sistemas de injeção eletrônica e controle eletrônico de esta-
bilidade, para a indústria automobilística; sistemas de controle de mísseis e de controle
de voo para a indústria aeronáutica; e monitores e marcapassos cardíacos, para a área
médica. Todos eles modificaram muito a forma como as pessoas vivem e possibilitaram o
crescimento de várias empresas.
Esses equipamentos são sistemas de computação que fazem um forte acoplamentos
entre hardware e software, e são projetados para executar uma função dedicada, portanto
são conhecidos como Sistemas Embarcados. A palavra embarcado indica que esses siste-
mas normalmente fazem parte de um sistema maior, portanto vários sistemas embarcados
podem trabalhar juntos para a resolução dos problemas [35].
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2.1.2 Sistemas de tempo real
Sistemas de Tempo Real são Sistemas Reativos que devem interagir com o ambiente
em prazos específicos, respeitando a requisitos temporais sobre o comportamento desse
sistema, que podem ser propriedades de tempo real crítico (hard), não crítico (soft) e
estatístico (statistical).
Assim, esses tipos de sistemas não devem apenas retornar respostas corretas (correção
lógica, correctness), mas também retornar respostas dentro dos prazos estabelecidos (cor-
reção temporal, timeliness), visto que respostas corretas que não atendam aos requisitos
de tempo podem não ter utilidade ou representar um perigo para o sistema [14]. Outros
problemas como concorrência, previsibilidade, eficiência, distribuição e comunicação, to-
lerância a falhas e interface de hardware devem ser considerados durante a avaliação do
sistema [12].
As propriedades de tempo real crítico são restrições de tempo que devem ser cumpridas
a qualquer custo, visto que a sua violação pode levar a um acidente; as propriedades de
tempo real não-crítico são restrições de tempo que precisam ser satisfeitas dentro de um
determinado percentual ou rápido o suficiente para garantir a qualidade do serviço; e
em tempo real estatístico, onde os prazos podem ser perdidos, porém eles precisam ser
compensados por um execução mais rápida em outras partes do sistema para garantir um
desempenho médio, que atenda às restrições de tempo [24].
Os sistemas embarcados que precisam responder a eventos externos em tempo real
são considerados sistemas embarcados de tempo real [35]. Neles podemos identificar o
Sistema a Controlar e o Operador do Sistema como sendo parte do Ambiente do Sistema
Computacional. A interação entre eles ocorre através de sensores e atuadores (interface
de instrumentação) e da interface homem-máquina, como apresentado na Figura 2.1.1.
Interface
Homem-
Máquina
Interface de
Instrumentação
Sistema
a
Controlar
Operador
Sistema
Computacional
de Controle
Figura 2.1.1: Sistema Embarcado de Tempo Real [14]
Sistemas de Tempo Real precisam garantir a qualidade do serviço fornecido e a con-
fiança depositada neles, para a realização das missões às quais eles foram projetados.
Assim, esses sistemas devem atender aos requisitos de Dependabilidade, cujos principais
são a confiabilidade (reliability), a disponibilidade (availability), segurança de funciona-
mento (safety), segurança (security), manutenibilidade (maintainability), testabilidade e
comprometimento do desempenho (performability) [57].
Dizer que um sistema tem confiabilidade indica que, partindo de um estado operacional
e estando dentro de algumas condições pré-definidas, ele deve ter a capacidade de atender
à especificação durante um certo período de funcionamento.
Em uma missão crítica é necessário que haja disponibilidade do sistema, isto é, que
ele esteja operacional dentro de um intervalo de tempo determinado. E mesmo que ele
sofra reparos, esse tempo de inatividade não deve comprometer a qualidade do serviço.
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Portanto, um sistema também deve ter manutenibilidade, tornando fácil e rápido a sua
manutenção e restauração.
A segurança de funcionamento indica que o sistema deve estar operacional e execu-
tando corretamente, ou deve ser levado a um estado seguro, descontinuando suas funções,
evitando danos a outros sistemas ou a seus utilizadores.
Esses sistemas também devem estar preocupados com a autenticidade e integridade
da informação, e ter a habilidade de prevenir acessos não autorizados a informações ou
serviços. Esse é o conceito de segurança, e está relacionado a proteção contra falhas
maliciosas.
Um outro parâmetro que deve ser avaliado é o comprometimento do desempenho, que
indica que o sistema deve continuar a operar corretamente, mesmo que falhas levem a
degradação de seu desempenho.
2.2 Modelagem de sistemas de tempo real usando
UML
A especificação da UML 2.0 define um conjunto de conceitos e elementos que permitem
a modelagem de alguns aspectos dos sistemas em tempo real, como restrições de tempo e
a concorrência. Existe o pacote SimpleTime, que adiciona metaclasses para representar o
tempo, as durações e as ações para observar o tempo decorrido [43].
Entre os vários conceitos especificados por SimpleTime, temos o TimeExpression, que
define uma expressão para representar um valor de tempo, o TimeEvent, que especifica
um ponto no tempo onde um determinado evento ocorre, o TimeConstraint, que define as
restrições de momento mínimo e máximo para que um evento ocorra, e o DurationCons-
traint, que de define restrições para a duração mínima e máxima de um evento [43].
Restrições de tempo foram adicionadas à UML 2.0 para permitir a analise das con-
dições e das mudanças de estado ocorridas durante o tempo, podendo ser incluídas em
Diagramas de Estado, em Diagramas de Sequência e em Diagramas de Tempo.
A UML 2.0 define apenas um conjunto básico de modelos para tempo real, pois assume-
se que aplicações, que necessitem de especificações mais avançadas, utilizem um perfil
apropriado, que adicione novas características aos modelos. Esses perfis podem ser incor-
porados aos padrões já definidos através um mecanismo de extensibilidade definido pela
UML 2.0 [31].
Dentre os perfis que ampliam as características de tempo real da UML, temos: o
MARTE (Modeling and Analysis of Real-Time and Embedded Systems) [44], a UML/SPT
(UML profile for Schedulability, Performance and Time) [42] e a UML-RT (UML for
Real-Time System) [31]. Visto que as características de tempo real necessárias para a
elaboração do método InRob-UML são atendidas pela UML 2.0, não foi utilizado nenhum
desses perfis. Portanto, eles não serão descritos neste trabalho.
Nas subseções a seguir descrevemos o Diagrama de Estados e o Diagrama de Sequência,
com as respectivas restrições de tempo adicionadas pela UML 2.0.
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2.2.1 Diagrama de estados da UML
Alguns sistemas computacionais, conhecidos como Sistemas Reativos, necessitam in-
teragir com seus ambientes, reagindo a estímulos externos e enviando as devidas respostas
desse processamento, porém eles podem responder de forma diferente ao longo do tempo
[14]. O comportamento deles é descrito por um conjunto de sequências permitidas de
eventos, condições e ações de entrada e saída, talvez com algumas informações adicionais,
como restrições de tempo [19].
Para especificar e modelar o comportamento desse tipo de sistema devemos utilizar um
diagrama de máquina de estado [50]. Máquinas de Estados Finitos (MEF) ou Finite State
Machines (FSM) são máquinas hipotéticas compostas por estados e transições, devendo
estar em apenas um estado a cada instante. De acordo com os eventos ocorridos, a
máquina gera um evento de saída e altera o seu estado atual [10].
Mas, como uma MEF não permite uma interação com parâmetros, uso de variáveis,
operações e condições de guarda nas transições, foi proposta uma extensão, conhecida
como Máquinas de Estados Finitos Estendidas (MEFE) ou Extended Finite State Machi-
nes (EFSM) [13], que incluiu essas características.
Na UML podemos modelar esse comportamento reativo dos sistemas, ou das classes
do sistema, através de um Diagrama de Estado, que teve como base uma extensão da
MEFE, especificada por David Harel, conhecida como Statecharts [19].
O diagrama de estados na UML, ver Figura 2.2.1, representa os estados de uma deter-
minada classe e os eventos (disparos) que provocam as mudanças entre esses estados [45].
Ele possui um estado inicial (representado por um círculo preenchido) e, no mínimo, um
estado final (representado por um círculo preenchido, circunscrito por outro maior).
Lendo
Bloqueado
Selecionando
Comparando
Faça: validarSenha
númeroDeTentativas >
máxDeTentativas
Temporizador <= Tempo de bloqueio
Senha == correta
Senha
introduzida
Temporizador > Tempo de bloqueio
Senha == incorreta &&
númeroDeTentativas <= máxDeTentativas
Pressionamento
de tecla
Ativação com Sucesso
Figura 2.2.1: Diagrama de Estados de uma classe (adaptado de [45])
Os estados são representados por retângulos de bordas arredondadas, com os seus
respectivos nomes, e ações que são disparadas quando a classe chega ou sai desse estado
(na Figura 2.2.1 temos a ação “Faça: validar senha”). Cada seta indica uma transição
de estado, e junto a ela há o nome do evento que realiza essa transição (como exemplo
temos: “Senha introduzida”). Além disso, é possível incluir uma condição de guarda, que
é uma condição booleana que precisa ser satisfeita para que a transição ocorra (na figura
temos a condição: “Senha == correta”).
Podemos incluir as diretivas “after” e “at” para indicar o momento que um certo
evento será disparado, gerando uma mudança de estado. Para definir um determinado
25
tempo relativo, a interface TimeEvent da UML especifica a palavra “after”, seguida por
uma expressão que denote um intervalo de tempo, como “after(15 seconds)”. E, para
especificar um tempo absoluto, define-se a palavra “at”, seguida de uma expressão que
especifique o momento, como “at(Jan. 1, 2017, Noon)”.
Na Figura 2.2.2 podemos visualizar que uma chamada telefônica é encerrada por Ti-
meout caso decorram 15 segundos sem atividade.
Figura 2.2.2: Diagrama de Estados com evento de tempo (adaptado de [48])
2.2.2 Diagrama de sequência da UML
Um diagrama de sequência apresenta uma interação, representando como as mensagens
são trocadas entre objetos, componentes, subsistemas ou atores durante a realização de
um cenário em particular, e descrevendo o que o usuário espera de um sistema [50]. Nele,
o tempo flui de cima para baixo, mostrando o fluxo de controle passando de uma entidade
para a outra.
Em um diagrama de sequência, temos os seguintes elementos (conforme pode ser
visualizado na Figura 2.2.3):
∙ Atores e objetos envolvidos, listados no topo do diagrama;
∙ Linhas verticais tracejadas partindo de cada ator e objeto no diagrama;
∙ Barras verticais, sobre as linha tracejadas, indicando o tempo de vida do objeto
(i.e. o tempo que ele está envolvido na computação). Obs.: Um “X” sobre a linha
tracejada indica que o objeto será destruído nesse momento;
∙ Setas horizontais ou diagonais, representando mensagens trocadas entre os atores
ou objetos. Elas são acompanhadas por um rótulo contendo o nome da respectiva
mensagem e, opcionalmente, seus parâmetros. Uma condição pode ser representada
com a inclusão de um rótulo entre colchetes;
∙ Setas horizontais tracejadas, representando mensagens de retorno a uma requisição;
∙ Retângulos, delimitando uma área do diagrama, contendo um dos seguintes rótulos:
– “Alt” (Alternatives): utilizado para representar comportamentos diferentes, de
acordo com as condições indicadas entre colchetes;
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– “Opt” (Option): utilizado para indicar uma sequência que será utilizada so-
mente se for atendida uma certa condição de guarda;
– “Loop”: utilizado para representar comportamentos que são realizados repeti-
das vezes, de acordo com a condição informada;
– “Par” (Parallel): utilizado para identificar sequências de ações que são realiza-
das em paralelo. Neste caso, casa subdivisão desse retângulo será o equivalente
a uma thread no sistema.
Figura 2.2.3: Diagrama de Sequência para visualizar informações de um paciente [45]
O Diagrama de Sequência, na Figura 2.2.4, apresenta como o tempo e as restrições
de tempo podem ser representadas. Nele, o objeto :User envia a mensagem “Code”
para o objeto :ACSystem, e seu tempo de envio é indicado por “d”. A confirmação do
recebimento, feito pela mensagem “OK”, deve ser recebida por :User, no mínimo em “d”
unidades de tempo e no máximo “3*d” seu tempo de envio. Uma segunda mensagem de
retorno “CardOut” deve ser enviada entre 0 e 13 unidades de tempo, e seu recebimento
deve ocorrer, no mínimo, assim que for recebida a mensagem de “OK” e, no máximo, em
até 3 unidades de tempo após o recebimento do “OK”.
:User :ACSystem
Code d=duration
CardOut{0..13}
t=now
OK
{d..3*d}
{t..t+3} Unlock
sd UserAccepted
DurationConstraint
TimeConstraint
Figura 2.2.4: Diagrama de Sequência com conceitos de tempo (adaptado de [43])
Para a modelagem de concorrência, a UML 2.0 inclui alguns conceitos como a indicação
de objetos ativos, de estados compostos concorrentes e de operações concorrentes. Em
Diagramas de Comunicação foi padronizado um mecanismo de sequência de mensagens
para indicar eventos que são disparados simultaneamente [31].
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Em Diagramas de Sequência é utilizado o conceito de Fragmento Combinado para
demostrar a execução paralela de eventos. Neste caso, temos um retângulo maior, com um
pequeno pentágono contendo o operador “par” (paralelo), dividido por linhas pontilhadas,
como apresentado na Figura 2.2.5, onde a ordem dos eventos dentro de cada uma dessas
seções é significante. Porém, a ordem de cada uma das seções não é significante, e também
não há ligação entre a ordem de ocorrência entre eventos de seções diferentes [48]. Neste
exemplo, portanto, as mensagens e os serviços dos objetos “user1” e “user2” podem se
sobrepor.
Figura 2.2.5: Fragmento Combinado Paralelo em Diagrama de Sequência [48]
2.3 Testes baseados em modelos
A grande complexidade de sistemas de software e hardware é um dos motivos que
justificam a criação de modelos. Uma das formas de se modelar um sistema é através dos
diagramas e perfis da UML, como mostrado nas seções anteriores.
A função dos modelos não é a de detalhar todas as características do sistema, mas sim
a de servir como uma abstração para o comportamento que ele terá ao entrar em funcio-
namento. Assim, a utilização de modelos auxilia o entendimento do sistema, facilitando
sua verificação e validação.
Além dessas vantagens, modelos também pode auxiliar no processo de desenvolvimento
de software, visto que a utilização da técnica de Testes Baseados em Modelo (Model Based
Testing – MBT) possibilita geração de validações muito antes da solução ser implementada
[52], sendo portanto um método para criação de testes de caixa-preta.
O nível de abstração do modelo deve variar de acordo com o que se deseja testar; não
precisa ser completo como o modelo do sistema sob teste (System Under Test – SUT),
mas deve ser exato o suficiente para que sejam gerados casos de teste relevantes.
O processo de geração de testes baseados em modelos, apresentado na Figura 2.3.1,
segue os seguintes passos:
(1) Gerar um modelo do SUT a partir das informações existentes;
(2) Escolher os critérios de seleção de testes, como por exemplo o escopo, as estratégias
e as técnicas a serem utilizadas;
(3) Gerar uma especificação dos casos de teste a partir dos critérios escolhidos (essa
especificação é uma descrição em alto nível dos casos de teste);
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(4) Gerar, com uma ferramenta automatizada, um conjunto de casos de teste a partir
do modelo, que satisfaça às especificações criadas anteriormente;
(5) Executar os casos de teste (dando preferência a uma forma automática) diretamente
sobre o SUT (5-1), e comparar o resultado obtido com o resultado esperado (5-2).
Figura 2.3.1: O Processo do Testes Baseados em Modelo (MBT) [53]
2.3.1 Geração de casos de teste
A geração automatizada de casos de teste consiste na utilização de algoritmos que
percorrem o modelo e derivam dele possíveis testes, baseado em objetivos ou propriedades
aos quais se deseja alcançar durante a execução do SUT.
Vários algoritmos têm sido propostos para a geração e seleção automática de casos de
teste abstratos de interoperabilidade. Em [5], Besse apresentou dois deles, um método
baseado na “seleção de propósito de teste” (Test Purposes) e outro baseado em “coloração
das transições”.
Na Seleção de Propósito de Teste (TP), supondo um sistema modelado por máquinas
de estados finitos estendidas, seleciona-se na especificação desse sistema as transições
que representam uma interação entre as IUTs que se deseja avaliar [5]. Assim, essas
transições serão utilizadas como critério para a seleção dos casos de teste que irão avaliar
o comportamento do SUT.
A técnica de Coloração das Transições tem como objetivo minimizar o número de tes-
tes com uma garantia de cobertura das falhas. Essa cobertura corresponde a um conjunto
de entidades ao qual se deseja cobrir, como transições ou valores variáveis. Nessa técnica
são atribuídas cores diferentes a essas entidades para cobrir as transições de interação,
sendo que cada transição de interação está relacionada a várias partes do gráfico de alcan-
çabilidade global. Assim, o algoritmo identifica um número mínimo de caminhos, sendo
que cada um deles deve conter um número máximo de cores descobertas. Assim, monta-se
um conjunto de testes que deve cobrir todas as cores.
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2.4 Testes de interoperabilidade
A interoperabilidade é a capacidade de dois ou mais sistemas ou componentes trocarem
informações, usarem essas informações [22] e cooperarem entre si para realizar os serviços
solicitados pelos usuários, independentemente de suas diferenças de linguagem, interface
ou plataforma de execução.
Avaliar a interoperabilidade entre os componentes de um SUT é um dos pontos cruciais
na integração de subsistemas, principalmente quando esses módulos são desenvolvidos
por equipes ou fornecedores diferentes, visto que eles podem não interagir conforme o
especificado, apesar de todo o trabalho realizado previamente. Entre outros aspectos, a
não interoperabilidade entre os IUTs pode ser causada por [7]:
∙ Especificação ambígua: caso não seja utilizada uma técnica formal para a descrição
do comportamento esperado, isso pode levar a uma ambiguidade, que podem gerar
interpretações diferentes e, consequentemente, implementações diferentes;
∙ Implementação diferente: devido a diferentes interpretações do padrão, ou devido a
escolha de diferentes opções permitidas por ele;
∙ Testes de conformidade incompletos: visto que testes não são exaustivos, eles não
garantem a conformidade com os padrões, mas sim que não foram detectados defeitos
na IUT.
Diferente dos testes de conformidade, que têm por objetivo avaliar se uma única im-
plementação está em conformidade com seus requisitos, os testes de interoperabilidade
têm o objetivo de avaliar se duas ou mais implementações, que trabalham em conjunto,
mantêm o comportamento esperado das suas respectivas especificações [28, 25]. Com isso,
busca-se expor a interação entre esses elementos, avaliar se eles cooperam corretamente
entre si e se seus serviços retornam os resultados esperados.
A Figura 2.4.1 ilustra a relação entre testes de conformidade e testes de interoperabi-
lidade, na qual os testes de conformidade ligam cada IUT à sua especificação, e os testes
de interoperabilidade dizem respeito à habilidade de duas ou mais IUTs trabalharem em
conjunto em um ambiente operacional real [55].
Especificação 1 Especificação 2
IUT 1 IUT 2
Testes de
Interoperabilidade
Testes de
Conformidade
Testes de
Conformidade
Figura 2.4.1: Testes de Conformidade e Testes de Interoperabilidade (adaptado de [7])
Em testes de interoperabilidade, cada IUT é vista como uma caixa-preta, portanto
os testadores só sabem sobre a sua implementação a partir da sua interação com o meio
ambiente ou com outros subsistemas. Isto é, a partir de eventos executados através das
interfaces implementadas [55].
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Dependendo das características dos sistemas, de como as IUT estão interconectadas e
de qual o nível de acesso que o testador tem a essas entidades e suas interações, podemos
ter várias arquiteturas de teste de interoperabilidade diferentes. A partir disso, Viho [55]
apresentou uma arquitetura geral de teste de interoperabilidade que é composta por um
SUT e um Sistema de Teste (TS – Test System), conforme pode ser visto na Figura 2.4.2.
Nele, o SUT contém duas IUTs (IUT1 e IUT2), cada qual contendo duas interfaces,
uma superior (Upper Interface – UI) e uma inferior (Lower Interface – LI). Enquanto a
interface superior tem a função de disponibilizar os serviços para os usuários, a interface
inferior tem a função de interagir com as entidades que estão na mesma camada da IUT.
Nessa arquitetura, o TS será o responsável por conduzir os testes a partir de seus
PCOs (pontos de controle e observação). Ele pode ser composto por alguns ou todos os
elementos apresentados a seguir: os testadores T1 e T2, cada um podendo ter seu Testador
Superior (Upper Tester – UT), seu Testador Inferior (Lower Tester – LT) e os respectivos
PCOs superior (UP) e inferior (LP). Esses PCOs são interligados às respectivas interfaces
superior e inferior de cada IUT, para que seja possível acessar os serviços disponibilizados
e observar os resultados obtidos pelos testes de interoperabilidade.
Assim, é possível contemplar várias arquiteturas diferentes, de acordo com as possíveis
composições de TS e SUT e das interfaces disponíveis. Entre elas, temos as seguintes
arquiteturas de teste de interoperabilidade [55]:
∙ Unilateral: quando o controle e observação pode ser feito em apenas uma IUT;
∙ Bilateral: quando o controle e observação é feito unilateralmente por cada testador
na sua respectiva IUTs;
∙ Global: neste caso o controle e observação é feito em conjunto por todos os Testa-
dores;
∙ Híbrida: para qualquer outro tipo de configuração diferente das anteriores, como por
exemplo um dos testadores só ter acesso a interface superior, ou só poder observar o
que ocorre em uma interface inferior, não sendo possível inserir mensagens artificiais
nessa camada.
Tester2
(T2)
Tester1
(T1)
UT1
UP1 LT1
LP1
UT2
UP2LT2
LP2
IUT1 IUT2
UI1
LI1 LI2
UI2
Lower Level
Test System (TS)
System Under Test (SUT)
Figura 2.4.2: Arquitetura geral de teste de interoperabilidade (adaptado de [55])
A partir da arquitetura escolhida, devemos definir quais os testes serão relevantes para
a avaliação da interoperabilidade entre esses subsistemas. Tomando como pré-requisitos
que ambas as IUTs foram avaliadas individualmente e que atendem às especificações, no
contexto de testes de conformidade, então devemos identificar os objetivos dos testes a
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partir das especificações do SUT [7]. Um dos objetivos dos testes é a definição dos propó-
sitos de testes de interoperabilidade (ITP – interoperability test purpose), que descrevem
uma sequência de ações a serem observadas durante a execução dos testes.
A partir de cada ITP, devemos gerar um caso de teste abstrato (ITC – Interoperability
Test Cases) que detalhe os passos a serem seguidos para a realização dos testes com os
seus respectivos resultados, para que seja possível chegar aos seguintes vereditos:
i) “passou” (Pass), para identificar se o comportamento observado corresponde ao
propósito de teste;
ii) “inconclusivo” (Inconclusive), no qual o comportamento é permitido pela especifi-
cação, mas não corresponde ao propósito de teste; e
iii) “falhou” (Fail), para outros comportamentos.
Posteriormente, os casos de teste abstratos devem ser implementados e executados
no SUT para que, a partir dos resultados obtidos, possam ser avaliados os respectivos
vereditos.
2.5 Testes de robustez
A robustez é definida como o grau em que um sistema ou componente pode funcionar
corretamente na presença de entradas não válidas ou em condições ambientais estressantes
[22]. A robustez de um sistema é um requisito não funcional com o qual é possível medir
o seu comportamento sob condições não padronizadas. Um software robusto deve per-
manecer funcional mesmo quando ele não for usado sob condições operacionais aceitáveis
[49].
O objetivo dos testes de robustez não é o de detectar defeitos funcionais, mas sim
observar como o sistema reage às falhas e a algumas situações [47]. Sendo que essas falhas
podem ser quaisquer eventos inesperados vindos do ambiente, ou quaisquer violações nas
restrições de tempo.
Portanto, diferentemente do teste de conformidade, não há preocupação com a correção
funcional do SUT, mas sim em verificar se ele mantém um comportamento correto ou
aceitável mesmo após a ocorrência dessas falhas.
A elaboração de testes de robustez envolve a definição do seu domínio de entrada, que
é dividido em workload (carga de trabalho) e faultload (carga de falhas). O primeiro está
relacionado às entradas comuns, esperadas pelo sistema, e o segundo está relacionado às
entradas excepcionais e às condições estressantes aplicadas ao sistema [54].
Uma abordagem para testes de robustez é a de utilizar a técnica de injeção de fa-
lhas [40], com a qual são inseridas falhas deliberadamente no SUT para avaliar o seu
comportamento. Suas três principais categorias são [37, 30, 33]:
∙ Injeção de falhas por simulação: que, durante a fase de projeto, simula-se o que
ocorreria no SUT caso ocorresse alguma falha;
∙ Injeção de falhas via hardware: que utiliza um circuito especial para produzir as
falhas de hardware durante a execução do SUT;
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∙ Injeção de falhas via software: que utiliza código associado ao SUT para simular a
presença de falhas no mesmo, e pode ser subdividido nos seguintes tipos:
– Em tempo de compilação (estática): no qual a falha é injetada diretamente no
código-fonte, e ativada quando o SUT é executado;
– Em tempo de execução (dinâmica): neste caso haverá um elemento a mais
na arquitetura do sistema, chamado “Injetor de Falhas”, que produz as falhas
durante o funcionamento do SUT;
– Por Interface: no qual entradas inválidas, e não especificadas são informadas
através da API (application programming interface) do SUT, durante a sua
execução.
Uma outra abordagem para testes de robustez consiste na utilização dos modelos,
obtidos a partir da documentação do sistema, para a obtenção de sequências de testes de
conformidade, seguido da injeção de falhas nessas sequências, com a intenção de simular
situações não esperadas pelo sistema. Esses falhas são modeladas como ações ou restrições
de tempo que estejam fora da especificação [47].
Nominal Degradado
Falhas
Reparação
Figura 2.5.1: Modelo com as falhas e seus modos de funcionamento (adaptado de [47])
Neste caso, para montar o faultload é necessário primeiro definir o modelo de sistema
que será utilizado [47]. Entre eles temos:
1. um modelo de sistema que não considera as falhas, e nesse caso será difícil identificar
os riscos significativos. Com isso, é possível que grande parte das falhas injetadas
não sejam observadas. Então, para obter cenários mais pertinentes e críticos deve-se
utilizar métodos heurísticos para selecionar as falhas.
2. um modelo que considera as falhas (que o aproxima do processo de testes de con-
formidade), devendo-se separar no modelo os aspectos que correspondem ao fun-
cionamento “nominal” dos que correspondem ao funcionamento “degradado” (ver
Figura 2.5.1). Com isso, teremos uma abordagem que contém como entrada uma
especificação, um modelo de falhas e uma propriedade de robustez, e como saída
teremos sequências de teste.
3. ou um modelo intermediário, que utilize as duas abordagens anteriores.
2.6 Considerações Finais
Ao utilizar modelos UML, temos um conjunto amplo de diagramas, elementos e perfis
para a representação do comportamento de sistemas de tempo real. Assim, decidimos uti-
lizar diagramas de classe (para representar as entidades a serem avaliadas), diagramas de
estado (para representar os seus respectivos comportamentos e colaborações) e diagramas
de sequência (para identificar os cenários de teste a ser verificados). Além disso, utiliza-
mos apenas os conceitos de tempo real definidos pela própria UML 2.0, em detrimento
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aos perfis UML, visto que eles já são o suficiente para a representação das características
a serem modeladas.
Além disso, decidimos utilizar um modelo que considere as falhas. Para isso, utilizamos
diagramas de estado para modelar o comportamento dos subsistemas e a interferência do
canal de comunicação durante a troca de mensagens entre as IUTs. E, com o apoio de test
purposes, serão derivados dos modelos os casos de teste de interoperabilidade e robustez
para a avaliação do SUT.
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Capítulo 3
O método proposto
Neste capítulo é descrito o método proposto para a geração dos casos de teste abstratos
de interoperabilidade e robustez. Na Seção 3.1 é apresentado o método InRob, que foi
utilizado como base para este trabalho. Na Seção 3.2 é descrito o método criado, InRob-
UML. E, na Seção 3.3 são apresentadas as considerações finais do capítulo.
3.1 Motivação: o método InRob
O método InRob [39] combina técnicas de teste baseado em modelos com a priorização
de serviços de maior relevância (perfis de serviços) – para orientar a construção de modelos
de interoperabilidade baseada em serviços e permitir a seleção de testes de integração de
sistemas de tempo real – e de testes de robustez, a partir da inclusão de desvios de tempo
(atrasos e antecipações) nesses modelos de serviço.
Os testes de interoperabilidade e robustez, que contemplam propriedades de tempo,
precisam lidar com alguns problemas como:
i) focar na interação entre os subsistemas, e não nos seus detalhes de implementação;
ii) garantir a associação dos estímulos (input data) e das reações (output data) de um
subsistema às respectivas solicitações e respostas no outro subsistema; e
iii) a grande relevância do momento de ocorrência de algum evento e de suas respectivas
respostas.
Para tratar essas questões, o InRob é estruturado em torno de cinco elementos prin-
cipais, seguindo o processo de teste apresentado na Figura 3.1.1:
a) um perfil de serviço (service profile);
b) um modelo nominal do serviço (nominal model);
c) os perigos de tempo (timing hazards);
d) um modelo aumentado (augmented model);
e) um propósito de teste (test purpose).
O processo de teste utilizado é composto por três fases principais, que são detalhados
nas próximas subseções: Fase A (modelagem do serviço); Fase B (geração de casos de
teste); Fase C (execução de casos de teste em uma implementação real do sistema).
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Figura 3.1.1: Processo de Teste InRob [38]
3.1.1 Modelagem de serviços
O InRob é baseado no conceito de serviço, que são funcionalidades disponibilizadas por
cada subsistema para outros módulos. Assim, quando uma entidade inicia a requisição
de um serviço, ele espera o relato dessa execução para que ele possa concluir suas tarefas.
Assim, esta fase consiste na criação de modelos de comportamento de um determinado
serviço, que serão utilizados no processo de geração os testes de interoperabilidade e
robustez. Esses modelos são derivados dos documentos de projeto, que descrevem o
comportamento esperado dos subsistemas comunicantes, como os requisitos funcionais do
sistema e os documentos de projeto.
Perfil de serviço
O primeiro passo do método é a eleição do “Perfil de serviço”, que tem como objetivo
definir, em cada estágio de integração, os serviços de maior relevância para que eles sejam
priorizados no projeto dos testes.
Modelo nominal do serviço
Após a definição do perfil do serviço, faz-se necessária a construção do modelo no-
minal do serviço, que representa o modelo comportamental da interação dos subsistemas
comunicantes durante a realização desse serviço.
Para isso, faz-se uso do formalismo TIOA (Timed Input and Output Automata),
seguindo-se a premissa de que o controle de testes está restrito ao subsistema comuni-
cante que assume o papel de mestre, no qual deve-se verificar tanto as suas saídas quanto
as suas entradas, enquanto no outro subsistema deve-se observar apenas as suas saídas.
Na Figura 3.1.2 (b) é apresentado um exemplo de modelo TIOA para um Serviço de
Conexão entre dois subsistemas, típico em protocolos de comunicação, e o seu correspon-
dente em diagrama de sequência UML, na Figura 3.1.2 (a). O serviço começa com um
comando de solicitação de conexão (CNR), vindo do sistema de teste (ST) para o cliente.
Em seguida, o cliente envia o comando “cnr” para o servidor, que retorna um “ack” ou
um “nack” como resposta.
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Figura 3.1.2: Serviço de Conexão: (a) Diag. de Sequência UML (b) Modelos TIOA [39]
Perigos de tempo
Para lidar com as restrições de tempo, o InRob define os perigos de tempo como sendo
as antecipações e os atrasos das mensagens trocadas entre os subsistemas, ou seja, corres-
pondem às falhas temporais a serem usadas nos testes de robustez do serviço escolhido. Os
perigos de tempo são eventos inesperados, causados por defeitos no canal de comunicação
ou por problemas de desempenho nesses subsistemas.
São definidos, portanto, dois padrões de requisitos de tempo: “Limite na Resposta”,
que restringe o tempo máximo que um evento leva para ser disparado, após uma guarda
se tornar verdadeira, gerando um atraso no recebimento de uma resposta; e “Invariância
Limitada”, que especifica a antecipação de algum evento para que seja possível verificar
se a resposta será ou não ignorada.
Para cada padrão de requisito de tempo, o InRob define duas classes de desvio de
tempo, denominadas Desvios Maiores (MD) e Desvios Menores (mD) conforme apresen-
tado na Tabela 3.1.1. A partir desses desvios pode-se incluir variações de tempo que
extrapolem o limite aceitável para uma operação do sistema (Desvio Maior), ou variações
de tempo que estejam dentro da margem de erro (Desvio Menor), definido na especifica-
ção, portanto não extrapolando o tempo previsto para uma operação.
Tabela 3.1.1: Classes de desvios de tempo [39]
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a Maior
(MD+)
Estende significativamente o tempo limitado de resposta es-
pecificado com o objetivo de provocar desvios de tempo inacei-
táveis no cenário nominal
Menor
(mD+)
Estende insignificantemente o tempo limitado de resposta
especificado de forma que o desvio de tempo pode ser aceitável
no cenário nominal
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Maior
(MD-)
Desrespeita a restrição de tempo mínimo especificado com a
ocorrência significativamente antecipada de um evento com
o objetivo de verificar que o evento é ignorado (inaceitável)
Menor
(mD-)
Desrespeita a restrição de tempo mínimo especificado com a
ocorrência insignificativamente antecipada de um evento com
o objetivo de verificar que o evento é aceito (aceitável)
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Assim, estende-se os modelos TIOA de interoperabilidade com essas classes de desvios
de tempo, o que permite a derivação dos casos de testes de robustez a partir dessas novas
transições.
Para emular esses defeitos, o InRob define um mecanismo denominado “Emulador de
Defeitos” (FEM - Failure Emulator Mechanism), para emular os defeitos associados aos
perigos de tempo, através de atrasos nas mensagens enviadas pelo canal de comunicação,
possibilitando aumentar a controlabilidade do sistema em teste sobre os dois subsistemas
comunicantes.
Modelo aumentado
Com base nos desvios de tempo (Maiores e Menores), estende-se os modelos TIOA, o
que permite a obtenção de casos de testes de robustez. O processo de extensão consiste
em dois passos:
i) adicionar de uma nova transição que represente a transição original, acrescida de
um desvio de tempo;
ii) analisar os desvios de tempo no comportamento da interação. Deve-se adicionar no-
vas transições ou estados nas situações inaceitáveis, caso seja necessário representar
o comportamento do sistema frente aos perigos de tempo.
Propósito de teste
Para guiar a seleção de casos de teste e evitar o risco de explosão combinatória, que
pode ocorrer com o uso de métodos baseados em busca exaustiva do espaço de estados,
são escolhidas uma ou mais propriedades (ou cenários) que definam o objetivo do testador.
Esse elemento é conhecido como Propósito de Teste (test purposes) [17].
Os propósitos de teste podem determinar se uma transição, ou sequência de transições,
do modelo de estados é alcançada. Além disso, eles também podem especificar restrições
de tempo para a conclusão dessas atividades.
Assim, eles têm a função de especificar os cenários de teste de interoperabilidade e de
robustez que se deseja avaliar.
3.1.2 Geração de casos de teste
A geração automática dos casos de testes utiliza os propósitos de teste selecionados
previamente. A ferramenta de testes deve realizar uma derivação automática de traços
de teste e fazer a seleção daqueles que atendam às propriedades, podendo obter mais do
que um caso de teste para cada propósito selecionado.
3.1.3 Execução de casos de teste
Neste ponto, a ferramenta de execução deve ser capaz de importar os casos de teste
selecionados, convertê-los em scripts de teste, realizar a sua execução no SUT e monitorar
os pontos de controle definidos pelo testador. Nesta etapa também é necessária a geração
de relatos de teste, que permitam uma análise posterior dessas informações.
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3.2 O método InRob-UML
O método InRob-UML é uma extensão do InRob, e visa auxiliar na validação de
sistemas embarcados de tempo real. O primeiro diferencial do InRob-UML é quanto a
utilização de modelos definidos pela UML ao invés dos especificados pelo TIOA, devido a
sua larga adoção, tanto no meio acadêmico quanto na indústria. Outro diferencial fica por
conta da modelagem de um terceiro componente, representando um canal de comunicação
falho, com o intuito de elaborar os testes de robustez. Com isso, é possível elaborar casos
de teste que considerem outras falhas de comunicação além dos desvios de tempo definidos
no InRob, além de identificar as intervenções que um sistema de teste deve realizar na
comunicação entre os subsistemas, para se atingir os respectivos propósitos de teste.
Este processo de teste também é composto por três fases distintas, assim como o
InRob. Porém, este trabalho manteve o foco na Fase A, onde é feita a priorização e
a modelagem dos serviços, e na Fase B, onde são obtidos os casos de teste abstratos.
Na Figura 3.2.1 é apresentado o processo de teste criado, cujas etapas destacadas pela
cor cinza diferem do método InRob. Vale destacar que devido aos tipos de modelos
escolhidos, também é necessário utilizar uma nova ferramenta de geração de casos de
teste. A ferramenta escolhida para modelar os subsistemas e obter os casos de teste neste
trabalho é apresentada no Capítulo 4.
Ferramenta de Geração de Testes Casos de TesteAbstratos
Modelo do Ambiente com Falhas Propósitos de Teste
Modelo do Serviço Modelo de Falhas
Artefatos do Projeto Perfil do Serviço
Fase A
Fase B
Figura 3.2.1: Processo de Teste InRob-UML
Neste processo, assim como no InRob, os Artefatos do Projeto são as informações que
detalham o projeto e descrevem o funcionamento esperado dos subsistemas. Junto com
a definição do Perfil de Serviço, servem como base para a especificação do Modelo de
Serviço, que é composto por diagramas de classe e seus respectivos diagramas de estados.
Deve-se agrupar em Perfis de Serviço as funcionalidades do sistema que tenham carac-
terísticas comuns. Depois, identificar a importância de cada um desses perfis (através de
cálculos estatísticos [39]) e, a partir disso, priorizar a ordem de geração dos casos de teste
abstratos. O Perfil de Serviço irá nortear a definição do Modelo de Serviço, do Modelo
de Falhas e dos Propósitos de Teste.
Para validar a robustez do software seleciona-se alguns parâmetros (Modelo de Falhas)
que representem eventos não previstos na especificação, como defeitos no processo de
comunicação ou problemas de desempenho dos módulos, que possam representar algum
perigo ao funcionamento do sistema.
Com base no Modelo de Falhas é montado o diagrama de estados do mecanismo emu-
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lador de defeitos (FEM), que especifica o comportamento e ações do canal de comunicação
durante a transmissão de mensagens entre os subsistemas em teste. Esse diagrama é inte-
grado ao Modelo de Serviço para gerar o Modelo do Ambiente com Falhas, do qual serão
derivados os casos de teste abstratos.
Os Propósitos de Teste (do inglês Test Purpose: TP) são partes da especificação que
se deseja testar, e pode ser visto como um cenário parcial de execução. Para defini-
lo, utilizamos diagramas de sequência UML com os cenários que são relevantes para a
interação, definidos no Perfil de Serviço escolhido. A partir desse diagrama, deve-se
selecionar uma mensagem alvo que o caso de teste deve abranger e, opcionalmente, outras
mensagens intermediárias pelos quais o caso de teste também deve disparar.
3.2.1 Requisitos
Para aplicação do método InRob-UML é necessário que haja informação sobre o com-
portamento de cada um dos subsistemas e a escolha do Perfil de Serviço. A partir dessas
informações são elaborados os respectivos diagramas de estados UML.
Considera-se também que os componentes do sistema são caixas-pretas, portanto am-
bos devem passar no teste de conformidade isoladamente, antes da aplicação dos casos de
teste gerados por este método.
3.2.2 Passos
O método InRob-UML é composto por uma sequência de passos, descritos brevemente
a seguir:
1. Modelagem do serviço: modelagem do diagrama de classes do sistema e dos respec-
tivos diagramas de estados dos subsistemas a serem avaliados, sendo baseados na
especificação do sistema;
2. Modelagem do ambiente com falhas: inclusão do FEM no diagrama de classes,
modelagem do respectivo diagrama de estados (a partir no modelo de falhas do
sistema) e sua integração com o Modelo de Serviço;
3. Validação do modelo: o modelo que representa a interação entre os componentes e o
ambiente com falha (representado pelo FEM) é transformado em modelo executável,
independente de plataforma. A sua execução permite validar o modelo e determinar
se o sistema reage da maneira esperada aos parâmetros fornecidos;
4. Geração de casos de teste abstratos: após o modelo ser considerado adequado,
utilizam-se propósitos de teste (TP) para guiar a seleção automática de casos de
teste abstratos. Os TPs devem ser escolhidos em conjunto com o cliente, e se-
rem especificados na forma de diagramas de sequência, contendo a indicação das
mensagens a serem alcançadas durante a realização do teste;
5. Concretização dos casos de teste abstratos: Os casos de teste gerados são abstra-
tos (CTA), pois estão no mesmo nível de abstração do modelo, i.e., são descritos
em formato independente da implementação. Esse passo visa a transformação dos
CTAs em scripts de teste em formato adequado para a realização na plataforma de
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execução. Nesse passo também é feita a implementação do injetor de falhas, com
base no modelo do ambiente com falha criado no passo 2;
6. Execução dos testes e análise dos resultados: Os scripts de teste são aplicados à
implementação do serviço em teste, e os resultados observados são coletados para
serem comparados aos resultados esperados (aqueles indicados pelo modelo). As
diferenças podem ser devidas a defeitos na implementação, mas também não se
pode descartar a possibilidade do defeito estar na implementação dos casos de teste,
no injetor ou no próprio modelo.
As principais diferenças entre os métodos InRob e InRob-UML estão resumidas na
Tabela 3.2.1.
Tabela 3.2.1: Diferenças entre os dois métodos.
InRob InRob-UML
Artefatos ∙ perfil do serviço
∙ modelo nominal do serviço (TIOA)
∙ perigos de tempo
∙ modelo aumentado do serviço (TIOA)
∙ propósito de teste
∙ perfil do serviço
∙ modelo do serviço (diagrama de classes + diagramas de estados)
∙ modelo de falhas (temporais e de comunicação)
∙modelo do ambiente com falhas (diagrama de classes + diagrama
de estados)
∙ propósitos de teste (diagrama de sequência)
Passos ∙ modelagem do serviço
∙ geração dos casos de teste
∙ execução dos casos de teste
∙ modelagem do serviço
∙ modelagem do ambiente com falhas
∙ validação do modelo
∙ geração dos casos de teste abstratos
∙ concretização dos casos de teste
∙ execução dos testes e análise dos resultados
3.2.3 Arquitetura genérica de testes
A arquitetura de testes utilizada pelo InRob-UML, apresentada na Figura 3.2.2, foi
baseada na arquitetura geral de teste de interoperabilidade descrita na Figura 2.4.2. Ela
envolve a avaliação da interação entre dois subsistemas de tempo real que se comunicam
através da troca de mensagens, portanto sofrem influência não só de seus processamentos,
mas também do canal de comunicação falho existente entre eles.
Tester
UP1
FEM
LP1 LP2
IUT1 IUT2
UI1
LI1 LI2
Test System (TS)
System Under Test (SUT)
Figura 3.2.2: Arquitetura Genérica de Testes do InRob-UML
Os subsistemas interagem como um sistema Mestre/Escravo, onde um deles envia
solicitações e aguarda uma resposta, antes de decidir qual ação deve ser tomada, e o
outro, que recebe requisições e retorna o resultado obtido do seu processamento.
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O Sistema de Teste (TS) inicia os testes pelo Subsistema Mestre (IUT1) e, ao final, deve
avaliar o resultado retornado por este, visto que não haverá acesso direto ao Subsistema
Escravo (IUT2).
Toda a comunicação entre os Subsistemas em Teste será interceptada pelo FEM, que
assume o papel de canal de comunicação. Assim, de acordo com o definido no Caso de
Teste, o Sistema de Teste (TS) configura o FEM com as ações a serem exercidas sobre
as mensagens trocadas entre os subsistemas, como, por exemplo, atrasos e corrupção de
dados.
3.2.4 Criação do modelo
Os subitens abaixo descrevem os artefatos que devem ser produzidos para a modelagem
dos subsistemas e do canal de comunicação entre eles.
Modelagem estática
Nesta fase, definimos o diagrama de classes com os componentes da arquitetura que
serão analisados, contendo as propriedades e métodos que serão avaliados. Esses com-
ponentes deverão se comunicar através da troca de mensagens, e no InRob-UML essas
mensagens são interceptadas e repassadas pelo FEM (Emulador de Defeitos), que emula
tanto falhas de comunicação quanto falhas na mensagem de retorno de uma requisição.
O FEM é parte do ambiente, e representa um canal de comunicação falho entre os
componentes do sistema. As falhas a serem aplicadas, baseadas nos tipos apresentados
por [18], são: corrupção, duplicação ou perda de pacotes, bem como falhas temporais,
quais sejam, atraso e avanço na entrega de pacotes. As falhas serão modeladas como
tipos de dados (data types) da UML, pois cada falha tem atributos diferentes. Na Tabela
3.2.2 é apresentada a descrição de cada uma das falhas consideradas neste método.
Tabela 3.2.2: Descrição das falhas consideradas.
Tipo Falha Descrição
Falhas de
conteúdo
Corrupção Essa falha corrompe dados da mensagem.
Perda Essa falha introduz perda de mensagens.
Duplicação Essa falha gera duplicação de mensagens.
Falhas
temporais
Atraso Essa falha introduz um atraso na entrega de mensagens.
Avanço Essa falha faz com que a mensagem seja entregue mais cedodo que o esperado.
Na Figura 3.2.3 é apresentado o diagrama de classes genérico para o método InRob-
UML, nele é representado que Master (IUT1) está conectado a Slave (IUT2) através
do FEM, que representa o canal de comunicação falho. O FEM possui métodos para
configuração das falhas a serem aplicadas durante o processo de execução dos testes e
métodos para a configuração dos parâmetros de tempo que influenciam essa comunicação.
Para fazer a ligação entre os subsistemas através do FEM foram definidos os métodos
que cada uma das classes deve implementar para o envio e recebimento de mensagens
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FEM
tempoEspera: float
tempoAvanco: float
percentualAtraso: int
+receiveCmd(comando:String)
+receiveResponse(resposta:String)
+sendCmd(comando:String)
+sendResponse(resposta:String)
+configuraListaDeFalha(falhas:Falha[10])
+configuraTempoEspera(tempo:float)
+configuraTempoAvanco(tempo:float)
+configuraMargemAtraso(margemAtraso:int)
+modifyCmd(comando:String)
+modifyResponse(resposta:String)
+incrementaExecucoes()
+inicializaUltimaResposta()
+armazenaUltimaResposta(resposta:String)
Falha
tipoFalha: int
nomeFalha: String
É configurado com 1..*1
Master
+sendCmd(comando:String)
+receiveResponse(resposta:String)
Slave
+receiveCmd(comando:String)
+sendResponse(resposta:String)
Está conectado a 11
Está conectado a 11
«signal»CmdRecebido(resposta:String)
«signal»
CmdRecebido
resposta: String
Figura 3.2.3: Diagrama de Classes do InRob-UML
através do canal de comunicação. Abaixo segue a descrição de cada um desses métodos
na ordem em que são disparados durante a comunicação entre Master e Slave:
∙ Master.sendCmd: envia os comandos para Slave através do FEM;
∙ FEM.receiveCmd: recebe os comandos enviados pelo método anterior;
∙ FEM.sendCmd: repassa para Slave os comandos recebidos, de acordo com manipu-
lação exercida pelo FEM;
∙ Slave.receiveCmd: recebe os comandos repassados pelo FEM;
∙ Slave.sendResponse: retorna uma resposta para o FEM após o processamento do
comando recebido;
∙ FEM.receiveResponse: recebe as respostas enviadas pelo método anterior;
∙ FEM.sendResponse: de acordo com o processamento do FEM, retorna uma resposta
para Master ;
∙ Master.receiveResponse: recebe as respostas retornadas pelo FEM.
Além desses métodos, temos outros para configuração e controle das falhas a serem
aplicadas pelo FEM durante a comunicação entre os subsistemas:
∙ configuraListaDeFalhas: define a sequência de falhas que o FEM deve aplicar nas
comunicações;
∙ configuraTempoEspera: define o tempo máximo de espera antes de ser disparado
um Timeout no Master ;
∙ configuraTempoAvanco: define o tempo mínimo para retorno de uma resposta do
Slave;
∙ configuraMargemAtraso: informa o percentual máximo aceitável para atraso de uma
mensagem (além do Timeout, para englobar tempos de transmissão e perdas de
desempenho);
∙ modifyCmd: injeta falhas no comando transmitido;
∙ modifyResponse: injeta falhas na resposta transmidita;
∙ incrementaExecucoes: controla o número de transmissões da comunicação;
∙ inicializaUltimaResposta: inicializa o FEM com uma resposta válida a ser enviada
pelo Slave;
∙ armazenaUltimaResposta: armazena a última resposta válida enviada pelo Slave;
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Modelagem dinâmica
Devemos elaborar o Modelo do Serviço, contendo os diagramas de estados, para es-
pecificar o comportamento de cada um dos subsistemas. Os atributos de cada uma das
classes serão as variáveis utilizadas nas ações e nas condições de guarda do diagrama de
estados, já as operações representarão as ações ou as condições de guarda. Na Figura 3.2.4
é apresentado um diagrama de estado hipotético para cada um dos subsistemas em teste.
Master
Estado1
Master
Estado3
Master
Estado2
After[tempo2]
Evento1[condicao2]After[tempo1]
Evento1[condicao1]
Slave
Estado1
Slave
Estado2
Evento2
After[tempo3]
(a) (b)
Figura 3.2.4: Modelo do Serviço hipotético para os subsistemas Master (a) e Slave (b)
Para teste de interoperabilidade é necessário representar a comunicação entre os mo-
delos dos subsistemas, mas para evitar problemas de explosão combinatória devemos re-
presentamos a comunicação de apenas duas implementações em teste (one-to-one context)
por vez [11]. Já para os teste de robustez, a comunicação entre esses dois componentes
deverá ser feita através do FEM, que é o componente responsável pela injeção das falhas.
Assim, além da interação entre os dois componentes, o modelo também irá representar
a ação do FEM nessa interação, com o objetivo de simular a ação do ambiente sobre as
mensagens trocadas entre as IUTs.
O FEM, que especifica o Modelo de Falhas do método InRob-UML, também é mode-
lado como um diagrama de estados, tomando como base as falhas definidas na modelagem
estática. O FEM, portanto, é um modelo genérico que deve ser utilizado para interligar os
modelos dos IUT1 e IUT2 em um único diagrama de estados, gerando assim o Modelo do
Ambiente com Falhas. Posteriormente, esse modelo deve ser validado, antes da geração
dos casos de teste abstratos.
Como apresentado no diagrama de estados da Figura 3.2.5, o FEM inicia no estado
“Inicializando”, onde esse subsistema realiza a carga de seus componentes, e alterna para
o estado “Aguardando Comando” assim que for terminado o seu “Setup”. A configuração
inicial do FEM é feita com os seguintes parâmetros: uma sequência de falhas, a ser
aplicada durante os testes; o “tempo de espera”, a ser aguardado antes de gerar um
Timeout no IUT1; a “margem de atraso”, indicando o percentual de tempo máximo
aceito para o atraso nas comunicações; e o “tempo de avanço”, caso se deseje testar a
antecipação de uma resposta do IUT2.
Assim, durante a ocorrência do evento de Setup devem ser executadas as ações de
configuraListaDeFalhas, configuraTempoEspera, configuraTempoAvanco, configuraMarge-
mAtraso, inicializaUltimaResposta.
As ações disparadas pelos eventos e pelas mudanças de estado foram suprimidas no
diagrama da Figura 3.2.5 para uma melhor visualização das transições, mas elas estão
descritas nesta seção (junto a descrição dos estados) e posteriormente no Capítulo 5
(Aplicações do Método).
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Inicializando
Retornando
com Avanço
Repassando
com Duplicação Aguardando
Comando
Setup
CmdRecebido[falha=="SemErro"]
Repassando
sem erro
Repassando
com Erro
Aguardando
Timeout
Perda de
retorno
Repassando
com Atraso
Aguardando
Atraso
Repassando com
pequeno Atraso
CmdRecebido[falha=="Duplicação"]
CmdRecebido[falha=="ComErro"]
CmdRecebido[falha=="ComAvanço"]
CmdRecebido
[falha=="PerdaEnvio"]
CmdRecebido[falha=="ComAtraso"]
CmdRecebido
[falha=="PerdaRetorno"]
Resposta
Resposta
Resposta
After[TempoPerda]
Resposta
Resposta
After[TempoAvanço]
Resposta
After[TempoAtraso]
CmdRecebido[falha=="PequenoAtraso"]
Aguardando
pequeno Atraso
After[TempoPequenoAtraso]
Retornando
com Erro
CmdRecebido
[falha=="ErroRetorno"]
Resposta
Figura 3.2.5: Modelo de Falhas do InRob-UML – Diagrama de Estados do FEM
Enquanto FEM está no estado “Aguardando Comando”, ao receber um comando
(CmdRecebido) vindo da IUT1, ele utiliza o próximo item da lista de falhas para decidir
o que será feito com a mensagem interceptada. De acordo com a condição de guarda
satisfeita, o FEM muda para os seguintes estados e realiza as seguintes operações:
∙ “Repassando sem erro”: não interfere na comunicação, apenas repassa o comando
para IUT2, através da execução da ação sendCmd. Estando nesse estado e ocor-
rendo um evento de “Resposta”, executam-se as ações armazenaUltimaResposta e
sendResponse;
∙ “Repassando com erro”: corrompe o conteúdo do comando recebido antes de enviá-lo
para IUT2, através da execução das ações modifyCmd e sendCmd. Posteriormente,
ao ocorrer um evento de “Resposta”, executam-se as ações armazenaUltimaResposta
e sendResponse;
∙ “Retornando com erro”: repassa o comando para IUT2, mas a resposta recebida é
corrompida antes de ser retornada para IUT1. Assim, é executada a ação sendCmd, e
ao ocorrer um evento de “Resposta”, executam-se as ações armazenaUltimaResposta,
modifyResponse e sendResponse;
∙ “Repassando com duplicação”: o comando recebido é enviado duas vezes para IUT2
antes de devolver a resposta para IUT1 (a primeira resposta é descartada). Quer
dizer que, ao mudar para esse estado, é executada a ação sendCmd para a IUT2. Ao
ocorrer um evento de “Resposta”, o FEM deve executar os mesmos procedimentos
descritos na mudança de estado para “Repassando sem erro”;
∙ “Aguardando Timeout”: descarta o comando enviado por IUT1, forçando um Ti-
meout nele. Assim, o FEM deve aguardar tempo suficiente neste estado para forçar
o Timeout em IUT1;
∙ “Perda de Retorno”: o comando é repassado sem erro, mas a Resposta retornada
pela IUT2 é descartada, causando um Timeout em IUT1. Portanto, ao mudar
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para este estado, executa-se a ação sendCmd para a IUT2, e ao ocorrer um evento
de “Resposta”, executa-se o armazenaUltimaResposta e repete-se os procedimentos
descritos na mudança para o estado “Aguardando Timeout”;
∙ “Repassando com atraso”: a resposta de IUT2 só é enviada após extrapolar o tempo
de Timeout em IUT1. Quer dizer, executa-se a ação sendCmd e, ao ocorrer o evento
de “Resposta”, é feita uma transição para o estado “Aguardando Atraso”. Aguarda-
se tempo suficiente para causar um Timeout em IUT1, seguido da execução das
ações armazenaUltimaResposta e e sendResponse;
∙ “Repassando com pequeno atraso”: retorna a resposta de IUT2 dentro do limite
máximo de tempo, incluindo a margem de erro aceitável, sem que seja disparado
um Timeout em IUT1. Isto é, executa-se sendCmd e, ao ocorrer o evento de “Res-
posta” executa-se a ação armazenaUltimaResposta, seguida da transição para o es-
tado “Aguardando Pequeno Atraso”. Aguarda-se o tempo máximo sem que haja a
ocorrência de Timeout na IUT1 antes de executar a ação sendResponse;
∙ “Retornando com avanço”: o FEM retorna uma resposta válida para IUT1 antes
do tempo mínimo esperado por ele. Para garantir isso, o FEM não repassa o co-
mando para IUT2, mas sim reenvia a última mensagem válida vinda da IUT2, via
sendResponse.
O evento de “Resposta” no diagrama identifica a chegada de uma mensagem de retorno
da IUT2 e que deve ser tratada pelo FEM. De acordo com a falha selecionada, essa
mensagem pode ser retornada para IUT1, descartada, sofrer um atraso na entrega ou
ter o seu conteúdo modificado. Após o processamento da requisição, o FEM retorna
para o estado de “Aguardando Comando”, ficando pronto para interceptar a próxima
comunicação.
3.2.5 Validação do modelo
Antes de iniciar a busca dos casos de teste é necessário fazer uma verificação do Modelo
do Ambiente com Falhas, para avaliar se os estados e as propriedades são atingíveis
conforme o que foi projetado.
Existem várias formas de validação do modelo, como a animação [26] – que simula
a execução do sistema e permite observação dos eventos disparados e das respectivas
transições de estado – ou um método formal para validação automática do modelo.
Neste trabalho optamos pela validação via animação por ser mais simples, ficando a
cargo do testador analisar manualmente se as saídas produzidas correspondem ao que se
espera.
3.2.6 Geração dos casos de teste abstratos
Após a validação do modelo do ambiente com falhas é possível utilizá-lo para a geração
e seleção de casos de teste abstratos, com o intuito de avaliar a interação entre os dois
subsistemas. Porém, para otimizar a utilização dos recursos durante a fase de testes,
faz-se necessário priorizar as situações que serão avaliadas no sistema. Para isso, deve-se
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definir junto aos usuários do sistema quais os Propósitos de Teste (TP) serão levados em
consideração na seleção dos casos de teste.
De acordo com o Perfil de Serviço e das falhas que podem ocorrer durante a interação
entre os subsistemas (sumarizado na Tabela 3.2.2), deve-se, em conjunto com o usuá-
rio, selecionar os cenários a serem avaliados e montar os seus respectivos diagramas de
sequência.
Visto que os TPs são as partes da especificação que se deseja testar, cada um deles
é definido através da identificação de uma mensagem alvo e, opcionalmente, de algumas
mensagens de referência dentro desses diagramas, garantindo que o cenário foi percorrido
pelo caso de teste. Essas propriedades serão utilizadas como critérios de busca e seleção
automática dos casos de teste abstratos.
Vale ressaltar que um TP não representa um caso de teste (ou um caminho) completo,
mas apenas os eventos que se tem interesse em observar. Ele também não descreve valores
de parâmetros, e nem define o que deve ser feito se for observada uma entrada não prevista.
3.2.7 Geração dos casos de teste executáveis
A partir dos casos de teste abstratos, deve-se transformá-los para casos de teste exe-
cutáveis para que sejam aplicados ao sistema real de teste. Essa transformação pode ser
feita de forma manual ou através de uma ferramenta automatizada.
3.3 Considerações Finais
O método InRob-UML segue o mesmo processo definido pelo InRob, porém com mo-
dificações em algumas de suas fases. Entre as diferenças, temos: a utilização de modelos
UML nas etapas de modelagem do serviço e do ambiente com falhas; e a modelagem do
comportamento de um canal de comunicação falho que interliga os subsistemas, baseado
no modelo de falhas escolhido, ao invés de estender o modelo de cada uma das IUT com
as falhas.
Com a definição do comportamento do canal de comunicação em um Emulador de
Falhas (FEM), ele pode ser reutilizado em outros projetos, bastando integrá-lo ao modelo
do serviço. Assim, o modelo fica pronto para a geração dos casos de teste abstratos, a
partir dos propósitos de teste definidos junto ao cliente do sistema.
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Capítulo 4
A ferramenta de geração automática
de testes
Para a elaboração dos diagramas e a geração automática dos casos de teste abstratos
foi utilizada ferramenta StateMutest [6], que foi desenvolvida pela Universidade Estadual
de Campinas em parceria com membros da Universidade Federal de São Carlos (UFSCar)
e do Instituto Nacional de Pesquisas Espaciais (INPE).
Através da StateMutest é possível criar modelos de máquina de estados, gerar casos
de teste para eles, avaliar os conjuntos de casos de teste, baseado no critério análise de
mutantes, e aplicar os casos de teste gerados contra um modelo [6].
Neste capítulo são descritas as características implementadas nesta ferramenta para a
geração de casos de teste abstratos a partir de modelos de máquina de estados. Na Seção
4.1 é apresentada a linguagem utilizada para a elaboração dos modelos de máquina de
estado. Na Seção 4.2 é apresentada a ferramenta StateMutest, que permite a elaboração de
modelos, a geração dos casos de teste e a execução do modelo com os casos de teste obtidos.
Na Seção 4.3 é descrita a abordagem utilizada para a geração e seleção automatizada de
casos de teste a partir desses modelos. E, na Seção 4.4 são apresentadas as considerações
finais do capítulo.
4.1 A linguagem de descrição do modelo de estados
A StateMutest faz uso da máquina de estados especificada pelo SMC (State Machine
Compiler, traduzido como Compilador de Máquina de Estados) [46]. O SMC estende a
MEFE e possui um subconjunto dos mecanismos e elementos contidos nos diagramas de
estados da UML. Existem diferenças entre o modelo SMC e o da UML, e estas diferenças
são apresentadas a seguir.
No SMC as máquinas de estado são chamadas de mapas e neles podemos ter estados,
transições, ações e guardas, assim como na UML. Além desses elementos, temos também
diretivas push e pop que permitem a transição de estados entre esses mapas. Com isso,
podemos montar máquinas comunicantes entre si, ou submáquinas.
Uma transição push altera o estado no mapa de origem, e passa o controle de execução
para um determinado estado no mapa de destino. Assim, o primeiro mapa fica aguardando
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retorno do outro antes de continuar a sua execução.
Quando o mapa de destino terminar o processamento, ele retorna o fluxo de controle
para o chamador, a partir de uma transição pop. Essa transição possui como parâmetro
um evento que será disparado na máquina original, simulando o recebimento de uma
mensagem ou de um sinal de Timeout.
Essa comunicação entre os mapas cria uma espécie de “pilha de execução”, onde o
topo fica o mapa em execução e nos níveis inferiores ficam os mapas que dispararam uma
transição push, aguardando os respectivos retornos.
Assim, essa construção permite a elaboração de um mecanismo de hierarquia entre os
mapas do SMC, permitindo simular subsistemas que se comunicam através de mensagens,
onde para cada mensagem enviada espera-se o retorno de uma resposta.
No SMC também temos uma transição chamada de loopback, que é uma transição de
self-loop, onde o estado inicial e o final são os mesmos, e não são disparados os eventos
de entrada e saída do estado.
Conforme apresentado na Figura 4.1.1 temos dois mapas fictícios (Map1 e Map2 ),
onde (a) e (c) apresentam a definição da máquina de estados, em codificação SMC, e nas
imagens (b) e (d) temos as suas respectivas representações visuais. A transição “ligar”
em Map1 é uma diretiva push, que realiza uma mudança de estado, de “Desligado” para
“Alternando”, e passa o controle de execução do modelo para o estado “Iniciar” de Map2.
Assim que for disparada a diretiva pop(Ok), em Map2, o controle de execução volta
para Map1, que processa o evento “Ok” e realiza uma transição para o estado “Ligado”.
(a) (b) (c) (d)
Figura 4.1.1: Código SMC e modelo dos mapas Map1 (a;b) e Map2 (c;d).
Em Map2 temos a transição “aguardar” como um exemplo de loopback, que realiza
uma determinada ação, mas não alterna seu estado atual, conforme pode ser visto na
linha 8 da Figura 4.1.1 (c), onde está informado o estado “nil”. Caso nessa linha estivesse
o mesmo nome do estado atual (Iniciar), esse evento iria disparar as ações de exit e
entry desse estado. Mais detalhes sobre a linguagem SMC e a descrição de todos os
seus elementos podem ser acessados no site oficial da biblioteca, disponível em http:
//smc.sourceforge.net/.
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4.2 Descrição da ferramenta
A ferramenta StateMutest permite a criação de modelos de máquina de estados, ba-
seado na linguagem SMC, a geração de casos de teste para elas, de forma manual ou
automatizada, a avaliação dos conjuntos de casos de teste através do critério de análise
de mutantes e a execução de um modelo a partir desses casos de teste [6].
Conforme apresentado na Figura 4.2.1, a arquitetura da StateMutest é formada por
componentes que realizam a geração de casos de teste e a execução dos testes. O núcleo
base consiste nos módulos que representam uma MEFE (item 2) e o motor de máquina
de estados, que compila o modelo executável e permite a aplicação de casos de teste nele
(item 3).
Figura 4.2.1: Visão Geral da Arquitetura StateMutest [41]
A geração e seleção automática de casos de teste abstratos (item 4 da Figura 4.2.1), a
partir de uma MEFE, é baseada numa abordagem meta-heurística multi-objetiva chamada
MOST (Multi-Objective Search-based Testing approach from EFSM ) com a aplicação de
uma técnica de otimização [60], implementada pelo algoritmo MGEOvsl, que faz uso de
funções objetivo (item 1) para alcançar os propósitos de teste escolhidos pelo testador.
Essas informações são detalhadas na Seção 4.3.
Além dessas funcionalidades, temos também o módulo gerador de mutantes (ver item
5 da Figura 4.2.1) que cria variações do modelo de estado, contendo apenas uma alte-
ração sintática em relação ao modelo original, e utiliza técnicas de seleção para reduzir
o conjunto de mutantes obtido. Assim, esse conjunto pode ser utilizado para avaliar a
eficiência dos casos de teste gerados pela ferramenta. Porém, vale ressaltar que no método
InRob-UML não é utilizada a geração de mutantes para a avaliação dos casos de teste.
A StateMutest é uma ferramenta desenvolvida na linguagem Java, portanto é neces-
sário ter a instalada uma Máquina Virtual Java para a sua execução. Na Figura 4.2.2 é
apresentada a interface gráfica da ferramenta, com o conteúdo dos projetos, à esquerda,
e as abas contendo os arquivos ou modelos abertos, à direita.
Os detalhes sobre a utilização da ferramenta StateMutest (como a criação de modelos,
de casos de teste, de forma manual ou automatizada, e a execução dos modelos) estão
descritos no Apêndice A desta dissertação.
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Figura 4.2.2: Modelo de Estados na ferramenta StateMutest
4.3 Geração de casos de teste
A geração de casos de teste consiste em identificar dados de entrada que satisfaçam a
um determinado critério de teste. A seleção manual de casos de teste é um processo muito
difícil e trabalhoso, assim existem vários estudos sobre como realizar a automatização
dessa tarefa.
Entre as várias áreas de pesquisa para a resolução desse problema temos uma que
investiga o uso de técnicas de otimização na geração de casos de teste, conhecida como
Teste de Software Baseado em Busca (em inglês, Search Based Software Testing, SBST),
que consiste em otimizar um dado de entrada de acordo com a avaliação do teste.
A StateMutest faz uso da abordagem denominada MOST (Multi-Objective Search-
based Testing approach from EFSM ), que aplica os conceitos de SBST na geração de
casos de teste a partir de MEFE, levando em consideração tanto os aspectos do fluxo
de controle como o de dados do modelo. Essa abordagem dá ênfase na utilização de
algoritmos evolutivos como técnica de otimização, com o intuito de atingir uma maior
cobertura e de evitar a exploração exaustiva do espaço de estados.
A MOST utiliza informações sobre as dependências de controle e de dados dos mode-
los, tais como os valores dos parâmetros e das variáveis, para guiar a busca de casos de
teste. Para evitar a geração de caminhos infactíveis, ela obtém os caminhos de transições
através da execução do modelo com os respectivos dados para exercitá-los. Isso é feito
através do algoritmo multiobjetivo nomeado M-GEO𝑣𝑠𝑙 (Multi-Objective Generalized Ex-
tremal Optimization with variable string length) que permite gerar soluções de diferentes
tamanhos.
O M-GEO𝑣𝑠𝑙 utiliza duas funções objetivo para guiar a geração dos casos de teste
a partir de MEFE (como apresentado nos itens 1 e 4 da Figura 4.2.1): a cobertura da
transição alvo (Função objetivo 1 – F1) e o tamanho da sequência de entrada (Função
objetivo 2 – F2). As soluções geradas representam um balanço entre essas funções objetivo,
com o intuito de encontrar uma sequência de entrada de tamanho mínimo, porém longa o
suficiente para cobrir uma transição alvo [60] e as transições de dependência (ou transições
de cobertura) escolhidas pelo usuário.
Na Figura 4.3.1 temos o processo evolutivo do M-GEO𝑣𝑠𝑙, que inicia com a elaboração
uma população inicial de forma aleatória. Essa população é formada por três espécies di-
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Figura 4.3.1: Processo evolutivo do M-GEO𝑣𝑠𝑙 [61]
ferentes (ver Figura 4.3.2), que são: a indicação do tamanho da sequência de entrada, uma
lista de eventos de entrada, com tamanho aleatório, e pelos seus respectivos parâmetros
de entrada, com tamanho fixo, representando os dados do caso de teste.
3 1 6 5 4 7
Cadeia Variável Cadeia Fixa
Tamanho da
Sequência
Sequência
de Entrada
Parâmetros
de Entrada
Figura 4.3.2: Exemplo de População no M-GEO𝑣𝑠𝑙 (adaptado de [61])
Todas as espécies são mutadas temporariamente, uma por vez, quer dizer que ou o
tamanho da sequência de entrada é aumentado ou diminuído em uma unidade, causando
a inclusão ou a exclusão de uma espécie ao final da cadeia [conforme exemplificado no
item (a) da Figura 4.3.3], ou um dos valores dos parâmetros de entrada é alterado [como
apresentado no item (b) da Figura 4.3.3].
2
3 1 6 5 4 7
Tamanho da
Sequência
Sequência
de Entrada
4 1 6 5 4 7
2 1 6 4 7
mutação
3 1 6 5 4 7
3 1 6 5 4 8
mutaçãogera inclusão
gera exclusão
Parâmetros
de Entrada
(a) (b)
Parâmetros
de Entrada
Figura 4.3.3: Mutações no M-GEO𝑣𝑠𝑙 (adaptado de [61])
Após a mutação, a população é avaliada por F1 e F2, através da execução do modelo.
Do resultado obtido, é feita uma atualização da fronteira de Pareto, de acordo com as
soluções que cobrem o propósito de teste. A seguir, a mutação é desfeita e uma das duas
funções objetivo é escolhida aleatoriamente para classificar a aptidão das espécies.
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Após a ordenação, uma espécie é mutada para avaliar se essa nova população satisfaz
ao critério de parada. Se ela satisfaz, então o processo é finalizado, senão o algoritmo é
reaplicado a essa nova população.
A cada execução do M-GEO𝑣𝑠𝑙, ele pode retornar, além desse caso de teste que atenda
às funções objetivo, outros casos de teste com tamanho de sequência menores, mas que
não alcancem todas as transições de cobertura. Assim, caso sejam selecionadas duas
transições de cobertura, podemos obter três casos de teste a cada execução do algoritmo
(como pode ser visto no Log do algoritmo, incluído no Apêndice D):
∙ o primeiro, abrangendo a transição alvo e todas as transições de cobertura (cujos
resultados são identificados com uma linha iniciando com “F1 1.0”);
∙ o segundo, abrangendo a transição alvo e apenas uma das transições de cobertura
(identificada com “F1 2.0”), mas com o valor de F2 menor que o primeiro caso de
teste;
∙ e, um caso de teste que alcance a transição alvo, mas nenhuma das transições de
cobertura (identificada com “F1 3.0”), mas com F2 menor que os demais.
Vale ressaltar que somente o primeiro caso apresentado acima interessa para o método
InRob-UML, os demais casos são descartados. Porém, como são retornos da ferramenta,
devido a sua implementação, eles podem ser aproveitados em algum TP, caso seja inte-
ressante para o teste a ser realizado.
4.4 Considerações Finais
Neste capítulo foi apresentada a ferramenta StateMutest, que possibilita a modelagem
de máquinas de estado e a geração de casos de teste a partir da abordagem meta-herística
multi-objetiva MOST. Essa ferramenta foi utilizada na modelagem dos subsistemas apre-
sentados neste trabalho, servindo de apoio para a aplicação do método InRob-UML.
Também foram apresentados alguns detalhes relevantes na tradução dos diagramas de
estado UML em mapas de estados do SMC, como a definição das restrições de tempo e a
interligação entre os modelos.
No próximo capítulo serão apresentadas algumas aplicações do método InRob-UML,
detalhando melhor cada uma de suas etapas e apresentando alguns resultados quanto à
geração dos casos de teste abstratos.
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Capítulo 5
Aplicações do Método
Neste capítulo são descritos os passos para a aplicação do método InRob-UML em
dois subsistemas diferentes. Foi utilizado um modelo fictício, definido na literatura, e um
modelo que representa uma aplicação real. Na Seção 5.1 são apresentados os objetivos dos
experimentos e as questões que serão avaliadas para determinar a validade do trabalho. Na
Seção 5.2, é feita uma introdução sobre os dois projetos que serão utilizados na aplicação
do método. Na Seção 5.3, detalhamos a aplicação do método no sistema GRC (Generalized
Railroad Crossing). Na Seção 5.4, detalhamos a aplicação do método no sistema SwPDC
do projeto MIRAX. Na Seção 5.5, é feita uma discussão sobre os resultados obtidos e as
lições aprendidas com a realização desses experimentos. E por último, na Seção 5.6 são
apresentadas algumas considerações finais.
5.1 Objetivo dos Experimentos
O objetivo dos experimentos é o de analisar a utilização do método InRob-UML, com
o propósito de avaliar as características disponibilizadas para a modelagem de sistemas de
tempo real e embarcados em relação à viabilidade da geração de casos de teste de interope-
rabilidade e robustez, sob o ponto de vista dos desenvolvedores de sistemas que realizam o
trabalho dentro do contexto de integração de dois subsistemas que se comunicam através
de um canal de comunicação falho.
Como questões a serem respondidas por estes experimentos, temos:
1. Os casos de teste cobrem os propósitos de teste dos cenários selecionados?
2. Há alguma característica nos propósitos de teste que facilite ou dificulte a busca dos
casos de teste?
3. É possível gerar casos de teste que direcionem a atuação de um FEM para a avaliação
da interoperabilidade e robustez de dois subsistemas?
4. É possível representar todas as informações estáticas e dinâmicas de subsistemas
interoperantes utilizando apenas o formalismo definido no padrão UML?
E, como métricas a serem utilizadas para auxiliar a avaliação de cada uma dessas
questões, temos:
1. A efetividade, em termos de cobertura dos propósitos de teste, dos casos de teste
obtidos.
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2. Número de avaliações feitas pelo algoritmo de busca na seleção de casos de teste.
3. O número de casos de teste únicos obtidos ao definir manualmente a sequência
de falhas aplicadas pelo FEM, e ao deixar que essa sequência seja escolhida pelo
algoritmo de busca.
4. A quantidade de adaptações necessárias ao padrão dos Diagramas de Estado UML
para que seja possível modelar a interoperabilidade entre os subsistemas.
5.2 Sistemas Alvo
Para avaliar o InRob-UML, foram realizadas duas aplicações do método. Um sistema
fictício que gerencia a cancela em um cruzamento de estrada de ferro, conhecido como
GRC (Generalized Railroad Crossing), e um subsistema real de satélite científico do Pro-
jeto MIRAX (Monitoramento e Imageamento de uma região rica em fontes de Raios X),
desenvolvido pelo INPE (Instituto Nacional de Pesquisas Espaciais), que tem a função de
validar o comportamento do SwPDC (software embarcado no computador de carga útil,
denominado PDC) na realização dos serviços de forma colaborativa com câmeras EPPs
(Event Packet Processor).
Na seção 5.3 é apresentada a aplicação do método para o GRC, e na seção 5.4 é descrito
a aplicação do método para o funcionamento do subsistema SwPDC do projeto MIRAX.
5.3 Sistema de controle de cruzamento de estrada de
ferro
O GRC (Generalized Railroad Crossing) é um sistema que gerencia uma cancela de
controle de acesso a um cruzamento de uma estrada de ferro. Os trens seguem em uma
única direção, e devem passar por esse trecho com uma velocidade padrão. O controle é
feito a partir de informações enviadas por dois sensores, instalados na estrada de ferro,
que informam a chegada (Arriving) e a saída (Leaving) dos trens a uma zona crítica,
próxima à cancela.
A Figura 5.3.1 mostra a zona crítica próxima à um cruzamento (C) da linha férrea, e
apresenta as restrições temporais do sistema GRC. Quando um trem passa pelo primeiro
sensor (S1), este envia uma mensagem para o subsistema de controle (Crossing) infor-
mando o fato. Em resposta, o Crossing envia um comando para o subsistema da cancela
(Gate) solicitando o fechamento do cruzamento, e aguarda uma resposta em até 𝑔 + Δ
segundos, onde 𝑔 é o tempo máximo para abertura ou fechamento da cancela e Δ é a
tolerância máxima para possíveis delays na comunicação.
Ao receber um comando para mudar seu estado atual, o Gate realiza o procedimento
de abrir ou fechar a cancela e, ao final, retorna uma mensagem de confirmação em até
𝑔 segundos. Caso a cancela já esteja no estado solicitado, a resposta é retornada sem
aguardar tempo.
Caso Crossing não receba uma confirmação de fechamento do Gate dentro do prazo
máximo, então ele muda seu estado para Failure e sinaliza para o trem com tempo su-
ficiente (𝑡𝑝) para que ele pare antes de chegar ao cruzamento (C), evitando potenciais
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Figura 5.3.1: O problema Generalised Railroad Crossing.
perigos e sinalizando que deve haver uma intervenção externa ao sistema para reparar os
equipamentos e reinicializar o sistema, conforme descrito em [34, 32, 20].
Quando o trem sai da zona crítica, detectado pelo segundo sensor (S2), o Crossing
deve avaliar se não existem outros trens nessa região antes de enviar um comando de
abertura da cancela para o Gate. A espera pela confirmação é temporizada, e após duas
tentativas, o Crossing sinaliza a falha (failure) para a central de operações.
Na Tabela 5.3.1 é apresentado um conjunto de requisitos do GRC de uma forma mais
condensada.
Tabela 5.3.1: Requisitos selecionados para o Generalised Railroad Crossing.
Código Requisitos do GRC
1 O GRC gerencia o fechamento e abertura de uma cancela de controle de acessoao cruzamento de uma estrada de ferro.
2 Os trens devem trafegar pelo trecho respeitando uma velocidade padrão.
3 Um sensor monitora a entrada de um trem dentro da zona crítica, se isso ocor-rer, a cancela tem que ser fechada num intervalo de tempo pré-determinado.
4 Um segundo sensor indica a saída de um trem da zona crítica, e caso não hajaum outro trem dentro dela, a cancela deverá ser aberta.
5
Se uma mensagem de confirmação do fechamento da cancela não chegar dentro
de um tempo limite, o trem precisa parar antes de chegar ao cruzamento, e o
sistema entra em estado de falha.
6
Se a confirmação da abertura da cancela não chegar em um determinado
tempo, uma nova solicitação deve ser enviada, e não havendo confirmação
dessa segunda tentativa o sistema deve entrar em estado de falha.
7 A cancela só deve ser aberta caso não hajam trens dentro da zona crítica.
5.3.1 Modelagem Estática – GRC
Nesta fase, montamos o diagrama de classes, apresentado na Figura 5.3.2, que repre-
senta a estrutura estática do sistema a ser avaliado, mostrando cada componente e cada
tipo de dado utilizado na arquitetura de testes.
A classe Crossing representa o sistema que monitora o acesso à zona crítica, a partir
das informações recebidas dos sensores, e envia comandos de fechamento ou de abertura
para o sistema de controle da cancela, de acordo com o número de trens contidos nessa
região.
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A classe Gate representa o sistema de controle da cancela. Ela recebe de Crossing as
solicitações de abertura e fechamento da cancela, e retorna resposta informando o estado
final da cancela após a operação.
E, por último, a classe FEM representa o canal de comunicação falho existente entre
os componentes Crossing e Gate, o qual pode ser afetado por vários tipos de Falhas,
conforme apresentado anteriormente.
FEM
tempoEspera: float
tempoAvanco: float
percentualAtraso: int
+receiveCmd(comando:String)
+receiveResponse(resposta:String)
+sendCmd(comando:String)
+sendResponse(resposta:String)
+configuraListaDeFalha(falhas:Falha[10])
+configuraTempoEspera(tempo:float)
+configuraTempoAvanco(tempo:float)
+configuraMargemAtraso(margemAtraso:int)
+modifyCmd(comando:String)
+modifyResponse(comando:String)
+incrementaExecucoes()
+inicializaUltimaResposta()
+armazenaUltimaResposta(resposta:String)
Falha
tipoFalha: int
nomeFalha: String
É configurado com
1..*
1
Crossing
-numTrains: int
-numRestrasmission: int
+sendCmd(comando:String)
+receiveResponse(resposta:String)
Gate
-currentState: int
+receiveCmd(comando:String)
+sendResponse(resposta:String)Está conectado a
1
1
Está conectado a
1
1
Clock
ativo: boolean
+startClock()
+stopClock()
+increaseClock()
+getTime(): float
Utiliza
1
1
«signal»CmdRecebido(resposta:String)
«signal»
CmdRecebido
resposta: String
Figura 5.3.2: Diagrama de Classes do GRC.
5.3.2 Modelagem Dinâmica – GRC
A partir das classes identificadas na modelagem estática, devemos elaborar o compor-
tamento de cada subsistema e do canal de comunicação falho através de diagramas de
estados. Portanto, montaremos os diagramas do Crossing, do Gate e do FEM.
O diagrama de estados do Crossing (Figura 5.3.3) inicia em um estado Empty, indi-
cando que o cruzamento está livre para travessias. Em um fluxo normal, a chegada de
um trem dispara o evento Arriving, que muda o estado de Crossing para aguardando o
fechamento da cancela (WaitingClose). Ao receber o sinal de Fechamento (evento Closed)
dentro do período de “𝑔+Δ” segundos, seu estado é alterado para ocupado (Not_empty)
enquanto houverem trens dentro da zona crítica. Assim que houver a sinalização da
saída do último trem dessa região (Leaving[Train==1]), é aguardada a abertura da can-
cela (WaitingOpen), e ao haver confirmação da abertura da cancela (evento Opened), seu
estado retorna para vazio (Empty), iniciando um novo ciclo.
Caso não seja recebida a confirmação de fechamento da cancela dentro do prazo es-
tipulado, se estiver no estado WaitingClose, então é disparado um evento de Timeout,
o que altera o estado de Crossing para Failure. Dessa forma, o trem deve ser avisado
sobre o problema, com tempo suficiente para parar antes de sua chegada ao cruzamento,
fazendo-se necessário uma intervenção manual antes do sistema voltar a operar.
Estando em WaitingOpen, somente após o segundo Timeout do pedido de abertura
da cancela é que o subsistema muda seu estado para Failure. As outras possibilidades de
mudança para esse estado são quando a resposta recebida da cancela não condiz com a
ação solicitada pelo Crossing.
O diagrama de estados do Gate (ver Figura 5.3.4) representa uma cancela que inicia
aberta (estado Up), permitindo a passagem de carros pelo cruzamento de uma ferrovia.
Ao receber um comando para o seu fechamento (Close), a cancela muda para o estado
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Empty Not_empty
WaitingOpen
WaitingClose
Timeout
Opened
Arriving
Leaving [Trains>1]
Arriving
Closed
Failure
Repair
Failure
Leaving [Train==1]
Timeout
[Retransmission>=2]
Timeout
[Retransmission<2]
Opened
Closed
Figura 5.3.3: Diagrama de Estados original do Crossing
MvDown, indicando que ela está em movimento descendente. Após um determinado
tempo é retornada uma mensagem de confirmação do seu fechamento (Closed), o que
alterna a cancela para o estado fechado (Down). Para abrir novamente a cancela ocorre
o equivalente através dos eventos Open e Opened.
Up Down
MvUp
MvDown
Open
Close
Close
Closed
Open
Opened
Figura 5.3.4: Diagrama de Estados original do Gate
As mensagens de Close e Open são enviadas pelo subsistema Crossing, que fica es-
perando o retorno dos eventos Opened e Closed. Caso chegue um evento de abertura ou
fechamento da cancela e ela já esteja no estado solicitado, apenas é retornada a respectiva
mensagem de sucesso para a operação.
A partir desses diagramas de estados, obtidos da documentação do sistema de cada um
dos subsistemas analisados (Crossing, na Figura 5.3.3, e Gate, na Figura 5.3.4), montamos
seus correspondentes com o auxílio da ferramenta StateMutest (Capítulo 4), que permite
a execução desses modelos, ver Figuras 5.3.5 e 5.3.6.
Além deles, criamos também o diagrama de estados do FEM, baseado no diagrama
de estados apresentado na Figura 3.2.5, que interliga as outras duas IUTs. Na Figura
5.3.7 é apresentado um modelo simplificado do FEM para direcionar a explicação de seus
detalhes, e no Apêndice B está o modelo completo para consultas, ver Figura B.1.1.
As ações e as condições de guarda desses diagramas foram implementadas através de
métodos, na linguagem Java, permitindo a execução desse modelo. Essas condições de
guarda precisaram ser codificadas como operações, devido a limitações da ferramenta de
geração de casos de teste utilizada. Para consultas, adicionamos o código fonte do modelo
executável no Apêndice C.
Os modelos de estados criados na ferramenta StateMutest são descritos com o auxílio
da linguagem SMC, conforme apresentado no Capítulo 4, e são nomeados como “mapas”.
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O código relativo aos mapas do Crossing, do Gate e do FEM podem ser consultados no
Apêndice C, página 101.
Devido às características da linguagem SMC, não é possível simular um paralelismo
entre os subsistemas em teste, pois a comunicação entre os mapas é feita de forma síncrona
(Mestre/Escravo), onde o primeiro envia uma mensagem para o segundo mapa (através
de uma transição push), e espera por uma resposta de retorno (transição pop) antes de
continuar a sua execução.
Porém, isso não interfere na seleção dos casos de teste, visto que os subsistemas são
organizados em uma hierarquia de execução, onde um subsistema envia as solicitações para
um outro subsistema e aguarda as respectivas respostas, enquanto o segundo subsistema
responde somente quando é requisitado.
Figura 5.3.5: Diagrama de Estados do componente Crossing.
A transição 1 na Figura 5.3.5 é um exemplo de transição push, e nesse caso, ela
altera o estado inicial desse componente (Empty) para WaitingClose, direciona o fluxo de
execução para o mapa FEM, iniciando pelo estadoWaitingCmd, e envia o comando ‘close’
pelo canal de comunicação, através da ação “sendCmd”.
Na Figura 5.3.6, as transições 1, 2, 5, 6 e 7 disparam um pop que faz o controle de
execução retornar para o mapa chamador (neste exemplo, o FEM), e dispara nele um
evento de Response.
Para especificar as restrições temporais no modelo, foi considerada a existência de um
objeto Relógio (Clock, ver figura 5.3.2), iniciado pelo Crossing, mas visível aos demais
mapas. O tempo é incrementado com o valor previsto de processamento e/ou espera em
cada estado, de acordo com o especificado na documentação do sistema (ver increase-
Clock(float) no ‘exit’ de MvDown e MvUp de Gate, na Figura 5.3.6).
O Relógio deve ser iniciado sempre que uma transição push for disparada no modelo
de origem, como descrito nos estados WaitingClose e WaitingOpen de Crossing com o
método startClock(), ver Figura 5.3.5. Assim, quando o controle de execução retornar
para este mapa, é possível avaliar se o tempo foi ou não excedido, conforme pode ser visto
nas condições de guarda getTime() nas transições 6 e 9;
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Seguindo o padrão de conversão do UML para o SMC, definido pelo método, temos as
transições after nomeadas com o sufixo “after_”, seguidas pelo nome da classe e por um
complemento que identifique a sua função (ver transições 1 e 2 do Gate na Figura 5.3.6,
respectivamente after_Gate_TFechar e after_Gate_TAbrir).
Quando o controle da execução retorna para o mapa original, através de uma transição
pop, as condições de guarda consultam o relógio através do método getTime(float) (ver
transições 6 e 9 na Figura 5.3.5) para confirmar se o retorno ocorreu ou não dentro do
tempo limite, direcionando a execução para um estado normal (Not_empty, via transição
6), ou para um estado de defeito (Failure, via transição 9).
Visto que as transições push do SMC sempre direcionam para um mesmo estado inicial
no mapa de destino, precisamos incluir um estado à classeGate (WaitingCmd) para indicar
que ela fica aguardando a chegada de novos comandos. Considerando que tanto o estado
Up quanto o Down também ficam aguardando requisições de Crossing, ambos passam a
ser representados pelo WaitingCmd com o acréscimo de um atributo para a persistência
da situação atual da cancela (ver “_currentState” na seção C.7).
A partir das condições de guarda isStateUP() e isStateDOWN() o conteúdo da variável
“_currentState” é avaliado, podendo alternar o estado de Gate para MvDown ou MvUp
(conforme apresentado nas transições 3, 4, 5 e 6 na Figura 5.3.6).
Após a conclusão da movimentação da cancela, o tempo decorrido nesse estado é
adicionado ao relógio, através de um increaseClock(float)), e a transição “after” corres-
pondente é disparada, sendo então armazenada a situação final da cancela (Up ou Down,
pelos métodos setStateUP e setStateDOWN ) e o envio de uma mensagem para Crossing
(via sendGateClosed ou sendGateOpened).
Figura 5.3.6: Diagrama de Estados do Gate.
O diagrama de estados do componente FEM, apresentado na Figura 5.3.7, é sempre o
ponto inicial da execução do modelo. Partindo do estado Initializing, o FEM é configurado
com uma sequência de falhas e 3 parâmetros de tempo, que serão utilizados durante a
execução do modelo. Essa lista de falhas pode ser preenchida por valores fixos para a
busca dos casos de teste, ou deixada vazia, para que o gerador de casos de teste escolha
a sequência de falhas de acordo com o propósito de teste.
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Os parâmetros iniciais de configuração do FEM, feitas através do evento FEM_Setup
(na transição 16) são:
∙ f1 a f10 (Integer): Inicializam uma lista com 10 falhas, que se repetem caso seja
realizada um número de comunicações maior do que esse valor. Toda vez que o FEM
sair do estadoWaitingCmd ele incrementa o contador que identifica a próxima falha
(através da ação IncrementaExecucoes).
∙ tempo_espera (Integer): esse valor tem que ser preenchido com o tempo mínimo
de espera antes da ocorrência de um Timeout em Crossing;
∙ margem_atraso (Integer): representa a margem de erro percentual aceitável para
atrasos na comunicação, e que também influencia no tempo de Timeout;
∙ tempo_avanco (Integer): caso a especificação indique que haja um tempo mínimo
para recebimento das respostas, sob pena de ocorrer uma exceção, este parâmetro
pode ser configurado para forçar uma resposta válida antes do tempo estipulado.
Após o término da sua configuração inicial, o FEM entra no estado de WaitingCmd
(indicando que está aguardando o recebimento de mensagens vindas de Crossing pelo
canal de comunicação) e direciona o controle da execução para o mapa Mestre (Crossing)
através de uma transição push, ver transição 16 (FEM_Setup).
O modelo do FEM da Figura 5.3.7 é uma simplificação do modelo original, contendo
apenas 4 das 9 possibilidades de falhas que podem ocorrer durante a comunicação entre
os subsistemas, com o intuito de facilitar a visualização das informações. Assim que o
FEM interceptar um comando vindo de Crossing (FEM_CmdReceived), as condições de
guarda avaliam qual a próxima falha a ser aplicada (getFalha):
1. na transição 01, a mensagem é repassada para Gate sem interferências de tempo
e/ou conteúdo;
2. na transição 02, é realizada uma modificação no conteúdo da mensagem enviada;
3. na transição 04, a mensagem enviada para o Gate é retida, o que ocasionará um
Timeout no sistema solicitante; e
4. na transição 03, a resposta de retorno é retida por tempo suficiente para a ocorrência
de Timeout em Crossing.
Além dessas falhas, o modelo FEM ainda apresenta outros 5 tipos, que são apresen-
tadas na Figura B.1.1 do Apêndice B por questões de espaço. Os demais tipos são:
1. a partir da transição 6, há uma duplicação do comando enviado por Crossing para
Gate. Assim, um o comando é repassado sem interferências, mas descarta a resposta
recebida. Em seguida, o mesmo comando é reenviado, via transição 18, com a
resposta sendo retornada normalmente;
2. na transição 9, não há interferências no envio do comando para Gate, mas o conteúdo
da resposta é alterado antes do retorno para Crossing;
3. na transição 8, a resposta sofre um pequeno atraso, mas fica dentro da margem de
erro definida nos requisitos do sistema;
4. na transição 5, a resposta retornada por Gate é descartada pelo FEM, ocasionando
um Timeout em Crossing;
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Figura 5.3.7: Diagrama de Estados simplificado do FEM no GRC.
5. na transição 7, retorna-se uma resposta válida para Crossing antes do tempo previsto
para o seu recebimento. Para isso, sempre é armazenada a última resposta válida
vinda de Gate (via storeLastResponse), que será utilizada na execução deste fluxo,
evitando assim o tempo de processamento do Gate.
No mapa do FEM, sempre que se passa por uma transição pop(), o fluxo de execução
é redirecionado para Crossing e seu estado é alterado implicitamente para WaitingCmd
visto que Crossing sempre direciona para esse estado do FEM em suas transições push().
5.3.3 Validação do Modelo – GRC
A ferramenta StateMutest permite a execução do modelo, o monitoramento das entra-
das e saídas produzidas, bem como dos estados visitados durante a execução. Isso permite
que façamos uma animação do modelo antes da geração dos casos de teste abstratos.
Para isso, utilizamos essa ferramenta para criação de casos de teste que cubram as
transições do modelo, sendo que cada um deles deve conter a sequência de eventos a
serem disparados e os parâmetros de configuração do FEM. Depois, executamos esses
casos de teste no modelo e avaliamos manualmente se os estados visitados são exatamente
os esperados.
Na Figura 5.3.8, apresentamos um exemplo de caso de teste abstrato criado manu-
almente na StateMutest, com o nome “01-Closing.ecase”, usado para avaliar um cenário
normal de fechamento da cancela, quando não há interferências do FEM. Inserimos cinco
eventos no caso de teste, sendo que no primeiro preenchemos o campo de argumentos com
as ações do FEM durante o teste (os valores 1 indicam que o FEM não deve interferir na
comunicação, e os demais valores, relacionados ao tempo, não são utilizados nesse teste).
Após a executar esse caso de teste no modelo, conferimos que os estados visitados e
as transições disparadas foram exatamente as esperadas durante a sua elaboração. Na
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Figura 5.3.8: Caso de teste manual do GRC.
Figura 5.3.8 podemos conferir que o estado final do teste é o Crossing.Not_empty (ver o
campo “Description”, item “Enter State:”, localizado na parte inferior da janela). Além
desse, criamos alguns outros casos de teste manualmente para verificar se cada uma das
transições do modelo podem ser alcançadas, conforme a modelagem, antes de iniciar a
geração automática dos casos de teste dos cenários escolhidos.
5.3.4 Definição dos propósitos de teste – GRC
Após a validação do modelo, partimos para a obtenção dos casos de teste abstratos, e
para isso, precisamos definir os propósitos de teste. Para defini-los, utilizamos diagramas
de sequência da UML. Os propósitos de teste representam cenários de uso parciais, de
interesse do testador, a partir dos quais selecionamos a transição alvo e as transições de
cobertura que servem de entrada para a StateMutest.
A Figura 5.3.9 (a) representa um cenário em que o sistema se comporta de maneira
segura [29], ou seja, o componente Crossing recebe o sinal de chegada do primeiro trem
(evento Arriving, transição TR 1 da Figura 5.3.5) e envia para Gate uma solicitação de
fechamento da cancela (Close). Se houver a chegada de novos trens (Arriving, TR 5), o
comando para abertura da cancela (Open) só é enviado após a confirmação de saída do
último trem (Leaving, TR 3), devendo então esperar o evento de confirmação da abertura
da cancela (Opened, TR 11) antes da conclusão do cenário. Através das especificações do
sistema sabemos que o tempo limite para um Timeout (𝑇𝑎𝑡𝑟𝑎𝑠𝑜) é de 57s, com margem de
atraso (𝑇𝑚𝑎𝑟𝑔𝑒𝑚) de até 5% por causa dos atrasos na comunicação e tempo para avanço
de uma resposta (𝑇𝑎𝑣𝑎𝑛𝑐𝑜) é de 0s.
A partir desse cenário definimos as entradas para a StateMutest selecionando algumas
transições, como por exemplo: 𝑡𝑎𝑙𝑣𝑜 = {11} e 𝑡𝑐𝑜𝑏 = {5}, ambos do mapa Crossing,
deixando a cargo da ferramenta escolher a sequência de falhas a serem aplicadas pelo
FEM para alcançar os objetivos (𝑆𝐸𝑄𝑓𝑎𝑙ℎ𝑎𝑠 = {1-9;1-9;1-9;1-9;1-9;...}, indicando que
63
pode ser uma das nove falhas definidas no modelo), com 𝑇𝑎𝑡𝑟𝑎𝑠𝑜 = 57𝑠, 𝑇𝑚𝑎𝑟𝑔𝑒𝑚 = 5% e
𝑇𝑎𝑣𝑎𝑛𝑐𝑜 = 0𝑠. Na Tabela 5.3.2 são apresentados os parâmetros de configuração para cada
uma das transições selecionadas.
trc : Track ctr : Crossing gate : Gate
Arriving [Transition 1]
Close
Closed [TR 6]
Arriving [TR 5]
Leaving [TR 4]
Leaving [TR 3]
Open
Opened [TR 11]
(a) Cenário Normal
trc : Track ctr : Crossing gate : Gate
Arriving [Transition 1]
Close
Closed [TR 6]
Open
Leaving [TR 3]
Open [TR 15]
Timeout [TR 16]
(b) Cenário de Robustez
Figura 5.3.9: Diagramas de Sequência representando dois Cenários de Teste.
O diagrama da Figura 5.3.9 (b) identifica cenário de robustez em caso de falha no
comportamento da cancela: caso Gate não retorne confirmação a duas solicitações segui-
das de Open feitas por Crossing (transições 3 e 15), então este último deve enviar uma
indicação de exceção por Timeout (transição 16) e entrar em modo de falha. O propósito
de teste “TP02” é apresentado na Tabela 5.3.2.
Além desses dois cenários principais, que avaliam praticamente um ciclo inteiro de
todos os mapas do modelo, propomos mais alguns cenários para a obtenção de casos de
teste abstratos e, com isso, gerar resultados que permitam avaliar o método InRob-UML.
Modelamos o diagrama de sequência da Figura 5.3.10 que apresenta a comunicação entre
os subsistemas na realização do fechamento e da abertura da cancela, e que servirá de
base para a seleção dos TP’s de cada um desses cenários.
trc : Track ctr : Crossing gate : Gate
Arriving [Transition 1]
Close
Closed [TR 6]
Leaving [TR 3]
Open
Opened [TR 11]
[close Response]
Arriving [TR 5]
Leaving [TR 4]
loop: Enquanto entrar novos trens
alt: Fechar cancela
alt: Abrir cancela
Timeout [TR 10]
Invalid [TR 7 ou 8]
Invalid [TR 12 ou 13]
Timeout [TR 16]
[invalid Response]
[close timeout]
[open timeout]
[invalid Response]
[open Response]
Figura 5.3.10: Diagrama de Sequência do GRC.
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Para o TP03, escolhemos um cenário que garante o fechamento da cancela, seguido
de uma abertura, porém a busca dos casos de teste serão guiados por uma sequência de
falhas pré-definida (𝑆𝐸𝑄𝑓𝑎𝑙ℎ𝑎𝑠 = {7;3;8;1;1;1,1,1,1,1}). A primeira transmissão enviada
por Crossing solicita o fechamento da cancela, porém o FEM a envia para Gate com
duplicação (falha 7 do FEM). A segunda transmissão solicita a abertura da cancela, mas
o comando é descartado no envio (falha 3 do FEM). O terceiro envio de Crossing, solicita
novamente a abertura da cancela, porém a resposta de Gate deve sofrer um pequeno atraso
(falha 8 do FEM), sem que isso interfira na conclusão do processamento. Já as demais
mensagens não devem sofrer interferências do FEM (falha 1 do FEM). Com isso, espera-se
que a maioria dos casos de teste gerados contenham a mesma sequência de eventos, visto
que direcionamos todas as interferências do canal de comunicação.
Para o TP04, escolhemos um cenário de robustez, onde há a ocorrência de Timeout
para uma requisição de fechamento da cancela. No diagrama da Figura 5.3.10 seleciona-
mos a transição 𝑡𝑎𝑙𝑣𝑜 = {10} (Crossing.Timeout), 𝑡𝑐𝑜𝑏 = ∅.
Para o TP05, escolhemos outro cenário de robustez, no qual a confirmação do fecha-
mento da cancela sofre corrupção de dados. Com isso, o sistema deve entrar em um estado
de falha.
E, para o TP06, temos um cenário de robustez durante a confirmação da abertura da
cancela, quando a resposta recebida não corresponde ao esperado, levando Crossing para
um estado de falha. Na Tabela 5.3.2 são apresentados os parâmetros de configuração dos
propósitos de teste.
Tabela 5.3.2: Propósitos de teste do GRC.
TP ID Descrição 𝑡𝑎𝑙𝑣𝑜 𝑡𝑐𝑜𝑏 𝑆𝐸𝑄𝑓𝑎𝑙ℎ𝑎𝑠 𝑇𝑎𝑡𝑟𝑎𝑠𝑜 (s) 𝑇𝑚𝑎𝑟𝑔𝑒𝑚 (%) 𝑡𝑎𝑣𝑎𝑛𝑐𝑜 (s)
TP01 Cenário Normal:Fecha/Abre
Crossing
11
Crossing
5 {1-9;1-9;1-9;...} 57 5 0
TP02 Cenário de Robustez:Timeout Abertura
Crossing
16
Crossing
3 e 15 {1-9;1-9;1-9;...} 57 5 0
TP03 Cenário Normal:Falhas fixas
Crossing
11 Vazio {7;3;8;1;1;...} 57 5 0
TP04 Cenário de Robustez:Timeout Fechar
Crossing
10 Vazio {1-9;1-9;1-9;...} 57 5 0
TP05 Cenário de RobustezComando Closed
Crossing
7 Vazio {1-9;1-9;1-9;...} 57 5 0
TP06 Cenário de RobustezComando Opened
Crossing
13 Vazio {1-9;1-9;1-9;...} 57 5 0
5.3.5 Geração dos casos de teste abstratos – GRC
Os casos de testes foram gerados a partir da ferramenta StateMutest apresentada no
Capítulo 4. Para levar em conta a aleatoriedade da busca evolutiva, nós executamos 50
vezes o algoritmo de otimização para cada um dos propósitos de teste. A Figura 5.3.11
apresenta a configuração utilizada em todos os experimentos, que são:
∙ N. of Runs: O número de execuções para cada valor de TAU (𝜏) escolhido (serão
10 execuções para cada um dos 5 valores de 𝜏 escolhidos: 3; 3,25; 3,5; 3,75 e 4);
∙ Initial TAU : Indica o valor inicial do 𝜏 (3);
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∙ Final TAU : Indica o valor final do 𝜏 (4);
∙ N. of Evaluations: Número máximo de avaliações feitas pelo algoritmo (200.000);
∙ Independent Runs: Indica o número de vezes que o algoritmo reinicializa suas va-
riáveis durante as avaliações (100);
∙ N. of Variables: Informa o número máximo de transições que compõem um caso de
teste (350).
Figura 5.3.11: Parâmetros de busca do algoritmo M-GEO𝑣𝑠𝑙.
Para a StateMutest cada transição é identificada por um valor sequencial, conforme
pode ser visto um exemplo na Figura 5.3.7. Como essa numeração sempre inicia pelo valor
1 em cada modelo, a ferramenta também utiliza uma chave primária para identificar cada
uma dessas transições, esses valores é que são utilizados nos resultados retornados por
ela, conforme pode ser visto no Anexo D, nos números à esquerda das palavras “path”. A
correspondência entre a numeração apresentada nos modelos do GRC e a chave primária
pode ser visualizada na Figura 5.3.12.
Figura 5.3.12: Identificação das transições dos modelos do GRC na StateMutest.
5.3.6 Resultados – GRC
A Tabela 5.3.3 resume os resultados obtidos durante os experimentos. Nele temos o
número total de casos de teste obtidos pelas execuções do algoritmo. Desses casos de
teste, verificamos manualmente se as transições são disparadas na mesma ordem em que
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aparecem no propósito de testes, ou seja, a transição alvo é disparada após a transi-
ção de cobertura. Encontramos, portanto, dois casos de teste que não atendiam a essa
característica (inválidos) dentre os dez gerados para o Cenário Normal (TP01).
Tabela 5.3.3: Sumário dos experimentos no GRC.
TP ID Número deExecuções
No Casos
de Teste
Casos
Válidos
Casos Válidos
por Execução
Casos
Repetidos
Casos
Únicos
Casos Únicos
por Execução
TP01 50 50 48 96% 12 36 72%
TP02 50 50 50 100% 12 38 76%
TP03 50 50 50 100% 42 8 16%
TP04 50 50 50 100% 44 6 12%
TP05 50 50 50 100% 44 6 12%
TP06 50 50 50 100% 28 22 44%
Média 50 50 49,67 99,33% 30,33 19,33 38,67%
Como o mesmo algoritmo é executado várias vezes para um mesmo propósito de teste,
podemos obter casos de teste válidos que passem pelas mesmas transições antes de chegar
à transição alvo. Então, nós consideramos que esses resultados, apesar de válidos, são
casos de teste repetidos, pois avaliam o mesmo comportamento do sistema até a transição
alvo.
Como exemplo de casos de teste repetidos, apresentamos na Tabela 5.3.4 linhas que
representam traços de teste gerados em execuções distintas do algoritmo de busca para
o TP01 [𝑡𝑎𝑙𝑣𝑜: Crossing=11 (Transição 18) e 𝑡𝑐𝑜𝑏: Crossing=5 (Transição 12)]. Assim, de
acordo com o critério descrito acima, todos esses casos de teste são considerados r
Como exemplo de casos de teste repetidos, apresentamos na Tabela 5.3.4 linhas que
representam traços de teste gerados em execuções distintas do algoritmo de busca para
o TP01 [𝑡𝑎𝑙𝑣𝑜: Crossing=11 (Transição 18) e 𝑡𝑐𝑜𝑏: Crossing=5 (Transição 12)]. Assim, de
acordo com o critério descrito acima, todos esses casos de teste são considerados repetidos.
Fizemos uma identificação manual do número de casos de teste repetidos e o adicionamos
à Tabela 5.3.3.
Tabela 5.3.4: Exemplos de casos de teste abstratos repetidos.
Traços de teste para o TP01
path 40 8 25 3 1 34 13 12(𝑡𝑐𝑜𝑏) 11 10 25 4 2 34 18(𝑡𝑎𝑙𝑣𝑜) 8
path 40 8 25 3 1 34 13 12 11 10 25 4 2 34 18 8 31 38 15 24 9 24 9 24 8 31
path 40 8 25 3 1 34 13 12 11 10 25 4 2 34 18 9 24 8
path 40 8 25 3 1 34 13 12 11 10 25 4 2 34 18 9 24 9
Como foi apresentado na Tabela 5.3.2, o TP03 diferencia-se do TP01 pela configuração
manual das falhas exercidas pelo FEM durante a comunicação entre as IUTs (𝑆𝐸𝑄𝑓𝑎𝑙ℎ𝑎𝑠).
Ao limitar a sequência de ações do FEM, esperávamos diminuir o tempo médio de busca
dos casos de teste, mesmo que isso pudesse diminuir a diversidade de traços de teste obti-
dos. Ao comparar os resultados obtidos (Tabela 5.3.3), observamos que TP03 realmente
obteve um maior número de casos de teste repetidos do que TP01.
Outro ponto a destacar foi a diferença na proporção do número de casos de teste
repetidos para o TP04 e o TP05 em relação ao TP01, TP02 e TP06, onde obtivemos
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muito mais traços de teste repetidos nos dois primeiros do que nos demais. A principal
diferença entre esses TPs é que os primeiros necessitam, no melhor caso, do envio de
apenas uma mensagem entre as IUTs, enquanto nos outros TPs necessitam de 2 ou mais
transmissões. Porém, seria necessário mais experimentos para avaliar essa correspondência
entre número de casos de teste repetidos e número mínimo de transmissões entre IUTs.
No que diz respeito à questão 1, sobre a eficácia em termos de cobertura dos propósitos
de teste, obtivemos casos de teste válidos em 99,33% das execuções do algoritmo para os
TP’s selecionados. Para cada execução do algoritmo, é retornado no máximo um caso
de teste que atenda ao TP selecionado, quer dizer, que alcançam a transição alvo e cada
uma das transições de cobertura. Adicionalmente, o algoritmo pode retornar outros casos
de teste que alcançam a transição alvo, mas que não passa em uma ou mais transições
de cobertura. Porém, nós desconsideramos esses resultados, visto que não atendem aos
TP’s.
Tabela 5.3.5: Resultados de cobertura das transições no GRC.
TP ID Comprimento docaso de teste
Número de avaliações
por execução
TP01 Méd: 22,7Min: 16
Máx: 40
Desvio Pad: 4,6
Méd: 98387,1
Min: 556
Máx: 199776
Desvio Pad: 53127,2
TP02 Méd: 23,4Min: 14
Máx: 37
Desvio Pad: 5,8
Méd: 101152,3
Min: 4928
Máx: 192804
Desvio Pad: 54068,7
TP03 Méd: 22,7Min: 19
Máx: 31
Desvio Pad: 3,0
Méd: 97688,2
Min: 2474
Máx: 199326
Desvio Pad: 60471,2
TP04 Méd: 6,9Min: 5
Máx: 14
Desvio Pad: 2,0
Méd: 96718,2
Min: 2736
Máx: 199802
Desvio Pad: 61030,4
TP05 Méd: 7,3Min: 6
Máx: 12
Desvio Pad: 1,7
Méd: 91078,2
Min: 4336
Máx: 186160
Desvio Pad: 52970,7
TP06 Méd: 17,3Min: 12
Máx: 30
Desvio Pad: 4,1
Méd: 102238,8
Min: 8788
Máx: 199252
Desvio Pad: 58101,0
Em relação à questão 2, sobre a existência de parâmetros que auxiliem ou dificultem
a busca dos casos de teste, não foi possível encontrar evidências que justifiquem esta
afirmação, visto que para cada TP obtivemos uma média de avaliações e desvio padrão
muito próximos entre eles, conforme pode ser visto na última coluna da Tabela 5.3.5, além
do alto percentual de eficácia do algoritmo, conforme apresentado no parágrafo anterior.
Em relação à questão 3, quanto a geração de casos de teste que direcionem as ações
do FEM, observamos que é possível obter um maior número de casos únicos de execução
quando deixamos por conta do algoritmo de busca a tarefa de escolher as ações do FEM.
Na Tabela 5.3.3 podemos ver que obtivemos 36 casos únicos para TP01, enquanto para
TP03 obtivemos apenas 8. Além disso, conforme dados da Tabela 5.3.5, a média no
número de avaliações por execução do algoritmo, tanto para o TP01 quanto para o TP03,
são muito próximas. Assim, como não houve ganho no tempo de busca dos casos de teste,
não se justifica a demanda de tempo na escolha manual das ações do FEM.
Na Tabela 5.3.5 podemos visualizar um valor alto para o desvio padrão do número de
avaliações por execução do algoritmo, que provavelmente deve estar relacionado à configu-
ração do algoritmo de busca. Porém, faz-se necessário a realização de mais experimentos
para avaliar se é possível diminuir a aleatoriedade do algoritmo a partir da mudança de
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seus parâmetros de entrada.
Em relação à questão 4, sobre a representação de todas as características do modelo
UML na ferramenta utilizada, precisamos realizar algumas adaptações visto que o modelo
executável é baseado na linguagem SMC. Uma delas é comunicação entre os diagramas de
estados, feita através de transições push e pop, que não permite a execução em paralelo.
Além disso, transições de tempo after precisam ter identificações únicas para facilitar a
implementação dos casos de teste com os respectivos tempos de cada um desses tipos de
transição.
5.4 Subsistema SwPCD Projeto MIRAX
O projeto MIRAX (Monitor e Imageador de Raios X), desenvolvido pela Divisão de
Astrofísica do Instituto Nacional de Pesquisas Espaciais (INPE), que faz parte da Co-
ordenação Geral de Ciências Espaciais e Atmosféricas, envolveu uma missão de satélite
científico para monitoramento e imageamento de uma região rica em fontes de Raios X.
A Figura 5.4.1 apresenta todos os componentes do projeto MIRAX, que são a Plata-
forma Espacial e a sua Carga Útil. A plataforma espacial é formada por subsistemas de
controle da missão, e um de seus subsistemas é o OBDH (On Board Data Handling), que
tem a função de requisitar dados dos subsistemas de coleta de dados científicos, que ficam
como carga útil do satélite.
Dentro da carga útil encontra-se uma eletrônica para aquisição de dados, câmeras
EPP (Event Packet Processor), e o computador PDC (Payload Data Computer) com o
seu respectivo software embarcado (SwPDC). A primeira função do SwPDC é a de solicitar
ao subsistema EPP (Event Packet Processor) a captura de imagens e os armazenar. A
outra função é a de encaminhar as imagens obtidas para o subsistema OBDH sempre que
este lhe requisitar.
EPP-1
Energia
EPP-2
Plataforma Espacial
OBDH
Carga Útil (SUT)
Telecomunicação
Outros subsistemas
PDC
(SwPDC)
(A)
(B)
Figura 5.4.1: Componentes do sistema MIRAX (adaptado de [39]).
Como definido no método InRob-UML, devemos avaliar a comunicação entre dois
subsistemas ao utilizarem um canal de comunicação falho. Portanto, seguindo o perfil de
serviço de aquisição de dados científicos, selecionado em [39], iremos modelar o SUT em
uma arquitetura Mestre/Escravo, englobando os subsistemas SwPDC e o EPP, para gerar
os casos de teste abstratos de interoperabilidade e robustez dessa interação.
Assim, temos dois protocolos de comunicação interligando esses subsistemas, conforme
destacado na Figura 5.4.1: o protocolo (A), na interface superior da arquitetura de teste
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(UI1 da Figura 2.4.2), para interligar o OBDH ao SwPDC, e o protocolo (B), nas in-
terfaces inferiores (LI1 e LI2), para interligar o SwPDC ao subsistema EPP. A interface
superior será utilizada para envio dos comandos de teste e para a obtenção dos resultados
retornados pelo SUT, enquanto a interface inferior sofrerá influência das ações do FEM
para direcionar o caminho dos testes realizados.
Figura 5.4.2: Diagrama de Sequência UML – Serviço Dados Científicos [39]
O serviço de aquisição de dados científicos envolve todos os componentes da Fi-
gura 5.4.1, mas o foco fica na comunicação Mestre/Escravo entre o SwPDC e o EPP,
nesta ordem. Como apresentado no diagrama de sequência UML da Figura 5.4.2, este
serviço inicia com um comando “mode_nom”, enviado pelo OBDH, colocando o SUT em
modo nominal de operação, e sua confirmação é feita através de uma mensagem “com_ok”.
Após entrar em modo nominal, o PDC passa a enviar solicitações de dados científicos
para o EPP a cada 40 milissegundos, e aguarda o retorno dos dados em até 20 milissegun-
dos. Caso esse tempo seja extrapolado, o PDC envia uma solicitação de retransmissão.
Em paralelo, o OBDH requisita dados científicos ao PDC a cada 10 segundos.
Na Tabela 5.4.1 é apresentado um conjunto de requisitos do subsistema SwPDC no
projeto MIRAX de uma forma mais condensada.
5.4.1 Modelagem Estática – MIRAX
Primeiro, modelamos a estrutura estática do SUT através de um diagrama de classes,
contendo os elementos utilizados na arquitetura de testes (ver Figura 5.4.3). Nele, temos o
PDC que está ligado ao EPP através de um canal de comunicação, que é substituído pelo
Emulador de Falhas no canal (FEM) durante os testes de interoperabilidade e robustez.
A estrutura desse diagrama de classe é semelhante ao apresentado para o sistema GRC,
mudando apenas as classes que representam os subsistemas. Sendo que no PDC temos dois
métodos diferentes para envio de comandos para o EPP: req_data e req_retrans. Além
disso, o PDC trabalha com três clocks diferentes durante a execução: um para simular o
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Tabela 5.4.1: Requisitos selecionados para SwPDC no projeto MIRAX.
Código Requisitos do SwPDC
1 O PDC envia uma solicitação de dados para o EPP a cada 40 milissegundos.
2 O PDC armazena os dados científicos retornados pelo EPP.
3 O EPP deve responder ao PDC em até 20 milissegundos após o envio darequisição.
4 Se o EPP não responder à requisição do PDC em até 20 milissegundos, oPDC envia uma solicitação de retransmissão.
5 O OBDH requisita dados científicos para o PDC a cada 10 segundos.
6 O PDC envia os dados científicos para OBDH.
7
O serviço de aquisição de dados científicos deve ser um serviço cíclico, e deve-
se garantir que ele seja executado durante 95% do tempo de operação do
telescópio.
comportamento periódico do OBDH, outro para controlar as requisições feitas pelo PDC
e mais um outro para controlar o tempo decorrido para os pedidos de retransmissão dos
dados feitos ao EPP.
FEM
tempoEspera: float
tempoAvanco: float
percentualAtraso: int
+receiveCmd(comando:String)
+receiveResponse(resposta:String)
+sendCmd(comando:String)
+sendResponse(resposta:String)
+configuraListaDeFalha(falhas:Falha[10])
+configuraTempoEspera(tempo:float)
+configuraTempoAvanco(tempo:float)
+configuraMargemAtraso(margemAtraso:int)
+modifyCmd(comando:String)
+modifyResponse(comando:String)
+incrementaExecucoes()
+inicializaUltimaResposta()
+armazenaUltimaResposta(resposta:String)
Falha
tipoFalha: int
nomeFalha: String
É configurado com
1..*
1
PDC
-epp_data: String
+req_data(comando:String)
+req_retrans(comando:String)
+receiveResponse(resposta:String)
EPP
-epp_data: String
+receiveCmd(comando:String)
+sendResponse(resposta:String)Está conectado a
1
1
Está conectado a
1
1
Clock
ativo: boolean
+startClock()
+stopClock()
+increaseClock()
+getTime(): float
Utiliza
3
1
«signal»CmdRecebido(resposta:String)
«signal»
CmdRecebido
resposta: String
Figura 5.4.3: Diagrama de Classes com os componentes do MIRAX.
O FEM permanece com os métodos para intermediar a comunicação entre as IUTs,
como receiveCmd, receiveResponse, sendCmd e sendResponse.
5.4.2 Modelagem Dinâmica – MIRAX
Montamos os diagramas de estado das classes PDC, EPP e FEM para representar
seus respectivos comportamentos durante a obtenção dos dados científicos. O diagrama
de estados do FEM permanece o mesmo que o apresentado no sistema GRC, visto que
ele faz parte do método InRob-UML.
O diagrama de estados completo do FEM pode ser visto na Figura B.2.1 do Apên-
dice B, e as únicas diferenças ficam por conta das transições push (definidas pelo SMC
[46]) que direcionam o fluxo de execução do FEM para os mapas dos demais subsistemas
(PDC e EPP). Assim, o evento FEM_Setup direciona a execução para o estado “p0”
do PDC (ver transição 16 da Figura B.2.1), e o evento FEM_CmdReceived repassa as
requisições interceptadas pelo FEM para o subsistema EPP, via sendCmd, que deve estar
no estado “e1” (confira as transições 1 e 2).
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p0
p3p2
OBDH_send_cie
OBDH_mode_nom
Timeoutafter[40ms]
Response [isDataError(msg)]Response [time<=20ms]
Figura 5.4.4: Diagrama de Estados original do PDC.
O comportamento do PDC está descrito no diagrama de estados da Figura 5.4.4.
Ele inicia no estado “p0”, e muda para “p2” assim que receber de OBDH uma men-
sagem OBDH_mode_nom, colocando-o em modo nominal. A partir desse momento, o
PDC passa a solicitar dados científicos ao EPP a cada 40ms, e retorna esses dados para
OBDH caso receba uma solicitação via OBDH_send_cie. Estando no estado “p3”, o PDC
aguarda os dados vindos do PDC dentro de um prazo máximo de 20ms, e solicita retrans-
missão caso esse tempo tenha excedido (Timeout) ou tenha ocorrido algum problema com
a recepção dos dados (Response[isDataError]).
e1 e2
after[2ms]
PDC_req_data
Figura 5.4.5: Diagrama de Estados original do EPP.
As solicitações enviadas pelo PDC (ver PDC_req_data na Figura 5.4.5) são recebidas
pelo EPP, mudando seu estado inicial “e1” para “e2”, que inicia o processamento dessa
requisição, e tem um tempo máximo de 2ms para concluir essa operação e enviar os
respectivos dados científicos.
Seguindo o método InRob-UML, montamos os respectivos diagramas de estados com o
auxílio da ferramenta StateMutest (ver Figuras 5.4.6 e 5.4.7) e codificamos a comunicação
entre eles através do FEM, Figura B.2.1, para que seja possível executar o modelo e
selecionar casos de teste que atendam aos cenários escolhidos.
O modelo inicia pelo estado Initializing do FEM, que indica o momento que o Test
System configura o sistema antes da realização dos testes. Ao finalizar esse procedimento,
ver transição 16 da Figura B.2.1, o controle da execução é alterado para o PDC, que
inicia o processamento pelo estado “p0” (Figura 5.4.6). Ao entrar em modo nominal,
o modelo ativa um relógio, startClock(‘mode_nom’), para iniciar um evento periódico a
cada 40ms, indicado no diagrama pelo evento after_PDC_p2 (transição 3), que requisita
dados ao EPP via canal de comunicação (FEM) e cronometra o tempo de resposta através
do relógio “req”.
Estando em “p3”, o PDC armazena os dados científicos retornados pelo EPP caso a
resposta chegue dentro do prazo estabelecido, que corresponde à transição 4 do diagrama
(para uma requisição de dados) ou à transição 6 (para uma solicitação de retransmissão).
Para implementar os casos de exceção no modelo SMC, incluímos um evento de Response
(transição 6) para solicitar retransmissão caso tenha ocorrido corrupção nos dados rece-
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Figura 5.4.6: Diagrama de Estados do PDC.
bidos e um evento de timeout (transição 8) para quando não há resposta dentro do prazo
estipulado. Porém, como o processamento desse modelo é feito de forma sequencial, pode
ocorrer do controle de execução retornar para o PDC com uma resposta fora do prazo, não
atendendo às condições de guarda das transições 4 e 6, com isso sendo necessário incluir
um Response (transição 7) sem condição de guarda para continuar o processamento como
se tivesse ocorrido um Timeout.
Ao solicitar uma retransmissão, é iniciado um terceiro relógio (“retrans”) para que
seja possível diferenciar o tempo de retorno para esse tipo de pedido. Tanto “req” quanto
“retrans” utilizam uma margem de atraso de até 1,0% nas respostas do EPP, conforme
definido nos documentos de requisitos, assim o tempo limite para disparar um Timeout é
de 20,2ms, conforme especificado nas condições de guarda das transições 4 e 5.
Figura 5.4.7: Diagrama de Estados do EPP.
O diagrama do EPP (Figura 5.4.7) sempre inicia pelo estado “e1”, indicando que o
subsistema fica aguardando o recebimento de requisições do PDC via canal de comunica-
ção, identificado pelo evento PDC_req_data na transição 1. Ao receber uma solicitação,
73
seu estado é alterado para “e2”, indicando que o EPP está realizando o processamento
desse pedido. Como o EPP deve demorar no máximo 2ms, adicionamos esse tempo a
todos os relógios ativos via increaseClock(2) antes de retornar os dados para o PDC.
5.4.3 Validação do Modelo – MIRAX
Utilizamos uma animação para validar o modelo e, para isso, criamos manualmente
um conjunto de casos de teste abstratos para percorrer as transições de cada um dos
mapas. Na Figura 5.4.8, temos à esquerda a lista de casos de teste criados, e à direita
são apresentados os eventos disparados por um dos casos de testes. No primeiro evento
(FEM_Configurado) temos os 10 primeiros valores iguais a ‘1’, indicando que o FEM não
irá interferir nas comunicações entre PDC e EPP, seguido pelo tempo de espera igual a
20ms, margem de atraso igual a 1% e tempo de avanço igual a zero.
Figura 5.4.8: Caso de teste manual do Mirax.
Após a execução de cada um desses casos de teste manuais, selecionamos os eventos
e conferimos visualmente, na parte inferior da tela, se foram disparadas as transições
esperadas e se foram atingidos os estados previstos durante a criação do caso de teste. Na
Figura 5.4.8 podemos conferir que ao final da execução PDC está no estado ‘p3’ (Enter
State: PDC.p3 ) e o controle da execução foi direcionado para o FEM, que está no estado
de espera pelo próximo comando (Push to State: FEM.WaitingCmd).
5.4.4 Definição dos propósitos de teste – MIRAX
Após as devidas correções no modelo executável e a sua validação, aplicando os casos
de teste manualmente, partimos para a geração automática dos casos de teste dos cenários
de teste escolhidos.
Primeiro, devemos montar nossos cenários de uso a partir dos perfis de serviço esco-
lhidos. Esses cenários são modelados como diagramas de sequência UML, e servirão de
base para a definição dos propósitos de teste, através da seleção da transição alvo (𝑡𝑎𝑙𝑣𝑜)
e das transições de cobertura (𝑡𝑐𝑜𝑏), que servirão de entrada para a StateMutest.
O Diagrama apresentado na Figura 5.4.2 representa um cenário onde o sistema se
comporta de maneira segura, no qual o PDC recebe os dados científicos enviados pelo EPP
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(EPP_cie_data) e os armazena para posterior envio ao OBDH. Esse evento corresponde à
transição 4 (Response) do modelo de estados do PDC, apresentado na Figura 5.4.6. Nesse
exemplo, selecionamos as seguintes transições como entrada para a StateMutest: 𝑡𝑎𝑙𝑣𝑜 =
𝑃𝐷𝐶{4}, 𝑡𝑐𝑜𝑏 = ∅ (vazio), com a sequência de falhas sendo escolhida pela ferramenta de
geração dos casos de teste (𝑆𝐸𝑄𝑓𝑎𝑙ℎ𝑎𝑠 = {1-9;1-9;1-9;1-9;1-9;...}), com 𝑇𝑎𝑡𝑟𝑎𝑠𝑜 = 20𝑚𝑠,
𝑇𝑚𝑎𝑟𝑔𝑒𝑚 = 1% e 𝑇𝑎𝑣𝑎𝑛𝑐𝑜 = 0𝑠. Essas informações estão organizadas na Tabela 5.4.2, na
linha “TP01”.
O segundo cenário envolve uma situação de robustez, na qual o PDC recebe os dados
científicos vindos do EPP, porém ele detecta um Timeout e faz pelo menos uma solicitação
de retransmissão dos dados. Dessa forma, devemos selecionar casos de teste abstratos que
atinjam o transição 5 do PDC (Response), mas que tenham passado pela transição 8
do PDC (timeout) ou pela transição 7 do PDC (Response). Dessa forma, ao avaliar
os resultados da ferramenta, iremos considerar sucesso os casos de teste que atinjam o
objetivo, mas que tenham passado por pelo menos uma das transições de cobertura. Os
parâmetros do “TP02” podem ser conferidos na Tabela 5.4.2.
No terceiro cenário também avaliamos uma situação de robustez, na qual o PDC
recebe os dados científicos vindos do EPP, porém ele faz pelo menos uma solicitação
de retransmissão devido ao recebimento de dados corrompidos. Dessa forma, devemos
selecionar casos de teste abstratos que atinjam o transição 5 do PDC (Response), mas
que tenham passado pela transição 6 do PDC (Response[isDataError]). O “TP03” pode
ser conferido na Tabela 5.4.2.
Os últimos 3 cenários são baseados nos propósitos de teste de perdas de mensagens,
utilizados em [39] para avaliar o Serviço de Dados Científicos (Figura 5.4.2): TP-6 (Perda
da mensagem pedido), TP-7 (Perda da mensagem resposta) e TP-8 (Perda pedido Re-
transmissão).
O quarto cenário envolve a perda da mensagem de pedido dos dados científicos (ver
req_data da transição 3 do PDC, na Figura 5.4.6), sem que isso cause problemas ao EPP,
caso essa perda não seja sistemática. Assim, o “TP04” busca casos de teste que garantam
o retorno de dados pelo EPP (Transição 2 do EPP na Figura 5.4.7), mas que sofram uma
interferência do FEM antes desse retorno (Transição 5 do FEM na Figura B.2).
No quinto cenário devemos buscar casos de teste que descartem respostas do EPP,
causando um pedido de retransmissão no PDC. Assim, no “TP05”, nosso alvo é a captura
dos dados de retorno no PDC após uma solicitação de retransmissão (Transição 5 no
PDC, Figura 5.4.6), mas que tenham sofrido interferência do FEM no retorno dos dados
do EPP (na transição 17 do FEM na Figura B.2).
O sexto cenário (“TP06”) avalia a perda de um pedido de retransmissão, o que deve
gerar um novo pedido de retransmissão. Como pedidos de retransmissão podem ocorrer
nas transições 6, 7 e 8 do PDC (Figura 5.4.6), escolhemos a transição 8 para configurar o
objetivo de teste. Mas, ao avaliar visualmente os casos de teste obtidos pela ferramenta
de busca, iremos considerar as transições 6, 7 e 8 como pedidos de retransmissão. Para
forçar pedidos de retransmissão, indicamos que o FEM deve aplicar pelo menos três falhas
de perda de mensagens ou corrupção de dados (Transições FEM 5, Timeout de Envio,
FEM 17, Timeout de Retorno, e FEM 20, Corrupção de dados).
O último cenário (“TP07”) replica os parâmetros do “TP05”, porém são fixadas as
75
ações que o FEM deve exercer nas comunicações entre os subsistemas. Assim, a primeira
mensagem interceptada do PDC para o EPP será encaminhada normalmente, mas a
resposta do EPP será descartada pelo FEM, gerando um Timeout no PDC. Assim, o
FEM irá aplicar a falha 4 (Perda no Retorno) somente na primeira mensagem e não irá
interferir nas demais comunicações (falha 1). Assim, teremos 𝑆𝐸𝑄𝑓𝑎𝑙ℎ𝑎𝑠 = {4;1;1;1;1;...}.
Tabela 5.4.2: Propósitos de teste do SwPDC no Projeto MIRAX.
TP ID Descrição 𝑡𝑎𝑙𝑣𝑜 𝑡𝑐𝑜𝑏 𝑆𝐸𝑄𝑓𝑎𝑙ℎ𝑎𝑠 𝑇𝑎𝑡𝑟𝑎𝑠𝑜 (ms) 𝑇𝑚𝑎𝑟𝑔𝑒𝑚 (%) 𝑡𝑎𝑣𝑎𝑛𝑐𝑜 (ms)
TP01 Cenário Normal:Recebe dados EPP
PDC
4 Vazio {1-9;1-9;1-9;...} 20 1 0
TP02 Cenário Robustez:Timeout + Recebimento
PDC
5
PDC
7 ou 8 {1-9;1-9;1-9;...} 20 1 0
TP03 Cenário Robustez:Corrompido + Recebimento
PDC
5
PDC
6 {1-9;1-9;1-9;...} 20 1 0
TP04 Perda Mensagem Pedido EPP2
FEM
5 {1-9;1-9;1-9;...} 20 1 0
TP05 Perda Mensagem Resposta PDC5
FEM
17 {1-9;1-9;1-9;...} 20 1 0
TP06 Perda Pedido Retransmissão PDC8
FEM
5, 17 e 20 {1-9;1-9;1-9;...} 20 1 0
TP07 Perda Mensagem Resposta(Com falhas fixas)
PDC
5
FEM
17 {4;1;1;1;1;...} 20 1 0
5.4.5 Geração dos casos de teste abstratos – MIRAX
Assim como no modelo do GRC, executamos 50 vezes o algoritmo de otimização
para cada um dos propósitos de teste. Além disso, mantivemos para os experimentos
no modelo do Projeto MIRAX os mesmos parâmetros de configuração da StateMutest,
conforme apresentado na Seção 5.3.5.
5.4.6 Resultados – MIRAX
A Tabela 5.4.3 resume os resultados obtidos com a execução dos experimentos no
modelo do SwPDC do Projeto Mirax. Assim como no caso do GRC, são apresentados o
número total de casos de teste obtidos nas execuções do algoritmo de busca. Visto que nos
propósitos de teste escolhidos a transição alvo deve vir após as transições de cobertura,
então realizamos uma conferência visual para descartar os casos de teste que não atendam
a essa característica.
Como o mesmo algoritmo foi executado várias vezes, podendo gerar resultados re-
petidos, identificamos visualmente os casos de teste que tinham a mesma sequência de
eventos até a transição alvo que algum outro caso de teste, contabilizando-os como itens
repetidos.
Devido às características da ferramenta utilizada, normalmente são gerados apenas
um caso de teste, por execução, que atenda a todas as transições definidas no TP, assim
como nos TP’s de 3 a 6. Porém, durante a execução do experimento para o TP01 houve
o retorno de 4 soluções extras que atendiam ao propósito de teste. Já no TP02, como
definimos duas transições de cobertura alternativas para o propósito de teste, basta que
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Tabela 5.4.3: Sumário dos experimentos no MIRAX.
TP ID Número deExecuções
No Casos
de Teste
Casos
Válidos
Casos Válidos
por Execução
Casos
Repetidos
Casos
Únicos
Casos Únicos
por Execução
TP01 50 54 54 108% 46 8 16%
TP02 50 96 95 190% 38 57 114%
TP03 50 50 46 92% 27 19 38%
TP04 50 50 27 54% 17 10 20%
TP05 50 50 46 92% 27 19 38%
TP06 50 38 35 70% 0 35 70%
TP07 50 50 50 100% 46 4 8%
Média 50 55,43 50,43 100,9% 28,71 21,72 43,43%
uma delas esteja no caso de teste para que este seja considerado válido. Assim, obtivemos
praticamente dois casos de teste por execução do algoritmo para o TP02.
Avaliando os resultados obtidos em relação à questão 1, sobre a eficácia em termos
de cobertura dos propósitos de teste, obtivemos, em média, mais casos de teste do que o
número de execuções do algoritmo. Porém, se não considerarmos o TP02, onde obtivemos
cerca de dois casos de teste por execução, então chegamos a 86% de sucesso na obtenção
de casos de teste válidos por execução do algoritmo.
Em relação à questão 2, sobre a existência de parâmetros que auxiliem ou dificultem
a busca dos casos de teste, não foi possível encontrar evidências que justifiquem esta
afirmação, visto que o algoritmo dispendeu praticamente o mesmo esforço em cada um
dos propósitos de teste, conforme pode ser visto na última coluna da Tabela 5.4.4. Porém,
caso o propósito de teste permita transições de cobertura alternativos, assim como no
TP02, então podemos ter um número maior de soluções a cada execução do algoritmo.
Tabela 5.4.4: Resultados de cobertura das transições no MIRAX.
TP ID Comprimento docaso de teste
Número de avaliações
por execução
TP01 Méd: 8,4Min: 6
Máx: 15
Desvio Pad: 2,0
Méd: 106022,7
Min: 2066
Máx: 199124
Desvio Pad: 61861,4
TP02 Méd: 19,3Min: 11
Máx: 31
Desvio Pad: 4,8
Méd: 101489,6
Min: 168
Máx: 200258
Desvio Pad: 58842,5
TP03 Méd: 19,1Min: 13
Máx: 33
Desvio Pad: 4,7
Méd: 96478,0
Min: 592
Máx: 197570
Desvio Pad: 53107,3
TP04 Méd: 12,1Min: 9
Máx: 17
Desvio Pad: 1,9
Méd: 96365,2
Min: 4318
Máx: 186798
Desvio Pad: 55475,6
TP05 Méd: 19,6Min: 14
Máx: 29
Desvio Pad: 3,5
Méd: 94999,4
Min: 1102
Máx: 199098
Desvio Pad: 58224,8
TP06 Méd: 34,3Min: 24
Máx: 54
Desvio Pad: 7,5
Méd: 96084,4
Min: 5112
Máx: 197462
Desvio Pad: 62133,9
TP07 Méd: 15,7Min: 14
Máx: 21
Desvio Pad: 1,6
Méd: 88056,2
Min: 6
Máx: 191162
Desvio Pad: 60018,9
Em relação à questão 3, quanto a geração de casos de teste que direcionem as ações
do FEM, observamos que é possível obter um maior número de casos únicos de execução
(menos casos repetidos) quando deixamos por conta do algoritmo de busca a tarefa de
escolher as ações do FEM, conforme pode ser comparado entre os resultados entre TP05
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e TP07 na Tabela 5.4.3. Além disso, pela Tabela 5.4.4, verificamos que o número de
avaliações desses dois TP’s são bem próximos, não justificando gasto de tempo na escolha
das ações do FEM para os propósitos de teste.
E, por último, sobre a representação de todas as características do modelo UML na
ferramenta utilizada (questão 4), precisamos realizar algumas adaptações ao modelo exe-
cutável, visto que ele foi construído a partir da linguagem SMC. Uma delas é quanto à
comunicação entre os diagramas de estados, feita através de transições push e pop, o que
não permite a execução em paralelo. Além disso, transições de tempo after precisam ter
identificações únicas para facilitar a implementação dos casos de teste. Assim, é possível
identificar o tempo de espera correto em cada uma dessas transições.
5.5 Discussão e lições aprendidas
Os experimentos realizados nos permitiram avaliar as características do método InRob-
UML na modelagem de um sistema embarcado de tempo-real, onde dois de seus subsis-
temas são interligados por um canal de comunicação falho.
A partir desse método, definimos o modelo desse canal de comunicação que será subs-
tituído por um emulador de defeitos (FEM) durante a realização dos testes de intero-
perabilidade. Esse mesmo FEM será responsável por interferir na comunicação entre os
subsistemas, com o intuito de avaliar a robustez desse sistema.
Ao especificar um padrão para o FEM, podemos reutilizá-lo em qualquer sistema
que tenha a estrutura Mestre/Escravo definida neste método. Isso permite ao testador
direcionar seus esforços na modelagem de cada um dos subsistemas, interligando-os com
o modelo do FEM, e na definição dos propósitos de testes. Essa especificação também
serve de modelo para a implementação do emulador de defeitos a ser utilizado durante a
aplicação dos casos de teste, podendo ser utilizado na avaliação da interoperabilidade de
outros sistemas.
Ao definir um propósito de teste que avalie o comportamento de cada um dos sub-
sistemas, percebemos que é mais prático deixar a escolha das ações do FEM por conta
do algoritmo de seleção de casos de teste abstratos. Assim, podemos obter um maior
número de casos de teste únicos, devido às diversas ações que o FEM pode tomar a cada
transmissão de dados, sem que isso demande mais tempo no processo de busca.
De acordo com as ferramentas e algoritmos utilizados obtivemos uma taxa de sucesso
acima de 99% no GRC e de 86% no MIRAX na obtenção de casos de teste válidos para cada
execução do experimento. Além disso, obtivemos para cada 50 execuções do experimento,
uma média de 43,6% de casos de teste válidos e únicos no GRC e de 48,8% no MIRAX
(retirando os TPs que estavam com sequência de falhas fixas: TP03 do GRC e TP07 do
MIRAX), evidenciando que a solução escolhida não retorna sempre os mesmos resultados.
A partir das especificações de um sistema podemos utilizar os modelos UML para
detalhar a estrutura e o comportamento de cada um dos subsistemas em teste. Esses
modelos servirão de base para a implementação do modelo executável que é utilizado pela
ferramenta de seleção dos casos de teste. Esse modelo executável precisa ser construído
através da linguagem SMC, com isso são necessárias algumas adaptações ao padrão UML
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para que os diagramas de estados dos subsistemas possam ser interligados pelo diagrama
do FEM, como as transições after e a ligação entre os modelos através de transições push
e pop. Outra adaptação feita é quanto ao tratamento do Timeout gerado pelo FEM, visto
que o modelo é executado sequencialmente, assim quando o controle de execução voltar
para o modelo devemos verificar tanto se ocorreu um evento de Timeout ou se a resposta
recebida chegou após o prazo estabelecido.
Também precisa ser feita uma adaptação no diagrama de estados do subsistema es-
cravo, visto que ele precisa receber solicitações do mestre e retornar a resposta através de
transições pop. Assim, esse diagrama deve ter o estado inicial "Aguardando Comando",
para tratar os comandos recebidos e direcionar as próximas ações a serem tomadas. Caso
seja necessário identificar um estado diferente desse, deve-se implementar no modelo exe-
cutável através variáveis da linguagem Java e verificá-las através de condições de guarda,
assim como nas transições 3 e 4 no Diagrama de estados do Gate (Figura 5.3.4).
5.6 Considerações Finais
A realização dos experimentos possuem algumas limitações quanto as ameaças às
validades de construção, interna, externa e de conclusão [59].
Em relação às validades de construção, a elaboração dos experimentos pode ter sido
influenciado pelos resultados esperados. Para evitar isso, escolhemos os propósitos de
teste de acordo com os perfis de serviço selecionados em outros trabalhos.
Quanto as ameaças à validade interna, elas podem vir pela forma como o experimento
foi realizado. Assim, para reduzir a probabilidade de falhas, cada teste foi repetido 50
vezes sob as mesmas condições, mas com diferentes inicializações e com o apoio de um
algoritmo randomizado.
As ameaças quanto a validade externa vêm do fato que, apesar do número de ex-
perimentos, avaliamos apenas alguns cenários em duas aplicações do método proposto.
Assim, mesmo que esses exemplos representem as características de interoperabilidade
de sistemas embarcados de tempo real, não há garantia de que foram avaliadas todas a
especificidades dos demais sistemas dessa área.
Outro ponto a ser destacado é quanto a característica da ferramenta de busca que
define os propósitos de teste através de transições alvo, mas não tem opção para definir
o número de vezes que essa transição deva ser disparada para se alcançar o objetivo de
teste, como por exemplo abrir a cancela 10 vezes no subsistema GRC. Assim, mesmo que
seja possível obter casos de teste que alcancem a transição alvo mais do que uma vez, a
ferramenta normalmente retorna resultados que passem apenas uma vez pela transição
alvo, visto que é utilizado um algoritmo de otimização.
Já em relação à validade de conclusão, poderíamos ter resultados diferentes caso o
número aplicações do método e de cenários avaliados fosse maior, principalmente quanto
a possíveis adaptações do diagrama de estados, por conta das características da linguagem
SMC utilizada na construção do modelo executável.
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Capítulo 6
Trabalhos Relacionados
A geração automática de casos de teste de interoperabilidade, combinados com teste de
robustez, apresenta alguns desafios tanto na sua modelagem quanto no processo de seleção.
Ao elaborar esses testes para sistemas de tempo real, também temos que nos preocupar
com as restrições de tempo durante a avaliação da interação entre os subsistemas, além
de verificar se eles permanecem com um comportamento aceitável após a ocorrência das
falhas.
Neste capítulo nós apresentamos alguns métodos utilizados para esse fim. Na Se-
ção 6.1, apresentamos os trabalhos relacionados a Interoperabilidade entre subsistemas.
Na Seção 6.2, temos os trabalhos relacionados à avaliação da Robustez na interação entre
os subsistemas. Em seguida, Seção 6.3, fazemos um comparativo entre as abordagens
avaliadas e o método InRob-UML. Finalizando com algumas considerações finais, na Se-
ção 6.4.
6.1 Trabalhos sobre Testes de Interoperabilidade
Existem vários trabalhos sobre interoperabilidade entre subsistemas, entre eles temos
um grupo que faz essa avaliação baseada no protocolo de comunicação utilizado. Entre
eles, temos [8] onde os autores apresentam uma abordagem de teste de interoperabilidade
passivo, que observa a interação entre os subsistemas, sem a preocupação de direcionar
ou interferir em seu funcionamento. Neste caso, o principal objetivo é o de avaliar a
conformidade da implementação de um protocolo de comunicação, sem lidar com restrições
de tempo ou avaliar a robustez dos módulos em teste.
Outro exemplo de elaboração de testes de interoperabilidade de protocolos é apresen-
tado em [56], que propõe um método formal para especificar a comunicação entre sistemas
de tempo real, chamado CMpTIOA (communicating multi-port timed input output auto-
mata). Com ele é possível modelar o comportamento das IUTs, incluindo as restrições de
tempo do protocolo, mas levando em consideração que é utilizado um canal de comuni-
cação confiável, que não insira falhas no dados e não gere atrasos na comunicação.
Uma variação dos testes de interoperabilidade está voltada para a área de subsistemas
integrados a uma rede de comunicação, como em [36], onde é apresentado um método para
a realização de teste de integração entre sistemas distribuídos, levando em consideração
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restrições de tempo, mas sem a utilização de um relógio global que seja compartilhado
entre os subsistemas. Nele são utilizados diagramas de sequência UML, com as restrições
de tempo, para a obtenção dos traços de teste de interoperabilidade entre as IUTs.
Temos outro exemplo em [23], onde é apresentado um método para geração de tes-
tes baseados em modelos para avaliar a interoperabilidade de sistemas IoT (Internet of
Things). Nele, são utilizados diagramas de sequência da UML para descrever as transições
esperadas entre os subsistemas, e para a seleção dos casos de teste. Porém, a proposta
não leva em consideração restrições de tempo, nem interfere na comunicação entre os
componentes, pois apenas monitora a comunicação entre os módulos.
Em [63] são apresentados vários desafios associados à elaboração de testes de interope-
rabilidade entre subsistemas embarcados para controle automotivo. Ele estende o padrão
Architecture Analysis & Design Language (AADL [15]), que permite o uso de métodos
formais na elaboração e validação de sistemas de tempo real críticos. Sua colaboração está
em definir um framework que inclui uma linguagem para expressar os relacionamentos de
tempo.
6.2 Trabalhos sobre Testes de Robustez
Para os testes de robustez, devemos levar em conta as falhas na interação com o
ambiente, quer dizer, precisamos de um workload, que são entradas que ativam as fun-
cionalidades do sistema, e de um faultload, contendo as falhas do ambiente. Em geral,
os dois são definidos de forma independente e as falhas são inseridas aleatoriamente, sem
preocupação com o estado do sistema. Isso pode levar a situações onde diferentes falhas
são injetadas num mesmo cenário de execução, ou nem sejam ativadas [51, 9].
Existem trabalhos sobre testes de robustez baseados em modelos (MBRT - Model-
Based Robustness Testing), que visam obter casos de teste a partir de um modelo do
comportamento da IUT em presença de falhas [16, 1]. Uma forma de representar o
comportamento robusto consiste em aumentar o modelo da IUT com as falhas a serem
controladas durante os testes [4, 27, 62]; porém, há a dificuldade em representar as falhas
no modelo. Pode-se criar mutações do modelo original da IUT [16, 9]; mas, a dificuldade
está em gerar casos de teste correspondendo a entradas inoportunas, i.e., entradas que
existem no modelo, mas que não são esperados em um dado estado.
Outra possibilidade consiste em aplicar mutações aos casos de teste gerados [16]; mas
a dificuldade está em determinar a conformidade em relação ao comportamento mode-
lado. Pode-se utilizar modelagem baseada em aspectos para representar o comportamento
robusto do sistema [1]. Neste caso, o modelo original não precisa ser aumentado, e o com-
portamento robusto pode ser reutilizado. O modelo de robustez pode ser criado por um
especialista, porém, é necessário ordenar os modelos aspectuais para alinhavá-los ao mo-
delo original, para construir um modelo completo e correto a partir do qual os casos de
teste sejam gerados. Além da dificuldade na ordenação, também há o risco de explosão
de estados caso todos os aspectos sejam combinados de uma só vez.
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6.3 Comparativo
A tabela 6.3.1 sintetiza alguns métodos para geração de teste baseados em modelos,
encontrados na literatura, que lidam com o problema de obtenção de testes de interope-
rabilidade e robustez para sistemas de tempo real embarcados.
O objetivo da tabela é avaliar a contribuição da abordagem InRob-UML em relação
a outros métodos existentes para geração de teste de interoperabilidade e robustez de
sistemas temporizados.
Conforme apresentado na última linha, o método InRob possibilita a geração de casos
de teste de interoperabilidade (iop) e robustez, levando em consideração sistemas de tempo
real, que precisam atender a requisitos de tempo. Ele também se diferencia ao especificar
um modelo de falhas externo aos subsistemas em teste (FEM).
Tabela 6.3.1: Comparativo do InRob-UML com outros métodos.
Trabalho MBT UML Conformidade iop Robustez FEM Real Time Embarcados
Chen [8] X X
Wang [56] X X X
Lima [36] X X X X X
Inçki [23] X X X X
Yu [63] X X X X X
Fernandez [16] X X X X
Ali [1] X X X X
Batth [4] X X X X
Khorchef [27] X X X
Yin [62] X X X X
InRob-UML X X X X X X X
6.4 Considerações Finais
Com o método InRob-UML é possível utilizar os modelos UML dos subsistemas de
tempo real embarcados que interagem entre si, através de um canal de comunicação falho,
e utilizá-los como base na elaboração de testes de interoperabilidade e robustez.
Para especificar as possíveis interferências nas comunicações entre esses subsistemas,
o InRob-UML define o comportamento desse canal através de uma entidade chamada
FEM (Emulador de Falhas). O FEM fará parte do SUT e terá a função de interceptar
as mensagens trocadas entre as IUTs, além de gerenciar a sequência de falhas que devem
ser aplicadas nessa comunicação.
Visto que no processo de integração de sistemas, normalmente, tem-se acesso apenas
às interfaces superiores e inferiores dos subsistemas, a utilização do FEM possibilita a
seleção de testes que direcionem as IUTs para um determinado estado e, com isso, seja
possível avaliar se um certo comportamento foi apresentado.
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Capítulo 7
Conclusões e Trabalhos Futuros
Este trabalho apresenta uma estratégia para a geração testes baseados em modelos,
nomeado InRob-UML, para avaliar a interoperabilidade e robustez entre dois subsistemas
embarcados de tempo real que trocam mensagens através de um canal de comunicação
falho. As conclusões deste trabalho estão descritas na Seção 7.1, as contribuições estão
detalhadas na Seção 7.2 e os trabalhos futuros na Seção 7.3.
7.1 Conclusões
Este trabalho apresenta o método InRob-UML de geração testes baseados em modelos,
para a avaliação da robustez e da interoperabilidade entre dois subsistemas embarcados
de tempo real, e que se comunicam através de um canal de comunicação falho.
O método consiste em elaborar, a partir da documentação de requisitos do sistema e
do perfil de serviço que se deseja priorizar nos testes, um Modelo do Serviço que contenha
as características e comportamentos de dois subsistemas que irão interagir entre si. Esse
modelo é formado pelo diagrama de classes e os respectivos diagramas de estados das
IUTs, detalhando o comportamento de cada um deles.
Além disso, o InRob-UML define um modelo de falhas para representar os eventos não
previstos na especificação, como problemas de desempenho nos módulos e a inserção de fa-
lhas pelo canal de comunicação, que possam vir a afetar o funcionamento dos subsistemas,
ou a interação entre eles. Essas características são modeladas em uma classe denominada
“Emulador de Falhas” (FEM), cuja função é o de simular um canal de comunicação falho
durante a realização dos testes.
O modelo do FEM especifica as possíveis intervenções que se deseja realizar na intera-
ção entre os subsistemas. Ele é o elemento de ligação entre as duas IUTs, através de suas
interfaces de comunicação inferiores. Dessa forma, as mensagens trafegadas pelo FEM
podem sofrer ações como exclusão, alteração de conteúdo ou atrasos em seus encaminha-
mentos.
A junção do Modelo do Serviço com o Modelo de Falhas define o chamado Modelo do
Ambiente com Falhas, que servirá de base para a seleção dos casos de teste. Para isso, ele
deve ser transformado em modelo executável, independente de plataforma, seguido de uma
validação antes da sua utilização na busca de casos de teste. Neste trabalho, utilizamos
83
a linguagem SMC para a especificação dos modelos comportamentais, sendo auxiliado
pela ferramenta StateMutest para a modelagem, a compilação do modelo executável, a
execução desses modelos e a obtenção dos casos de teste.
Para a busca dos casos de teste foi escolhido o método baseado na seleção de Propósito
de Teste, no qual deve-se selecionar, nos Diagramas de Sequência do sistema, a transição
alvo que represente a interação entre as IUTs a ser avaliada. A StateMutest utiliza uma
abordagem meta-heurística multi-objetiva MOST, que utiliza uma técnica de otimização
na busca dos casos de teste que atendam aos propósitos de teste escolhidos.
Para avaliar o método definido neste trabalho, escolhemos um projeto definido na
literatura (GRC – Generalized Railroad Crossing) e um projeto real (um subsistema de
satélite científico do Projeto MIRAX – Monitoramento e Imageamento de uma região
rica em fontes de Raios X) para a aplicação dos respectivos passos e a realização de
experimentos.
Devido às características da linguagem SMC, utilizada na elaboração do modelo execu-
tável, fez-se necessário algumas adaptações do modelo UML para interligar os diagramas
de estados dos subsistemas através do diagrama do FEM e para especificar os eventos de
tempo decorrido. Porém, o FEM pode ser reutilizado em ambos os sistemas analisados,
permanecendo com o mesmo comportamento.
Apesar da necessidade de ajustes na implementação do modelo executável do diagrama
de estados, observamos nos resultados obtidos que o método é factível na geração auto-
mática de casos de testes de interoperabilidade e robustez, em sistemas de tempo real
embarcados. Além disso, a modelagem do injetor (FEM) oferece uma boa flexibilidade
na modelagem de falhas, tanto de comunicação quanto temporais, permitindo combinar
tanto o faultload quanto o workload nos testes de robustez.
7.2 Contribuições
Como uma técnica de geração de testes baseados em modelos, este método permite
que o desenvolvedor gere casos de teste, mesmo antes da implementação dos subsistemas.
Além disso, ao escolher o UML, que é amplamente difundido no meio acadêmico e co-
mercial, pode-se aproveitar os próprios diagramas de classes, de estados e de sequência,
produzidos durante o projeto do sistema, como base para a geração dos casos de teste e
para a seleção dos propósitos de teste.
O método propôs a modelagem do canal de comunicação como uma entidade que
interliga os subsistemas e interfere nessa comunicação, injetando falhas temporais e de
conteúdo. Essa entidade é substituída por um subsistema emulador de falhas (FEM)
durante a aplicação dos casos de teste, sendo parte integrante do Sistema de Teste (TS).
Ao definir um modelo genérico para o FEM, podemos reutilizá-lo em outros sistemas
tempo real embarcados, e a partir do algoritmo de busca escolhido, determinar a sequência
de falhas que o FEM deve aplicar às comunicações para que se avalie os propósitos de
teste.
A escolha da ferramenta StateMutest para a criação do modelo executável permite,
durante a geração dos casos de teste, a escolha automática dos parâmetros de tempo e das
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sequências de falhas a serem aplicadas pelo FEM durante os testes. E, de acordo com o
propósito de teste, esses parâmetros e falhas também podem ser predeterminados, o que
possibilita uma maior flexibilidade na busca dos casos de teste.
A partir das experiências adquiridas durante o desenvolvimento deste trabalho, foi
elaborado um artigo, apresentado no 9o SAST (Workshop on Systematic and Automated
Software Testing), que descrevia a proposta do método InRob-UML, e a sua utilização na
modelagem e geração de casos de teste para um sistema de controle do cruzamento em
uma estrada de ferro [58].
Outro ponto a destacar foi a aplicação do método InRob-UML na elaboração de casos
de teste de interoperabilidade e robustez para avaliar a utilização de uma implementação
de FEM, desenvolvido pelo INPE e a UFSM, na integração de subsistemas embarcados
de um nano-satélite. Os resultados obtidos culminaram na publicação de um artigo na
Revista Acta Astronautica [3].
7.3 Trabalhos Futuros
Alguns aspectos de calibração da ferramenta utilizada – como o “número de avalia-
ções”, o “tamanho máximo da sequência” e o “grau de determinismo da busca” (𝜏) –
precisam ser avaliados de acordo com o modelo ou com o propósito de teste, conforme
descrito no Capítulo 4 e no Anexo A. Planeja-se realizar alguns experimentos no futuro,
que permitam definir diretrizes de configuração do algoritmo, para otimizar o processo
de busca e para aumentar o número médio de soluções encontradas em cada execução.
Outro ponto que merece atenção futura é a inclusão de uma solução inicial aos parâmetros
da ferramenta utilizada, possibilitando ao algoritmo melhorar uma solução previamente
obtida. Também deverá ser feito um estudo comparando o uso das sequências nominais
e uso das sequências inoportunas para revelar problemas.
Durante a geração dos casos de teste, observamos uma tendência de aumento no
número de casos de testes únicos quanto mais distante estiver a transição alvo em relação
ao estado inicial do modelo. Portanto, pode-se investigar com mais detalhes qual é a
relação entre o número de casos de teste únicos, obtidos em execuções diferentes do
algoritmo, e a distância da transição alvo em relação ao estado inicial do modelo.
As especificações do FEM, a partir do modelo de falhas, permite a elaboração de
um sistema de testes genérico que pode ser utilizado na avaliação de subsistemas que
interagem por um canal de comunicação. Pretende-se, portanto, definir a implementação
desse subsistema e, com isso, criar métodos para automatizar a concretização dos casos
de testes, e aplicá-los à implementação dos serviços em teste.
No futuro, investigaremos em que medida nosso método é aplicável a outros subsiste-
mas, e se a modelagem do FEM necessita de novas características para a interligação das
respectivas IUTs. Além disso, é necessário investigar o esforço exigido pelos desenvolve-
dores e testadores para aprender o método InRob-UML, e aplicá-lo em seus projetos.
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Apêndice A
Utilização da StateMutest
Abaixo são descritos os passos para a criação visual dos modelos de estados, as etapas
para a geração manual e para a geração automatizada de casos de teste, e como proceder
para executar casos de teste nos modelos. Na Seção A.1 é detalhado o processo de criação
de um projeto e os seus respectivos modelos (mapas). Na Seção A.2 é descrito o processo
de criação manual de casos de teste e as etapas para a execução deles no modelo. Por
último, na Seção A.3 são apresentadas as configurações que a StateMutest disponibiliza
para a geração automatizada de casos de teste baseada na abordagem MOST.
A.1 Criação do Projeto e dos Modelos
Antes de criar os modelos, é necessário criar um novo projeto dentro da StateMutest,
uma das forma de se fazer isso, conforme apresentado na sequência de Figuras A.1.1, é
através do item de menu “File | New Project... (Ctrl+Shift+N)”, que abre uma janela
de diálogo onde é possível escolher uma MEF ou uma MEFE. Após clicar em Next será
possível indicar o nome do projeto e o diretório onde ele será salvo.
(a) (b) (c)
Figura A.1.1: Etapas para a criação de um projeto na StateMutest.
O projeto cria uma série de diretórios para armazenar seus arquivos de configuração
e os modelos (mapas) criados. Para criar um novo mapa siga os passos indicados nas
Figuras A.1.2, que é o de pressionar o botão direito do mouse sobre o ícone Maps e
depois sobre “New Map...”, defina um nome para esse novo mapa, e clique em Ok para
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ser criada uma estrutura contendo um arquivo .emap (contendo o diagrama) e um .java
(para codificação das ações e condições de guarda).
(a) (b) (c)
Figura A.1.2: Etapas para a criação de um mapa na StateMutest.
Ao abrir o arquivo .emap, para montar o seu diagrama de estados, será apresentado
um editor na parte direita da StateMutest, contendo a barra de ferramentas apresentada
na Figura A.1.3. Abaixo está a descrição de cada um dos ícones contidos nele:
1. Permite criar um novo estado (clique sobre o botão, depois sobre a tela de desenho);
2. Permite criar uma diretiva pop;
3. Permite criar uma nova transição entre estados;
4. Ativa/Desativa o modo de exclusão de itens;
5. Apresenta a tela de configuração do item selecionado;
6. Exporta um JPG do modelo;
7. Ajusta o tamanho da tela de impressão do modelo;
8. Salva as alterações feitas;
9. Apresenta o identificador (ID) de cada transição dentro do modelo;
10. Reorganiza automaticamente os itens do modelo;
11. Desfaz os comandos de criação e exclusão de objetos;
12. Refaz os comandos de criação e exclusão de objetos;
13. Ativa o modo de edição gráfico para o modelo;
14. Ativa o modo de edição via código SMC.
Figura A.1.3: Barra de ferramentas de edição do Mapa.
Após a inserção dos estados e das transições dentro do mapa é possível fazer alterações
nele, bastando dar duplo-clique sobre o item. A outra maneira de alterar o objeto é
clicar sobre ele e depois clicar no botão 5 da barra de ferramentas (ver Figura A.1.3).
Dependendo do item selecionado será aberta uma das janelas de diálogo apresentadas na
Figura A.1.4.
Nas configurações de um Estado (State), ver Figura A.1.4 (a), podemos alterar seu
Nome (Name) e incluir Ações de Entrada (Entry Actions) e de Saída do estado (Exit
Actions). As ações informadas aqui devem ser codificadas como métodos “public void”
no arquivo .java correspondente. Os argumentos podem ser valores estáticos ou outros
métodos, que também devem ser codificados no .java como “public”.
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(a) (b)
Figura A.1.4: Editores das propriedades dos Estados e das Transições.
Nas configurações de uma Transição (Transition), ver Figura A.1.4 (b), podemos con-
figurar o nome do Evento (Event), com argumentos de entrada, a Condição de Guarda
(Guard) e as Ações (Actions). As transições também podem ser configuradas como uma
transição Push (no padrão “<mapa>::<estado>”, identificando o estado inicial do mapa
de destino) ou como uma transição Loopback (sendo que esta opção só é ativada para
transições com início e fim no mesmo estado).
Ao definir o nome do Evento, é possível incluir parâmetros de entrada do tipo Integer,
bastando seguir o padrão “NomeEvento (argumento0: Integer, argumento1: Integer)”.
Esses parâmetros do evento podem ser utilizados como argumentos nas Condições de
Guarda e nas Ações.
Nas condições de guarda devem ser inseridas uma comparação que siga os padrões
da linguagem Java. Podem ser informados valores numéricos estáticos ou métodos que
retornem valores numéricos, codificadas posteriormente como “public int” ou “public float”
no arquivo .java do mapa.
As Ações e os métodos incluídos nas Condições de Guarda devem ser implementadas
nos arquivos Java dos mapas para que possam realizar as suas respectivas tarefas durante a
execução do modelo. E, para facilitar a inclusão desses métodos, a StateMutest apresenta
o botão “Find actions” no topo do editor, ao ser aberto um arquivo Java.
A.2 Criação e execução dos Casos de Teste
Após a montagem dos mapas, pode-se criar casos de teste manuais para avaliar o
modelo e identificar possíveis erros de codificação nos arquivos .java. Abaixo é explicado
como realizar essa tarefa e executar e caso de teste no modelo criado. Caso apareça
alguma informação de erro, abra os respectivos arquivos indicados pela StateMutest e
confira as linhas do código que foram informadas para saber quais correções precisam ser
feitas no mapa.
Primeiro, crie um novo repositório para os casos de teste. Clique com botão direito
do mouse sobre Tests e preencha o nome na tela de diálogo apresentada, conforme Fi-
gura A.2.1.
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(a) (b)
Figura A.2.1: Criação de um repositório para casos de teste.
Depois, conforme item (a) da Figura A.2.2, crie um caso de teste manual ao escolher a
opção “New Test Case...” no menu de contexto aberto sobre o repositório. Digite o nome
para o caso de teste e clique em Ok para criá-lo neste local. Em seguida, abra-o através de
um duplo-clique para visualizar o editor de casos de teste, apresentado na Figura A.2.3.
(a) (b) (c)
Figura A.2.2: Criação manual de um caso de teste.
No editor de casos de teste (Figura A.2.3) deve-se informar a sequência de eventos a
serem disparados durante a execução do modelo. Caso o evento necessite de argumentos de
entrada, então eles devem ser informados na linha correspondente, separados por vírgulas.
Após a execução do caso de teste no modelo, pela StateMutest, as informações sobre
transições de estados e ações disparadas ficam armazenadas nos eventos correspondentes,
bastando clicar sobre o respectivo evento para visualizar esses dados no painel “Descrip-
tion”, na parte inferior do editor.
Figura A.2.3: Editor de Casos de Teste.
Antes de iniciar a execução do primeiro caso de teste, deve-se configurar o estado
inicial do modelo. Para isso, abra o arquivo “test.conf”, dentro da pasta “Resources”, e
altere o parâmetro “Initial State”, conforme apresentado na imagem (b) da Figura A.2.4.
Caso não apareçam todos os estado, feche o arquivo, pressione o botão direito do mouse
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sobre o respectivo ícone, ver imagem (a), e clique sobre a opção “Verify for updates...”
para atualizar a lista de estados do modelo.
(a) (b)
Figura A.2.4: Definir o estado inicial do modelo.
Feita a configuração do estado inicial, siga os passos informados na Figura A.2.5 para
compilar o modelo (selecionar a opção “Build” no menu de contexto do projeto) e executar
o caso de teste (selecionar “Run and Define” no menu de contexto sobre o teste).
(a) (b)
Figura A.2.5: Compilação do modelo e execução do caso de teste.
Confira se ocorreram erros durante a compilação do modelo e efetue as devidas corre-
ções antes de executar os testes. Caso seja alterado algo no modelo ou na codificação das
ações, deve-se realizar outra “Build” antes de executar os casos de teste.
A.3 Criação automatizada dos Casos de Teste
A StateMutest disponibiliza um módulo para geração automatizada de casos de teste,
com o apoio da MOST. Nesta subseção são apresentados os passos para a utilização dessa
funcionalidade.
Antes de iniciar é importante que já tenha sido feita uma validação do modelo em
questão para evitar a geração equivocada de casos de teste. Uma sugestão é a de utilizar
casos de teste manuais, conforme apresentado na imagem (a) da Figura A.2.5, no processo
de validação.
Primeiro, crie um novo repositório para os casos de teste (ver Figura A.2.2), depois
escolha a opção “MOST Test Case Generator...” no menu de contexto desse repositório,
conforme apresentado na Figura A.3.1.
Será aberta uma janela de diálogo para configurar a busca e seleção de casos de teste
do modelo pela MOST, conforme apresentado na Figura A.3.2. Na página Parameters,
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Figura A.3.1: Geração de casos de teste via MOST.
imagem (a), estão os parâmetros relacionados à execução da MOST. A descrição desses
parâmetros é apresentada na Tabela A.3.1.
Na Figura A.3.2(b) são apresentados os principais detalhes da últimas três páginas de
configuração da MOST (identificadas como Targets, Dependencies e Domain).
Em Targets deve ser selecionado apenas uma transição alvo para a seleção dos casos
de teste. Em Dependencies, deve-se selecionar as transições de cobertura que o caso de
teste deve atingir. Já em Domain é possível configurar a faixa de valores possíveis para os
parâmetros de entrada dos Eventos, como no exemplo apresentado, “arg1: Integer” está
configurado com “[0,5]”, indicando que a MOST pode atribuir valores inteiros de 0 a 5 a
esse parâmetro.
(a) (b)
Figura A.3.2: Configuração da MOST para a geração automatizada de casos de teste.
Na Tabela A.3.1 é apresentado a descrição de cada um dos parâmetros da MOST para
geração dos casos de teste, conforme apresentado na Figura A.3.2 (a) da StateMutest.
Após a geração dos casos de teste pela MOST, a StateMutest gera um arquivo para
cada um deles e os adiciona ao repositório escolhido no início do processo, conforme pode
ser visto na parte esquerda da Figura A.3.3. O texto de saída da MOST é apresentado na
parte inferior direita da interface, que inclui um botão de “Salvar” caso se deseje gravar
um arquivo texto com esse conteúdo.
A versão executável da StateMutest utilizada neste trabalho e o código fonte dos dois
estudos de caso podem ser acessados através do endereço https://www.dropbox.com/s/
twnp8x4mzudnucg/StateMutest.zip?dl=0.
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Tabela A.3.1: Lista de parâmetros da MOST [41].
Parâmetro Descrição
N. of Experiments Indica quantas vezes vai executar o método de geração de teste. Para cada experimentotodo o intervalo de Tau é coberto, indo do Tau inicial para o Tau final.
N. of Runs Para cada Tau o MGEOvsl é executado esse número de vezes. Ou seja, são três multipli-cações que ocorrem: (𝑁.𝑜𝑓𝑅𝑢𝑛𝑠)× (𝑁.𝑜𝑓𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑠)× (𝐹𝑖𝑛𝑎𝑙𝑇𝐴𝑈−𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑇𝐴𝑈)0.25
Initial TAU
Define o valor inicial do Tau, que vai ser incrementado em 0.25 até chegar ao valor do
Final Tau. Se o Initial Tau for 1 e o Final Tau for 2, serão feitas 5 execuções completas
do algoritmo: 𝑇𝑎𝑢 = {1.0, 1.25, 1.5, 1.75, 2.0}
Final TAU Define o valor Final do Tau.
N. of Evaluations
Número de avaliações máximo feito pelo algoritmo de otimização. Cada avaliação inclui
gerar sequências de entrada e avaliar o caminho de transições percorrido. Esse é um
critério de parada para o MGEOvsl, quanto maior o número de avaliações mais chances
de encontrar as melhores soluções. Porém, existe a relação direta com o tempo de execução
da geração, se esse valor for muito alto a otimização pode levar dias para ser concluída.
Independent Runs
Durante a execução do MGEO esse parâmetro indica quantas vezes as variáveis (ranking,
matriz de domínio e parâmetros) são reinicializadas a fim de evitar que o algoritmo de
otimização fique preso em ótimos locais. No exemplo da Figura A.3.2 (a), com o valor
100 e N. of Evaluations 200.000, a cada 20.000 avaliações ocorre essa reinicialização.
N. of Variables O N. of Variables indica o número máximo de transições que o compõem. Nesse exemplo,um teste deve ter menos de 350 passos, caso contrário será descartado.
Figura A.3.3: Exemplo de casos de teste gerados pela MOST.
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Apêndice B
Diagrama de estados do FEM
Nas páginas seguintes são apresentados os modelos de estado completos do FEM em
cada um dos experimentos. No primeiro, que está na Seção B.1, temos o FEM utilizado
no Projeto do GRC, e na Seção B.2, está o FEM ajustado para interligar as IUTs do
Projeto Mirax.
A diferença entre os dois modelos está no fato que o FEM precisa direcionar suas tran-
sições Push para a IUT do respectivo projeto. Assim, como pode ser visto nas transições
1 de ambos os modelos, enquanto o FEM do GRC direciona para o estado “WaitingCmd”
do Gate (ver Figura B.1.1), o FEM do Mirax direciona para o estado “e1” do EPP (ver
Figura B.2.1).
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B.1 FEM no Projeto GRC
Figura B.1.1: Diagrama de Estados completo do FEM no GRC.
100
B.2 FEM no SwPDC do Projeto Mirax
Figura B.2.1: Diagrama de Estados completo do FEM no SwPDC do Projeto MIRAX.
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Apêndice C
Código Fonte do GRC
O código fonte do GRC é formado por código na linguagem SMC, para a modelagem
dos mapas do FEM e das IUTs, e por códigos na linguagem Java, para a codificação dos
eventos e das ações disparadas durante a execução do modelo.
No GRC temos portanto os mapas do FEM, na seção C.1, do Crossing, na seção C.2,
do Gate, na seção C.3 e do Clock, na seção C.4. Logo em seguida, estão descritos os códigos
Java para o funcionamento dos eventos e ações do FEM, na seção C.5, do Crossing, na
seção C.6, do Gate, na seção C.7 e do Clock, na seção C.8.
C.1 Código SMC do FEM
1 WaitingCmd
2 Exit
3 {
4 incrementaExecucoes();
5 }
6 {
7 FEM_CmdReceived
8 [getFalha()==SemErro()]
9 RepassandoSemErro/push(Gate::WaitingCmd)
10 {
11 sendCmd(getCmd());
12 }
13
14 FEM_CmdReceived
15 [getFalha()==ComErro()]
16 RepassandoComErro/push(Gate::WaitingCmd)
17 {
18 sendCmd(modifyCmd(getCmd()));
19 }
20
21 FEM_CmdReceived
22 [getFalha()==ComAtraso()]
23 RepassandoComAtraso/push(Gate::WaitingCmd)
24 {
25 sendCmd(getCmd());
26 }
27
28 FEM_CmdReceived
29 [getFalha()==ComPerdaEnvio()]
30 AguardandoTimeout
31 {
32 }
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33
34 FEM_CmdReceived
35 [getFalha()==ComPerdaRetorno()]
36 RepassandoComPerdaRetorno/push(Gate::WaitingCmd)
37 {
38 sendCmd(getCmd());
39 }
40
41 FEM_CmdReceived
42 [getFalha()==ComDuplicacaoEnvioTC()]
43 RepassandoComDuplicacao/push(Gate::WaitingCmd)
44 {
45 sendCmd(getCmd());
46 }
47
48 FEM_CmdReceived
49 [(getFalha()==ComAvanco())]
50 RetornandoCmdComAvanco
51 {
52 }
53
54 FEM_CmdReceived
55 [getFalha()==ComPequenoAtraso()]
56 RepassandoComPequenoAtraso/push(Gate::WaitingCmd)
57 {
58 armazenaHoraRecebimento();
59 sendCmd(getCmd());
60 }
61
62 FEM_CmdReceived
63 [getFalha()==ComErroRetorno()]
64 RetornandoComErro/push(Gate::WaitingCmd)
65 {
66 sendCmd(getCmd());
67 }
68
69 }
70
71 RepassandoSemErro
72 {
73 Response
74 pop(Response)
75 {
76 storeLastResponse(getResponse());
77 sendResponse(getResponse());
78 }
79
80 }
81
82 RepassandoComErro
83 {
84 Response
85 pop(Response)
86 {
87 storeLastResponse(getResponse());
88 sendResponse(getResponse());
89 }
90
91 }
92
93 RepassandoComAtraso
94 {
95 Response
96 AguardandoAtraso
97 {
98 }
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100 }
101
102 AguardandoAtraso
103 Exit
104 {
105 increaseClock(getTempoTimeout());
106 }
107 {
108 after_FEM_TAtraso
109 pop(Response)
110 {
111 storeLastResponse(getResponse());
112 sendResponse(getResponse());
113 }
114
115 }
116
117 RetornandoCmdComAvanco
118 Exit
119 {
120 increaseClock(getTempoAvanco());
121 }
122 {
123 after_FEM_TAvanco
124 pop(Response)
125 {
126 sendResponse(getLastResponse());
127 }
128
129 }
130
131 AguardandoTimeout
132 Exit
133 {
134 increaseClock(getTempoTimeout());
135 }
136 {
137 after_FEM_TPerda
138 pop(Timeout)
139 {
140 sendResponse("");
141 }
142
143 }
144
145 Initializing
146 {
147 FEM_Setup(f1 : Integer, f2 : Integer, f3 : Integer, f4 : Integer, f5 : Integer, f6 : Integer, f7 :
Integer, f8 : Integer, f9 : Integer, f10 : Integer, tempo_espera : Integer, margem_atraso :
Integer, tempo_avanco : Integer)
148 WaitingCmd/push(Crossing::Empty)
149 {
150 configuraListaDeFalhas(f1,f2,f3,f4,f5,f6,f7,f8,f9,f10);
151 configuraTempoEspera(tempo_espera);
152 configuraMargemAtraso(margem_atraso);
153 configuraTempoAvanco(tempo_avanco);
154 inicializaUltimaResposta();
155 }
156
157 }
158
159 RepassandoComPerdaRetorno
160 {
161 Response
162 AguardandoTimeout
163 {
164 storeLastResponse(getResponse());
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165 }
166
167 }
168
169 RepassandoComDuplicacao
170 {
171 Response
172 RepassandoSemErro/push(Gate::WaitingCmd)
173 {
174 sendCmd(getCmd());
175 }
176
177 }
178
179 RepassandoComPequenoAtraso
180 {
181 Response
182 AguardandoPequenoAtraso
183 {
184 armazenaHoraRetorno();
185 storeLastResponse(getResponse());
186 }
187
188 }
189
190 AguardandoPequenoAtraso
191 Exit
192 {
193 increaseClock(getForcarTempoMaximo());
194 }
195 {
196 after_FEM_TPequenoAtraso
197 pop(Response)
198 {
199 sendResponse(getResponse());
200 }
201
202 }
203
204 RetornandoComErro
205 {
206 Response
207 pop(Response)
208 {
209 storeLastResponse(getResponse());
210 sendResponse(modifyResponse(getResponse()));
211 }
212
213 }
214
215 Default
216 {
217 }
C.2 Código SMC do Crossing
1 Empty
2 {
3 Arriving
4 WaitingClose/push(FEM::WaitingCmd)
5 {
6 sendCmd(getClose());
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7 incTrains();
8 }
9
10 Failure
11 Failure
12 {
13 }
14
15 }
16
17 Not_empty
18 {
19 Leaving
20 [getTrains()==1]
21 WaitingOpen/push(FEM::WaitingCmd)
22 {
23 sendCmd(getOpen());
24 decTrains();
25 initRetransmission();
26 }
27
28 Leaving
29 [getTrains()>1]
30 Not_empty
31 {
32 decTrains();
33 }
34
35 Arriving
36 Not_empty
37 {
38 incTrains();
39 }
40
41 }
42
43 WaitingClose
44 Entry
45 {
46 stopClock("gate");
47 startClock("gate");
48 initResponse();
49 }
50 {
51 Response
52 [(isClosed()==1) && (getTime("gate") <= 60.0f)]
53 Not_empty
54 {
55 }
56
57 Response
58 [isInvalid()==1]
59 Failure
60 {
61 }
62
63 Response
64 [isOpened()==1]
65 Failure
66 {
67 }
68
69 Response
70 [(isClosed()==1) && (getTime("gate") > 60.0f)]
71 Failure
72 {
73 }
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74
75 Timeout
76 Failure
77 {
78 }
79
80 }
81
82 WaitingOpen
83 Entry
84 {
85 stopClock("gate");
86 startClock("gate");
87 initResponse();
88 }
89 {
90 Response
91 [(isOpened()==1) && (getTime("gate") <= 60.0f)]
92 Empty
93 {
94 }
95
96 Response
97 [isClosed()==1]
98 Failure
99 {
100 }
101
102 Response
103 [isInvalid()==1]
104 Failure
105 {
106 }
107
108 Response
109 [(isOpened()==1) && (getTime("gate") > 60.0f)]
110 Failure
111 {
112 }
113
114 Timeout
115 [getRetransmission()<1]
116 WaitingOpen/push(FEM::WaitingCmd)
117 {
118 sendCmd(getOpen());
119 incRetransmission();
120 }
121
122 Timeout
123 [getRetransmission()>=1]
124 Failure
125 {
126 }
127
128 }
129
130 Failure
131 {
132 Repair
133 Empty
134 {
135 initTrains();
136 manualGateRepair();
137 }
138
139 }
140
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141 Default
142 {
143 }
C.3 Código SMC do Gate
1 MvDown
2 Exit
3 {
4 increaseClock(15.0f);
5 }
6 {
7 after_Gate_TFechar
8 pop(Response)
9 {
10 setStateDOWN();
11 sendGateClosed();
12 }
13
14 }
15
16 MvUp
17 Exit
18 {
19 increaseClock(15.0f);
20 }
21 {
22 after_Gate_TAbrir
23 pop(Response)
24 {
25 setStateUP();
26 sendGateOpened();
27 }
28
29 }
30
31 WaitingCmd
32 {
33 Gate_CmdReceived
34 [(isCmdClose()==1) && (isStateUP()==1)]
35 MvDown
36 {
37 }
38
39 Gate_CmdReceived
40 [(isCmdOpen()==1) && (isStateDOWN()==1)]
41 MvUp
42 {
43 }
44
45 Gate_CmdReceived
46 [(isCmdOpen()==1) && (isStateUP()==1)]
47 pop(Response)
48 {
49 sendGateOpened();
50 }
51
52 Gate_CmdReceived
53 [(isCmdClose()==1) && (isStateDOWN()==1)]
54 pop(Response)
55 {
56 sendGateClosed();
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57 }
58
59 Gate_CmdReceived
60 [isCmdInvalid()==1]
61 pop(Response)
62 {
63 sendInvalidCmd();
64 }
65
66 }
67
68 Default
69 {
70 }
C.4 Código SMC do Clock
1 Default
2 {
3 }
C.5 Código Java do FEM
1 /*
2 * O FEM é o mapa inicial deste modelo. O estado "Iniciando" é o estado inicial
3 * e sua configuração é feita atravé s do item "test.conf" da ferramenta
4 * StateMutest.
5 *
6 * Neste modelo, o FEM trabalha com os seguintes tipo de falhas:
7 * 1 - (Sem Erro) Sem injeção de falha;
8 * 2 - (Com Erro) Com modificação no código do Telecomando
9 * (injeção de falha);
10 * 3 - (Com Perda no Envio) Não repassa o telecomando para o Slave e aguarda
11 * o Timeout no Master;
12 * 4 - (Com Perda no Retorno) Repassa o telecomando para o Slave, mas não
13 * retorna para o Master (gera um Timeout no Master);
14 * 5 - (Com Atraso) Repassa para o Slave, mas aguarda tempo de Timeout
15 * antes de retornar para o Master;
16 * 6 - (Com Avanço) Retorna para o Master com tempo inferior ao tempo
17 * esperado;
18 * 7 - (Com Duplicação Envio) Reenvia o último telecomando para o Slave;
19 * 8 - (Com Pequeno Atraso) Gera um pequeno atraso no retorno da resposta, se
20 * aproximando do tempo de Timeout, mas não gerando
21 * um Timeout;
22 * 9 - (Com Erro Retorno) Com modificação na mensagem de retorno (injeção
23 * de falha).
24 *
25 * Assim que o FEM é iniciado (configuraListaDeFalhas), é montada uma lista de
26 * 10 elementos, contendo a sequência de falhas a serem aplicadas aos TC
27 * enviados pelo SATCS.
28 *
29 * No 11o TC recebido, usa-se o tipo de falha contido na 1a posição da lista de
30 * falhas (e assim sucessivamente).
31 *
32 * Na geração de casos de teste pelo MGEO, o próprio algoritmo será o
33 * responsável por escolher essa sequência de 10 falhas.
34 * ----------------------------------------------------------------------------
35 * Todos os parâmetros da ferramenta devem ser valores inteiros e ao iniciá-lo
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36 * devemos escolher a faixa de valores que o algoritmo deve escolher. Esses
37 * valores escolhidos serão os mesmos durante todo o experimento.
38 * Assim, devemos iniciar a geração dos casos de teste desses 10 valores
39 * (de f1 a f10) com a faixa: [1,9]
40 */
41
42 public class FEMImpl {
43
44 // Configura os mapas MASTER, SLAVE e CLOCK
45 CrossingImpl _mapMaster;
46 GateImpl _mapSlave;
47 ClockImpl _mapClock;
48 private void configMapsMasterSlaveClock(){
49 this._mapMaster = context.getMapByName(CrossingImpl.class, "Crossing");
50 this._mapSlave = context.getMapByName(GateImpl.class, "Gate");
51 this._mapClock = context.getMapByName(ClockImpl.class, "Clock");
52 }
53
54 // Atributo para debugar a execução do modelo (MUDE AQUI para refletir em
55 // todos os modelos)
56 private Boolean debugar = false;
57 public void configuraDebugar() {
58 // Configura a opção de debugar dos demais modelos (igual ao do FEM),
59 // no MASTER, no SLAVE e no CLOCK.
60 this.logExecucao("Configurando o Debug nos Mapas");
61 if (this._mapMaster != null) {
62 this.logExecucao("MapMaster obtido pelo FEM");
63 this._mapMaster.setDebugar(this.debugar);
64 }
65 if (this._mapSlave != null) {
66 this.logExecucao("MapSlave obtido pelo FEM");
67 this._mapSlave.setDebugar(this.debugar);
68 }
69 if (this._mapClock != null) {
70 this.logExecucao("MapClock obtido pelo FEM");
71 this._mapClock.setDebugar(this.debugar);
72 }
73 }
74
75 // Imprime mensagens se estiver ativa a opção de debug
76 public void logExecucao(String mensagem) {
77 if (debugar) {
78 String metodo = Thread.currentThread().getStackTrace()[2].getMethodName();
79 System.out.println("FEM [" + metodo + "] "+ mensagem);
80 }
81 }
82
83 public FEMImpl() {
84
85 }
86
87 private GRC context;
88
89 public FEMImpl(GRC context) {
90 this.context = context;
91 }
92
93 // *** Variáveis do sistema
94 // Lista com a sequência de falhas a serem aplicadas
95 private int[] erros;
96 // Armazena o número de TCs recebidos pelo FEM (vindos do Master)
97 private int posicao = 0;
98
99 // Armazena o tempo máximo de espera (antes de um Timeout)
100 private float _tempo_espera = 0f;
101 // Armazena o tempo para adiantamento de uma resposta
102 private float _tempo_avanco = 0f;
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103 // Informa a margem de erro permitido para atraso da mensagem
104 // (o inteiro corresponde ao percentual. Ex.: 10 == 10%)
105 private int _percentual_atraso = 0;
106 // Armazena a hora de recebimento de uma mensagem
107 private float _hora_recebimento = 0f;
108 // Armazena a hora de recebimento da resposta para a mensagem
109 private float _hora_retorno = 0f;
110
111 // Define uma falha a inserir no conteúdo da mensagem
112 private String _fault = "ZZ";
113 // Armazena a requisição (vinda do mestre)
114 private String _request = "";
115 // Armazena a resposta (vinda do escravo)
116 private String _response = "";
117 // Armazena a resposta da requisição anterior
118 private String _last_response = "";
119
120 // <--- Controla qual a próxima falha a ser utilizada pelo FEM -----------
121
122 public void configuraListaDeFalhas(int f1, int f2, int f3, int f4, int f5, int f6, int f7, int f8, int
f9, int f10) {
123
124 // Configura os mapas utilizados pelo FEM
125 this.configMapsMasterSlaveClock();
126
127 // Configura a opção de debugar dos demais modelos (igual ao do FEM)
128 this.configuraDebugar();
129
130 this.logExecucao("Lista: " + f1 + ", " + f2 + ", " + f3 + ", " + f4 + ", " + f5 + ", " + f6 + ", " +
f7 + ", " + f8 + ", " + f9 + ", " + f10);
131
132 // Armazena a sequência de injeções a serem realizadas
133 this.erros = new int[10];
134
135 this.erros[0] = f1;
136 this.erros[1] = f2;
137 this.erros[2] = f3;
138 this.erros[3] = f4;
139 this.erros[4] = f5;
140 this.erros[5] = f6;
141 this.erros[6] = f7;
142 this.erros[7] = f8;
143 this.erros[8] = f9;
144 this.erros[9] = f10;
145
146 this.posicao = 0; // Indica que o FEM ainda não recebeu nenhuma Requisição
147 }
148
149 public void incrementaExecucoes() {
150 // Atualiza o número de Requisições recebidas pelo FEM (isso influencia a falha a ser aplicada)
151 this.posicao++;
152 this.logExecucao("posicao array falhas: " + this.posicao);
153 }
154
155 private int getCodigoInjecaoFalha() {
156 int tamanhoArray = this.erros.length;
157 int linhaFalha = this.posicao % tamanhoArray; // De acordo com o numero de requisições recebidas
pelo FEM,
158 int falha = this.erros[linhaFalha]; // escolhe-se a falha a ser inserida na comunicação.
159
160 this.logExecucao("Falha: " + falha);
161 return falha;
162 }
163
164 //*** Configuração dos tipos de Falhas *** -------------------------------
165
166 public int getFalha() {
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167 int codigo = getCodigoInjecaoFalha();
168 this.logExecucao("Falha obtida: " + codigo);
169 return codigo;
170 }
171
172 public int SemErro() {
173 int tipo = 1;
174 this.logExecucao("tipo: " + tipo);
175 return tipo;
176 }
177
178 public int ComErro() {
179 int tipo = 2;
180 this.logExecucao("tipo: " + tipo);
181 return tipo;
182 }
183
184 public int ComPerdaEnvio() {
185 int tipo = 3;
186 this.logExecucao("tipo: " + tipo);
187 return tipo;
188 }
189
190 public int ComPerdaRetorno() {
191 int tipo = 4;
192 this.logExecucao("tipo: " + tipo);
193 return tipo;
194 }
195
196 public int ComAtraso() {
197 int tipo = 5;
198 this.logExecucao("tipo: " + tipo);
199 return tipo;
200 }
201
202 public int ComAvanco() {
203 int tipo = 6;
204 this.logExecucao("tipo: " + tipo);
205 return tipo;
206 }
207
208 public int ComDuplicacaoEnvioTC() {
209 int tipo = 7;
210 this.logExecucao("tipo: " + tipo);
211 return tipo;
212 }
213
214 public int ComPequenoAtraso() {
215 int tipo = 8;
216 this.logExecucao("tipo: " + tipo);
217 return tipo;
218 }
219
220 public int ComErroRetorno() {
221 int tipo = 9;
222 this.logExecucao("tipo: " + tipo);
223 return tipo;
224 }
225
226 // ---- Controla qual a próxima falha a ser utilizada pelo FEM ---------->
227
228 // <--- Configura o FEM com o tempo máximo de espera, antes do TimeOut ---
229 public void configuraTempoEspera(int tempo_espera){
230 this._tempo_espera = (float) tempo_espera;
231 this.logExecucao("" + this._tempo_espera);
232 }
233
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234 public float getTempoEspera(){
235 this.logExecucao("" + this._tempo_espera);
236 return this._tempo_espera;
237 }
238
239 // Acrescenta 25% ao tempo para forçar um timeout
240 public float getTempoTimeout(){
241 float tempo_timeout = this._tempo_espera * 1.25f;
242 this.logExecucao("tempo p/ timeout: " + tempo_timeout);
243 return tempo_timeout;
244 }
245
246 // ---- Configura o FEM com o tempo máximo de espera, antes do TimeOut -->
247
248 // <--- Configura o FEM com o tempo de avanço na comunicação -------------
249
250 public void configuraTempoAvanco(int tempo_avanco){
251 this._tempo_avanco = (float) tempo_avanco;
252 this.logExecucao("" + this._tempo_avanco);
253 }
254
255 // Obtem o valor máximo de espera, antes do timeout
256 public float getTempoAvanco(){
257 this.logExecucao("" + this._tempo_avanco);
258 return this._tempo_avanco;
259 }
260
261 // ---- Configura o FEM com o tempo de avanço na comunicação ------------>
262
263 // <--- Define a margem de erro permitida para atraso da mensagem---------
264
265 public void armazenaHoraRecebimento(){
266 float hora_atual = 0f;
267
268 if (this._mapClock != null)
269 {
270 // Obté m a hora do 1o clock (Sempre deve estar ativo)
271 hora_atual = this._mapClock.getTime(0);
272 }
273
274 this.logExecucao("Tempo recebimento: " + hora_atual);
275 this._hora_recebimento = hora_atual;
276 }
277
278 public void armazenaHoraRetorno(){
279 float hora_atual = 0f;
280
281 if (this._mapClock != null)
282 {
283 // Obté m a hora do 1o clock (Sempre deve estar ativo)
284 hora_atual = this._mapClock.getTime(0);
285 }
286
287 this.logExecucao("Tempo retorno: " + hora_atual);
288 this._hora_retorno = hora_atual;
289 }
290
291 public void configuraMargemAtraso(int percentual_atraso){
292 // O inteiro deste parâmetro define o valor percentual de atraso permitido
293 // (exemplo: 10 representa 10% de margem de erro permitido para atraso da mensagem)
294 this._percentual_atraso = percentual_atraso;
295 this.logExecucao("Margem de atraso permitido: " + this._percentual_atraso + " %");
296 }
297
298 // Obtem a margem de erro para atraso
299 public int getMargemAtraso(){
300 this.logExecucao("" + this._percentual_atraso);
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301 return this._percentual_atraso;
302 }
303
304 // Adiciona tempo o suficiente para forçar o atraso mínimo (permitido como margem de erro)
305 public float getForcarTempoMaximo(){
306 // Obté m o tempo máximo antes do Timeout
307 float tempo_espera = this.getTempoEspera();
308
309 // Calcula o tempo decorrido (De acordo com os momentos de recebimento e o tempo atual)
310 float tempo_decorrido = this._hora_retorno - this._hora_recebimento;
311
312 // Calcula o tempo necessário para forçar um atraso mínimo
313 // Que é tempo máximo de espera, MENOS o decorrido, MAIS a margem de segurança
314 float tempo_maximo = (tempo_espera - tempo_decorrido) + (tempo_espera * this._percentual_atraso /
100f);
315
316 // Se o valor estiver negativo, então retorne Zero
317 tempo_maximo = (tempo_maximo > 0f) ? tempo_maximo : 0f;
318
319 this.logExecucao("Tempo decorrido: " + tempo_decorrido + " - Tempo a esperar: " + tempo_maximo);
320
321 return tempo_maximo;
322 }
323
324 // <--- Define a margem de erro permitida para atraso da mensagem---------
325
326 // <--- Gerencia o clock -------------------------------------------------
327
328 public void increaseClock(float elapsedTime) {
329 this.logExecucao("tempo decorrido: " + elapsedTime);
330 // Acessao o Mapa com o objeto Relógio e incrementa o tempo decorrido de todos os relógios ativos
331 if (this._mapClock != null)
332 {
333 this._mapClock.increaseClock(elapsedTime);
334 }
335 }
336
337 public float getTime(String nomeClock) {
338 float tempo = 0f;
339 // Acessao o Mapa com o objeto Relógio e busca o tempo decorrido
340 if (this._mapClock != null)
341 {
342 tempo = this._mapClock.getTime(nomeClock);
343 }
344 this.logExecucao(nomeClock +": "+ tempo);
345 return tempo;
346 }
347
348 // --- Gerencia o clock ------------------------------------------------->
349
350 // --- Mé todos para interceptar as mensagens enviadas pelas máquinas -----
351
352 // Mé todo para receber a solicitação enviada pela máquina Mestre
353 public void receiveCmd(String comando) {
354 this.logExecucao(comando);
355 this.logExecucao("Comando recebido: " + comando);
356 this._request = comando;
357 }
358
359 // Mé todo para receber a resposta enviada pela máquina escrava
360 public void receiveResponse(String resposta) {
361 this.logExecucao(resposta);
362 this.logExecucao("Resposta recebida: " + resposta);
363 this._response = resposta;
364 }
365
366 // ---- Mé todos para interceptar as mensagens enviadas pelas máquinas --->
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367
368 // <--- Mé todos para repassar as mensagens enviadas pelas máquinas -------
369
370 // Acessa o conteúdo da requisição interceptada pelo FEM
371 public String getCmd() {
372 this.logExecucao(this._request);
373 return this._request;
374 }
375
376 // Repassa para a máquina escrava a solicitação da máquina mestre
377 public void sendCmd(String comando) {
378 this.logExecucao("Comando repassado: " + comando);
379 if (this._mapSlave != null)
380 {
381 this._mapSlave.receiveCmd(comando);
382 }
383 }
384
385 // Acessa o conteúdo da resposta recebida
386 public String getResponse() {
387 this.logExecucao(this._response);
388 return this._response;
389 }
390
391 // Repassa a resposta da máquina escrava para a máquina mestre
392 public void sendResponse(String comando) {
393 this.logExecucao("Comando retornado: " + comando);
394 if (this._mapMaster != null)
395 {
396 this.logExecucao("Comando retornado: " + comando);
397 this._mapMaster.receiveResponse(comando);
398 }
399 }
400
401 // Altera o conteúdo da mensagem trafegada
402 public String modifyCmd(String comando) {
403 // Modifica o código da solicitação
404 String msg_modificada = this._fault + comando;
405
406 this.logExecucao("Comando recebido: " + comando + " - Comando retornado: " + msg_modificada);
407
408 // Repassa uma mensagem errada
409 return msg_modificada;
410 }
411
412 // Altera o conteúdo da resposta
413 public String modifyResponse(String resposta) {
414 // Modifica o conteúdo da resposta
415 String msg_modificada = this._fault + resposta;
416
417 this.logExecucao("Mensagem recebida: " + resposta + " - Mensagem retornada: " + msg_modificada);
418
419 // Repassa uma mensagem errada
420 return msg_modificada;
421 }
422
423 // ---- Mé todos para repassar as mensagens enviadas pelas máquinas ------>
424
425 // <-- Gerencia a resposta obtida na última solicitação ------------------
426
427 public void inicializaUltimaResposta() {
428 if (this._mapSlave != null)
429 {
430 this._last_response = this._mapSlave.getValidResponse();
431 this.logExecucao(this._last_response);
432 }
433 }
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434
435 public void storeLastResponse(String resposta) {
436 this.logExecucao(resposta);
437 this._last_response = resposta;
438 }
439
440 public String getLastResponse() {
441 this.logExecucao(this._last_response);
442 return this._last_response;
443 }
444
445 // --- Gerencia a resposta obtida na última solicitação ----------------->
446 }
C.6 Código Java do Crossing
1 public class CrossingImpl {
2
3 // Atributo para debugar a execução do modelo (Configurado pelo FEM)
4 private Boolean debugar = false;
5 public void setDebugar(Boolean opcao){
6 this.debugar = opcao;
7 }
8 public void logExecucao(String mensagem) {
9 // Imprime mensagens se estiver ativa a opção de debug
10 if (debugar) {
11 String metodo = Thread.currentThread().getStackTrace()[2].getMethodName();
12 System.out.println("Crossing [" + metodo + "] "+ mensagem);
13 }
14 }
15
16 private int _numTrains = 0;
17 private int _numRetransmission = 0;
18
19 private String _close = "1"; // Comando para fechar a cancela
20 private String _open = "2"; // Comando para abrir a cancela
21
22 private int _estadoInvalido = 0;
23 private int _estadoDOWN = 1;
24 private int _estadoUP = 2;
25
26 public CrossingImpl() {
27 }
28
29 private GRC context;
30
31 public CrossingImpl(GRC context) {
32 this.context = context;
33 }
34 // *** Metodos para comunicação com o subsistema Servidor *** ------------
35
36 private String _response_NIL = "-1";
37 private String _response = this._response_NIL;
38 public String getResponse() {
39 this.logExecucao(this._response);
40 return this._response;
41 }
42 public void initResponse() {
43 this._response = this._response_NIL;
44 this.logExecucao(this._response);
45 }
46
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47 public void receiveResponse(String arg0) {
48 this.logExecucao(arg0);
49 this._response = arg0;
50 }
51 public void sendCmd(String cmd) {
52 this.logExecucao(cmd);
53 FEMImpl MapDest = context.getMapByName(FEMImpl.class, "FEM");
54 if (MapDest != null)
55 {
56 MapDest.receiveCmd(cmd);
57 }
58 }
59 public String getClose(){
60 return this._close; // Comando para fechar a cancela
61 }
62 public String getOpen(){
63 return this._open; // Comando para abrir a cancela
64 }
65
66 // *** Mé todo para reiniciar Gate no caso de um reparo manual ------------
67 public void manualGateRepair() {
68 this.logExecucao("");
69 GateImpl MapDest = context.getMapByName(GateImpl.class, "Gate");
70 if (MapDest != null)
71 {
72 MapDest.manualGateRepair();
73 }
74 }
75
76 // *** Mé todos para controlar o tempo decorrido após o envio do comando --
77
78 public void startClock(String clock) {
79 this.logExecucao("startClock: " + clock);
80 ClockImpl MapDest = context.getMapByName(ClockImpl.class, "Clock");
81 if (MapDest != null)
82 {
83 MapDest.startClock(clock);
84 }
85 }
86
87 public void stopClock(String clock) {
88 this.logExecucao("stopClock: " + clock);
89 ClockImpl MapDest = context.getMapByName(ClockImpl.class, "Clock");
90 if (MapDest != null)
91 {
92 MapDest.stopClock(clock);
93 }
94 }
95
96 public void increaseClock(float elapsedTime) {
97 this.logExecucao("tempo decorrido: "+ elapsedTime);
98 // Acessao o Mapa com o objeto Relógio e incrementa o tempo decorrido
99 // de todos os relógios ativos
100 ClockImpl MapDest = context.getMapByName(ClockImpl.class, "Clock");
101 if (MapDest != null)
102 {
103 MapDest.increaseClock(elapsedTime);
104 }
105 }
106
107 public float getTime(String nomeClock) {
108 this.logExecucao("Clock " + nomeClock);
109 float tempo = 0f;
110 // Acessao o Mapa com o objeto Relógio e busca o tempo decorrido
111 ClockImpl MapDest = context.getMapByName(ClockImpl.class, "Clock");
112 if (MapDest != null)
113 {
117
114 tempo = MapDest.getTime(nomeClock);
115 }
116 return tempo;
117 }
118
119 public void waitingTime(float elapsedTime) {
120 this.logExecucao("Tempo decorrido: " + elapsedTime);
121
122 // Incrementa esse tempo ao tempo total
123 this.increaseClock(elapsedTime);
124 }
125
126 // Mé todos para configuração dos comandos utilizados pelos subsistemas ---
127
128 public int isOpened() {
129 String response = getResponse();
130 this.logExecucao("Opened ?= " + response);
131 if (response.equals(Integer.toString(this._estadoUP))) {
132 return 1;
133 }else{
134 return 0;
135 }
136 }
137
138 public int isClosed() {
139 String response = getResponse();
140 this.logExecucao("Closed ?= " + response);
141 if (response.equals(Integer.toString(this._estadoDOWN))) {
142 return 1;
143 }else{
144 return 0;
145 }
146 }
147
148 public int isInvalid() {
149 String response = getResponse();
150 this.logExecucao("Invalid ?= " + response);
151 if (this.isClosed()==1 || this.isOpened()==1) {
152 return 0;
153 }else{
154 return 1;
155 }
156 }
157
158 // Metodos para controlar o número de trens passando pela zona crítica ---
159
160 public void initTrains() {
161 this._numTrains = 0;
162 this.logExecucao("*** InitTrains: " + this._numTrains);
163 }
164
165 public void decTrains() {
166 this._numTrains--;
167 this.logExecucao("*** DecTrains: " + this._numTrains);
168 }
169
170 public void incTrains() {
171 this._numTrains++;
172 this.logExecucao("*** IncTrains: " + this._numTrains);
173 }
174
175 public int getTrains() {
176 this.logExecucao("*** getTrains: " + this._numTrains);
177 return this._numTrains;
178 }
179
180 // Mé todos para controlar o número de retransmissões dos comandos --------
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181
182 public void initRetransmission() {
183 this._numRetransmission = 0;
184 this.logExecucao("InitRetransmission: " + this._numRetransmission);
185 }
186
187 public void incRetransmission() {
188 this._numRetransmission++;
189 this.logExecucao("IncRetransmission: " + this._numRetransmission);
190 }
191
192 public int getRetransmission() {
193 this.logExecucao("getRetransmission: " + this._numRetransmission);
194 return this._numRetransmission;
195 }
196 }
C.7 Código Java do Gate
1 public class GateImpl {
2
3 // Atributo para debugar a execução do modelo (Configurado pelo FEM)
4 private Boolean debugar = false;
5 public void setDebugar(Boolean opcao) {
6 this.debugar = opcao;
7 }
8 private void logExecucao(String mensagem) {
9 // Imprime mensagens se estiver ativa a opção de debug
10 if (debugar) {
11 String metodo = Thread.currentThread().getStackTrace()[2].getMethodName();
12 System.out.println("Gate [" + metodo + "] "+ mensagem);
13 }
14 }
15
16 private String _close = "1"; // Comando para fechar a cancela
17 private String _open = "2"; // Comando para abrir a cancela
18 private String _cmd = "0"; // Armazena o comando enviado pelo Crossing
19
20 private int _estadoInvalido = 0;
21 private int _estadoDOWN = 1;
22 private int _estadoUP = 2;
23
24 // O estado inicial da cancela é o UP (Aberto)
25 private int _initialState = this._estadoUP;
26 private int _currentState = this._initialState;
27
28 public GateImpl() {
29 }
30
31 private GRC context;
32
33 public GateImpl(GRC context) {
34 this.context = context;
35 }
36
37 // Mé todos para comunicação com o subsistema Cliente ---------------------
38
39 public String getCmd() {
40 this.logExecucao("");
41 return this._cmd;
42 }
43
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44 public void receiveCmd(String arg0) {
45 this.logExecucao(arg0);
46 this._cmd = arg0;
47 }
48
49 public void sendResponse(String arg0) {
50 this.logExecucao(arg0);
51
52 FEMImpl MapDest = context.getMapByName(FEMImpl.class, "FEM");
53 if (MapDest != null)
54 {
55 MapDest.receiveResponse(arg0);
56 }
57 }
58
59 // Configurar o FEM com uma mensagem de retorno válida.
60 // Retorna "Opened" pois é o estado inicial esperado para a cancela.
61 public String getValidResponse() {
62 this.logExecucao("");
63 return this.getOpened();
64 }
65
66 // Mé todos para controlar o tempo decorrido após o envio do comando ------
67
68 public void startClock(String clock) {
69 this.logExecucao("StartClock: " + clock);
70 ClockImpl MapDest = context.getMapByName(ClockImpl.class, "Clock");
71 if (MapDest != null)
72 {
73 MapDest.startClock(clock);
74 }
75 }
76
77 public void stopClock(String clock) {
78 this.logExecucao("StopClock: " + clock);
79 ClockImpl MapDest = context.getMapByName(ClockImpl.class, "Clock");
80 if (MapDest != null)
81 {
82 MapDest.stopClock(clock);
83 }
84 }
85
86 public void increaseClock(float elapsedTime) {
87 this.logExecucao("tempo decorrido: "+ elapsedTime);
88 // Acessao o Mapa com o objeto Relógio e incrementa o tempo decorrido
89 // de todos os relógios ativos
90 ClockImpl MapDest = context.getMapByName(ClockImpl.class, "Clock");
91 if (MapDest != null)
92 {
93 MapDest.increaseClock(elapsedTime);
94 }
95 }
96
97 public float getTime(String nomeClock) {
98 this.logExecucao("Clock " + nomeClock);
99 float tempo = 0f;
100 // Acessao o Mapa com o objeto Relógio e busca o tempo decorrido
101 ClockImpl MapDest = context.getMapByName(ClockImpl.class, "Clock");
102 if (MapDest != null)
103 {
104 tempo = MapDest.getTime(nomeClock);
105 }
106 return tempo;
107 }
108
109 public void waitingTime(float elapsedTime) {
110 this.logExecucao("Tempo decorrido: " + elapsedTime);
120
111
112 // Incrementa esse tempo ao tempo total
113 this.increaseClock(elapsedTime);
114 }
115
116 // Mé todos para conferir o comando recebido ------------------------------
117
118 public int isCmdClose() {
119 int ret = (this._close.equals(this._cmd))?1:0;
120 this.logExecucao(this._cmd+" ? "+this._close+" - Result == "+ret);
121 return ret;
122 }
123
124 public int isCmdOpen() {
125 int ret = (this._open.equals(this._cmd))?1:0;
126 this.logExecucao(this._cmd+" ? "+this._open+" - Result == "+ret);
127 return ret;
128 }
129
130 public int isCmdInvalid() {
131 if (this.isCmdClose()==1 || this.isCmdOpen()==1) {
132 this.logExecucao("Comando válido: " + this._cmd);
133 return 0;
134 } else {
135 this.logExecucao("Comando inválido: " + this._cmd);
136 // Se NÃO FOR um comando de Close ou Open
137 // (retorna true: Comando Inválido)
138 return 1;
139 }
140 }
141
142 // Verificar e configurar o estado atual do modelo -----------------------
143
144 public int isStateUP(){
145 int ret = (this._currentState == this._estadoUP)?1:0;
146 this.logExecucao("Está no Estado UP ? " + ret);
147 return ret;
148 }
149
150 public int isStateDOWN(){
151 int ret = (this._currentState == this._estadoDOWN)?1:0;
152 this.logExecucao("Está no Estado DOWN ? " + ret);
153 return ret;
154 }
155
156 public void setStateUP() {
157 this._currentState = this._estadoUP;
158 this.logExecucao("SetEstadoUP: " + this._currentState);
159 }
160
161 public void setStateDOWN() {
162 this._currentState = this._estadoDOWN;
163 this.logExecucao("SetEstadoDOWN: " + this._currentState);
164 }
165
166 public void manualGateRepair() {
167 // Mé todo para reiniciar Gate no caso de um reparo manual
168 // Retorna para o estado inicial (UP)
169 this._currentState = this._initialState;
170 this.logExecucao("Gate: " + this._currentState + " (Opened="+this._estadoUP+",
Closed="+this._estadoDOWN+")");
171 }
172
173 // Obté m a situação atual da cancela (Aberta ou Fechada) -----------------
174 public String getClosed() {
175 String ret = Integer.toString(this._estadoDOWN);
176 this.logExecucao("Closed: " + ret);
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177 return ret;
178 }
179
180 public String getOpened() {
181 String ret = Integer.toString(this._estadoUP);
182 this.logExecucao("Opened: " + ret);
183 return ret;
184 }
185
186 public String getInvalid() {
187 String ret = Integer.toString(this._estadoInvalido);
188 this.logExecucao("Opened: " + ret);
189 return ret;
190 }
191
192 public void sendGateClosed() {
193 this.logExecucao("");
194 this.sendResponse(this.getClosed());
195 }
196
197 public void sendGateOpened() {
198 this.logExecucao("");
199 this.sendResponse(this.getOpened());
200 }
201
202 public void sendInvalidCmd() {
203 this.logExecucao("");
204 this.sendResponse(this.getInvalid());
205 }
206 }
C.8 Código Java do Clock
1 /*
2 * Este mapa tem a função de representar um relógio que contabiliza o tempo
3 * gasto em cada uma das transições.
4 *
5 * Podem ser iniciados vários clocks diferentes neste mapa (basta identificar
6 * cada um com um nome). Sempre que há um incremento de tempo, todos os
7 * relógios ativos são incrementados.
8 *
9 * Esse valor deverá ser incrementado pelo:
10 * - Tempo previsto de transmissão entre Cliente/Servidor (Master/Slave).
11 * - Tempo previsto para processamento e execução da solicitação.
12 * - Tempo previsto para cada transição de estado ou execução de uma ação.
13 * - Pode ser adicionado tempo pelo Emulador de Falhas.
14 *
15 * Obs.: O tempo de Timeout deve estar configurado no modelo.
16 */
17 public class ClockImpl {
18
19 // Atributo para debugar a execução do modelo (Configurado pelo FEM)
20 private Boolean debugar = false;
21 public void setDebugar(Boolean opcao){
22 this.debugar = opcao;
23 }
24 public void logExecucao(String mensagem) {
25 // Imprime mensagens se estiver ativa a opção de debug
26 if (debugar) {
27 String metodo = Thread.currentThread().getStackTrace()[2].getMethodName();
28 System.out.println("Clock [" + metodo + "] "+ mensagem);
29 }
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30 }
31
32 public ClockImpl() {
33
34 }
35
36 private GRC context;
37
38 public ClockImpl(GRC context) {
39 this.context = context;
40 }
41
42 // Cria tantos clocks quanto sejam necessários
43 // (neste modelo temos apenas 1 clock)
44 private float[] _clock = {0f};
45 // Configura o estado do clock
46 private boolean[] _ativo = {false};
47
48 // Cria mé todo para identificar a posição no array pelo nome do clock
49 private int idClock (String nomeClock){
50 // Força erro caso não tenha sido informado um nome de clock correto
51 int indice = -1;
52 switch (nomeClock) {
53 case "gate":
54 indice = 0;
55 break;
56 default:
57 System.out.println("Clock ’" + nomeClock + "’ não foi definido no mé todo idClock().");
58 }
59 return indice;
60 }
61
62
63 // Inicia o timer e indica que ele está ativo
64 public void startClock(String nomeClock) {
65 this.logExecucao("Clock "+ nomeClock);
66 this._clock[idClock(nomeClock)] = 0f;
67 this._ativo[idClock(nomeClock)] = true;
68 }
69
70 // Desliga o timer (muda seu estado para desativado) e zera o contador
71 public void stopClock(String nomeClock) {
72 this._clock[idClock(nomeClock)] = 0f;
73 this._ativo[idClock(nomeClock)] = false;
74 this.logExecucao("Clock_Stoped "+ nomeClock +". Tempo Atual: " + this._clock[idClock(nomeClock)]);
75 }
76
77 // Mé todo para incrementar um valor ao clock
78 // (neste caso todos os clocks ativos são incrementados)
79 public void increaseClock(float addTime) {
80 this.logExecucao("Valor adicionado: " + addTime);
81 for (int i = 0 ; i < this._clock.length ; i++) {
82 // Incrementa o tempo do clock somente se ele estiver ativo
83 if (this._ativo[i] == true) {
84 this._clock[i] += addTime;
85 }
86 this.logExecucao("Clock "+ i +" - Tempo atual: " + this._clock[i] + " - Ativo: " + this._ativo[i]);
87 }
88 }
89
90 // Obté m o tempo decorrido em um dos relógios (pelo nome do clock)
91 public float getTime(String nomeClock) {
92 float tempo = 0f;
93 // Se o clock está ativo, retorne seu valor
94 int clock = idClock(nomeClock);
95 if (this._ativo[clock]) {
96 tempo = this._clock[clock];
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97 }
98 this.logExecucao("Clock " + nomeClock + " - Tempo atual: " + tempo);
99 return tempo;
100 }
101
102 // Obté m o tempo decorrido em um dos relógios (pelo ID do clock)
103 public float getTime(int clock) {
104 float tempo = 0f;
105 // Se o clock está ativo, retorne seu valor
106 if (this._ativo[clock]) {
107 tempo = this._clock[clock];
108 }
109 this.logExecucao("Clock " + clock + " - Tempo atual: " + tempo);
110 return tempo;
111 }
112
113 public Boolean timerActived(String nomeClock) {
114 this.logExecucao(nomeClock);
115 return this._ativo[idClock(nomeClock)];
116 }
117 }
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Apêndice D
Arquivo de Log da MOST
A StateMutest utiliza a abordagem MOST para obter os casos de teste abstratos a
partir do modelo executável. Abaixo é apresentado um exemplo de Log retornado pelo
algoritmo M-GEO𝑣𝑠𝑙 durante a busca de casos de teste para o TP01 do modelo GRC.
As primeira 6 linhas são geradas pela StateMutest ao abrir a janela de diálogo para
a configuração dos parâmetros de execução da MOST (M-GEO𝑣𝑠𝑙), onde é feita uma
verificação no modelo e o levantamento das suas transições e dos seus parâmetros de
configuração.
Da linha 7 até a linha 28 é apresentado um resumo dos parâmetros iniciais para a
execução do algoritmo. A linha 7 apresenta o mapa utilizado, de 8 a 13 estão relacionados
ao número de execuções do algoritmo, conforme apresentado na Tabela A.3.1. Na linha
14 temos a identificação da transição alvo do modelo (Obs.: não são apresentadas no Log
as transições de cobertura selecionadas para o TP). E, nas linhas de 16 a 27, temos a
faixa de valores possíveis para os parâmetros de entrada dos eventos. Da linha 16 a 25,
indicamos a sequência de falhas que o FEM pode aplicar sobre a comunicação entre as
IUTs. Os valores de [1.0,9.0] indicam que podem ser utilizadas qualquer uma das falhas
do FEM, devendo ficar a cargo do algoritmo decidir qual é a melhor opção. Na demais
linhas temos o valor de T𝑎𝑡𝑟𝑎𝑠𝑜 igual a 57 s, o valor de T𝑚𝑎𝑟𝑔𝑒𝑚 igual a 5% e o valor de
t𝑎𝑣𝑎𝑛𝑐𝑜 igual a 0 s.
As linhas 30, 61, 91, 121 e 151 indicam o início da execução do modelo para cada
um dos valores definidos para o Tau. Como definimos uma faixa de valores (de 3 a 4,
conforme apresentado na linha 13), o algoritmo é reiniciado com acréscimos de 0,25 no
Tau até cobrir toda essa faixa, tendo assim execuções com o Tau configurado com os
valores 3.0, 3.25, 3.5, 3.75 e 4.0. As últimas linhas do Log (179 a 182) apresentam o
tempo total da simulação, a média por experimento e a média por execução do Tau.
As linhas que iniciam com “# = Run”, como a linha 31, indicam o início dos resultados
de uma execução do algoritmo. O item “numPoints” indica o número de casos de teste
obtidos naquela execução. As linhas seguintes iniciadas com F1 (Função Objetivo 1),
como as linhas 33 e 34, indicam os resultados obtidos. Para cada um desses resultados,
linhas com “F1 1.0” indicam casos de teste que atendem ao TP, já linhas com “F1 2.0”
indicam casos de teste que alcançam a transição alvo, tem um valor menor em F2 (Função
Objetivo 2 – tamanho da sequência de entrada), mas não alcançam uma das transições
de dependência, portanto não atendem ao TP.
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Nas linhas de resultado, o valor depois de “seqSize” indica o tamanho da sequência de
entrada. Após a palavra “events” está a lista de eventos disparados pelo caso de teste,
contendo os eventos inoportunos (Obs.: esse números não correspondem aos identificado-
res das transições, mas sim valores de controle gerados pelo algoritmo). Após a palavra
“path” temos a lista de eventos disparados, desconsiderando os eventos inoportunos, e
cujo tamanho é informado após a palavra “pathSize” (Obs.: esses números correspondem
ao identificador global de cada uma das transições do modelo). A palavra “Parameters”
precede a lista de parâmetros utilizada na execução do caso de teste no modelo, que con-
tém a lista de falhas, seguida por T𝑎𝑡𝑟𝑎𝑠𝑜, T𝑚𝑎𝑟𝑔𝑒𝑚 e t𝑎𝑣𝑎𝑛𝑐𝑜. Por último, temos “numEval”,
que indica o número de avaliações realizadas pelo algoritmo até a identificação do caso de
teste.
A última linha de cada execução, como a linha 36, informa o tempo decorrido na busca
dos casos de teste. Vale ressaltar que estas execuções foram realizadas em um Notebook
HP Pavilion 14-v063br, com processador Intel Core i5 4210U, 12 GB de memória RAM
e 500 GB de HD, com sistema operacional Debian 10 (GNU/Linux), interface gráfica
Gnome 3.30 e JDK Java 1.8.0_211.
D.1 Log para o TP01 do GRC
1 Starting Model Verification...
2 -- Model Verification Service --
3 0,00% [ ] 0/1
4 100,00% [==============================] 1/1
5 100,00% [==============================] 1/1
6 Finished!
7 # MGEO: /home/anderson/StateMutest/workspace/GRC/Build/GRC.gmap
8 # num exp: 1
9 # num runs: 5
10 # num evaluations: 200000
11 # num indep exec: 100
12 # num max variables: 350
13 # tau: 3.0 - 4.0
14 # test purpose: 18
15 # data model:
16 FEM::Initializing -> FEM_Setup {param0} [1.0,9.0]
17 FEM::Initializing -> FEM_Setup {param1} [1.0,9.0]
18 FEM::Initializing -> FEM_Setup {param2} [1.0,9.0]
19 FEM::Initializing -> FEM_Setup {param3} [1.0,9.0]
20 FEM::Initializing -> FEM_Setup {param4} [1.0,9.0]
21 FEM::Initializing -> FEM_Setup {param5} [1.0,9.0]
22 FEM::Initializing -> FEM_Setup {param6} [1.0,9.0]
23 FEM::Initializing -> FEM_Setup {param7} [1.0,9.0]
24 FEM::Initializing -> FEM_Setup {param8} [1.0,9.0]
25 FEM::Initializing -> FEM_Setup {param9} [1.0,9.0]
26 FEM::Initializing -> FEM_Setup {param10} [57.0,57.0]
27 FEM::Initializing -> FEM_Setup {param11} [5.0,5.0]
28 FEM::Initializing -> FEM_Setup {param12} [0.0,0.0]
29
30 # ================= Tau: 3.0
31 # ================= Run: 1.0
32 # numPoints: 2
33 F1 1.0 F2 109.08967448196613 seqSize 109 events 4 13 3 10 3 6 4 5 5 10 6 3 4 0 0 11 2 4 4 10 3 9 0 0 11 2
3 13 7 10 0 3 3 5 8 7 10 7 7 2 12 2 12 9 11 8 0 8 2 12 13 11 10 9 5 0 6 8 4 1 10 5 2 12 2 12 5 13 12
6 2 12 7 7 13 12 10 1 4 9 11 10 3 0 3 3 6 10 2 11 0 6 11 11 6 0 2 5 11 4 4 5 6 12 1 4 6 4 8
parameters 1 1 5 7 4 4 4 8 5 4 57 5 0 path 40 8 25 3 1 34 13 12 12 11 11 10 25 4 2 34 18 9 24
pathSize 19 numEval 27182
126
34 F1 2.0 F2 99.08511374201298 seqSize 99 events 11 5 6 12 12 11 10 11 2 2 5 1 9 4 11 8 5 13 1 13 9 13 2 12
12 5 6 2 9 5 13 0 13 0 11 0 6 6 13 3 1 10 9 0 6 10 5 6 7 0 1 2 8 4 11 0 1 5 13 11 10 0 12 0 3 0 12 1
12 0 12 10 0 1 0 8 1 3 9 5 8 0 0 1 12 13 12 4 6 9 10 13 2 13 4 9 11 1 2 parameters 1 7 8 8 8 8 8 3 4
6 57 5 0 path 40 8 25 3 1 34 13 10 30 4 2 42 5 34 18 pathSize 15 numEval 99890
35
36 # 0 hours, 2 minutes, 24 seconds, 996 milli
37 # ================= Run: 1.1
38 # numPoints: 2
39 F1 1.0 F2 154.12884124041403 seqSize 154 events 5 4 5 7 0 7 10 9 2 13 13 9 0 3 9 3 13 1 8 12 11 7 13 2 2
13 6 2 8 11 10 5 3 11 13 11 0 3 9 1 1 5 8 10 0 12 5 5 12 0 12 9 10 6 2 6 8 2 3 11 10 5 7 13 2 4 8 5
10 8 4 13 5 6 7 8 3 12 9 8 9 0 4 12 12 6 3 2 1 8 3 5 8 3 2 0 10 13 11 3 13 12 7 5 13 6 9 8 13 8 7 0 4
10 9 12 11 12 9 10 4 2 9 7 11 6 4 10 12 5 9 6 10 2 0 12 12 6 10 1 6 2 13 1 10 2 1 4 7 12 9 6 6 7
parameters 7 4 6 6 8 4 2 2 8 7 57 5 0 path 40 8 30 3 1 42 6 34 13 12 11 10 29 4 2 41 39 22 31 38 18 9
pathSize 22 numEval 56316
40 F1 2.0 F2 73.05914808379389 seqSize 73 events 13 13 1 7 9 6 5 0 8 3 9 2 1 11 0 4 10 7 12 12 7 6 2 0 12 5
12 1 7 9 1 11 12 8 6 9 3 7 1 3 6 7 8 13 2 0 9 1 5 3 6 1 8 5 4 5 0 1 5 9 12 0 12 11 12 12 0 4 11 5 1 9
6 parameters 7 1 2 5 8 8 1 3 4 6 57 5 0 path 40 8 30 3 1 42 6 34 13 10 25 4 2 34 18 8 26 pathSize 17
numEval 100940
41
42 # 0 hours, 2 minutes, 24 seconds, 281 milli
43 # ================= Run: 1.2
44 # numPoints: 2
45 F1 1.0 F2 122.0978265967344 seqSize 122 events 6 8 13 4 13 7 9 0 13 10 9 11 8 12 11 9 6 12 0 1 13 4 9 9 8
10 3 0 0 5 1 1 6 11 0 0 13 6 0 5 3 0 9 2 2 4 10 13 10 5 0 0 10 6 9 0 3 3 2 7 4 5 5 9 6 6 4 5 2 10 9 9
7 6 1 8 1 6 6 3 4 7 3 3 3 5 4 0 3 7 13 5 2 1 11 2 0 11 11 13 7 11 3 2 13 4 4 9 1 5 4 6 3 7 9 0 5 11 5
4 11 10 parameters 1 1 4 2 7 7 1 6 5 2 57 5 0 path 40 9 24 9 24 8 25 3 1 34 13 12 12 11 11 10 25 4 2
34 18 8 29 pathSize 23 numEval 126528
46 F1 2.0 F2 95.07961068285974 seqSize 95 events 4 0 11 9 13 3 6 3 4 0 12 2 3 4 11 4 12 13 10 0 9 5 10 9 10 3
2 2 12 11 13 3 9 11 1 7 10 13 4 6 13 1 2 13 1 7 5 11 8 0 1 0 1 5 3 13 2 12 6 13 5 3 6 9 9 10 13 4 0 8
5 3 2 6 11 0 10 1 3 10 2 1 13 3 3 1 10 5 12 10 1 10 7 9 5 parameters 7 1 1 3 2 3 4 2 8 7 57 5 0 path
40 8 30 3 1 42 6 34 13 10 25 4 2 34 18 8 25 pathSize 17 numEval 128300
47
48 # 0 hours, 2 minutes, 24 seconds, 11 milli
49 # ================= Run: 1.3
50 # numPoints: 2
51 F1 1.0 F2 184.15118842478736 seqSize 184 events 3 9 5 12 6 5 9 7 12 13 9 11 0 8 0 0 9 13 3 11 12 12 7 12 9
5 3 6 2 8 5 2 9 7 7 2 11 2 12 10 3 7 9 2 12 9 8 13 11 5 6 2 10 8 0 7 10 13 0 3 3 6 6 5 5 5 13 10 7 12
5 11 10 1 3 5 9 7 7 11 3 6 2 3 6 0 12 3 7 10 1 1 0 7 7 3 6 6 4 2 1 10 12 5 10 1 1 10 9 4 3 8 8 12 3
13 3 9 3 1 11 8 3 3 7 8 6 13 9 4 10 7 5 0 12 4 11 5 9 13 2 4 1 3 9 11 13 8 9 2 9 10 2 11 3 11 13 7 12
6 1 1 12 13 3 2 12 5 7 9 2 1 6 5 8 9 8 13 1 6 5 9 1 12 parameters 1 1 2 1 3 2 8 1 2 6 57 5 0 path 40
8 25 3 1 34 13 12 12 11 11 10 25 4 2 34 18 8 26 7 35 14 24 8 25 3 pathSize 26 numEval 104698
52 F1 2.0 F2 89.07592359957279 seqSize 89 events 5 3 11 7 5 11 2 13 10 2 2 7 10 3 12 0 5 1 0 12 3 7 6 11 7 4
4 9 1 2 2 10 6 11 2 9 11 1 8 9 11 6 0 0 6 8 1 0 1 0 12 4 9 13 5 6 6 8 3 9 1 0 9 9 9 0 9 9 0 1 2 7 4 4
0 2 1 5 9 2 3 7 7 13 6 12 4 9 1 parameters 7 1 4 8 8 5 6 2 8 1 57 5 0 path 40 8 30 3 1 42 6 34 13 10
25 4 2 34 18 pathSize 15 numEval 181596
53
54 # 0 hours, 2 minutes, 35 seconds, 160 milli
55 # ================= Run: 1.4
56 # numPoints: 2
57 F1 2.0 F2 125.10322074192078 seqSize 125 events 9 8 8 3 2 6 5 5 10 1 0 4 8 2 7 13 6 1 9 3 8 12 2 4 10 12 3
12 1 6 9 1 12 4 12 9 11 12 2 2 6 11 0 11 7 8 2 5 10 8 7 0 11 0 1 4 7 3 5 6 13 12 1 12 1 11 9 10 13 8
12 3 5 6 0 6 0 11 2 9 6 1 12 0 2 11 11 6 13 7 5 5 0 4 1 5 4 2 1 6 8 4 3 9 2 11 2 7 12 4 7 12 9 9 5 8
7 5 9 1 10 11 1 7 4 parameters 4 1 1 3 8 6 4 5 1 6 57 5 0 path 40 8 29 3 1 41 39 17 24 8 25 3 1 34 13
10 25 4 2 34 18 9 pathSize 22 numEval 76230
58 F1 1.0 F2 150.12447672631257 seqSize 150 events 2 12 1 13 1 2 8 7 12 11 13 0 13 12 8 11 9 10 3 0 12 5 2 8
1 6 2 3 12 9 4 4 11 4 7 2 6 0 6 11 12 3 3 8 8 10 8 1 11 2 3 1 4 9 5 12 1 5 6 10 13 4 8 4 1 13 6 12 1
13 12 10 5 9 8 11 0 2 5 10 6 4 7 2 5 13 10 9 2 5 7 6 7 13 12 8 3 4 1 5 9 13 12 4 10 1 7 5 11 2 13 5
13 11 8 5 1 11 4 2 10 13 2 5 12 4 4 5 9 1 5 9 11 4 7 4 5 2 5 12 7 2 8 3 3 8 11 13 12 13 parameters 7
3 1 4 6 4 1 3 7 8 57 5 0 path 40 8 30 3 1 42 6 34 13 12 11 10 28 39 22 25 4 2 34 18 9 24 8 pathSize
23 numEval 181024
59
60 # 0 hours, 2 minutes, 9 seconds, 545 milli
61 # ================= Tau: 3.25
62 # ================= Run: 1.0
63 # numPoints: 2
64 F1 2.0 F2 117.100527712912 seqSize 117 events 0 9 5 11 8 13 8 3 8 8 10 5 3 13 7 12 13 6 8 11 5 9 2 5 0 7 8
11 5 9 5 3 1 1 12 4 5 3 7 4 3 13 3 6 6 2 9 8 5 4 9 0 10 10 6 4 12 1 0 10 9 3 1 13 0 13 5 13 13 1 7 1
127
4 10 8 11 7 11 0 0 12 1 10 12 13 9 7 8 4 9 3 7 6 7 2 13 13 8 2 8 11 5 10 2 2 9 1 6 4 3 4 5 2 2 5 12 6
parameters 7 7 2 5 1 6 7 2 5 8 57 5 0 path 40 8 30 3 1 42 6 34 13 10 30 4 2 42 5 34 18 pathSize 17
numEval 70178
65 F1 1.0 F2 118.09692442333113 seqSize 118 events 6 4 6 13 3 2 0 12 4 2 6 10 10 5 3 10 12 11 1 8 13 6 7 12
11 1 8 13 8 12 9 1 6 12 12 4 5 12 12 13 2 2 6 0 8 6 4 1 3 10 7 13 9 5 10 5 12 9 6 11 4 12 7 1 2 0 9 5
5 12 10 1 12 0 8 1 2 11 8 11 4 2 1 9 2 3 8 2 0 0 1 11 0 1 7 12 11 5 6 0 8 3 4 2 10 11 7 0 2 6 12 2 10
5 9 0 5 9 parameters 1 4 6 8 4 1 5 2 7 8 57 5 0 path 40 8 25 3 1 34 13 12 11 10 29 4 2 41 39 22 31 38
18 8 32 pathSize 21 numEval 155424
66
67 # 0 hours, 2 minutes, 13 seconds, 647 milli
68 # ================= Run: 1.1
69 # numPoints: 2
70 F1 1.0 F2 106.0887641564481 seqSize 106 events 11 2 6 1 12 10 2 3 13 9 3 9 8 3 0 5 3 7 8 6 12 8 3 1 4 1 2
10 4 12 8 8 2 12 5 5 7 2 5 13 6 7 10 1 10 1 11 11 3 13 0 12 13 2 6 7 3 6 4 5 12 1 7 11 11 6 2 5 6 4 4
4 10 5 9 6 9 4 5 5 4 9 7 4 2 10 6 9 9 7 0 3 3 0 1 12 8 11 0 11 6 11 4 7 10 11 parameters 7 1 3 3 6 2
1 7 6 5 57 5 0 path 40 8 30 3 1 42 6 34 13 12 11 10 25 4 2 34 18 9 pathSize 18 numEval 104632
71 F1 2.0 F2 70.05820723187767 seqSize 70 events 10 9 7 4 6 8 1 9 2 0 13 3 0 5 12 2 5 8 1 10 9 11 7 7 11 7 6
2 1 0 2 4 1 0 4 2 11 1 0 12 12 5 6 3 11 6 7 8 8 9 0 0 0 3 11 13 6 3 12 11 2 11 1 13 6 7 5 2 9 9
parameters 1 7 6 7 4 3 1 2 2 8 57 5 0 path 40 8 25 3 1 34 13 10 30 4 2 42 5 34 18 pathSize 15 numEval
118520
72
73 # 0 hours, 2 minutes, 19 seconds, 132 milli
74 # ================= Run: 1.2
75 # numPoints: 1
76 F1 1.0 F2 126.10679890906476 seqSize 126 events 7 4 4 6 2 1 8 5 8 13 10 3 9 11 9 4 4 9 7 4 11 2 10 10 9 3
5 1 3 13 4 0 11 8 7 7 4 10 4 2 11 12 11 4 12 1 3 12 1 10 8 5 0 9 6 7 1 8 10 2 0 0 1 0 0 0 9 0 7 4 11
4 9 7 1 12 2 5 9 5 3 13 5 7 2 1 4 5 3 5 10 1 11 2 3 0 6 1 2 10 12 11 5 0 3 7 2 12 12 1 12 12 6 12 4 4
12 10 6 6 12 12 6 5 7 10 parameters 7 1 3 4 2 3 3 6 4 8 57 5 0 path 40 8 30 3 1 42 6 34 13 12 11 10
25 4 2 34 18 9 pathSize 18 numEval 121918
77
78 # 0 hours, 2 minutes, 18 seconds, 896 milli
79 # ================= Run: 1.3
80 # numPoints: 2
81 F1 2.0 F2 89.07407452269554 seqSize 89 events 5 11 1 10 1 12 13 4 13 7 4 5 13 0 7 9 12 5 12 9 8 2 7 5 7 3
7 11 9 3 2 10 10 7 1 11 10 3 10 4 9 0 11 5 3 0 8 6 6 9 11 9 7 4 1 12 8 2 6 2 12 8 2 11 1 6 8 6 0 11 3
3 4 4 5 10 13 6 3 12 3 7 4 3 13 2 8 3 13 parameters 1 1 5 7 6 5 1 2 4 7 57 5 0 path 40 9 24 8 25 3 1
34 13 10 25 4 2 34 18 8 pathSize 16 numEval 67716
82 F1 1.0 F2 93.07776898383614 seqSize 93 events 7 5 7 2 9 8 1 13 9 1 8 9 7 0 3 0 9 2 6 5 9 2 3 9 12 2 5 8 11
1 0 9 7 1 1 8 9 8 3 5 11 7 4 2 11 2 5 2 10 10 1 8 1 10 2 1 13 10 3 7 0 8 9 11 9 7 8 3 6 0 8 11 9 0 9
7 7 1 2 11 4 6 8 5 8 6 10 2 4 9 8 1 3 parameters 1 1 1 4 4 5 4 6 8 2 57 5 0 path 40 8 25 3 1 34 13 12
11 10 25 4 2 34 18 8 pathSize 16 numEval 128116
83
84 # 0 hours, 2 minutes, 15 seconds, 256 milli
85 # ================= Run: 1.4
86 # numPoints: 2
87 F1 2.0 F2 128.10322074192078 seqSize 128 events 12 3 0 1 6 3 12 13 10 6 5 1 7 4 2 0 9 1 8 11 4 12 7 9 8 2
5 13 4 0 12 9 9 11 7 4 6 9 6 11 0 12 11 7 7 1 6 3 10 3 7 6 8 6 4 0 8 12 3 4 10 1 2 13 9 7 1 1 11 4 5
5 3 11 8 1 1 10 12 1 10 1 13 3 5 8 13 4 12 0 2 3 1 8 1 0 9 9 0 1 6 1 0 12 13 6 2 5 13 13 9 5 6 4 5 12
1 3 2 1 7 4 0 10 2 8 7 2 parameters 7 7 7 1 4 6 5 8 7 4 57 5 0 path 40 9 24 9 24 9 24 9 24 8 30 3 1
42 6 34 13 10 30 4 2 42 5 34 18 pathSize 25 numEval 96796
88 F1 1.0 F2 142.11744797638076 seqSize 142 events 8 5 11 3 8 5 10 1 7 6 11 13 11 1 8 8 3 3 0 1 2 12 10 5 7 3
7 4 13 12 5 4 13 5 9 2 5 6 5 12 11 6 4 3 7 5 4 1 12 4 10 1 2 0 0 2 13 2 12 11 0 7 8 7 6 11 3 1 6 7 12
6 11 9 12 2 6 7 8 10 6 5 3 12 7 4 11 4 13 3 5 5 3 1 1 2 7 0 8 3 8 0 12 9 8 4 2 7 10 9 3 7 4 0 4 11 11
1 0 13 3 5 4 10 3 4 2 11 5 1 7 8 9 9 4 5 1 1 8 2 13 1 parameters 4 6 1 6 5 3 8 1 7 3 57 5 0 path 40 8
29 3 1 41 39 17 24 8 31 38 13 12 11 10 25 5 34 18 8 31 pathSize 22 numEval 109066
89
90 # 0 hours, 2 minutes, 20 seconds, 664 milli
91 # ================= Tau: 3.5
92 # ================= Run: 1.0
93 # numPoints: 1
94 F1 1.0 F2 134.1112515477027 seqSize 134 events 5 9 1 12 8 2 12 11 4 11 3 10 5 3 3 12 1 12 13 7 7 11 11 4 6
8 5 10 5 11 9 10 7 7 1 7 12 3 9 1 5 6 11 0 13 6 0 4 0 0 9 13 8 9 6 2 3 5 13 8 10 2 6 10 6 0 14 3 11 7
6 12 12 9 8 4 1 11 12 9 1 4 5 6 12 5 5 9 0 13 6 12 3 6 6 0 8 12 4 8 2 0 5 5 9 10 9 3 8 11 1 2 9 4 11
0 6 4 6 12 7 10 7 7 5 7 10 2 12 12 9 0 9 0 parameters 8 7 8 4 3 2 2 8 7 6 57 5 0 path 40 9 24 8 32 3
1 43 44 13 12 11 10 30 4 2 42 5 34 18 9 pathSize 21 numEval 29294
95
96 # 0 hours, 2 minutes, 7 seconds, 119 milli
128
97 # ================= Run: 1.1
98 # numPoints: 2
99 F1 1.0 F2 174.14008742363862 seqSize 174 events 3 4 11 10 8 4 5 2 13 11 4 8 8 9 2 11 13 0 11 11 6 7 6 13 3
0 5 1 11 1 4 2 4 10 9 12 1 9 5 11 3 9 1 6 9 3 0 2 13 13 10 11 7 4 12 5 3 12 6 7 11 10 4 9 13 4 13 1 5
2 1 10 8 3 13 6 11 12 2 3 0 3 3 10 7 3 9 0 4 1 1 2 3 6 13 9 7 12 11 7 10 12 11 12 11 11 2 1 9 2 2 8 2
13 4 0 11 2 0 8 3 2 10 6 13 1 5 0 5 7 13 3 1 11 5 2 5 2 11 13 7 1 12 7 8 2 7 2 13 9 13 2 13 2 8 7 6 5
1 12 9 1 0 11 2 6 3 0 11 0 4 6 9 5 parameters 7 4 6 2 2 8 8 3 3 1 57 5 0 path 40 9 24 8 30 3 1 42 6
34 13 12 12 11 11 12 11 10 29 4 2 41 39 22 31 38 18 8 26 pathSize 29 numEval 105526
100 F1 2.0 F2 96.07961068285974 seqSize 96 events 13 8 1 7 2 1 12 1 11 3 6 9 8 7 10 13 8 2 6 12 9 10 0 2 1 8 7
5 7 6 1 4 8 1 2 7 9 1 5 3 8 3 1 6 13 4 12 3 13 3 4 4 7 7 5 1 8 7 2 0 9 13 1 1 6 11 5 7 4 13 9 10 13
10 1 0 12 5 0 4 2 11 3 7 5 1 10 8 12 2 11 0 4 3 3 9 parameters 1 3 7 3 3 6 4 8 3 2 57 5 0 path 40 8
25 3 1 34 13 10 28 39 22 30 4 2 42 5 34 18 9 pathSize 19 numEval 136244
101
102 # 0 hours, 2 minutes, 12 seconds, 366 milli
103 # ================= Run: 1.2
104 # numPoints: 2
105 F1 1.0 F2 152.1270980517361 seqSize 152 events 8 10 3 8 1 2 4 2 10 1 10 9 4 7 8 4 4 0 9 9 8 4 2 12 4 6 1 7
6 7 11 10 8 4 7 13 3 8 1 6 9 2 11 1 1 11 5 3 7 5 9 7 1 12 11 1 13 0 4 9 3 11 7 9 3 4 7 10 2 5 3 6 10
0 13 2 9 1 5 7 12 8 5 2 6 8 11 2 13 1 0 5 8 8 3 3 8 0 12 1 7 2 6 9 9 6 11 1 12 9 8 5 0 0 4 10 4 13 0
1 4 12 12 3 11 12 6 3 4 4 12 7 3 0 13 1 1 3 2 2 13 4 10 6 1 6 3 13 4 11 2 2 parameters 1 7 4 4 7 7 8
1 7 6 57 5 0 path 40 8 25 3 1 34 13 12 12 11 12 11 11 10 30 4 2 42 5 34 18 pathSize 21 numEval 90400
106 F1 2.0 F2 124.10590570797383 seqSize 124 events 6 6 5 8 3 6 12 2 11 6 10 13 12 1 3 10 2 13 11 11 0 1 9 1 0
9 12 2 7 0 0 2 2 0 14 8 10 2 5 7 5 0 5 7 2 6 7 8 0 5 3 0 0 5 13 6 0 1 9 4 0 7 5 12 6 1 10 4 5 10 2 10
2 8 9 4 3 0 9 3 1 6 4 10 9 13 4 5 1 10 11 3 13 2 2 8 2 13 13 13 12 5 1 9 5 12 6 8 9 11 8 8 7 12 6 12
0 0 3 3 12 10 5 11 parameters 8 7 2 4 5 6 5 7 4 4 57 5 0 path 40 8 32 3 1 43 44 13 10 30 4 2 42 5 34
18 8 pathSize 17 numEval 153870
107
108 # 0 hours, 2 minutes, 7 seconds, 668 milli
109 # ================= Run: 1.3
110 # numPoints: 2
111 F1 2.0 F2 123.10322074192078 seqSize 123 events 2 2 13 12 10 9 11 3 13 2 9 1 12 8 4 12 6 6 2 9 3 11 2 0 5
5 1 7 1 13 7 2 2 3 10 2 5 9 6 12 10 9 7 6 4 13 9 10 2 13 6 13 3 6 10 12 4 13 12 6 8 12 10 12 1 6 6 0
5 8 9 9 4 10 12 2 4 7 2 7 5 10 0 6 12 5 0 6 2 12 4 7 8 11 9 1 4 10 3 13 2 2 4 4 10 7 10 13 10 7 6 2 2
4 1 2 12 8 11 8 10 2 2 parameters 1 7 5 5 2 6 4 5 1 4 57 5 0 path 40 8 25 3 1 34 13 10 30 4 2 42 5 34
18 9 24 9 24 pathSize 19 numEval 48112
112 F1 1.0 F2 171.13577925302764 seqSize 171 events 4 12 7 13 11 0 9 3 0 2 9 13 1 12 8 11 7 7 4 0 2 12 8 4 1 4
5 4 8 8 8 7 12 0 3 3 6 8 8 0 8 6 12 7 13 4 10 6 6 12 13 10 10 3 12 3 10 10 8 4 11 9 8 13 8 7 4 1 4 6
13 5 1 12 12 10 0 6 12 3 5 1 5 9 8 5 2 3 12 1 11 7 7 5 1 2 4 8 8 5 13 0 4 5 4 10 0 9 5 4 2 1 13 9 5 5
8 12 0 3 7 1 1 12 7 3 11 11 10 3 10 12 11 8 12 9 5 0 12 10 2 5 13 11 4 7 12 13 1 9 7 6 3 4 8 13 6 1
10 0 0 7 2 2 8 11 10 1 4 2 2 parameters 1 7 3 1 5 7 4 8 8 5 57 5 0 path 40 8 25 3 1 34 13 12 12 12 12
11 12 11 11 11 12 11 11 10 30 4 2 42 5 34 18 9 24 9 pathSize 30 numEval 120180
113
114 # 0 hours, 2 minutes, 15 seconds, 936 milli
115 # ================= Run: 1.4
116 # numPoints: 2
117 F1 2.0 F2 95.07776898383614 seqSize 95 events 11 4 5 13 12 2 13 13 0 13 13 0 5 0 12 9 3 10 12 7 1 3 3 4 1
8 8 7 12 12 5 8 13 9 11 0 8 3 6 10 2 9 12 11 13 0 12 11 2 10 11 12 2 0 11 4 5 11 9 6 10 2 10 4 11 1 4
10 8 8 4 0 7 2 5 12 11 13 6 10 4 0 12 7 4 9 7 11 6 6 7 10 1 8 6 parameters 7 1 5 7 8 8 5 7 4 1 57 5 0
path 40 8 30 3 1 42 6 34 13 10 25 4 2 34 18 9 24 9 24 pathSize 19 numEval 106602
118 F1 1.0 F2 133.1076912178469 seqSize 133 events 9 9 6 5 5 1 1 0 5 0 9 0 1 4 6 10 2 8 12 0 7 2 13 4 8 11 10
9 6 13 10 2 9 11 3 2 4 12 12 9 8 8 7 11 6 9 7 12 2 5 10 13 6 12 5 13 12 1 13 13 13 11 0 2 1 13 8 9 3
12 9 1 12 9 10 12 9 8 0 6 10 7 13 13 3 6 1 0 10 2 13 5 9 6 0 1 3 10 11 8 8 12 7 7 9 11 5 12 10 2 2 8
13 8 12 8 5 7 5 4 9 8 2 13 2 11 13 1 5 4 7 1 2 parameters 7 1 7 6 1 1 6 4 1 6 57 5 0 path 40 9 24 8
30 3 1 42 6 34 13 12 12 11 12 11 11 10 25 4 2 34 18 9 pathSize 24 numEval 140182
119
120 # 0 hours, 2 minutes, 7 seconds, 497 milli
121 # ================= Tau: 3.75
122 # ================= Run: 1.0
123 # numPoints: 2
124 F1 1.0 F2 175.1426620104785 seqSize 175 events 11 6 0 0 12 0 9 12 0 3 12 0 3 1 2 8 2 7 13 6 5 12 1 8 3 7 2
9 10 11 13 12 2 2 1 8 0 7 11 11 4 3 6 3 5 13 8 5 0 7 3 8 7 5 2 5 2 13 12 8 1 3 10 1 6 3 10 8 11 9 4 9
10 5 13 7 8 6 11 6 2 8 1 11 12 7 8 12 2 3 11 1 6 4 13 11 1 4 2 10 3 3 5 10 5 3 2 13 1 3 7 5 10 4 8 3
12 7 5 13 8 1 4 12 6 1 3 9 8 4 4 6 2 12 11 10 5 9 5 3 13 7 2 5 9 13 10 3 3 0 1 10 7 6 11 3 9 0 1 2 8
5 1 13 4 1 5 8 9 2 2 3 2 3 7 parameters 1 3 7 4 6 3 4 5 8 4 57 5 0 path 40 8 25 3 1 34 13 12 12 11 11
12 11 10 28 39 22 30 4 2 42 5 34 18 9 24 8 pathSize 27 numEval 173724
125 F1 2.0 F2 101.08602771429868 seqSize 101 events 0 10 2 6 12 8 11 0 8 3 3 10 6 10 1 0 5 12 13 0 9 6 13 0 13
5 5 9 7 2 3 13 12 9 1 4 3 11 12 3 6 5 4 10 2 4 3 12 6 0 0 13 9 7 0 7 12 5 9 6 2 4 11 5 11 6 1 10 3 2
129
1 11 5 12 12 3 3 3 3 7 11 11 10 5 12 11 7 8 6 11 12 7 7 7 10 13 13 10 2 13 4 parameters 1 7 4 2 5 6 7
1 1 1 57 5 0 path 40 8 25 3 1 34 13 10 30 4 2 42 5 34 18 8 pathSize 16 numEval 177592
126
127 # 0 hours, 2 minutes, 7 seconds, 615 milli
128 # ================= Run: 1.1
129 # numPoints: 2
130 F1 2.0 F2 96.08144870400302 seqSize 96 events 2 9 2 12 1 3 12 0 8 10 5 6 12 11 0 10 5 7 13 9 11 0 3 5 5 1
4 3 4 6 9 12 11 13 7 0 5 13 13 9 9 9 0 0 1 2 9 9 7 10 11 7 1 12 3 2 5 12 10 13 0 3 0 11 7 1 0 10 11 7
12 0 4 2 0 1 13 5 9 11 4 8 0 1 13 13 0 9 12 1 2 1 11 2 8 4 parameters 7 1 7 4 7 5 5 7 8 6 57 5 0 path
40 8 30 3 1 42 6 34 13 10 25 4 2 34 18 9 pathSize 16 numEval 90258
131 F1 1.0 F2 106.08419885575499 seqSize 106 events 11 5 4 12 6 13 1 13 6 1 10 3 6 11 9 5 0 7 10 0 5 7 3 2 5 3
0 2 11 9 10 4 11 4 3 5 6 1 5 3 6 1 7 7 9 9 9 3 7 11 9 12 3 3 7 13 4 12 11 10 4 9 3 9 11 1 2 5 5 10 2
4 13 5 11 1 11 2 12 8 5 4 1 2 7 2 13 8 9 1 12 12 1 7 0 10 1 2 12 3 6 9 10 13 10 3 parameters 7 3 1 6
5 3 1 4 4 3 57 5 0 path 40 8 30 3 1 42 6 34 13 12 11 10 28 39 22 25 4 2 34 18 9 24 8 31 pathSize 24
numEval 199776
132
133 # 0 hours, 2 minutes, 14 seconds, 642 milli
134 # ================= Run: 1.2
135 # numPoints: 1
136 F1 1.0 F2 112.09330669895779 seqSize 112 events 7 6 1 11 12 9 2 6 4 13 12 3 0 2 11 13 4 3 1 13 6 5 3 1 11
9 7 9 3 3 13 10 4 11 12 12 13 9 2 7 3 6 12 0 3 0 9 10 5 6 11 6 0 2 11 8 5 13 6 9 11 4 10 8 3 2 10 2 8
8 2 5 11 8 12 6 2 11 8 1 8 13 4 0 9 8 7 11 9 9 5 1 3 4 6 3 6 6 5 6 10 0 8 11 5 4 2 6 0 5 11 6
parameters 1 1 5 6 1 4 8 2 5 5 57 5 0 path 40 8 25 3 1 34 13 12 11 10 25 4 2 34 18 9 24 8 pathSize 18
numEval 112512
137
138 # 0 hours, 2 minutes, 12 seconds, 153 milli
139 # ================= Run: 1.3
140 # numPoints: 2
141 F1 2.0 F2 124.09511736910221 seqSize 124 events 11 4 3 6 2 4 10 0 1 5 8 7 2 10 12 13 12 11 9 11 12 7 4 13
7 5 7 2 1 10 8 3 4 8 10 5 3 2 9 2 5 1 0 5 12 2 4 9 10 7 10 6 11 6 12 0 2 6 2 7 5 5 5 1 11 7 4 7 5 10
9 13 2 4 8 4 10 9 4 5 12 5 8 12 1 10 12 2 13 0 7 4 1 7 6 8 4 4 13 13 8 9 1 4 9 4 8 4 7 4 6 13 8 6 9 7
6 5 13 6 0 3 2 7 parameters 1 1 2 3 4 3 7 3 8 4 57 5 0 path 40 9 24 8 25 3 1 34 13 10 25 4 2 34 18 9
24 9 24 9 24 9 24 9 24 9 24 8 pathSize 28 numEval 148592
142 F1 1.0 F2 156.13231718125752 seqSize 156 events 9 9 6 12 9 8 9 10 5 11 10 11 12 9 9 12 12 4 1 12 11 0 6 2
5 6 13 0 3 0 12 13 1 8 13 8 8 11 6 10 4 3 6 7 12 8 12 12 12 10 6 9 8 10 6 11 3 6 2 10 4 0 3 13 12 10
11 0 10 13 10 6 9 2 11 3 8 10 2 13 2 9 0 1 4 10 12 12 10 1 5 7 13 13 5 10 12 8 1 4 6 2 12 1 11 2 5 3
12 5 11 1 8 2 0 1 6 4 5 2 12 12 9 5 13 13 1 12 6 13 9 3 5 1 2 4 4 2 1 0 8 7 12 2 9 0 6 12 12 11 13 7
11 10 10 0 parameters 1 7 6 3 6 6 4 4 7 2 57 5 0 path 40 8 25 3 1 34 13 12 12 11 11 10 30 4 2 42 5 34
18 pathSize 19 numEval 154444
143
144 # 0 hours, 2 minutes, 17 seconds, 965 milli
145 # ================= Run: 1.4
146 # numPoints: 2
147 F1 1.0 F2 185.15541978013889 seqSize 185 events 7 3 6 10 5 11 5 10 11 9 5 4 9 13 12 5 3 9 1 2 2 3 5 6 1 8
10 8 7 1 8 5 3 6 12 3 3 5 10 5 4 0 7 3 3 12 1 13 5 8 13 5 5 13 13 6 13 5 3 13 6 5 3 5 1 3 5 0 5 6 5 0
0 5 11 3 7 12 0 12 7 13 3 4 0 10 13 0 12 12 10 12 8 3 1 9 13 8 13 8 4 3 8 13 11 7 8 1 8 2 0 4 5 13 13
13 5 9 0 13 8 12 6 5 7 12 9 3 7 6 5 2 13 4 7 10 4 4 4 7 7 12 11 11 13 2 6 7 7 13 2 8 0 6 5 11 4 2 7 5
5 0 5 3 9 9 6 10 3 1 11 8 13 5 9 9 9 5 11 2 7 5 9 1 11 parameters 1 3 7 1 6 4 8 2 8 8 57 5 0 path 40
8 25 3 1 34 13 12 12 11 11 10 28 39 22 30 4 2 42 5 34 18 pathSize 22 numEval 54250
148 F1 2.0 F2 139.11479767177127 seqSize 139 events 1 8 3 7 6 8 8 13 1 13 9 11 11 10 8 12 9 0 12 1 6 13 12 10
10 2 4 2 11 5 2 8 11 1 12 1 13 4 3 1 2 10 2 12 6 5 4 1 1 4 2 6 10 3 6 2 8 7 13 7 3 11 8 3 1 5 12 11 0
0 9 9 12 11 6 7 9 13 13 6 12 0 2 1 5 13 0 5 13 13 6 2 7 5 0 4 8 11 11 2 9 9 9 4 13 2 10 1 12 1 0 9 8
4 2 5 6 0 7 7 2 7 0 7 12 8 4 9 5 7 9 0 5 0 3 10 2 12 9 parameters 7 1 5 4 8 1 7 8 3 1 57 5 0 path 40
9 24 9 24 8 30 3 1 42 6 34 13 10 25 4 2 34 18 9 24 9 pathSize 22 numEval 58606
149
150 # 0 hours, 2 minutes, 15 seconds, 738 milli
151 # ================= Tau: 4.0
152 # ================= Run: 1.0
153 # numPoints: 1
154 F1 1.0 F2 93.07407452269554 seqSize 93 events 6 3 1 6 13 3 3 11 8 3 4 0 11 3 10 13 12 12 1 9 13 4 2 0 3 5
13 3 7 9 0 10 9 4 0 5 2 13 10 0 4 4 5 8 12 0 4 0 8 4 12 4 9 3 10 1 1 12 6 11 11 1 4 7 7 13 2 8 9 13
11 0 7 10 9 9 10 4 1 7 9 6 4 4 2 0 9 13 13 11 11 4 8 parameters 1 7 5 4 2 1 3 1 2 7 57 5 0 path 40 8
25 3 1 34 13 12 11 12 11 10 30 4 2 42 5 34 18 9 24 pathSize 21 numEval 151678
155
156 # 0 hours, 2 minutes, 10 seconds, 33 milli
157 # ================= Run: 1.1
158 # numPoints: 1
130
159 F1 1.0 F2 93.06943562679035 seqSize 93 events 4 9 9 13 10 1 2 1 0 4 10 10 0 13 8 2 1 1 5 3 2 9 2 0 10 7 4
11 8 8 4 6 12 8 6 0 3 12 5 2 3 2 13 13 5 0 11 6 3 12 3 7 9 5 5 2 10 5 9 13 1 8 4 2 4 9 1 6 9 12 12 9
4 2 2 14 6 8 10 12 9 6 3 8 6 9 11 13 1 1 2 6 8 parameters 7 8 3 3 5 4 2 1 2 3 57 5 0 path 40 9 24 8
30 3 1 42 6 34 13 12 11 12 12 11 11 10 32 4 2 43 44 18 8 28 pathSize 26 numEval 55438
160
161 # 0 hours, 2 minutes, 13 seconds, 98 milli
162 # ================= Run: 1.2
163 # numPoints: 2
164 F1 1.0 F2 98.08053015270703 seqSize 98 events 12 2 6 4 9 4 4 2 3 7 7 11 13 13 11 10 12 11 8 1 4 4 1 0 8 13
10 1 10 5 3 11 1 2 11 5 6 3 1 9 4 9 4 9 5 9 1 13 13 2 6 0 3 6 4 10 5 10 0 2 7 5 8 5 8 2 6 11 1 12 8 0
7 12 9 8 2 0 9 13 1 5 11 1 5 4 4 0 13 9 4 10 7 6 11 7 3 7 parameters 1 1 4 7 3 1 1 1 2 3 57 5 0 path
40 9 24 8 25 3 1 34 13 12 11 10 25 4 2 34 18 9 pathSize 18 numEval 63086
165 F1 2.0 F2 74.06008799579809 seqSize 74 events 7 13 6 8 1 6 4 5 1 0 6 2 3 6 8 0 3 13 8 9 11 5 6 3 6 2 3 8 2
1 0 5 13 12 6 9 2 2 12 1 4 5 8 3 3 12 6 8 3 11 6 0 4 5 10 6 6 9 8 8 10 8 4 13 6 0 12 2 10 5 9 1 7 7
parameters 7 1 4 6 8 5 8 2 1 2 57 5 0 path 40 9 24 8 30 3 1 42 6 34 13 10 25 4 2 34 18 pathSize 17
numEval 88402
166
167 # 0 hours, 2 minutes, 8 seconds, 238 milli
168 # ================= Run: 1.3
169 # numPoints: 1
170 F1 1.0 F2 139.1103627992504 seqSize 139 events 5 7 12 9 9 3 5 13 9 0 11 6 10 7 8 7 13 6 8 12 9 9 7 5 4 2 4
0 2 10 8 13 4 5 5 4 1 6 10 12 4 7 0 2 7 3 0 12 11 8 13 8 1 13 3 9 0 7 1 2 2 6 3 2 5 3 8 2 2 0 12 7 5
11 13 1 5 3 10 13 10 6 6 11 9 11 7 3 13 3 2 6 12 1 8 4 6 6 11 13 7 11 11 1 0 6 2 0 0 5 5 9 11 2 9 5
13 3 10 12 9 6 2 0 4 2 12 8 3 0 6 2 3 8 3 4 8 4 2 parameters 1 7 7 6 6 6 5 1 6 2 57 5 0 path 40 9 24
9 24 8 25 3 1 34 13 10 30 4 2 42 5 34 18 8 30 3 1 42 6 34 13 12 12 12 pathSize 30 numEval 47948
171
172 # 0 hours, 2 minutes, 16 seconds, 812 milli
173 # ================= Run: 1.4
174 # numPoints: 2
175 F1 2.0 F2 65.05159487185696 seqSize 65 events 8 0 13 6 4 8 2 9 8 1 8 3 2 8 2 3 1 10 9 1 1 7 10 10 12 0 8 7
5 8 3 11 2 0 13 7 12 6 2 1 10 5 2 9 10 13 12 12 10 7 0 7 9 2 12 9 13 3 7 3 1 11 13 11 11 parameters 7
1 6 4 3 8 2 6 1 7 57 5 0 path 40 9 24 8 30 3 1 42 6 34 13 10 25 4 2 34 18 pathSize 17 numEval 107184
176 F1 1.0 F2 115.09149240566241 seqSize 115 events 5 5 13 12 7 0 0 3 1 7 6 5 13 11 4 0 8 13 1 7 13 9 1 3 0 0
0 0 12 2 6 12 5 0 1 3 4 0 5 1 3 11 3 10 8 4 2 4 1 1 12 7 10 8 13 5 3 8 4 4 4 9 5 5 10 5 2 5 12 3 2 0
0 2 0 0 2 8 7 11 12 6 7 9 0 4 0 10 4 1 2 9 11 11 13 11 1 0 3 1 13 12 5 5 1 10 6 5 3 12 11 2 0 6 9
parameters 1 1 7 3 1 5 7 4 1 2 57 5 0 path 40 8 25 3 1 34 13 12 11 12 12 11 12 11 11 10 25 4 2 34 18
8 30 pathSize 23 numEval 165092
177
178 # 0 hours, 2 minutes, 25 seconds, 745 milli
179 # Total time simulation: 0h56m38s = 56.633335m
180 # Average time per experiment: 0h56m38s = 56.633335m
181 # Average time per execution: 0h11m19s = 11.316667m
182 MOST: Savings result... Saved
