Deep learning (DL) has gained a lot of popularity in the science and business community. It has been successful in a range of applications, especially in computer vision. This paper presents results from applying scaled MNIST images dataset to a popular implementation of deep learning called ResNet. This is a valuable contribution because in general convolutional networks are not scale invariant. Our objective is to explore the behavior of a residual neural network when trained and evaluated using three different datasets of scaled MNIST images.
INTRODUCTION
Machine learning (ML) is progressing at a fast rate, but one branch of ML, deep learning (DL) has attracted a lot of attention. DL is behind many improvements in computer vision tasks where analysis, understanding and automatic extraction of useful information is performed on images. For example, tasks like: -image classification -where the classification depends on the statistical probability of the object presence in the image and then can be assigned to a class [1] , -object detection [2] -where a list of coordinates is generated for the object, class label is assigned with an associated probability score. -scene recognition [3] [4] -a process where knowledge of the objects and the scene is required.
image restoration [5] -the process allows an image restoration from a low-level resolution to provide better quality of the image. -semantic segmentation [6] -here the task is to describe regions and structures on the input image. With semantic segmentation an attempt is made to recognize and understand what has been provided via the input at pixel level. and many more. Despite all these successes one aspect that is still lacking is the application of deep learning to scaled images. Attempts to address this issue by using variations of data augmentation have been made by scaling the original data and pushing the data via the training process so the network could learn more variation of the same scaled data [7] . Although the results from applying data augmentation have provided improvement [8] , the down side is that it has made the training process longer. The main contributions of this research are:  A novel way of creating a new dataset by scaling the MNIST dataset objects and blending it with a specific size of a natural scene background image.

The second contribution is providing a ResNet-50 based network implementation in keras, with 10 output classes. The rest of the paper is organized as follows: Section II presents literature review. The description of our implementation pipeline is in section III. The findings from the experiment are in section IV. And the paper concludes in section V.
LITERATURE REVIEW
During the rise of deep learning there has been a lot of different experiments which vary based on dataset quantity and quality [9] [10] [11] , type of the dataset e.g. natural scene, text, objects etc. [9] [11], type of the deep learning network architecture e.g. convolutional, recurrent etc. [12] [13], initial data preparation and data massaging [14] and the feature extraction approach [15] [16].
Mnist Dataset
The MNIST database [17] contains a large amount of handwritten decimal digits in different forms. The images in MNIST dataset are normalized and fit into 28x28 pixels bounding box. It contains 70,000 different images which allows the data to be split into three groups as follows 50,000 for training, 10,000 for testing and 10,000 for evaluation.
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Scaling Images
Scaling depends on the type of image which must be scaled. When the image is vectorized the process could use geometric transformation of the graphic primitives with no loss of quality. The second type of images are raster where a new image has to be generated with different numbers of pixels (increase when scaling up and decrease when scaling down).
Applying Background
Applying a blending algorithm on two images determines how the two layers of a new image will blend together. Usually the default technique is to hide the lower level layer and display only the top layer as a new image. There are many blending approaches: Normal blend mode, Dissolve etc. [18] .
Dataset Formating
Datasets could be stored in two methods: in compressed / noncompressed packages or in a file structure. The package method allows easiness of transfer and it is suitable for small to medium sized datasets. The file structured dataset allows one to store large quantities of data. Another benefit of file stored dataset is that it is easier to load the data on request rather than load the whole package in memory.
Training
Training is a crucial step in the neural network learning process. It usually consists of optimising the loss function. There have been many attempts to optimise and minimise the loss function. The loss function is a composition of an error and regularization terms. The main purpose of learning is to search for a parameter vector W at which the loss function takes a minimum value. As the loss function is a non-linear function the consequence is that it is difficult to find a training algorithm for achieving minimum value. Some of the algorithms used to find the minimum value of the loss function are: Gradient descent [19] , Newton's method [20] , Conjugate gradient [21] , Quasi Newton [22] , Levenberg Marquardt [23] .
The choice of which algorithm to use for training depends among other things on the neural network (NN) parameters and instances. In general, the choice of which algorithm to use depends on the size of the NN and the hardware. For NNs with thousands of parameters one of the gradient algorithms is preferred as they consume less memory during training. For NNs with few instances and few hundred parameters applying LevenbergMarquardt algorithm is most suitable. For any other configurations, one of the Newton's algorithms is most suited.
METHOD
The methodology followed in this work is summarised in Figure 1 . For these experiments we will use the residual approach for the deep learning network (DLN) created by the Microsoft team which allowed DLN to go deeper and extract more features from the input [24] . We will use the implementation provided by the keras framework of ResNet-50.
Data Preparation
For the purpose of the experiment we are using as base the MNIST dataset images. Three datasets based on three upscaling of the MNIST images and an image background of size 224x224 pixels are prepared. To provide the scaling we use the OpenCV library and its functionality to scale images. To scale the MNIST images we use an extension of cubic interpolation -bicubic interpolation [25] as this process interpolates data points on a two dimentional grid.
The upscaled image and a random natural scene image are blended using OpenCV library. The scaled image is used as a top layer and the other image is used as a background. For the purpose of the experiment a normal blending with 0.5 opacity is applied as shown on figure 2. The list of image manipulation actions is in Table 1 . Applying background to all three scaled data sets by blending the scaled images and a natural scene image with size 224x224 as a background, and the scaled MNIST instance as a top layer.
For brevity the following naming convention will be adopted: -
The dataset with 100% scaled MNIST images will be called scaledMNIST100pct and the rest as follow scaledMNIST200pct for 200% scaled MNIST and scaledMNIST400pct for 400% ones. Algorithm for dataset preparation of scaledMNIST100pct:
1. Extract 50000 images from MNIST dataset out of the 60000 images for training. 2. Apply 100% bicubic scale 3. Blend the image with the background using normal blending 4. Pack the images in an array for training 5. Use remaining 10000 images from MNIST dataset out of the 60000 images for training not used in the step 1. 6. Repeat steps 2-3 7. Pack the images in an array for validation 8. Extract 10000 images from MNIST from the 10000 validation images 9. Repeat steps 2-3 10. Pack the images in array for testing. The same algorithm is applied for the other two datasets with the relevant scaling of 200% and 400%.
Training and Evaluation Selection
A Python program has been developed based on the keras framework. The program provides a neural network which will be used to perform training on the scaled images datasets. It extracts the relevant results from the training process and evaluates the trained network with the evaluation data. A readymade template of ResNet-50 is used as an initial neural network which is then customized. In most cases this network is used pretrained with the ImageNet dataset, but for this experiment the scaled MNIST dataset will be used to train the network from scratch. The template ResNet-50 outputs 1000 classes, but our dataset expects only 10 outputs. As shown on figure 2 in order to achieve the desired 10 output classes, we flatten the original output, applied a dropout layer and softmax layer for producing 10 outputs. as a learning optimizer Adadelta [26] is used -the training is configured to 12 epochs with 70 batches. This restriction is purely hardware dependent. After completing the training of the neural network an evaluation is performed on the testing data which the network has not seen during training.
RESULTS
Running the experiment, first training is performed separately for the three data sets. In figures 2 and 3 is shown the results of each epoch's validation metrics for the three different trainings. Figure  2 shows the validation accuracy, and figure 3 shows the validation error during training for the three datasets. Table 2 and figure 4 show the accuracy during evaluation for the three datasets, and table 3 and figure 5 show the error during evaluation.
The results from evaluation are similar in comparison to the training results in that the 200% scaled images performed at the best and the 100% scaled images performed at least. 
CONCLUSION
In conclusion, training and evaluating a CNN with different scaled images yields different results. There have been very promising results as shown in the 200% scaled images and very poor results in the 100% scaled images. For us this shows that the CNN performs better at a certain scale and inability of the network to generalize the provided information in other scales. For future work we hope to simulate across more finer grain scaling for the images to discover the optimal proportion of the object to image.
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