ABSTRACT Twitter has been recognized as an important data resource for real-time event detection. However, Twitter-based event detection systems cannot guarantee credibility in terms of their detection results. Rumor detection has been studied recently to enable credible event detection. Nevertheless, this problem has not yet been solved because most of the existing studies only focus on the information on Twitter with Twitter-based event detection systems. More specifically, the existing studies detect rumors by identifying and checking special features of incredible information on Twitter. However, values of the identified features can be faked easily and so it is important to conduct a mixing analysis of both Twitter and external credible data resources to solve this problem. The problem is how to harmoniously analyze heterogeneous data since they have different data formats, generation times, and so on. To solve this problem, this paper proposes a method to evaluate the credibility of Twitter-based event detection, which considers the two kinds of data resources for credibility evaluation to exclude influence by falsification. In particular, our method utilizes an event detection result and the number of articles related to the event. We performed comprehensive experiments to evaluate the proposed method. The experiments show that the proposed method gives the detected events high credibility and other events low credibility, correctly. More specifically, event detection accuracy increases by an average of 26.8% by reviewing the detection results according to their credibility evaluated with the proposed method. Additionally, to measure the appropriateness of the credibility evaluation, we filtered out incorrectly detected events from the event detection results referencing their evaluated credibility based on the proposed method. We calculated the F-measure, precision, and recall of the experimental results, and through the experiments, we present the effectiveness of the method.
I. INTRODUCTION
One of the greatest challenges for researchers and companies is the efficient discovery of an event occurring in the real world. One way to achieve this goal is to construct sensor networks and collect data from various types of sensors. However, this method has shortcomings such as enormous costs for constructing and managing the sensors, limitation of detectable event types and difficulty keeping sensors working in emergencies, such as natural disasters. Twitter-based event detection systems use information in tweets posted on Twitter by Twitter users for detecting events [5] - [10] . In other words, the systems use Twitter users as social sensors [4] , [5] . Twitter has a simple registration and post system, which means that anyone can post tweets freely with only a simple registration process. Moreover, Twitter users can post tweets in emergencies if they can access the Internet. Therefore, Twitter can encourage many users to post a number of tweets, and Twitter-based event detection systems can obtain the information. This is one of the primary reasons to consider Twitter to be a good data source for providing a sufficient amount and diversity of information to detect events. However, it also causes the low credibility problem, which means that the systems fail in correctly detecting events if too much fake information is included.
Rumor detection has been studied to solve this problem [11] - [18] . A general approach for detecting rumors is to identify the special features of incredible information (or events) on Twitter, and the identified features are used to classify the information (or events) on Twitter into categories, e.g., credible, and incredible. For instance, Mendoza et al. [13] researched Twitter users' responses to events and then classified the responses into three categories: affirms, denies, and questions. This research discovered a characteristic of the responses. The characteristic is that the number of affirms is obviously more than the other categories when credible information is provided to the users, but the number of denies and questions strongly increases when incredible information is provided to the users. This characteristic is often used for credibility evaluation. However, if many people consider a fake event as a credible one, this characteristic does not work well as a criterion for credibility evaluation. For example, Ma et al. [17] introduced a case caused by a rumor on Twitter in the US on April 23, 2013. The rumor stated that Barack Obama was injured by two explosions in the White House. The story was rapidly spread on Twitter. As a result, this led to a stock market crash because so many people believed that the story was true. It is difficult for currently existing rumor detection methods to avoid this problem. The reason is that rumor detection is essentially the same as the Twitter-based event detection. This is the most important limitation of the existing rumor detection studies.
To solve the above problem, we take a novel approach to harmoniously analyze both tweets and an external credible data resource to evaluate the credibility of Twitter-based event detection. This solution can take advantage of Twitter-based event detection, i.e., quick response, and external credible information, i.e., reliability. However, the problem is how to analyze two types of data from different structures together. For example, one is a very short message from Twitter, but the other is a document, such as an article, from a website.
To this end, this paper proposes a method to evaluate the credibility of Twitter-based event detection based on two heterogeneous data resources, i.e., tweets and articles. The proposed method works as follows. First, for each word in the tweet, the corresponding TF-IDF value is calculated. The TF-IDF values express how important the words are to the tweet. In other words, we consider a word of a higher TF-IDF value as a keyword representing or related to an event mentioned in the tweet. Section IV-A provides further information about TF-IDF. Second, referencing the TF-IDF values, the keyword is detected from all words included in the tweet. Notably, it can be arbitrarily defined how to evaluate the calculated TF-IDF values for keyword detection. In this paper, the detected keyword is called an event. Third, the articles related to the detected event are counted. In this paper, articles are used as external credible information. Finally, the credibility of the detected event is evaluated based on both of the information sources: the TF-IDF value of the detected event and the number of articles related to the event.
We have performed comprehensive experiments with real data. The experiments focus on the Pyeongchang Olympic games as ground-truth events. The Pyeongchang Olympics were held from February 9th to February 25th, 2018. Thus, for the experiments, we collected 8,032,308 tweets during the period and 19,736 articles as external credible information from February 1st, 2018, to February 25th, 2018. Through the experiments, we identified the suitable parameter settings and determined that the proposed method improves event detection accuracy by an average of 26.8 %, compared with the approach based only on TF-IDF. Additionally, to measure the appropriateness of the credibility evaluation, we filtered out incorrectly detected events from the event detection results referencing their credibility evaluated by the proposed method. Finally, we calculated the F-measure, precision, and recall of the experimental results; they are satisfactory, with average values of 0.711, 0.711, and 0.883, respectively. The contributions of this paper can be summarized as follows: 1) We have proposed and implemented a schema to analyze two different data resources to evaluate the credibility of Twitter-based event detection. 2) We have proposed a formula to harmoniously analyze two heterogeneous data sources together by (1) fusing a decimal TF-IDF value with an integer value of the number of related articles and (2) considering the impact of related articles in the time domain. 3) We have performed comprehensive experiments by collecting real data to evaluate the proposed method. The paper is organized as follows. In Section III, we present the existing problem and formulate our challenge. Then, we explain our proposal in Section IV, mainly focusing on the proposed formula. Our proposal is comprehensively evaluated based on experiments in Section V. Finally, we conclude this paper in Section VI.
II. RELATED WORKS
Rumors on Twitter are considered to have different features than other information on Twitter. For example, as mentioned previously, Mendoza et al. [13] observed the difference of Twitter users' responses to the credible and incredible information on Twitter. Castillo et al. [15] classified the special features into message-based features, user-based features, and propagation-based features. To efficiently detect rumors on Twitter, studies in this field focus on the following subjects:
• How to find the special feature • How to use the special features For example, Castillo et al. [15] used a J48 decision tree that includes some of the features. The J48 decision tree was configured by training it with manually prepared training data. It was available to label a set of given tweets as credible or incredible by using the tree. Gupta and Kumaraguru [14] proposed a tweet ranking scheme according to the credibility of the information that is included in the tweets. First, by logistic regression analysis, the authors identified features, which played an important role in the ranking. Second, they trained a SVM for ranking with the relevance feedback approach and manually prepared the training data. The SVM input the identified features and then output a tweet ranking. Finally, a method, named pseudo-relevance feedback, was applied to the top-k tweets of the ranking to rank the top-k tweets again as the final result. Ma et al. [17] and Yu et al. [18] greatly improved rumor detection accuracy by using neural network approaches, including a recurrent neural network and a convolutional neural network. Although each of the studies mentioned above in this field used different special features, their fundamental concepts are the same. The concept is to focus on the information on Twitter, but only on the features. Examples of the message-based features, user-based features, and propagation-based features are whether a tweet contains exclamation or question marks, the number of followers, and the fraction of tweets with hashtags. However, these features can be easily faked, so there are cases in which they cannot work correctly. The example introduced in Section I is one of the cases. On the other hand, our method focuses on not only the information on Twitter but also external credible information. Thus, our method can avoid this problem. This is the difference between our research and existing studies.
Furthermore, by considering the delay of rumor detection, rumor detection studies are classified into two types, an offline aggregation type (OAT) and an online streaming type (OST) [16] . The definition of the OAT is that a complete set of tweets is required, and a large number of past tweets have to be kept to execute rumor detection. Many studies in this field belong to the OAT. In this case, analyzing tweets does not start before a complete set of tweets becomes available. The authors considered that this approach caused the delay. The definition of the OST is that tweets are analyzed in sequence, and rumor detection results are constantly updated. We consider that our proposal belongs to the OST in terms of the delay. The reason is that it can evaluate the credibility of event detection results in sequence and update the evaluation results constantly. However, it requires retaining past tweets. A reason for this requirement is explained in Section IV-A. Therefore, it does not perfectly match the definition of OST.
III. PROBLEM STATEMENT AND BASIC IDEAS
A. PROBLEM STATEMENT Fig. 1 shows the general progress for Twitter-based event detection. The Twitter users constantly post or retweet tweets. Twitter provides 1% of these tweets to a Twitter-based event detection system through the Twitter streaming API. The system analyzes the tweets with an event detection method. Finally, the detection system provides its detection result after detecting an event. Although many kinds of Twitter-based event detection systems have been proposed and each of them is characterized by their strategies for analyzing tweets, the fundamental progress is generally the same. Thus, these systems use only tweets as their information sources, which causes the low credibility problem. Fig. 2 shows a case of false detection occurring in a Twitter-based event detection system. In this case, the bad guy posts a tweet including a fake event. Twitter provides the tweet to the Twitter users. The users react to and retweet it. The fake event is rapidly spread through users reacting and retweeting. Twitter provides the tweets to the Twitter-based event detection system. The system analyzes them to detect an event. Affected by the spreading fake event in the tweets, the system detects the fake as a valid event and provides the false result to the users. Regardless of how good the strategies are, it is impossible to avoid false detection led by fake information spreading in tweets by only analyzing the tweets, and false event detection results may deceive users.
B. NOTATIONS AND BASIC IDEAS
We first denote the current tweets and past tweets as T c = {t c1 , t c2 , . . . , t cM } and T p = {t p 1 , t p 2 , . . . , t p K }, respectively. All words included in T c are represented as a set W c = {w c1 , w c2 , . . . , w cL }. We consider that an event is described by keywords directly representing or related to the event. Therefore, we call the keywords events in this paper. To detect an event from T c , a TF-IDF value of each word w c ∈ W c is calculated. A set of detected events and the calculated TF-IDF values are saved in E = {e 1 , e 2 , . . . , e V | ∀e ∈ W } and TFIDF = {tfidf w c1 , tfidf w c2 , . . . , tfidf w cL }. Our research VOLUME 7, 2019 problem is to evaluate the credibility of a detected event e ∈ E, where c e represents the credibility.
More specifically, we use two pieces of information to evaluate c e . The first information is tfidf e . The second information is the numbers of articles published on each day from δ days ago to the day when an event e ∈ E is detected. The articles are related to the event e ∈ E. The numbers are represented as a set of the numbers of the related articles NA e = {na e0 , na e1 , . . . , na eδ }. For example, na e 0 represents the number of articles related to the event e ∈ E, which were published on the day when the event e ∈ E was detected. Similarly, na e δ represents the number of articles that were published δ days ago. 
IV. THE PROPOSED METHOD
This section proposes a method to evaluate the credibility of Twitter-based event detection. Evaluating the credibility of the event detection result with the proposed formula The purpose of part 1 is to detect an event e ∈ E by calculating TFIDF. In this paper, EHTF-IDF is applied to each word w c ∈ W c for the TF-IDF calculation. An explanation of EHTF-IDF is presented in Section IV-A. In this paper, all words w c ∈ W c are ranked by TFIDF, and the top-k words w c ∈ W c are considered as events e ∈ E. However, other existing methods to detect an event from TFIDF, such as the remarkable word detecting method in [1] , can also be used in part 1. After completing the detection, it sends a detection result e to part 2 and its TF-IDF value tfidf e to part 3. The purpose of part 2 is to collect NA e by counting the number of articles related to the event e. After collecting NA e , it sends NA e to part 3. Finally, the purpose of part 3 is to calculate c e by using the proposed formula. The formula is designed to calculate c e using tfidf e and NA e . We will introduce this formula in detail in Section IV-B. After calculating c e , our method provides the detection result e and the credibility c e to a user.
A. DETECTING AN EVENT BY EXTENDED HYBRID TF-IDF [1] , [2] TF-IDF is the most common method to calculate how important a word is to a document in a corpus. However, it does not work well in the case of applying it to a word in a collection of tweets because the number of words included in a tweet is very few compared with a general document. Therefore, it is impossible to correctly calculate a TF-IDF value of a word in a tweet. Extended hybrid TF-IDF (EHTF-IDF) is designed to calculate an EHTF-IDF value of a word. An EHTF-IDF value expresses how important a word is to the tweets of a corpus in numerical form. Although it was inspired by hybrid TF-IDF in [2] , it can be more accurate than the original method [1] . This value is calculated according to the following formula.
where NAW (w) is the number of appearances of a word w in the current tweets, TNAAW is the total number of appearances of all words in the current tweets, TNPD is the total number of past tweets, and NPD(w) is the number of the past tweets including the word w. Additional or related information on the method can be found in [1] and [2] . As the nature of an EHTF-IDF value and a TF-IDF value are essentially the same, a value, which is calculated with EHTF-IDF, is called a TF-IDF value in this paper for simplification.
B. THE PROPOSED FORMULA TO HARMONIOUSLY INTEGRATE TWO TYPES OF DATA IN CREDIBILITY EVALUATION
We propose a formula to evaluate the credibility of an event e ∈ E with both a TF-IDF value tfidf e ∈ TFIDF and a set of the numbers of related articles NA e . The proposed formula is shown as follows. Descriptions of each part in the formula will be given in the following sections.
0 ≤ c e ≤ 1 (6)
This part is used to consider a set of the numbers of related articles NA e for credibility evaluation. The reason for using e (·) is that this function nearly matches our consideration. Fig. 4 shows three examples of the function. The different shapes of the lines are due to different φ. φ is a parameter, and the detailed explanation will be given later. Although the shapes differ from each other, their essential characteristics are the same. Specifically, they sharply increase at first but change to slightly increasing after xs exceeds certain values. This characteristic matches our purpose. Let us give a more specific description by using the following four situations. Situation 1) No related article exists. Situation 2) Just one related article exists. Situation 3) A few related articles exist. Situation 4) Many related articles exist. We consider that the change from situation 1) to situation 2), and the change from situation 2) to situation 3) should strongly affect the credibility evaluation, because there is a large difference comparing zero to one, or one to a few. As articles are written by professional reporters, the credibility should strongly increase if related articles appear even though the number of them is few. However, the change from situation 3) to situation 4) should not affect the credibility evaluation as much because situation 3) is sufficient to verify the credibility. Therefore, the increasing of the credibility is considered to be small from situation 3) to situation 4). Furthermore, impacts of the numbers of related articles in NA e on the credibility evaluation have to be varied according to the elapsed time since the day of their publication. That is, the older an article becomes, the lower its impact should be. tanh(α÷i) is used to consider this in the credibility evaluation. Specifically, na ei represents the number of related articles published i days ago, and tanh(α÷i) decreases the impact according to i, as shown in Fig. 5 . α is a parameter, and the detailed explanation will be given later. On the other hand, the impacts of articles that are published on the same day should not be decreased, so na e0 is directly added in the equation.
The range of this part is from 0 to 1 based on the feature of the exponential function e φ x . 
2) CONSIDERATIONS FOR tanh(tfidf e × ω)
tanh(tfidf e × ω) is used to consider a TF-IDF value for credibility evaluation. As mentioned in the previous section, the range of e −φ x is from 0 to 1. Therefore, the range of this part should also be from 0 to 1. Additionally, the impact of tfidf e should gradually increase so that we design this equation. Fig. 6 shows three examples of tanh(tfidf e × ω), and we can see that the shapes of the lines in Fig. 6 are more linear than those in Fig. 4 . Therefore, tanh(tfidf e × ω) is used here. ω is used to maintain the balance between the impacts of a TF-IDF value and the numbers of related articles. Although the range of a TF-IDF value is from zero to infinity, it is very rare that the value is larger than 1. For example, the maximum value was 0.908, and the average value was 0.006 in our previous experiments. We can consider that the value is less than 1 in almost all cases. On the other hand, the number of related articles is a natural number, which means that the number is obviously larger than the value. Therefore, tfidf e is multiplied by ω to maintain the balance between the impacts of the value and the number. The magnitude of ω is the set based on experience or the experiments of developers. VOLUME 7, 2019 3) HOW DO γ , α, and φ WORK?
We introduce γ , α and φ in detail in this section. γ is a weight to adjust the impact of a set of the numbers of related articles NA e . If γ > 1, then the impact of NA e is stronger than that of the TF-IDF value tfidf e . Conversely, if γ < 1, then the impact of NA e is weaker than that of tfidf e . α is used to adjust tanh(·). According to α, lines generated by using tanh(α ÷ i) are changed as Fig. 5 . From Fig. 5 , we can see that the larger α is, the greater the impact of older articles on this formula. φ is used to adjust e (·) . According to φ, lines generated by using e φ x are changed as Fig. 4 . From Fig. 4 , we can see that the larger φ is, the greater the impact of the small number of related articles.
4) HOW DOES 1 + γ WORK?
To express the credibility of an event detection result in percentage, the range of c e has to be from 0 to 1. The division by 1+γ is used to scale c e from 0 to 1 because the maximum values of tanh(tfidf e × ω) and γ e φ x are 1 and γ .
V. EXPERIMENTS
We have performed three experiments. The first experiment measures the effects of change in the parameter settings on the credibility evaluation. The experiment finds suitable parameter settings for the second and third experiments. The second experiment evaluates the proposed method in terms of how much it improves the event detection accuracy compared with TF-IDF. The third experiment evaluates the proposed method in terms of how well it can evaluate the credibility of the event detection results. First, we introduce the experimental subjects, data, and regulations shared among the three experiments.
A. SUBJECTS AND DATA
We focus on the Pyeongchang Olympic games in which Japanese athletes won medals as experimental subjects. Table 1 shows the highest viewing rates of the broadcasts of some of the games in Japan. From this table, it is acceptable to say that the Olympic games in which Japanese athletes won medals were of national concern in Japan. Additionally, Longman dictionary of contemporary English online says, ''An event is a performance, sports competition, party etc at which people gather together to watch or take part in something.'' [19] Therefore, we can consider them as events that definitely occurred and then focus on them as experimental subjects. Table 2 shows detailed information about these games.
To use the games as experimental subjects, we collected tweets in Japanese from February 9th, 2018 to February 25th, 2018 with the Twitter streaming API. The total number of tweets is 8,032,308. All of the words that are not nouns are removed from the tweets. It is executed as data cleaning according to our estimation that almost all events are represented by nouns. Finally, we prepare nine sets of tweets which were posted at times indicated on Table 2 from the corrected tweets. They are called by each of the games indicated on Table 2 . For example, Men's Moguls represents a set of tweets that were posted on February 12th, 2018, at 10:34 p.m. The nine sets of tweets are included in a set G = {g 1 , g 2 , . . . , g 9 }.
We also collected articles published by the Japanese media from February 1st, 2018, to February 25th, 2018. As with the tweets, non-noun words in the articles are removed according to the estimation.
B. REGULATION
The regulation defines keywords as events, which represent or are related to the games indicated in Table 2 . As St. Valentine's day is February 14th, the regulation also defines as events keywords that represent or are related to St. Valentine's day.
C. THE FIRST EXPERIMENT
The first experiment aims to identify suitable parameter settings for the second and third experiments. It is very important to find suitable parameter settings to use the proposed method more efficiently. As introduced in Section IV-B.2 and IV-B.3, each of the parameters has the following effects on the credibility evaluation.
• The larger ω is, and the smaller γ is, the stronger the impact of a TF-IDF on the credibility evaluation becomes.
• The larger α, φ and γ are, the stronger the impact of the numbers of related articles becomes. Considering those effects, we prepare the following four parameter settings and design the first experiment.
P.S. A) Smaller ω, smaller α, and larger φ P.S. B) Larger ω, smaller α, and larger φ P.S. C) Larger ω, smaller α, and smaller φ P.S. D) Larger ω, larger α, and larger φ Table 3 shows each of the smaller and larger values. γ is set to 1 to consider that a TF-IDF value has the same weight as the number of related articles. In the following sections, we introduce the reasons for setting each of the smaller and larger values as Table 3 , the design of the experiment and the results from the experiment. Table 3 . Candidate values for each of the parameters.
1) THE REASONS FOR SETTING EACH OF CANDIDATE PARAMETER VALUES
The smaller ω is set to 10 to make tanh (tfidf e × ω) have a larger value, such as 0.76 or more, when the TF-IDF value tfidf e is more than 0.1. From our experience in previous experiments, we consider 0.1 as important because 0.1 effectively separated events and nonevents during the previous experiments. As a range of tanh(·) is from 0 to 1, 0.76 is sufficiently large. The larger ω is set to 20 for comparison. In this setting, tanh (tfidf e × ω) results in approximately 0.96 when tfidf e is 0.1.
The larger φ is set to −1 to make e φ x more than 0.8 when x is 4 or more. This corresponds with our idea introduced in Section IV-B.1 because the x corresponds to situation 3. The smaller φ is set to −5 for comparison. In this setting, e φ x is more than 0.8 when x is 23 or more.
The smaller α is set to 1 to make tanh (α÷i) result in approximately 0.1 when i is 10 so that one article published 10 days ago is counted as 0.1 article. The larger α is set to 5 for comparison. In this setting, tanh (α÷i) is approximately 0.46 when i is 10.
2) DESIGN OF THE EXPERIMENT
We perform three experiments using a set of tweets Men's Moguls as an experimental subject. The purposes of the experiments are as follows. Table 4 , Fig. 7, Fig. 8, and Fig. 9 show the experimental results. From Table 4 and Fig. 9 , we can see that all of the parameter settings maintain balance between the impacts of TF-IDF values and the numbers of related articles on credibility evaluation because the evaluated credibility of short-term and long-term events are similar in all of the parameter settings. Generally, TF-IDF gives short-term events larger values than long-term events when TF-IDF is used for Twitter-based event detection, and long-term events have related articles more than short-term events. Additionally, as mentioned previously, TF-IDF values are decimals, but the numbers of related articles are natural numbers, so the numbers are obviously larger than the values. We consider that all of the parameter settings satisfy a minimum requirement for the credibility evaluation. However, to find the best setting, we further evaluate each of parameter settings as follows.
3) RESULTS OF THE FIRST EXPERIMENT
Ex. 1.1 uses the P.S. A and P.S. B to compare the smaller ω with the larger ω. Fig. 8 and Fig. 9 show that P.S. A gives correctly detected events lower credibility compared with P.S. B. In the worst case, it gives an event credibility of 54%, whereas the event is correctly detected. On the other hand, P.S. B gives incorrectly detected events higher credibility than with P.S. A, but the number of events, which P.S. B incorrectly detects, are fewer than P.S. A. These results show that the larger ω is more suitable for our experiments than the smaller ω. Ex. 1.2 uses the P.S. B and P.S. C to compare the larger φ with the smaller φ. From Fig. 8 and Fig. 9 , we can see that in the P.S. C case, incorrectly detected events are given lower credibility. However, some of the correctly detected events are not given sufficiently higher credibility compared with P.S. B. These results show that the larger φ is more suitable for our experiments than the smaller φ.
Ex. 1.3 uses the P.S. B and P.S. D to compare the larger α with the smaller α. From Table 4 , Fig. 7, Fig. 8, and Fig. 9 , we can see that there is a very small difference between the results of P.S. B and P.S. C. However, in the P.S. D case, an incorrect event is given more than 70% credibility, which does not match our research purpose. Thus, we use the smaller α.
From the consideration of the experimental results, we finally decide to use P.S. B for the experiments to evaluate our proposed method. Although P.S. B is suitable for our study due to the experiments, the parameter settings depend on applications and purposes. However, the basic procedure to evaluate the parameter settings is similar. 
D. THE SECOND EXPERIMENT
The second experiment evaluates the proposed method in terms of how much it improves event detection accuracy compared with TF-IDF. The steps are shown as follows: uated by using the proposed formula (eq. (4)). CRED g represents a set of the evaluated credibility. 4) An experimental organizer determines whether events in ER TFIDF g are correctly detected. If the organizer determines an event in ER TFIDF g as correctly detected, then the event is included in a set TE g . Otherwise, the event is included in a set FE g . 5) Efficiency g is calculated by using eq. (7). 6) Steps 1 to 5 are repeated for ∀g ∈ G. Efficiency g is defined as eq. (7). In our experiments, elements of ER TFIDF g and ER CREDg are detected events.
|ER CREDg ∩ TE g | represents the number of events, which are included in both of the sets. That is, it is the number of correctly detected events when CRED g is referred for the detection. Similarly, |ER TFIDF g ∩TE g | represents the number of correctly detected events when TFIDF g is referred for the detection. The subtraction |ER CREDg ∩ TE g | − |ER TFIDF g ∩ TE g | is executed to calculate the difference between the numbers. Finally, |ER CREDg ∩ TE g | − |ER TFIDF g ∩ TE g | is divided by |ER CRED g | + 20 to calculate a percentage of the event detection accuracy, which is improved by referencing CRED g .
1) RESULTS OF THE SECOND EXPERIMENT Table 6 , Fig. 10 and Fig. 11 show the results. Table 6 and Fig. 10 shows that the average accuracy of the proposed method is 92.3%, but that of TF-IDF is 65.6%, so the proposed method improves the average accuracy by 26.8%. Additionally, Table 11 shows that the proposed method very slightly reduces the average number of correctly detected events, but drastically reduces that of incorrectly detected events, compared with TF-IDF. The best case is Individual Gundersen NH/10 km; our proposed method improves the accuracy by 48.3%. In this case, the result from TF-IDF ER TFIDF g includes seven correctly detected events and thirteen incorrectly detected events. By applying our method to the result, the number of the incorrectly detected events is efficiently reduced from thirteen to one even though the number of the correctly detected events is only reduced from seven to five. On the other hand, the worst case is Women's Normal Hill Individual. However, we can see that the proposed method improves the accuracy by 13.3% in spite of the worst case. As a result, we determine that the proposed method strongly improve event detection accuracy. In other words, the credibility of event detection results evaluated by our method can be used to assess the event detection results with high accuracy.
E. THE THIRD EXPERIMENT
The third experiment evaluates the proposed method in terms of how much it can evaluate the credibility of event detection results appropriately. To measure the appropriateness of the credibility evaluation, we try to filter out incorrectly detected events from TF-IDF's event detection results referencing their credibility evaluated by the proposed method. We also calculate the F-measure, precision, and recall of the experimental results. The steps of the third experiment are as follows:
TF-IDF 1) values of all words included in a set of tweets g ∈ G are calculated by using eq. (1 (8), eq. (9), and eq. (10) respectively. In our experiments, TP g represents the number of events in which credibility does not exceed the credibility threshold, and the organizer considers it as incorrectly detected. FP g represents the number of events which credibility does not exceed the credibility threshold, but the organizer considers it as correctly detected. FN g represents the number of events which credibility exceed the credibility threshold, but the organizer considers it as incorrectly detected. Additionally, TN (True Negative) are defined as eq. (11) . TN g represents the number of events in which credibility exceed the credibility threshold, and the organizer considers it as correctly detected. F-measure g is calculated based on eq. (14) .
1) RESULTS OF THE THIRD EXPERIMENT We consider that how to count the number of related articles causes these results. In this paper, we use keyword searching to count them for simplification. Table 8 shows the detail of these results. From this table, we can see that the proposed method gives the words ''I'' and ''Finding'' sufficient credibility to exceed the credibility threshold. However, they are not events, but the general terms used in many documents. Unfortunately, keyword searching tends to count the numbers of articles related to the general terms more than there truly are because many articles include those terms. As a result, many articles are counted as articles related to the keyword, and this increases their credibility incorrectly. On the other hand, the proposed method does not give keywords ''PyeongChang Olympics (written in Kanji and Katakana mixed together),'' ''PyeongChang,'' ''Ski Jumping,'' and ''PyeongChang (written in Katakana)'' adequate credibility to exceed the credibility threshold even though they are obviously events. Keyword searching causes their low credibility because it counts the number of articles related to a keyword (an event) only when an article includes a word completely matching the keyword. However, Japanese word can be written with three varieties of characters, Hiragana, Katakana, and Kanji. Additionally, our brief survey discovers that almost all of articles prefer to use Kanji to write PyeongChang and Olympics, and prefer to use not ''Ski Jumping'' but ''Women's Jump'' as an abbreviation for Women's Normal Hill Individual. Thus, the forms of writing are different from forms that are used in articles, so they have no or few numbers of related articles. This difference leads the low credibility of these events, and ultimately, they are mistakenly determined as incorrectly detected events.
However, F-measure g , Precision g , and Recall g achieve an average of 0.711, 0.711, and 0.883, respectively, even if we use a very simple method to count the numbers of related articles, such as keyword searching. Therefore, we believe that the proposed method can achieve better F-measure g , Precision g , and Recall g if the approach to count the number of related articles is improved.
VI. CONCLUSION
Twitter-based event detection systems have a serious problem in terms of the credibility of their detected results. More specifically, the serious problem is that the systems fail in correctly detecting events if too much fake information is included. Rumor detection has been studied to solve this problem [11] - [18] . However, it is difficult for currently existing rumor detection techniques to avoid this problem. The reason for this difficulty is because rumor detection is essentially the same with Twitter-based event detection in terms of focusing on only information on Twitter. To solve this problem, we propose a method that can harmoniously analyze both tweets and an external credible data resource to evaluate the credibility of Twitter-based event detection. More specifically, this method uses a TF-IDF value and the number of related articles to evaluate the credibility. We performed comprehensive experiments to evaluate the proposed method with real data. Through the experiments, we found suitable parameter settings and determined that the proposed method improves event detection accuracy by an average of 26.8 % compared with TF-IDF. Additionally, to measure the appropriateness of the credibility evaluation, we tried to filter out incorrectly detected events from the event detection results referencing their credibility evaluated by the proposed method. Finally, we calculated the F-measure, precision, and recall of the experimental results, which were 0.711, 0.711, and 0.883, respectively, on average.
