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Optimisation de Forme Multi-Objectif sur Machines Parallèles avec Méta-Modèles et Coupleurs.
Application aux Chambres de Combustion Aéronautiques.
Résumé
Les normes drastiques sur les émissions d’espèces polluantes et la volonté de réduire les délais
de mise sur le marché incitent les motoristes à repenser les concepts de la nouvelle génération de
chambre de combustion ainsi que leurs méthodes de conception. Les codes de simulation numérique
des écoulements turbulents réactifs, basés sur une approche de moyenne de Reynolds (RANS), sont
utilisés depuis quelques années par les ingénieurs dans les phases de conception des foyer aéronautiques.
Leur emploi a permis de réduire les temps et les coûts de conception en diminuant notamment le
nombre d’essais expérimentaux. La manière d’utiliser ces outils demeure un point clef pour élaborer des
environnements d’aide à la décision performants.
Le but de ces travaux de thèse est de fournir une méthodologie basée sur des considérations issues
de l’optimisation multi-objectif pour développer un outil de conception automatisé qui intègre des codes
de simulation numérique pour évaluer les configurations. En premier lieu, les études rapportées dans ce
manuscrit concernent l’automatisation des procédures de simulation en insistant sur les aspects de géné-
ration automatique de maillage. Ensuite, le problème des temps de restitution liés à l’utilisation conjointe
de techniques d’optimisation et de codes de calcul coûteux en ressources informatiques est adressé en
proposant un algorithme basé sur des méta-modèles. L’outil final est construit à partir d’un coupleur de
codes parallèles, lui conférant ainsi des caractéristiques intéressantes de performance et de flexibilité. Fi-
nalement, après divers tests de validation et d’évaluation, une application sur une chambre de combustion
industrielle montre les capacités de la méthode à identifier des configurations prometteuses.
Mots-clefs : Optimisation Multi-Objectif, Calcul Haute Performance, Méta-Modèles, Coupleur, Géné-
ration Automatique de Maillage, Chambre de Combustion.
Multiobjective Shape Optimization on Parallel Architectures with Metamodels and Couplers.
Application to Aeronautical Combustion Chambers.
Abstract
Drastic norms on pollutant emissions and the need to reduce times to market encourage aero-
nautical engine manufacturers to reconsider the concepts of the next generation of combustion chamber
as well as their design methodologies. Reactive and turbulent simulation codes based on the RANS
approach have been used for a few years by engineers in the design cycle of aeronautical combustion
chambers. Their use has allowed to reduce development times and costs mostly by decreasing the
number of experimental tests. The way to integrate these tools is still a challenging point when the
development of an efficient design framework is considered.
The aim of this work is to provide a multiobjective optimization based methodology to develop a fully
automated tool that evaluates design with simulation codes. First, the studies presented in this report deal
with the automation of the simulation processes while insisting on the automatic mesh generation aspects.
Then, to reduce the overall response time caused by the use of optimization technics with expensive si-
mulation codes, a strategy based on metamodeling is proposed. The resulting tool is developed with a
parallel code coupler offering performance and flexibility to the application. Finally, after some valida-
tions and evaluations on test cases, an application on an industrial combustor underlines the capacities of
the mehod to identify promising designs.
Keywords : Multiobjective Optimization, High Performance Computing, Metamodels, Coupler, Auto-
matic Mesh Generation, Combustion Chamber.
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Introduction générale, objectifs et
organisation
Soumis aux nouvelles normes environnementales Européenne (ACARE 1) et mondiales (ICAO 2)
les motoristes sont contraints de repenser les concepts des turbomoteurs. En effet, les technologies dé-
veloppées jusqu’à aujourd’hui ne sont pas en mesure de satisfaire les diminutions drastiques imposées
principalement sur les émissions d’oxyde d’azote tout en garantissant des performances acceptables des
turbines à gaz aéronautiques. Composants de haute technicité, les chambres de combustion sont le foyer
des réactions chimiques et donc de la production des espèces polluantes. La compétitivité des construc-
teurs européens dans la course mondiale passe donc par la mise au point de technologies révolutionnaires
et de méthodes capables d’identifier les designs des chambres prometteurs rapidement.
La mécanique des fluides numérique (Computational Fluid Dynamics ou CFD en anglais) a atteint
aujourd’hui un degré de maturité suffisant pour être intégrée dans les processus industriels de conception
des chambres de combustion. Aujourd’hui, l’utilisation de ces outils est toutefois encore loin d’être opti-
male. Les procédures conventionnelles de conception sont manuelles. Elles consistent la plupart du temps
à re-développer des configurations existantes en leur imposant diverses modifications jusqu’à atteindre
les nouveaux objectifs. En considérant un nombre important de paramètres de contrôle potentiellement
corrélés ainsi que des critères de performance en conflit, ces processus peuvent être longs et coûteux
sans pour autant fournir des compromis optimums. L’emploi de techniques issues de l’optimisation en
connivence avec la CFD apparaît comme un remède pour palier aux exigences de réduction des temps
de conception et de recherche de solutions performantes dans ce contexte où les objectifs sont multiples
et souvent opposés.
Bien que les méthodes d’optimisation soient étudiées depuis très longtemps, leur emploi systématique
dans le milieu industriel pour des conceptions de configurations complexes n’est pas une réalité. En
écartant les problèmes de précisions des modèles, les raisons de ce manque, selon Oduguwa et Roy [192],
sont les suivantes :
1. les concepteurs ne sont pas assez sensibilisés aux avantages des techniques d’optimisation. La
plupart du temps, elles sont perçus comme des méthodes hautement théoriques et dont l’application
dans des problématiques au jour le jour est complexe,
2. la formulation d’un processus de conception sur une application réelle en un problème d’optimi-
sation (paramètres de contrôle, fonctions objectifs, contraintes) est loin d’être triviale et rebute les
plus indécis,
3. devant la multitude des méthodes d’optimisation, le choix d’une méthode adaptée aux attentes des
1http ://www.acare4europe.org/
2http ://www.icao.int/
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concepteurs n’est pas direct,
4. les outils de simulation numérique utilisés pour évaluer les designs ne sont pas assez intégrés au
sein de procédures automatiques capables de produire des résultats sans intervention humaine,
5. le coût en terme de temps de calcul des simulations numériques a longtemps été une barrière pour
mettre en place ces outils qui demandent de réaliser de nombreux cycles pour dégager des designs
optimums,
6. finalement, les concepteurs préfèrent souvent contrôler l’ensemble des étapes de la conception de
peur parfois que leur métier même ne soit menacé par des procédures automatisées.
Ces inhibiteurs doivent donc être surmontés pour que l’optimisation soit acceptée comme un outil
utilisé de manière quotidienne dans les applications d’ingénierie. Historiquement, c’est à des configu-
rations étudiées en aérodynamique que les méthodes d’optimisation ont été appliquées en premier avec
des simulations numériques. Ainsi, de nombreux processus de conception industriels sont aujourd’hui
basés sur de telles méthodes. Les performances des profils d’aile d’avion soumis à diverses conditions
de vols [255] ainsi que des avions entiers [164] sont analysés par des outils d’optimisation automatique.
Dans le milieu automobile, des simulations couplées entre des milieux fluides et solides sont utilisées
pour améliorer les performances aéro-élastiques de véhicules [160]. Les applications sur les turbines à
gaz ont essentiellement portées sur des optimisations des propriétés thermiques des pales de turbines [11].
Les principales difficultés que nous allons rencontrer durant le développement d’une plate-forme
d’optimisation dédiée à aider les ingénieurs dans la conception des chambres de combustion des moteurs
aéronautiques vont concerner :
– l’automatisation des calculs de mécanique des fluides. Tout d’abord, les géométries des chambres
de combustion présentent de nombreuses singularités et la paramétrisation de leur forme est une
tâche qui demande beaucoup d’attention. Ensuite, les codes de simulation numérique sont très
sensibles à la qualité des jeux de données d’entrée (conditions aux limites et initiales) ce qui impose
de piloter le processus d’automatisation avec rigueur,
– la procédure d’optimisation qui doit être en adéquation avec des temps de restitution relativement
courts,
– les possibilités de ré-utilisabilité des algorithmes d’optimisation ainsi que des processus de simu-
lation numérique automatisés pour pouvoir facilement changer d’application sans trop d’efforts.
Ce manuscrit présente donc les travaux d’une thèse à la croisée de plusieurs chemins : le génie logiciel,
l’optimisation, les mathématiques et la physique. Il s’organise de la manière suivante.
1. La première partie est l’occasion de rappeler le contexte de cette étude, ses enjeux et les contraintes
aux travers d’une description des chambres de combustion et des méthodes de conception.
2. A partir du code de mécanique des fluides utilisé, la seconde partie expose tout d’abord les choix
réalisés pour l’automatisation des simulations numériques en insistant sur la gestion des maillages.
Ensuite, en se basant sur une revue bibliographique des méthodes d’optimisation utilisées avec des
codes de simulation numérique, la méthode retenue pour minimiser les temps de restitution sera
détaillée.
3. Nous en profiterons pour mettre en évidence l’originalité de la construction informatique de l’outil
d’optimisation qui est développé sur la base d’un coupleur de codes parallèles. Cette spécificité
confère aux applications construites des caractéristiques de performance et de flexibilité. Dans la
troisième partie, nous analyserons la plate-forme d’optimisation sur la base de cas de validation
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analytiques ainsi que sur des configurations simplifiées de foyer de combustion. Le dernier chapitre
de la troisième partie est consacré à une application sur une chambre de combustion industrielle.
Les travaux de cette thèse apportent la démonstration qu’il est envisageable de mener des processus
d’optimisation entièrement automatisés sur des configurations réactives de foyers aéronautiques com-
plexes en exploitant les ressources des machines de calcul haute performance. En outre, l’utilisation
d’un coupleur de codes parallèles ouvre des possibilités pour complexifier les analyses physiques en
intégrant des codes de simulation traitant des physiques différentes.
Notes au lecteur :
Le lecteur qui ira jusqu’au bout de ce manuscrit rencontrera à plusieurs reprises l’utilisation du pro-
nom personnel nous dans la description des travaux réalisés. Cette forme est employée non pas parce que
je suis plusieurs dans ma tête et mon corps mais pour rendre le discours plus vivant qu’il ne le serait avec
des formes passives (ie “Le code a été développé ..." qui devient “Nous avons développé le code ..."). Je
laisse donc au(x) lecteur(s) le choix de traduire la quasi totalité des nous en je.
D’autre part, dans la suite de ce manuscrit, nous utiliserons les termes de code, modèle, logiciel et
abusivement l’anglicisme solveur pour désigner des programmes informatiques. Nous déformerons éga-
lement l’emploi du mot design désignant initialement une discipline qui cherche à créer des nouveaux
objets (ou environnements), qui soient à la fois esthétiques et adaptés à leurs fonctions 3 pour nom-
mer l’objet lui même, c’est à dire une configuration spécifique. De la même manière, nous appellerons
designer non pas un styliste mais les ingénieurs en charge des phases de conception.
3http ://www.linternaute.com/dictionnaire/fr/definition/design/
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Conception des chambres de combustion
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Chapitre 1
Les principes de la conception des
chambres de combustion
1.1 Généralités sur les turbines à gaz
Encore largement utilisées pour la production d’énergie électrique, les turbines à gaz occupent une
place de choix dans la propulsion des moyens de transport aériens. En effet, c’est dans l’aéronautique
que la turbine à gaz s’est imposée en priorité. Lié à leur excellent rapport poids-puissance, les turboréac-
teurs sont utilisés de façon quasi universelle pour la propulsion des appareils à voilure fixe tels que les
avions à réaction et les missiles. Seule l’aviation générale (tourisme, affaires) utilise encore les moteurs
alternatifs mais leur domaine est sans cesse grignoté par la turbine à gaz. Pour les voilures tournantes,
les turbomoteurs équipent également la quasi-totalité des différents types d’hélicoptères.
Les turbines à gaz font partie de la catégorie des turbomachines définies par Auguste Râteau comme
étant des appareils dans lesquels a lieu un échange d’énergie entre un rotor tournant autour d’un axe à
vitesse constante et un fluide en écoulement permanent. Le fluide utilisé pour actionner le rotor, l’agent
moteur, détermine l’appellation de l’installation : turbine hydraulique, turbine à vapeur ou turbine à gaz.
Dans ce dernier cas, le fluide moteur le plus fréquemment utilisé provient des gaz de combustion d’un
combustible solide, liquide ou gazeux. Selon le type d’énergie délivrée, les turbines à gaz se répartissent
en deux classes : d’une part, les turbomoteurs fournissant de l’énergie mécanique disponible sur un
arbre et, d’autre part, les turboréacteurs fournissant de l’énergie cinétique utilisable pour la propulsion.
Mattingly [162] propose un historique de l’utilisation des turbines à gaz pour la propulsion aéronautique
ainsi qu’une revue des différentes technologies étudiées et exploitées.
Une turbine à gaz est donc une machine tournante thermodynamique appartenant à la famille des
moteurs à combustion interne dont le rôle est de produire de l’énergie mécanique ou cinétique à partir
de l’énergie contenue dans un carburant. Le principe de fonctionnement d’une turbine à gaz peut être
succinctement expliqué en suivant l’écoulement gazeux au travers du moteur (figure 1.1) :
1. l’air est comprimé par différents étages de compresseurs dont le rôle est d’élever la pression de
l’écoulement,
2. le flux d’air à haute pression est ensuite mélangé à un combustible. Ce mélange est brûlé dans
la chambre de combustion transformant l’énergie chimique du carburant en une élévation de la
température des gaz et donc une dilatation de ces gaz,
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3. les gaz brûlés traversent ensuite un stator qui joue le rôle de redresseur et accélérateur de l’écoule-
ment,
4. l’énergie cinétique ainsi accumulée est en partie transformée en énergie mécanique au passage de
plusieurs étages de turbines,
5. le flux de gaz chaud est ensuite évacué du moteur et permet, selon l’utilisation, la propulsion de
l’appareil que la turbine équipe.
Entrée
d’air
Compresseurs Chambre de
combustion
Turbines Echappement
1 2 3 4
FIG. 1.1 - Schéma descriptif d’une turbine à gaz aéronautique.
D’un point de vue thermodynamique, les turbines à gaz sont décrites par le cycle de Brayton (fi-
gure 1.2). Chaque étape du cycle correspond à un des composants que nous venons de décrire :
(1-2) : l’air entrant dans le moteur subit une compression adiabatique réversible (donc isentropique) qui
consomme de l’énergie mécanique,
(2-3) : le mélange composé d’air et de carburant est chauffé de manière isobare,
(3-4) : l’écoulement de gaz brûlés est détendu de manière adiabatique et réversible pour produire l’éner-
gie mécanique,
(4-1) : les gaz sont refroidis de manière isobare.
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FIG. 1.2 - Cycle de Brayton idéal.
Soulignons que les turbines à gaz sont le plus souvent à cycle ouvert dans la mesure où la phase de
refroidissement est externe à la machine puisqu’elle se fait par mélange avec l’air ambiant. En pratique,
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les turbines à gaz ne respectent pas le cycle idéal de Brayton. En effet, les frottements et la turbulence
impliquent des pertes de rendement à chaque étape :
– la compression est non isentropique, ce qui se traduit pour un rapport de pression donné par une
température en sortie de compresseur plus élevée que la température du cycle idéal,
– la dilatation dans la chambre de combustion n’est pas isobare et la perte de charge induite diminue
l’énergie de détente attendue du fluide,
– du fait des refroidissements indispensables à la tenue des composants du moteur, la température
en entrée des étages de turbines est plus basse qu’idéalement ce qui réduit l’apport énergétique de
l’expansion isentropique,
– finalement, les gaz d’échappement ne sont pas à température ambiante lorsqu’ils quittent la turbine
et on observe donc une perte d’énergie dans le cas de turbines à gaz dédiées à la mise en rotation
de voilures tournantes.
D’après le cycle de Brayton, le rendement global d’une turbine à gaz est le rapport du travail utile
(différence entre le travail de détente et le travail de compression) sur la chaleur fournie par la source
chaude. De manière théorique, le rendement croit avec le taux de compression et la température de
combustion.
Le cycle de Brayton de base peut être amélioré par l’ajout d’effets technologiques complémentaires.
A titre d’exemple, il est possible de récupérer de la chaleur au niveau de l’échappement pour préchauffer
l’air comprimé avant son admission dans la chambre de combustion.
1.2 Description globale d’une chambre de combustion
La chambre de combustion est le composant d’une turbine à gaz dans lequel ont lieu les réactions
chimiques de combustion. Le feu est un phénomène extrêmement répandu et c’est grâce à lui que l’ac-
tivité humaine a pu se développer et se développe encore. Malgré son utilisation intensive dans divers
processus industriels, il demeure de nombreuses incertitudes pour le contrôler. En effet, il s’agit d’un
phénomène complexe qui fait intervenir des couplages entre la physique et la chimie [21]. Le rôle d’une
chambre de combustion est de transformer l’énergie chimique contenue dans un carburant en travail utile
avec le meilleur rendement possible. Pour décrire le fonctionnement général d’un foyer de moteur aé-
ronautique, nous allons nous baser sur une turbine à gaz d’hélicoptère développée par TURBOMECA
(Groupe SAFRAN). L’essentiel du discours peut être appliqué à une grande partie des chambres de com-
bustion des turbines à gaz. Une description détaillée du fonctionnement des chambres de combustion est
accessible dans l’ouvrage de référence de Lefebvre [141].
La figure 1.3 souligne la disposition des principaux éléments sur une turbine à gaz industrielle. Son
utilisation dédiée à la propulsion d’hélicoptères lui impose un poids et un encombrement réduits. L’in-
tégration de compresseurs centrifuges et d’une chambre de combustion annulaire à flux inversé figure
parmi les choix technologiques couramment utilisés pour répondre à ces contraintes.
Les chambres de combustion annulaires sont des tores composés d’un certain nombre de secteurs
identiques. Chacun des secteurs est alimenté en carburant par son propre dispositif d’injection. La fi-
gure 1.4 présente une coupe schématique passant par le centre d’un secteur. L’air sous pression provenant
des compresseurs est distribué dans le contournement par le diffuseur. Ce composant réduit la vitesse de
l’écoulement pour le stabiliser et réduire les pertes de charges induites par la combustion. La réparti-
tion des débits d’air entrant dans le tube à flamme par les différents orifices est établie naturellement en
fonction de l’aérodynamique globale de l’installation et des pertes de charges qui en découlent.
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FIG. 1.3 - Vue écorchée d’un turbomoteur d’hélicoptère conçu et commercialisé par TURBOMECA.
Une partie de l’air est ainsi injectée dans le tube à flamme au niveau de la zone primaire où se trouve
la flamme et dont le principal objectif est de réaliser une combustion efficace. La plupart des technologies
actuelles utilisent des dispositifs d’admission d’air, appelés tourbillonneurs, qui génèrent un écoulement
toroïdal. Le carburant est injecté sous forme liquide ou gazeuse au centre du tourbillonneur. Les mouve-
ments circulaires fortement cisaillés de l’écoulement favorisent l’évaporation du carburant ainsi que son
mélange avec l’air. Le tourbilloneur induit également une zone de re-circulation centrale de gaz brûlés
qui stabilise la position du front de flamme au niveau de la zone primaire. La température de cette région
pouvant atteindre des niveaux supérieurs à 2000 Kelvin, c’est à dire au delà des températures de fusion
des matériaux utilisés pour manufacturer les chambres, le refroidissement des parois est essentiel. Les
motoristes utilisent différents effets technologiques (films, multi-perforations) dont le but est de former
des films de gaz frais, provenant du contournement, le long des parois (voir annexe B et Lefebvre [141]).
Les trous primaires (que nous nommerons également par abus trous de dilution pour ce type de géo-
métrie) délimitent spacialement la zone primaire. L’air issu de ces orifices participe d’une part à la com-
bustion du carburant imbrûlé et d’autre part à la préparation d’un mélange homogène de gaz brûlés. La
qualité de ce mélange impacte directement la tenue thermique des éléments situés en aval de la chambre
de combustion. Remarquons que l’air du provenant des trous de dilution externes entre à contre courant
par rapport à l’écoulement principal du tube à flamme et que la quantité d’air injectée par les trous in-
ternes est moins importante du fait de la distance parcourue depuis le diffuseur. Il en résulte qu’il est
impossible d’équilibrer les caractéristiques des jets d’air de dilution internes et externes tant au niveau
des débits que des angles et des distances de pénétration dans le tube à flamme. De la même manière que
pour la zone primaire, les températures des parois de la zone de dilution sont maintenues à des niveaux
acceptables par des dispositifs de refroidissement.
1.3 Les points importants de la conception des chambres de combustion
Les chambres de combustion sont le siège de phénomènes physiques complexes qui contrôlent une
grande partie des exigences requises des turbines à gaz. Par conséquent, la conception des foyers et des
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FIG. 1.4 - Coupe d’une chambre de combustion annulaire dite à flux inversé.
brûleurs doit prendre en compte des critères stricts pour garantir les performances globales de la chambre.
Les principales exigences incontournables des motoristes sont :
1. l’efficacité de combustion : tout le carburant doit être consommé pour que la totalité de l’éner-
gie chimique soit libérée en chaleur, évitant ainsi des sur-consommations de combustible et des
échappements d’imbrûlés,
2. les limites d’allumage : il est indispensable que le foyer puisse être confortablement allumé ou
ré-allumé dans diverses conditions de pression et température correspondant à des situations de
mise en service au sol, à basse ou haute altitude, ainsi qu’à des ré-allumages en vol à la suite d’une
extinction accidentelle,
3. les limites de flammabilité : le foyer doit rester allumé sur une large gamme de pressions et de
richesses. Par ailleurs, le front de flamme doit être maintenu dans une zone fixe du foyer et en
aucun cas remonter l’écoulement pour atteindre l’injecteur (phénomène de flashback),
4. les pertes de charge : la minimisation de la perte de charge entre l’entrée du diffuseur et la sortie de
la chambre permet de maximiser la poussée disponible en sortie de foyer et donc les performances
de la turbine à gaz,
5. la distribution de la température en sortie de foyer : le distributeur et les premiers étages de turbines
sont soumis à des flux de gaz chauds dont les inhomogénéités sont destructrices,
6. les émissions polluantes : les produits de combustion tels que les fumées, les suies, les oxydes
d’azote, les oxydes de carbone et le souffre sont néfastes pour l’environnement et leur production
doit être minimisée,
7. les instabilités de combustion : les interactions entre le taux de dégagement de chaleur issu de la
combustion et l’acoustique caractéristique des géométries confinées sont à même de provoquer
des oscillations dont l’amplitude peut croître jusqu’à détériorer le moteur. L’inhomogénéité d’un
mélange air carburant présentant des poches de combustibles portées à de très hautes températures
lors de la combustion est un facteur important dans la mise en place de ces instabilités,
8. la tenue thermique des parois : comme nous l’avons déjà évoqué, les parois des foyers sont à
proximité d’écoulements de gaz dont les températures excèdent leur température de fusion. Pour
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des raisons de sécurité et de durabilité, il est indispensable de mettre en œuvre des techniques de
protection efficaces,
9. la durabilité au sens large : la durée de vie de la chambre doit être compatible avec l’application vi-
sée (civile ou militaire) en maximisant les intervalles entre les immobilisations pour des opérations
de maintenance,
10. les coûts de conception, de manufacture et de maintenance : dans un monde orchestré par la com-
pétitivité, les temps et les coûts des études, de réalisation et de maintenance des chambres de
combustions doivent être minimisés.
Parmi les objectifs que nous venons d’énumérer, certains sont compatibles alors que d’autres sont
en conflit. Nous désignerons par compatibles deux critères de performance dont les sensibilités vis à
vis d’un état ou d’un paramètre de conception vont dans le même sens. Au contraire, si l’amélioration
d’un critère conduit à la détérioration d’un autre, nous les dirons en conflit. La détermination des perfor-
mances correspondant à ces objectifs requiert la mise en œuvre de diverses techniques expérimentales,
numériques et analytiques ainsi qu’un important savoir faire.
La qualité du mélange entre le carburant et le comburant dans la zone primaire joue un rôle central
pour plusieurs des exigences. En effet, l’homogénéité de ce mélange est une des clés pour assurer une
combustion complète, faciliter l’allumage, prévenir les instabilité thermo-acoustiques et éviter l’appari-
tion de points très chauds (aboutissant potentiellement à minimiser la production d’espèces polluantes,
aider à respecter les contraintes thermiques des parois et à favoriser l’homogénéisation des gaz d’échap-
pement). L’aérodynamique et le choix du système d’injection contrôlent les propriétés du mélange de la
zone primaire. Les connaissances sur les écoulements re-circulants, la pénétration et le mélange de jets
dans un écoulement transverse et les pertes de charges de tout type d’orifice sont autant de paramètres à
considérer pour accéder à une aérodynamique satisfaisante.
La minimisation de la perte de charge totale le long de la chambre de combustion est, dans une certaine
mesure, en conflit avec la qualité du processus de mélange de la zone primaire. En effet, les vitesses, les
angles et les niveaux de turbulence bénéfiques pour ce mélange imposent une certaine différence de
pression entre le contournement et le tube à flamme. De manière identique, l’atomisation du spray de
carburant et son mélange avec l’air sont améliorés par certaines conditions de pertes de charges.
L’efficacité de combustion est intimement liée aux conditions de température et de pression en entrée
de la chambre : plus la pression et la température sont élevées et plus la combustion sera efficace. En
contrepartie, des températures élevées en sortie des étages de compresseurs vont dégrader significative-
ment les performances de refroidissement, de dilution et d’émission de polluants.
La répartition d’air provenant du contournement entre la zone primaire et la zone de dilution ainsi
que les tailles caractéristiques géométriques de ces régions ont des influences semblables sur le mélange
air-carburant et sur la dilution. En effet, pour un point de fonctionnement donné, l’excès d’air dans la
zone primaire permet d’obtenir de bons mélanges entre l’air et le carburant mais pénalise le processus
de dilution. De la même manière, pour une taille de tube à flamme fixée, augmenter la taille de la zone
primaire (et donc diminuer celle de la zone de dilution) améliore les processus de combustion mais
restreint la qualité de la dilution et vis versa.
Les instabilités thermo-acoustiques sont liées à la géométrie et au point de fonctionnement du moteur.
Leur caractère instationnaire les rend très difficiles à prédire. Il est néanmoins possible de les prévenir
en utilisant des méthodes de contrôle passif (multi-perforations des parois, résonateurs de Helmoltz)
ou actif (perturbations contrôlées des flux d’air et/ou de carburant) qui permettent de dissiper l’énergie
acoustique dans le foyer et de réduire les oscillations de pression.
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La conception d’une chambre de combustion constitue un ensemble de processus qui font intervenir
de nombreux objectifs et contraintes liés de manière non triviale. Le design d’un foyer ne peut donc être
qu’un compromis entre les différents critères de performance respectant un cahier des charges souvent
très strict.
1.4 Impacts des législations environnementales sur la conception des
chambres de combustion
Dans le contexte actuel de prise de conscience de l’impact des activités de transport aérien sur le
réchauffement climatique, l’ACARE (Advisory Council for Aeronautics Research in Europe) a fixé des
cibles Européennes de réduction des émissions polluantes pour l’horizon 2020. Les contraintes imposées
prennent la forme de challenges en fixant notamment la réduction des émissions de d’oxyde d’azote
NOx à 80% et de dioxyde de carbone CO2 à 50%.
La plupart des polluants produits dans les moteurs à flux continu sont le résultat des réactions chi-
miques faisant intervenir les constituants de l’air et du carburant. Les concentrations de ces polluants
à l’échappement sont différentes de celles calculées à l’équilibre chimique mettant en évidence l’im-
portance des mécanismes et de la cinétique chimique conduisant à leur formation. La conception des
chambres de combustion a donc une importance de premier ordre dans la composition des gaz d’échap-
pement.
Afin de pouvoir satisfaire les contraintes environnementales et anticiper leur durcissement, les
constructeurs doivent revoir intégralement le design des chambres de combustion. Les régimes de
combustion utilisés jusqu’alors sont non prémélangés et mènent à des configurations performantes dans
lesquelles des flammes de diffusion brûlent à la stoechiométrie. Les températures induites sont élevées,
de l’ordre de 2400 Kelvin. Une solution évidente pour limiter la production de CO2 et d’hydrocarbures
imbrûlés consiste à diminuer la consommation de carburant et à améliorer le rendement de la chambre
de combustion. Bien que ce principe puisse permettre d’utiliser au mieux les ressources de combustibles
disponibles, il implique une augmentation de la température dans la zone primaire, propice à la formation
de NOx. En effet, identifié par Zel’dovitch, le mécanisme prépondérant de formation des NOx dans
les turbines à gaz est le NOx thermique. Le polluant est formé au sein des gaz brûlés en aval du front
de flamme par des réactions chimiques entre les composants de l’oxygène et de l’azote portés à hautes
températures et qui n’atteignent pas leur équilibre chimique. La température de la flamme et le temps de
résidence du NOx sont des facteurs essentiels de la formation du NOx thermique. Plus la température
des gaz brûlés est élevée et plus le taux de formation de NOx est important. Au delà de 1850 Kelvin, les
conditions de température favorisent l’oxydation du di-azote de l’air et la production de NOx devient
exponentielle avec la température. Dès que la combustion s’achève, les gaz brûlés se refroidissent
rapidement entraînant le figeage des NOx. Le second mécanisme important est la production du NOx
prompt qui a lieu au sein de la flamme. Il est accentué par les hautes pressions souvent associées à
l’augmentation des performances des moteurs. Il existe donc un conflit au sein même de l’objectif
de réduction des émissions polluantes qui est résumé sur la figure 1.5. Pour ces raisons, des efforts
particuliers sont menés pour limiter les émissions de ce polluant particulièrement nocif en contrôlant les
niveaux de température.
Le passage à un mode de combustion prémélangé ou partiellement prémélangé pauvre, qui assure
des températures de la zone primaire suffisamment basses pour garantir des avancées notables sur la
réduction des émissions de NOx, s’est avéré incontournable. Les nouvelles technologies développées
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FIG. 1.5 - Evolution des polluants CO, HydroCarbures imbrûlés, fumées et NOx en fonction de la charge du
moteur et donc des niveaux de température atteints dans la zone primaire.
jusqu’à présent dans ce contexte ne bénéficient pas de tout le savoir faire acquis par les manufacturiers
de turbines à gaz. Les concepteurs sont notamment confrontés à de nouveaux problèmes inhérents à la
combustion pauvre prémélangée. En effet, les flammes très pauvres présentes dans les foyers pour des
charges modérées peuvent être proches des limites d’extinction pauvre ou de soufflage. Les marges d’al-
lumage et de stabilité de ces flammes sont donc restreintes. La combustion est également très sensible
aux perturbations aérodynamiques de l’écoulement provoquant des dynamiques de flamme très instation-
naires et menant à des déplacements importants de la position des fronts de flamme. Dans ces conditions,
le confinement des chambres de combustion est propice à l’excitation de modes propres acoustiques pro-
voquant l’apparition d’instabilités thermo-acoustiques. Ces instabilités se caractérisent par une pression
oscillante de grande amplitude couplée avec des taux de réactions fluctuants. Les mouvements aéro-
dynamiques induits peuvent déstabiliser la combustion jusqu’à un retour de la flamme dans le système
d’injection (flashback), ou provoquer une extinction. De plus, les vibrations engendrées sont susceptibles
d’endommager la structure de la chambre, des injecteurs et du moteur entier. Elles sont, dans tous les
cas, préjudiciables à la longévité et la fiabilité des systèmes. Leur étude est donc une question centrale
pour les applications actuelles des turbines à gaz.
Les principaux challenges pour viabiliser l’utilisation de la combustion prémélangée dans les turbines
à gaz aéronautiques concernent :
– la conception des injecteurs pour garantir des conditions aérodynamiques de mélange optimales,
– l’aérodynamique globale des chambres en incluant le distributeur et le contournement,
– les techniques d’allumage,
– la répartition optimale des débits d’air pour garantir une combustion pauvre tout en assurant la
tenue thermique de tous les composants soumis aux flux de gaz chauds (parois de la chambre,
distributeur et premiers étages des turbines).
Les efforts entrepris pour concevoir les chambres de combustion ont atteint des limites tant au niveau
des possibilités d’amélioration des designs que de la réduction des délais des cycles de conception.
Les méthodes d’optimisation ont donc un rôle à jouer pour affiner les designs, identifier les compromis
prometteurs et explorer des choix non testés. Les travaux présentés dans ce manuscrit s’attachent à étudier
la voie de l’optimisation pour construire un outil d’aide à la conception des systèmes de dilution des
chambres de combustion. Nous investiguerons notamment les effets de la répartition de l’air provenant
du contournement entre le tourbillonneur et le système de dilution, le volume de la zone primaire par
rapport à la taille du foyer et le diamètre des jets de dilution sur l’efficacité de combustion, la tenue
thermique des éléments situés en aval de la chambre et enfin sur l’acoustique du foyer.
32
Chapitre 2
Evolution des méthodes de conception
2.1 La conception dans l’industrie : un processus complexe
Repenser intégralement ou presque la conception des chambres de combustion des turbines à gaz
pousse les manufacturiers à revoir leurs méthodes de travail pour proposer de manière plus efficace
des règles de design évoluées. En effet, confrontés à une concurrence très forte, la mise en service de
systèmes complexes les incite à établir des protocoles fiables permettant de pouvoir réagir rapidement à
des variations de demande ou de réglementation.
Avant d’aborder les évolutions concernant les outils et les méthodes de design des foyers aéronau-
tiques, nous allons exposer brièvement les étapes qui composent les cycles traditionnels de conception
dans l’industrie. Suite à cette analyse, nous serons en mesure de situer le cadre précis des travaux de cette
thèse et de comprendre l’orientation des choix actuels.
En partant de l’idée d’un nouveau projet, le cycle de conception et de réalisation d’un système tel
qu’une chambre de combustion comporte six principales étapes (figure 2.1, Grönstedt [97], Mattin-
gly [162]) qui sont : les designs conceptuels, préliminaires puis détaillés, les tests expérimentaux de
validation suivis de la certification et de la mise à disposition du produit fini. Nous omettons volontai-
rement dans la présentation de ce cycle les aspects marketing qui jouent néanmoins un rôle déterminant
dans la pérennité du produit fini.
La phase de design conceptuel a pour but de définir l’environnement ainsi que les performances
caractéristiques de la chambre de combustion. Ces éléments sont établis à partir des exigences requises
pour la turbine à gaz en fonction des demandes du client et des contraintes législatives. Cette étape aboutit
à la définitions des cibles à respecter, de l’architecture globale de la chambre ainsi que des activités de
recherche et développement à mettre en œuvre pour atteindre les différents objectifs.
Le design préliminaire est constitué principalement de deux tâches. La première consiste à définir
les caractéristiques globales de la chambre. La seconde permet d’affiner les choix technologiques aptes
à répondre aux exigences fixées en considérant le moteur dans son ensemble. Après cette phase, les
objectifs à atteindre sont figés et le nombre d’options sélectionnées durant le design conceptuel est réduit
par le biais d’analyses critiques et de premières comparaisons des performances des solutions.
L’étape de design détaillé sert à ajuster les effets technologiques mineurs du design proposé par le
design préliminaire. Ces études sont réalisées en utilisant des moyens d’évaluation des performances
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FIG. 2.1 - Etapes de conception et de réalisation du cycle de design d’un système complexe.
avancés afin d’en rendre compte du mieux possible. Les outils utilisés dans cette phase sont donc plus
précis que ceux qui ont permis de défricher la conception lors de l’étape préliminaire. Ils doivent per-
mettre de prévoir les problèmes qui peuvent se produire durant les tests expérimentaux et si possible
de proposer des solutions pour y remédier. Ils ont également pour rôle de proposer les objectifs et les
tolérances de fabrication.
Les tests expérimentaux ont pour but de vérifier et valider les performances des choix technologiques
utilisés. La complexité des phénomènes qui se produisent dans les chambres de combustions limite leur
compréhension et donc leur prévision. Les expérimentations soulèvent alors souvent des difficultés in-
attendues qui requièrent de réaliser des modifications du design des chambres. Cette phase est la plus
coûteuse et par conséquent de gros efforts doivent être fournis durant l’étape de design détaillé pour
limiter au plus le nombre d’essais expérimentaux à entreprendre.
Les flèches en pointillé sur la figure 2.1 indiquent qu’il est possible de procéder à des rectificatifs
sur certains points de conception. Ces retours en arrière dans le cycle sont toutefois à proscrire car
ils impliquent des conséquences financières et des temps de restitution défavorables. La conjoncture
économique actuelle pousse les fabricants de turbines à gaz à réduire drastiquement leurs délais de mise
en service des moteurs. Portée par la concurrence, la diminution des temps de développement amène les
ingénieurs à prendre des décisions importantes de plus en plus tôt dans le cycle de design des chambres
de combustion. Il est donc indispensable qu’ils disposent d’outils de diagnostique fiables pour assurer
les choix dès les étapes de design préliminaire. Dans la suite, nous nous intéresserons donc aux phases
de conception préliminaire et détaillée. Les avancées des trente dernières années dans les domaines de
la simulation numérique ont largement contribué à faire évoluer les méthodes de design en proposant
des outils de moins en moins coûteux et de plus en plus prédictifs. Parallèlement à ces évolutions, les
exigences des designers ont également connu une croissance importante réservant encore de nombreux
défis scientifiques notamment en terme d’études collaboratives et de couplage de spécialités.
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Jusque dans les années 1970, la conception des chambres de combustion relevait plus d’un art que
d’une science [85]. La méthode de design la plus répandue était l’expérimentation répétitive essais-
erreurs connue sous la désignation anglophone cut-and-try. Le principe consiste à établir un certain
nombre d’expériences durant lesquelles différentes variantes de chambres sont testées jusqu’à obtenir un
système conforme aux exigences. Bien qu’elles aient été à la base de nombreuses avancées scientifiques,
les méthodes cut-and-try sont très onéreuses. Le savoir-faire des constructeurs de turbines à gaz ainsi
que les modèles empiriques construits à force d’expériences ont abouti à dégager certaines règles de
conception applicables à des géométries particulières. L’utilisation de ces règles a permis de diminuer
les coûts et les temps de développement mais leur manque de généricité a contraint les designers à se
cantonner à leurs géométries de prédilection.
2.3 Les techniques de conception employées actuellement
Des programmes de recherche théoriques et expérimentaux récents ont amélioré les connaissances
sur les phénomènes physiques mis en jeux dans les chambres de combustion. Ces programmes ont tout
d’abord entraîné des améliorations des lois empiriques. Ensuite, avec la démocratisation de l’accès à
l’informatique, des codes métiers intégrant certaines de ces lois ainsi que la numérisation de processus
physiques ont fait évoluer les métiers de la conception. Ces premiers outils de simulation ont rendu les
études préliminaires et détaillées plus systématiques et plus efficaces.
Les avancées des connaissances sur la physique des écoulements turbulents réactifs associées à la
montée en puissance des machines de calcul haute performance ont provoqué l’émergence de codes de
calcul dédiés à la simulation des foyers aéronautiques. Ces codes de mécanique des fluides numériques
(CFD pour Computationnal Fluid Dynamics en anglais) résolvent les équations de Navier Stokes réac-
tives [200] en régime stationnaire ou transitoire sur des discrétisations spatiales des géométries étudiées.
A l’heure actuelle, les solveurs utilisés dans l’industrie sont pour la plupart basés sur des modélisa-
tions de type RANS (Reynolds Averaged Navier Stokes). Historiquement, cette approche fut la première
capable de décrire les écoulements turbulents réactifs au travers de quantités moyennes. De tels outils
numériques ayant atteint un degré de maturité suffisant, ils ont permis au cours des dernières années
de réduire les temps de développement au travers d’une diminution notamment du nombre d’essais ex-
périmentaux. Les simulations numériques sont principalement utilisées dans des processus de design
intuitifs et manuels (figure 2.2). En partant d’une géométrie donnée et de conditions de fonctionnement
fixées lors des phases d’étude conceptuelle et de design préliminaire, les ingénieurs utilisent la CFD pour
affiner leur connaissance des performances d’une chambre ou pour dégager les problèmes potentiels et
tenter d’y remédier. Pour cela, ils disposent d’un certain nombre de paramètres de contrôle qui sont cen-
sés influencer les performances des chambres. Leur stratégie repose alors sur l’intuition de l’effet d’un
paramètre ou d’une combinaison de variables sur les caractéristiques à améliorer puis sur la validation
par le calcul numérique. Le plus souvent, l’intuition des concepteurs est héritée d’études antérieures ef-
fectuées sur des configurations analogues. La méthodologie demande donc de bonnes connaissances sur
le fonctionnement et les physiques mises en jeu dans les chambres de combustion. Un tel processus est
long et fastidieux, souvent source d’erreurs car il fait intervenir de nombreuses manipulations manuelles,
dépendant de la personne en charge de l’étude et finalement laisse très peu de place à l’innovation. De
plus, le nombre de calculs CFD réalisés n’étant pas exhaustif, les designs qui en ressortent ne sont pas
des optimums sur les intervalles de définition des paramètres de contrôle. Ils constituent seulement des
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améliorations du design de base.
FIG. 2.2 - Utilisation conventionnelle de la CFD dans les phases de design des chambres de combustion.
La puissance de calcul actuellement disponible est également mise à profit dans des optiques d’iden-
tification de paramètres optimums en évaluant les designs par le biais de codes métiers. Des techniques
issues de l’optimisation sont utilisées pour automatiser des processus de recherche itératifs. Polifke et
al [202] et Martin [154] se servent d’algorithmes génétiques pour déterminer des coefficients optimums
dans le but de réduire des schémas de cinétique chimique qui respectent des caractères déterminés des
réactions complètes. Dans un contexte plus industriel, Stuttaford et al [62] ont proposé d’utiliser des al-
gorithmes génétiques dans les phases de design préliminaire des chambres de combustion à flux inversé.
Ces applications cherchent à optimiser le rapport entre le carburant et l’air, les pertes de charges ou en-
core les températures de paroi. Etant donné le coût encore prohibitif des codes de simulation numérique
de type CFD lorsqu’ils ont mené ces études, ils ont basé leurs calculs sur une approche système des
chambres de combustion [246, 245]. Cette méthode décompose la configuration en divers sous-modules
interconnectés dans lesquels des modélisations analytiques des phénomènes physiques (aérodynamique,
chimie, radiatif et thermique des parois) sont couplés. Plus récemment, Rogero et al [217] ont développé
une application d’optimisation à visée industrielle incluant des codes métiers pour améliorer et accélérer
les processus de design préliminaire. Debiane et al. [56] ont utilisé des techniques d’optimisation pour
contrôler la température et les niveaux de polluants émis par une flamme académique.
2.4 Ce que réserve le futur : de la recherche vers l’industrie
Pour palier aux défauts de l’utilisation conventionnelle de la CFD dans les procédures de design
(figure 2.2) et utiliser les codes de simulation RANS existant de manière plus efficace, une approche
prometteuse est de les coupler avec les développements réalisés depuis de nombreuses années dans le
domaine de l’optimisation. L’idée principale est de partiellement remplacer les réflexions menées par
les ingénieurs dans le choix des paramètres à tester par des algorithmes mathématiques intelligents (fi-
gure 2.3). Il s’agit d’une logique d’analyse intensive qui requiert un grand nombre de calculs CFD. Ces
solutions sont donc coûteuses en temps calcul et ne sont envisageables pour des designs de configu-
rations complexes que si la puissance informatique est disponible. Un autre point crucial et complexe
dans la réalisation de ce type d’application d’optimisation est de rendre le processus complètement au-
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tonome en automatisant les différentes étapes qui le composent. Equipé d’un tel outil, le designer aura à
disposition, avec moins d’efforts que dans une stratégie conventionnelle, plus de simulations produites
plus rapidement et selon des schémas de génération non conventionnels. Avec ces résultats, il pourra
réaliser plus efficacement des études paramétriques et des analyses de sensibilité pour répondre aux pro-
blèmes de conception. Ce manuscrit présente une manière originale de construire une telle plate-forme
d’optimisation pour aider les designers dans leurs prises de décision.
FIG. 2.3 - Utilisation avancée de la CFD dans les phases de design des chambres de combustion.
Confrontés aux limitations prédictives des modèles intégrés dans les codes RANS réactifs, les indus-
triels, soutenus par les laboratoires de recherche, ont lancé des initiatives de simulations multi-physiques.
A titre d’exemple, la prédiction des températures de paroi des chambres de combustion demande de
prendre en compte non seulement les interactions entre l’aérodynamique et les réactions chimiques mais
également les phénomènes de rayonnement des espèces gazeuses et des parois ainsi que la conduction
thermique dans les parties solides (voir annexe B). Le couplage entre la physique des écoulements de
gaz chauds et la thermique des éléments solides en aval des chambres de combustion présente égale-
ment un intérêt certain pour prédire et accroître la durée de vie de ces composants [40]. Dans le même
esprit de limitation des hypothèses et d’amélioration des modélisations, il est intéressant de simuler les
foyers aéronautiques dans leur environnement, en prenant en compte les effets des phénomènes qui ont
lieu dans les étages de compresseurs de turbines. Le projet ASCI/CITS [230, 166, 167] vise à réaliser
des calculs couplés sur des machines de calcul très performantes en intégrant des codes spécialisés pour
prédire les écoulements dans les parties tournantes et des solveurs aptes à reproduire la physique des
foyers de combustion. La capacité des codes à exploiter pleinement la puissance des machines de cal-
cul, mises en service récemment ou en développement, ouvre également des perspectives d’amélioration
des modélisations. Jusqu’à présent, les simulations de foyers annulaires étaient réalisées sur un unique
secteur voire quelques secteurs [242] ne comprenant que le tube à flamme. Le rôle du contournement
sur la répartition de l’air dans les différentes entrées d’une chambre ainsi que la prise en compte de la
totalité de la géométrie annulaire du foyer sont des étapes incontournables pour mener des études de
transitoire d’allumage, d’extinction et d’acoustique et permettre d’améliorer les connaissances sur ces
processus [243].
Amorcée depuis quelques années dans le milieu de la recherche, la Simulation aux Grandes Échelles
(SGE) est aujourd’hui capable de réaliser des prédictions sur des configurations industrielles [102, 178].
Grâce à la résolution instationnaire des équations de Navier Stokes, cette approche permet de capturer
37
EVOLUTION DES MÉTHODES DE CONCEPTION
une quantité importante de phénomènes pris en compte dans la conception des chambres de combustion.
Son intégration dans les processus de conception en vue d’une utilisation systématique dans la phase
de design détaillé est une histoire de seulement quelques années. En effet, les recherches menées sur la
combustion numérique instationnaire ont montré la supériorité de la modélisation SGE vis à vis du RANS
sur des problématiques industrielles [24]. La capacité des codes de calcul SGE à simuler les écoulements
réactifs sur les géométries réelles de chambres industrielles et à fournir de précieuses informations sur les
mécanismes de stabilisation de flamme, de mélange et d’acoustique a été démontrée à plusieurs reprises
sur des configurations diverses [129, 115, 235, 18, 218]. Les principales contraintes qui ont longtemps
freiné l’emploi de la SGE dans des processus industriels de design de foyers aéronautiques sont les coûts
(ou temps) de calculs et le manque de robustesse de ces méthodes. La croissance et l’accès aux machines
haute performance a répondu au premier point pendant que les chercheurs affinaient les modèles et les
méthodes pour rendre la SGE compatible avec le milieu industriel.
D’après les avancées que nous venons d’évoquer, ce que réserve l’avenir pour le design des chambres
de combustion est principalement en lien avec la montée en puissance des moyens de calculs. De nom-
breuses initiatives pour améliorer les prédictions des codes (couplages multi-physiques, multi-codes, ou
encore augmentation de la taille des modèles numériques) sont en cours de réalisation dans les labo-
ratoires. Dans un futur lointain, nous pouvons imaginer que les ressources informatiques permettront
d’utiliser ces développements de manière intensive dans des processus d’optimisation automatiques.
2.5 Cadre Européen de la thèse
Inscrits dans le cadre du projet Européen INTELLECT D.M. (INTEgrated Lean Low Emission Com-
busTor - Design Methodology 1), les travaux résumés dans ce manuscrit visent à développer un outil
d’aide à la conception des chambres de combustion basé sur des méthodes d’optimisation.
Le projet INTELLECT D.M. [59] a pour mission d’établir des règles et des méthodologies pour la
conception des chambres de combustion de nouvelle génération et de les intégrer dans un outil KBE
(Knowledge-Based Design). Ce logiciel devra prendre en compte les connaissances acquises durant le
projet tant sur les phénomènes physiques (allumage, ré-allumage en altitude, stabilité de la combustion,
dynamique de l’aérothermie et tenue thermique des tubes à flamme) que sur les méthodes de traitement
automatique des tâches répétitives. Les méthodes de design proposées permettront de rendre les entre-
prises Européennes compétitives en réduisant les temps de mise en service (Time to Market) de moteurs
plus performants dont les niveaux de pollution sont contrôlés. Pour cela, INTELLECT D.M. regroupe les
motoristes Européens Rolls-Royce, SNECMA et TURBOMECA ainsi que des laboratoires de recherche.
1http ://www.intellect-dm.org
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Deuxième partie
Une chaîne de calcul automatique pour
aider à la conception des chambres de
combustion : MIPTO

Nous avons montré dans la partie I que le design d’une chambre de combustion de moteur aéronau-
tique fait intervenir diverses phases complexes en lien avec les éléments amonts et avals : les étages
compresseurs et turbines. Certaines de ces étapes de conception sont des processus répétitifs qui de-
mandent d’importantes ressources informatiques et humaines. A ce titre, elles peuvent être traitées par
des techniques d’optimisation entièrement automatisées au travers d’outils d’aide à la décision.
Après avoir introduit le code de simulation numérique utilisé pour évaluer les designs, nous met-
trons en évidence les difficultés que l’on rencontre lorsque l’on automatise l’exécution d’un tel solveur.
Ensuite, au travers d’une revue bibliographique, nous nous pencherons sur le challenge posé par l’utili-
sation de techniques d’optimisation dans le contexte de la mécanique des fluides numérique appliquée
à des configurations industrielles. Nous continuerons en présentant les aspects théoriques des différents
constituants de la plate-forme d’optimisation développée pour aider au design des chambres de com-
bustion. Finalement, nous analyserons la mise en œuvre informatique de l’outil que nous avons baptisé
MIPTO pour Management of an Integrated Plateform for auTomatic Optimization.
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Chapitre 3
Introduction
3.1 Éléments du formalisme d’optimisation utilisé dans le manuscrit
L’optimisation a un vocabulaire particulier et dans le but de clarifier les termes utilisés dans ce ma-
nuscrit, les définitions suivantes sont exposées :
– Problème d’optimisation,
– Espace d’état / de recherche / de design,
– Variables / paramètres d’optimisation / de design,
– Fonction objectif / coût,
– Minimum / Maximum local et global,
– Bassin d’attraction,
– Contrainte,
– Solution et ensemble admissible, réalisable ou faisable,
– Méthode d’optimisation mono-objectif,
– Méthode d’optimisation multi-objectif et espace des fonctions objectifs.
Un problème d’optimisation P est défini par un espace d’état, une ou plusieurs fonctions objectifs et
un ensemble (potentiellement vide) de contraintes.
• L’espace d’état / de recherche / de design / des paramètres ED est défini par l’ensemble des do-
maines de définition des variables d’optimisation du problème. Dans la plupart des problèmes, cet espace
est fini car lié à une réalité physique (ce qui permet aussi de restreindre l’espace de recherche de l’al-
gorithme et par conséquent, le temps de calcul). Nous appelons taille du problème, notée nb_op la
dimension de l’espace de recherche (nombre de variables d’optimisation).
• Les variables / paramètres d’optimisation / de design v sont les quantités qui vont évoluer au cours
du processus d’optimisation et faire varier la valeur de la fonction objectif. Elles peuvent être, dans un
même problème, de nature diverse (réelle, entière, booléenne, ...) et exprimer des données qualitatives
ou quantitatives. On nomme point de l’espace des paramètres V le vecteur composé par un jeu de
paramètres d’optimisation de valeurs fixées : V = V (v1, ..., vi, ..., vnb_op).
• La fonction objectif / coût Fobj est une paramétrisation du but que l’on souhaite atteindre. L’algo-
rithme d’optimisation cherche les variables qui permettent d’obtenir un minimum ou un maximum de
cette fonction. Elle définit un ensemble de solutions potentielles au problème.
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•On dit qu’une fonction Fobj définie sur un ensembleED admet un Minimum (resp. Maximum) global
au point V g si pour tout point V de ED on a : Fobj(V g) ≤ Fobj(V ) (resp. Fobj(V g) ≥ Fobj(V )). On
dit que Fobj admet un Minimum (resp. Maximum) local au point V l s’il existe un voisinage inclut
dans l’ensemble ED, et pour lequel pour tout point V satisfait : Fobj(V l) ≤ Fobj(V ) (resp. Fobj(V l) ≥
Fobj(V )).
• Le bassin d’attraction d’un attracteur (minimum/maximum local/global) donné est l’ensemble des
conditions initiales qui le rejoignent à mesure que le temps s’écoule.
• L’ensemble des contraintes définit des conditions sur l’espace d’état que les variables doivent sa-
tisfaire. Ces contraintes sont souvent des inégalités ou des égalités isues directement du problème et
permettant en général de limiter l’espace de recherche.
• Nous appelons solution admissible, réalisable ou faisable un point de l’espace de design qui satis-
fait les contraintes. De la même manière, le sous-espace de ED comportant toutes les solutions admis-
sibles est qualifié d’ensemble admissible, réalisable ou faisable. A l’opposé, une solution qui viole les
contraintes est qualifiée de irréalisable ou non admissible.
• Une méthode d’optimisation mono-objectif recherche le point de l’espace l’état possible respectant
un ensemble de contraintes qui satisfait au mieux un critère traduit dans une unique fonction objectif. Le
résultat est appelé optimum de l’espace des paramètres sous les contraintes données.
Dans la suite de ce manuscrit, nous nous attacherons uniquement à des problèmes de minimisation.
Les problèmes de maximisation peuvent être simplement transformés en problème de minimisation en
considérant l’opposé de la fonction objectif.
La plupart du temps, l’optimisation dans un contexte industriel met en jeu plusieurs critères à opti-
miser simultanément. La conception d’un turboréacteur est par exemple soumise à des objectifs de mi-
nimisation tels que : devis de poids, consommation spécifique, bruit, pollution, coûts de développement,
de production, de maintenance ... Si on parvient à améliorer simultanément l’ensemble des objectifs, il
est évident que le système est plus performant que précédemment. Il est néanmoins peu courant que les
fonctions objectifs acceptent un optimum au même endroit dans l’espace des paramètres. A un certain ni-
veau de performance, il devient impossible d’améliorer un objectif sans dégrader un ou plusieurs autres.
Il n’existe alors pas un point optimum mais un ensemble de points concurrents dont on ne peut privilé-
gier l’optimalité sans adjoindre une pondération sur les fonctions objectifs selon l’importance que l’on y
accorde. Pour illustrer un tel ensemble optimal, considérons que nous sommes confrontés au problème
d’optimisation de taille nb_op = 3 avec nb_obj = 2 fonctions objectifs à minimiser proposé par Kur-
sawe [137]. En appelant V = (v1, v2, v3)T le vecteur représentant un point de l’espace des paramètres,
le vecteur des fonctions objectifs Fobj = (f1, f2)T est exprimé par :
f1(V ) =
nb_op−1∑
i=1
(
−10 exp
(
−0.2
√
v2i + v2i+1
))
f2(V ) =
nb_op∑
i=1
|vi|0.8 + 5sin(vi)3 (3.1)
−5 ≤ v1, v2, v3 ≤ 5
Le tracé dans l’espace des fonctions objectifs (f1, f2) de toutes les réalisations de Fobj(V ) avec
V variant sur l’espace des paramètres permet d’avoir une bonne vision de l’ensemble admissible des
solutions du point de vue des fonctions objectifs. La zone grisée présentée sur la figure 3.1 rend compte de
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cet ensemble admissible pour le problème considéré. La région surlignée en noir passant par le minimum
des fonctions f1 et f2 présente un front de solutions appelées non dominées. Une solution V nd est dite
non dominée si, pour un problème où l’on cherche à minimiser toutes les fonctions de Fobj , il n’existe
aucun point V ∗ tel que :
fj(V ∗) ≤ fj(V nd) pour j = 1, nb_obj et fj(V ∗) < fj(V nd) pour au moins un objectif (3.2)
Cette courbe, traditionnellement nommée front de Pareto [195], souligne le conflit que soulève la
minimisation conjointe de f1 et f2. Etant donné qu’une seule solution doit être retenue pour répondre à
un problème de design, les concepteurs sont dans l’obligation de faire un compromis entre les fonctions
objectifs pour choisir un optimum parmi les points du front de Pareto.
FIG. 3.1 - Dans l’espace des fonctions objectifs (f1, f2) : tracés de la région admissible en gris et du front de
Pareto en noir.
Le choix du compromis est lié à la forme du front de Pareto et réside dans une analyse des pentes
−∂f2∂f1 . Si cette pente tend vers l’infini (figure 3.2-a), il est possible d’améliorer drastiquement l’objectif
f2 sans trop détériorer la qualité de f1. Le conflit entre f1 et f2 devient beaucoup plus marqué à mesure
que la pente −∂f2∂f1 diminue (figure 3.2-b) pour atteindre un maximum puis redevenir moins important
lorsque la pente devient nulle (figure 3.2-c).
• A la lumière de ces explications une méthode d’optimisation multi-objectif recherche un ensemble
de points optimums au sens de Pareto pour nb_obj fonctions objectifs dans l’espace des solutions ad-
missibles respectant les contraintes. Le résultat est appelé front de Pareto. Notons que cette appellation
est un abus de langage puisque le résultat d’une optimisation donne accès à une discrétisation du front
de Pareto réel et non le front dans son intégralité. Un front de Pareto peut être continu ou discontinu et
convexe ou/et concave (figures 3.3).
3.2 Objectifs et contraintes de la réalisation de l’outil d’optimisation
L’objectif est la mise en place d’un outil d’optimisation entièrement automatique dont l’utilisation
sera restreinte pour les travaux présentés dans ce manuscrit au design des systèmes de dilution des
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FIG. 3.2 - Exemples de différents conflits entre deux fonctions objectifs. Dans le cas (a), on privilégiera l’objectif
f2. Pour (b), un compromis doit être fait. f2 est à privilégier sur la configuration (c).
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FIG. 3.3 - Exemples de fronts de Pareto (c) concave, (b) convexe et (c) discontinu, concave et convexe.
chambres de combustion des foyers aéronautiques. Les designs, dont la paramétrisation repose sur des
considérations géométriques et des conditions de fonctionnement, seront évalués par le code de méca-
nique des fluides N3S-Natur.
L’outil développé devra être capable de traiter aussi bien des problèmes mono-objectif que multi-
objectif impliquant des fonctions coûts en conflit. La résolution de problèmes sous contraintes n’étant
pas une priorité pour les applications visées, nous ne nous attarderons pas sur ces aspects.
Pour répondre aux besoins industriels, la principale contrainte qui va guider le choix des méthodes
pour la réalisation de l’outil concerne le temps de restitution qui doit rester acceptable. Pour cela, les
techniques utilisées devront notamment pouvoir bénéficier du parallélisme massif des machines de calcul
scientifique actuelles. Toujours dans un esprit de contraintes industrielles, les méthodes développées ne
devront pas se satisfaire de donner uniquement des informations sur les optimums des fonctions objectifs.
En effet, elles devront aider les ingénieurs à mieux comprendre le comportement de ces fonctions sur
l’ensemble de l’espace de design. Enfin, pour garantir une bonne réactivité et un temps de réponse limité
en cas de changement de quelques paramètres d’une étude en cours (comme par exemple le choix des
fonctions objectifs), l’outil devra pouvoir bénéficier des efforts de calculs déjà entrepris. Nous verrons
au cours des chapitres suivants que nous serons amenés, en étudiant les différentes unités qui composent
cet outil, à imposer de nouvelles contraintes de développement.
Les chapitres 4 à 8 présentent les briques indispensables à la réalisation d’un outil dédié à l’optimisa-
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tion dans un contexte de simulation numérique. Nous commencerons dans le chapitre 4 par la description
du code de CFD qui a été retenu pour être intégré dans l’outil d’optimisation. Le code de physique est un
élément central pour les décisions algorithmiques. C’est en effet le composant à priori le plus gourmand
en ressources informatiques et qui va générer de fortes contraintes qui vont guider de nombreux choix
de méthodes. Notons dès à présent que le choix d’un solveur reproduisant fidèlement les phénomènes
physiques étudiés est de première importance dans un processus de design. Nous aborderons ensuite
dans le chapitre 5 les points bloquants à résoudre concernant l’automatisation des séquences de calculs
numériques. Cette étape est indispensable pour réaliser un outil de recherche de solutions optimales qui
fonctionne sans intervention humaine. Puis nous discuterons dans le chapitre 7 du problème encore ou-
vert du couplage entre les algorithmes d’optimisation et les codes de CFD dans un contexte de production
industrielle. Nous verrons notamment qu’il existe un grand nombre de méthodes d’optimisation et que
le choix d’une d’entre elles est fortement contraint par le coût en temps CPU (Central Process Unit)
des simulations numériques. Enfin, la stratégie d’optimisation adoptée pour la mise en place de l’outil
d’optimisation sera présentée dans le chapitre 8.
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Chapitre 4
Le solveur CFD N3S-Natur
4.1 Origines et utilisateurs du code N3S-Natur
Le code N3S-Natur [157], utilisé pour la conception des chambres de combustion à TURBOMECA, a
été retenu pour déterminer les performances des paramètres de design. Les développements réalisés pour
l’intégration de ce logiciel dans l’outil d’optimisation sont applicables à n’importe quel solveur numé-
rique sans impacter la méthodologie de recherche d’optimums. Ainsi, d’autres codes d’aéro-combustion
peuvent être utilisés en remplacement de N3S-Natur.
Inauguré en juin 1997, le consortium N3S-Natur illustre la volonté de mieux répondre aux besoins
industriels par la conception d’outils numériques performants. Ce consortium N3S-Natur visait à déve-
lopper un code du même nom qui permettrait de couvrir une grande part des besoins de l’industrie en
aérodynamique complexe. A sa mise en place, les partenaires de ce consortium étaient l’école Centrale
de Lyon, Électricité de France, l’INRIA, Métraflu, Renault, Simulog et SNECMA. Ces partenaires sont
co-développeurs, copropriétaires et utilisateurs du code. La société Incka-Simulog est actuellement le
maître d’œuvre de N3S-Natur.
Une des spécificités du solveur dans sa première version était la prise en compte de géométries com-
plexes éventuellement mobiles, grâce à l’aptitude du code à calculer sur des maillages non structurés,
constitués de tétraèdres et évoluant au cours du temps. En 2000, après une succession d’améliorations,
le code propose des modélisations pour la simulation des écoulements turbulents, réactifs et diphasiques
par une approche RANS. Pour réduire les temps de calcul, le code a été parallélisé avec MPI et PVM et
intègre des techniques multi-grilles. A partir de cette année là, une réflexion sur la prise en compte des
maillages hybrides pour traiter conjointement des cellules tétraédriques et hexaédriques s’entame pour
aboutir à la version actuelle multi-éléments [12].
Les applications de N3S-Natur incluent des études sur des chambres de combustion des foyers aéro-
nautiques [169], des moteurs à piston [13], des tuyères supersoniques [199], et de manière plus exotique,
des simulations d’amorçages d’arcs électriques dans un disjoncteur [213].
Les sections suivantes décrivent brièvement les modèles intégrés dans N3S-Natur pour la simulation
des écoulements turbulents, réactifs et diphasiques ainsi que les méthodes numériques utilisées pour
résoudre les équations de Navier-Stokes associées.
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4.2 Les équations de Navier-Stokes moyennées
N3S-Natur résout les équations de Navier-Stokes multi-espèces avec prise en compte de la turbu-
lence suivant un modèle du premier ordre à deux équations. Ce modèle, largement utilisé dans les codes
industriels est appelé k −  [122], avec k l’énergie cinétique turbulente et  son taux de dissipation.
Nous présenterons tout d’abord les équations de Navier-Stokes multi-espèces ainsi que les différentes
hypothèses effectuées pour fermer le système. Bien que très classiques, ces hypothèses permettent de
fixer les limites d’application du logiciel pour des écoulements :
– compressibles avec des nombres de Mach compris en 0.001 et 5,
– laminaires ou turbulents,
– réactifs,
– de fluides réels, calorifiquement ou thermiquement parfaits.
Par la suite, nous introduirons les équations prenant en compte les modélisations de la turbulence, de
la chimie de combustion et du diphasique de l’écoulement utilisés dans le cadre des travaux de recherche
présentés dans ce manuscrit.
4.2.1 Définitions et rappels
Les écoulements au sein des chambres de combustion industrielles sont généralement turbulents,
multi-espèces, réactifs et diphasiques. En effet, l’injection de carburant dans les foyer est faite sous
forme liquide. Pour établir les équations de base traduisant les lois de conservations, on se place dans le
cadre théorique de la mécanique des milieux continus. On considère alors un mélange gazeux composé
de N espèces Σk avec l’hypothèse que le fluide associé à chaque espèce est un milieu continu dans
lequel il est possible d’appliquer les lois de la mécanique et de la thermodynamique. Ce concept de
milieu continu nous permet dans un premier temps de définir les différentes variables qui caractérisent
l’écoulement. Ces variables peuvent être locales, c’est à dire liées à l’espèce Σk ou globales, représentant
alors le mélange constitué des N espèces.
La description continue ou macroscopique est la plus simple pour étudier la dynamique d’un écoule-
ment fluide. Toutefois, la prise en compte de certains phénomènes de transfert (par exemple diffusifs ou
chimiques) nécessite le recours à une approche statistique.
En présence de plusieurs espèces, on définit la fraction massique de l’élément Σk dans le volume V
par :
Yk =
mk
m
= ρk
ρ
(4.1)
où mk et ρk représentent respectivement la masse de l’espèce k dans le volume V et sa densité. m et ρ
sont respectivement la masse totale du fluide dans le volume V et la densité du mélange. La somme des
fractions massiques des espèces dans le volume V est égal à 1 :
N∑
k=1
Yk = 1 (4.2)
En se plaçant dans le cadre de la thermodynamique des fluides homogènes, un système en état d’équi-
libre thermodynamique (chimique et thermique) est caractérisé par deux variables d’état indépendantes.
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Par exemple, si l’on considère la température T et la masse volumique ρ, la loi d’état reliant ces variables
pour obtenir la pression P s’écrit :
P = P (T, ρ) (4.3)
Dans le cas particulier ou des réactions chimiques peuvent avoir lieu, les concentrations des consti-
tuants du mélange sont aussi des variables et la loi d’état devient :
P = P (T, ρ1, ...ρk, ...ρN ) (4.4)
Selon la théorie cinétique des gaz, la loi d’état des gaz parfaits est donnée par :
P = ρ R
W
T (4.5)
où W est la masse molaire du gaz et R la constante des gaz parfaits. Dans le cas d’un mélange de gaz, la
pression totale suit la loi de Dalton :
P =
N∑
k=1
Pk =
(
N∑
k=1
ρk
Wk
)
RT (4.6)
avec Wk la masse molaire de l’espèce Σk et Pk la pression partielle qu’aurait les gaz composant le
mélange s’ils occupaient seuls le volume total du système. En définissant la fraction molaire Xk de
l’espèce Σk, la masse molaire du mélange est donnée par
W =
N∑
k=1
XkWk (4.7)
Les fractions massique et molaire d’une espèce sont alors liées par l’équation :
Yk =
XkWk
W
(4.8)
Pour un mélange de gaz parfaits, l’équation d’état définie à l’équation 4.6 est vérifiée par l’expérience
dans un certain domaine de pression et de température qui dépend de la nature des gaz considérés. Dans
ces conditions, l’énergie sensible chimique e et l’enthalpie h (sensible chimique également) ne sont
fonctions que de la température. On peut aussi montrer que les capacités calorifiques à pression cp et
volume cv constant ne dépendent que de la température. La différence cp− cv = R/W est constante. Par
conséquent, l’énergie sensible chimique et l’enthalpie d’un gaz parfait sont définies par les lois de Joule :
e(T ) =
∫ T
T0
cv(θ)dθ + e0 (4.9)
h(T ) =
∫ T
T0
cp(θ)dθ + h0 (4.10)
où e0 et h0 sont l’énergie de formation et l’enthalpie de formation du gaz à la température T0. En com-
binant le fait que h = e + P/ρ et que P/ρ = (cp − cv)T , on obtient que e0 = h0. Dans ce cadre rela-
tivement général, on parle de gaz thermiquement parfait. Pour les gaz mono-atomiques et en l’absence
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de phénomènes d’ionisation les capacités calorifiques cp et cv sont indépendantes de la température et
de ce fait sont des constantes. Ces gaz sont nommés calorifiquement parfaits ou polytropiques de rapport
γ = cp/cv. L’énergie sensible chimique et l’enthalpie de tels gaz s’écrivent :
e(T ) = cv(T − T0) + h0 (4.11)
h(T ) = cp(T − T0) + h0 (4.12)
Au même titre que pour la pression, la loi de Dalton permet d’exprimer l’énergie sensible chimique,
l’enthalpie sensible chimique et les capacités calorifiques d’un mélange à partir de celles des espèces :
e =
N∑
k=1
Ykek =
N∑
k=1
Yk
(∫ T
T0
cvk(θ)dθ + h0k
)
(4.13)
h =
N∑
k=1
Ykhk =
N∑
k=1
YK
(∫ T
T0
cpk(θ)dθ + h0k
)
(4.14)
cp =
N∑
k=1
Ykcpk (4.15)
cv =
N∑
k=1
Ykcvk (4.16)
γ =
∑N
k=1 γkYkcvk∑N
k=1 Ykcvk
(4.17)
Le code N3S-Natur offre la possibilité de résoudre les équations de Navier-Stokes présentées dans la
section suivante avec les lois d’états correspondant :
– aux gaz calorifiquement parfaits,
– aux gaz thermiquement parfaits par le biais d’expressions des capacités calorifiques approchées par
des polynômes de degré cinq tirés des tables CHEMKIN [127],
– aux gaz réels, ce qui nécessite toutefois une intervention de l’utilisateur pour coder une loi d’état
appropriée.
4.2.2 Equations de Navier-Stokes
Cette section expose les équations de Navier-Stokes réactives et compressibles sans démonstrations.
Le lecteur pourra se reporter à l’ouvrage de Poinsot et al. [200] pour plus de précision. Nous utiliserons la
notation indicielle pour les dimensions spatiales mais elle ne s’appliquera pas à k qui réfère aux espèces.
Bilan de masse
La conservation de la masse pour chaque espèce Σk présente dans le mélange gazeux s’écrit :
∂ρk
∂t
+ ∂ (ρkvk,j)
∂xj
= ρ˙k (4.18)
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avec ρ˙k le taux de production massique de l’espèce considérée par unité de temps liée aux différents
processus chimiques. La vitesse massique ~vk de l’espèce Σk est définie, en considérant ~v la vitesse
massique du mélange et ~Vk la vitesse massique de diffusion de l’espèce dans le mélange, par :
~vk = ~v + ~Vk (4.19)
L’équation 4.18 peut s’écrire alors de manière plus classique :
∂ρk
∂t
+ ∂ (ρkvj)
∂xj
= −∂ (ρkVk,j)
∂xj
+ ρ˙k (4.20)
La vitesse de convection du mélange est connue alors que la vitesse de diffusion doit être modélisée.
En sommant les équations 4.20 sur toutes les espèces et en tenant compte du fait que
∑N
k=1 ρ˙k = 0 et
~v = ∑Nk=1 Yk~vk (ou ∑Nk=1 ~Vk = 0), on obtient la loi de conservation de la masse totale :
∂ρ
∂t
+ ∂ (ρvj)
∂xj
= 0 (4.21)
Bilan de quantité de mouvement
Pour une espèce, la conservation de la quantité de mouvement s’écrit :
∂ (ρkvk,i)
∂t
+ ∂ (ρkvk,ivk,j)
∂xj
= ∂Σk,ij
∂xj
+ P˙k,i + ρkFk,i (4.22)
dans cette expression, ~Fk est une force de volume qui s’exerce sur l’espèce Σk et Σk,ij est le tenseur des
contraintes visqueuses. Le vecteur P˙k représente la variation de la quantité de mouvement pour l’espèce
considérée due aux interactions avec les autres espèces. Les réactions chimiques ainsi que les collisions
moléculaires ne créant pas de quantité de mouvement, il vient que :
∑N
k=1 P˙k,i = 0. En sommant l’équa-
tion 4.22 sur toutes les espèces, on obtient :
∂ (ρvi)
∂t
+ ∂ (ρvivj)
∂xj
= ∂
∑N
k=1 (Σk,ij − ρYkVk,iVk,j)
∂xj
+ ρFi =
∂Σij
∂xj
+ ρFi (4.23)
Le terme ρYkVk,iVk,j représente un tenseur visqueux de diffusion.
Bilan d’énergie
L’équation de conservation de l’énergie totale chimique pour chaque espèce s’écrit :
∂ρk
(
ek + 12vk,ivk,i
)
∂t
+
∂ρkvk,j
(
ek + 12vk,ivk,i
)
∂xj
= ρkFk,jvk,j +
∂ (Σk,ijvk,i)
∂xj
− ∂qk,j
∂xj
+ Q˙k (4.24)
avec Q˙k un terme source de chaleur (un flux radiatif par exemple) à ne pas confondre avec le dégagement
de chaleur lié à la combustion, qk,j flux de chaleur dans la direction j qui est décrit par la loi de Fourier
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et un terme de diffusion de l’espèce. La sommation de l’équation 4.24 sur toutes les espèces amène à
l’expression suivante de la conservation de l’énergie :
∂ρ
(
e+ 12vivi
)
∂t
+
∂ρvj
(
e+ 12vivi
)
∂xj
= ρ
N∑
k=1
YkFk,j(vj + Vk,j) +
∂ (Σijvi)
∂xj
− ∂q
′
j
∂xj
+ Q˙ (4.25)
où l’énergie sensible chimique e est donnée par la somme des énergies sensibles chimiques des espèces :
ρe =
N∑
k=1
ρYkek (4.26)
Pour la résolution de l’équation bilan d’énergie 4.25, on utilise souvent l’énergie totale du mélange
définie par E = e+ 12vivi, le terme source de chaleur Q˙ est négligé et le flux total d’énergie q′j est donné
par :
q′j =
N∑
k=1
(
qk,j − Σk,ijVk,i + ρYkekVk,j + 12ρTkVk,iVk,iVk,j
)
(4.27)
Récapitulation des variables et des équations à résoudre
En considérant un mélange tridimensionnel constitué de N espèces, le système à résoudre comporte
N + 5 équations :
– une équation de conservation pour N − 1 espèces : équations 4.20,
– une équation de conservation de la masse total : équation 4.21,
– trois équations de conservation de la quantité de mouvement : équations 4.23,
– une équation de conservation de l’énergie totale : équation 4.25.
Les N + 5 variables indépendantes choisies pour traiter ce système d’équations sont :
– la masse volumique de chaque espèce Σk : ρk = ρYk avec k ∈ [1, N − 1],
– la masse volumique du mélange gazeux : ρ,
– le vecteur de quantité de mouvement : ρ~v,
– l’énergie totale : E = ρe+ 12vivi.
Pour compléter le système, il est nécessaire d’exprimer en fonction de ces variables les quantités
suivantes qui sont inconnues :
– le taux de variation massique de l’espèce Σk : ρ˙k,
– la vitesse de diffusion de l’espèce Σk : ~Vk,
– le tenseur des contraintes : Σk,ij ,
– le flux d’énergie surfacique : ~q,
– les forces volumiques extérieures : ~F .
Les fermetures proposées dans N3S-Natur pour ces termes sont présentées dans la section suivante.
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4.2.3 Fermeture du système d’équations de Navier-Stokes
Cinétique chimique
La détermination du taux de variation de masse d’une espèce Σk fait appel à des notions de la théorie
cinétique des gaz. Supposons que dans un volume gazeux homogène composé de N espèces chimiques
Σk avec k ∈ [0, N ] aient lieu rc réactions chimiques que l’on note :
N∑
k=1
µrkΣk ⇔
N∑
k=1
νrkΣk avec r ∈ [1, rc] (4.28)
Dans cette expression, µrk et ν
r
k sont les coefficients stœchiométriques de l’espèce Σk dans le bilan de la
réaction chimique r. La double flèche signifie qu’une réaction peut être réversible, c’est à dire qu’elle
prend en compte les phénomènes de dissociation et de recombinaison.
Au cours d’une réaction telle que décrite par la relation 4.28, le nombre de molécules nk et donc la
masse volumique ρk de chaque espèce Σk varient. En notant mk la masse moléculaire de l’espèce Σk,
cette variation peut s’exprimer de la manière suivante :
ρ˙k = mk
dnk
dt
= mk
rc∑
r=1
(
dnk
dt
)
r
(4.29)
Le terme
(
dnk
dt
)
r
= ωrk est le taux de réaction associé à l’espèce Σk pour la réaction r. La conservation
de la masse pour chaque réaction chimique r impose que :
N∑
k=1
µrkmk =
N∑
k=1
νrkmk (4.30)
Par conséquent, on observe que la quantité nommée ωk et définie comme le taux global de la réaction r
par
ωr = ω
r
k
νrk − µrk
(4.31)
est une constante et ne dépend que de la réaction r. L’expression du terme source de l’équation de
conservation de la masse 4.20 peut alors s’écrire :
ρ˙k = mk
N∑
k=1
(νrk − µrk)ωr (4.32)
ωr étant souvent exprimé en moles par unité de volume et de temps, on utilise la masse molaire Mk à la
place de la masse moléculaire mk.
La détermination du taux global ωr de la réaction r se fait à partir de la théorie cinétique des gaz.
En effet, les transformations chimiques sont issues des différentes collisions qui ont lieu à l’échelle
microscopique. Ce taux peut alors prendre une forme plus ou moins complexe qui dépend du problème
considéré. Classiquement, des lois de type Arrhénius sont utilisées [260]. Concernant le logiciel N3S-
Natur, la prise en compte de la combustion est disponible par des modèles qui sont présentés dans la
section 4.2.6.
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Diffusion moléculaire
En se plaçant dans le cadre d’un mélange composé de N espèces gazeuses à l’équilibre thermique et
en supposant, pour simplifier, que les forces volumiques sont nulles, la théorie cinétique des gaz permet
d’établir une relation générale pour le calcul de la vitesse de diffusion ~Vk :
~∇Xk =
N∑
l=1
XkXl
Dkl
(
~Vl − ~Vk
)
+ (Yk −Xk)
~∇P
ρ
+
N∑
k=1
XkXl
ρDkl
(
DTl
Yl
− D
T
k
Yk
)
~∇T
T
(4.33)
avecDkl = Dlk le coefficient de diffusion binaire de masse de l’espèce Σk dans l’espèce Σl etDTk le co-
efficient de diffusion thermique de masse de l’espèce Σk. Le dernier terme de l’équation 4.33 correspond
au phénomène de diffusion de masse lié à un gradient thermique et est appelé effet Soret. La résolution
directe de l’équation 4.33 est très coûteuse et rarement employée sous cette forme. Pour déterminer les
vitesses de diffusion, N3S-Natur utilise la loi de Fick qui repose sur les hypothèses suivantes :
– le mélange est considéré comme binaire composé de deux espèces,
– la diffusion due aux gradients thermiques est négligée,
– la diffusion induite par les gradients de pression est négligée.
La loi de Fick donne alors la vitesse de diffusion ~Vk en fonction du coefficient de diffusion binaire
Dk sous la forme suivante :
~Vk = −Dk
~∇Yk
Yk
(4.34)
Les mélanges utilisés dans le cadre des écoulements simulés avec N3S-Natur sont souvent composés
de plus de deux espèces. Dans ce cas, le coefficient Dk s’obtient à partir des coefficients binaires Dkl.
L’inconvénient majeur de la loi de Fick dans ce cas est qu’elle n’assure pas à priori la conservation de
la masse globale du mélange lorsque les Dk ne sont pas égaux. Pour y remédier, la loi de Fick peut être
modifiée en y ajoutant une vitesse de correction :
~Vk = −Dk
~∇Yk
Yk
+ ~W (4.35)
La vitesse de correction ~W est calculée de façon à assurer la conservation de la masse :
~W =
N∑
k=1
Dk ~∇Yk (4.36)
Tenseur des contraintes
Pour exprimer le tenseur des contraintes Σij qui apparaît dans les équations de bilans de quantité de
mouvement 4.23 et d’énergie 4.25 dont l’expression est :
Σij =
N∑
k=1
(Σk,ij − ρYkVk,iVk,j) (4.37)
on suppose que chaque espèce prise séparément est un fluide Newtonien. Dans ce cas, il existe une rela-
tion linéaire et isotrope liant le tenseur des contraintes visqueuses et le tenseur des taux de déformation
τk,ij :
Σk,ij = −Pkδij + τk,ij (4.38)
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avec δij le symbole de Kronecker. Le tenseur des taux de déformation s’écrit sous la forme :
τk,ij = µk
(
∂vk,i
∂xj
+ ∂vk,j
∂xi
)
+ µsk
∂vk,l
∂xl
δij (4.39)
Dans l’expression 4.39, µk désigne la viscosité dynamique de l’espèce Σk et µsk sa viscosité de vo-
lume. On adjoint pour chaque espèce l’hypothèse de Stokes :
µsk = −
2
3µk (4.40)
En admettant que la viscosité cinématique νk = µk/ρk est constante, la viscosité dynamique de
l’espèce Σk s’écrit :
µk = µYk (4.41)
avec µ la viscosité dynamique du mélange. En négligeant les termes quadratiques en Vk,iVk,j et Vk,i ∂Yk∂xj ,
le tenseur des contraintes peut s’exprimer en faisant intervenir les vitesses de diffusion et la vitesse du
mélange sous la forme simplifiée :
Σij = −
(
P + 23µ
∂vl
∂xl
)
δij + µ
(
∂vi
∂xj
+ ∂vj
∂xi
)
(4.42)
L’expression 4.42 revient à considérer le mélange gazeux comme un fluide Newtonien. Le problème
consiste alors à déterminer la viscosité du mélange µ. Pour chaque espèce, on considère dans le code
N3S-Natur que la viscosité dynamique est soit constante soit uniquement dépendante de la température
et peut être exprimée par une loi de Sutherland :
µk = µ0k
T0 + 110
T + 110
(
T
T0
)3/2
(4.43)
La viscosité dynamique du mélange est alors déterminée par la loi empirique de Wilke :
µ =
N∑
k=1
Xkµk
Φk
(4.44)
avec
Φk =
N∑
l=1
Xl
[
1 +
√
µk
µl
(
Ml
Mk
)1/4]2 [√
8
(
1 + Mk
Ml
)]−1
(4.45)
Diffusion thermique
Afin de fermer l’équation de bilan de l’énergie 4.25, on cherche à exprimer le flux q′j :
q′j =
N∑
k=1
(
qk,j − Σk,ijVk,i + ρYkekVk,j + 12ρTkVk,iVk,iVk,j
)
(4.46)
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Pour cela, on suppose tout d’abord que chaque espèce vérifie la loi de Fourier pour la diffusion
thermique :
~qk = λk ~∇T (4.47)
La conductivité thermique λk de l’espèce Σk peut être soit considérée comme constante soit dépendante
uniquement de la température selon une loi de Sutherland :
λk = λ0k
T0 + 110
T + 110
(
T
T0
)3/2
(4.48)
où l’indice 0 indique un état de référence.
De la même manière que pour la viscosité dynamique, la conductivité du mélange λ est obtenue par
la loi empirique de Wilke :
λ =
N∑
k=1
Xkλk
Φk
(4.49)
et, en négligeant les termes du second ordre, l’expression du flux de chaleur devient :
q′j = λ~∇T + ρ
N∑
k=1
hkYK ~Vk (4.50)
avec hk = ek+ Pkρk . La relation 4.50 est très simplifiée par rapport à celle obtenue par la théorie cinétique
des gaz dans laquelle intervient notamment un terme de diffusion thermique lié aux gradients de frac-
tion massique. Dans le logiciel N3S-Natur, cette expression est encore simplifiée en négligeant le terme
ρ
∑N
k=1 hkYK ~Vk qui s’annule lorsque les espèces ont les mêmes caractéristiques physiques et qui est de
toute façon généralement négligeable.
Forces volumiques extérieures
De manière très générique, les seules forces extérieures sont l’action de la gravité, d’où l’expression
de ~F :
~F = −ρg~z (4.51)
avec g la constante universelle de gravité et ~z la direction dans laquelle s’exerce cette force.
4.2.4 Turbulence de l’écoulement
Les fluctuations turbulentes des écoulements que l’on cherche à étudier agissent sur un grand éventail
de longueurs et de temps caractéristiques. Ceci rend le travail de simulation de ces écoulements plus
que complexe. Afin de déterminer leur comportement, différentes approches sont envisageables. Les
méthodes employées aujourd’hui dans l’industrie pour la simulation des écoulements sont la plupart
du temps basées sur une formulation moyennée des équations de la mécanique des fluides dite RANS
(Reynolds Average Navier-Stokes). Les méthodes RANS, robustes et peu coûteuses en temps de calcul,
présentent un attrait évident. Elles permettent d’effectuer de nombreux calculs et d’obtenir des tendances
rapidement selon divers paramètres.
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L’idée des modèles RANS, proposée il y a plus d’un siècle (Reynolds [214] [215]), repose sur la
décomposition des variables instantanée en une partie moyenne et une partie fluctuante :
Φ = Φ + Φ′ avec Φ′ = 0 (4.52)
Afin d’assurer la conservativité des espèces, l’opérateur de moyenne de Favre [74] qui pondère les
grandeurs moyennes de Reynolds par la moyenne de la densité est utilisé :
Φ˜ = ρΦ
ρ¯
(4.53)
Chaque quantité peut aussi être décomposée en la somme de sa valeur moyenne et de sa partie fluc-
tuante :
Φ = Φ˜ + Φ′′ avec Φ˜′′ = 0 (4.54)
L’écriture des équations de bilan sous leur formulation moyenne fait apparaître de nouveaux termes
non linéaires qui transcrivent des couplages entre les grandeurs fluctuantes représentatives de la physique
pour toutes les échelles de la turbulence :
∂
(
ρ¯Y˜k
)
∂t
+
∂
(
ρ¯Y˜kv˜j
)
∂xj
= −
∂
(
Vk,jYk + ρ¯ ˜v′′j Y ′′k )
∂xj
+ ˜˙ωk k = 1, N − 1 (4.55)
∂ρ¯
∂t
+ ∂ (ρ¯v˜j)
∂xj
= 0 (4.56)
∂ (ρ¯v˜i)
∂t
+ ∂ (ρ¯v˜iv˜j)
∂xj
+ ∂P¯
∂xi
=
∂
(
τij − ρ¯v˜′′i v′′j
)
∂xj
(4.57)
∂
(
ρ¯E˜
)
∂t
+
∂
(
ρ¯v˜jE˜
)
∂xj
= −
∂
(
ρ¯v˜′′j e′′
)
∂xj
−
∂
(
ρ¯v˜j v˜′′i v′′j
)
∂xj
− 12
∂
( ˜v′′i v′′j v′′j )
∂xj
− ∂
∂xj
(
λ¯
∂T˜
∂xj
)
+ ∂ (ρ¯v˜iτ˜ij)
∂xj
+
∂
(
v˜′′i τ ′′ij
)
∂xj
+
∂
(
v˜jP˜
)
∂xj
+
∂
( ˜v′′jP ′′)
∂xj
(4.58)
Dans les équations 4.69 à 4.58, les grandeurs résolues correspondent à la partie moyenne des variables
initiales. La connaissance des termes de corrélations entre les parties fluctuantes qui interviennent dans
les équations 4.69 à 4.58 n’est pas directe et par conséquent, il convient de les modéliser en fonction
des termes moyens connus. La fermeture du système à résoudre doit se faire par le biais d’hypothèses
sur le comportement de la turbulence. Par rapport à un écoulement laminaire, la turbulence permet un
meilleur brassage des particules fluides. En cela, l’effet de la turbulence sur l’écoulement moyen peut
être représenté par une augmentation de la viscosité. L’hypothèse de Boussinesq [25] exprime le tenseur
de Reynolds ρ¯v˜′′i v′′j et le flux de diffusion turbulent ρ¯v˜′′i e′′ par des expressions analogues à celles du
tenseur visqueux τ ij et du flux de chaleur q. Il vient :
ρ¯v˜′′i v′′j = −µt
(
∂v˜i
∂xj
+ ∂v˜j∂xi − 23
∂v˜l
∂xl
δij
)
+23 ρ¯kδij
= τ tij +
2
3 ρ¯kδij (4.59)
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où k = 12 v˜′′i v′′i définit l’énergie cinétique turbulente, µt la viscosité turbulente et τ tij le tenseur des
contraintes turbulentes. Le terme 23 ρ¯kδij agit comme un terme de pression, qui, ajouté à la pression
moyenne, fournit une pression totale turbulente : p∗ = P¯ + 23 ρ¯k. Ce terme sert à rendre la modélisation
du tenseur de Reynolds consistante avec l’équation de conservation de la quantité de mouvement.
Le flux de diffusion turbulente s’exprime d’après une loi de gradient où e′′ est uniquement fonction
de la température :
ρ¯v˜′′i e′′ = λt
∂T˜
∂xi
(4.60)
avec λt la conductivité thermique turbulente du mélange.
La fermeture du modèle nécessite la connaissance de la viscosité turbulente µt et de l’énergie ci-
nétique turbulente k. Par une analyse dimensionnelle, on déduit que la viscosité µt peut s’exprimer en
fonction de l’énergie cinétique turbulente k et de son taux de dissipation  de la manière suivante :
µt = ρCµ
k2

(4.61)
Dans le code N3S-Natur, le coefficientCµ est soit constant et défini par l’utilisateur (généralement,Cµ =
0.09) ou alors suit une loi non linéaire en fonction de l’échelle de temps turbulent k/. La complexité
des phénomènes turbulents amène à l’idée qu’il faudrait, afin de déterminer k et , résoudre une équation
aux dérivées partielles pour chacune d’elle. Cette opération confère au champ turbulent une mémoire
propre au lieu de ne refléter que les valeurs de l’écoulement moyen local. Le modèle retenu et implanté
dans N3S-Natur est appelé k −  dans lequel deux équations de transports pour k et  sont résolues.
L’équation d’évolution de k est obtenue à partir des équations sur les contraintes de Reynolds qui se
dérivent de l’équation de conservation de la quantité de mouvement. L’équation d’évolution de  est
obtenue en multipliant les termes sources de dissipation et de production de l’équation pour ρ¯k par /k.
Après simplifications, le modèle k −  complet s’écrit :
∂ (ρ˜k)
∂t
+ ∂ (ρ˜v˜jk)
∂xj
= ∂
∂xj
[(
µ+ µ
t
σk
)
∂k
∂xj
]
+ S − ρ˜ (4.62)
∂ (ρ˜)
∂t
+ ∂ (ρ˜v˜j)
∂xj
= ∂
∂xj
[(
µ+ µ
t
σ
)
∂
∂xj
]
+ 
k
C1S − C2ρ˜ 
2
k
(4.63)
Le terme de production S est donné par : S =
(
τ tij − 23 ρ˜k
)
∂v˜j
∂xj
. Les constantes du modèle sont fixées de
manière standard à : σk = 1.0, σ = 1.2, C1 = 1.44 et C2 = 1.92.
Pour continuer la fermeture du système d’équations de 4.69 à 4.58 le terme de diffusion Vk,iYk est
modélisé par la loi de Fick avec une correction de vitesse ~W pour assurer la conservation de la masse du
mélange :
Vk,iYk = −ρDk ∂Y˜k
∂xi
+ W˜iY˜k (4.64)
Les flux turbulents des espèces ρ¯ ˜v′′i Y ′′k sont modélisés selon une hypothèse classique de gradient :
ρ¯ ˜v′′i Y ′′k = µtSctk ∂Y˜k∂xi (4.65)
où Sctk est le nombre de Schmidt turbulent, qui compare les effets de diffusion visqueux et moléculaire,
défini par : Sctk =
µtk
ρDt
k
avecDtk le coefficient de diffusion moléculaire turbulent. De la même manière, on
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introduit les nombres de Prandtl turbulent Prtk =
µtkcp
λt
k
, qui compare les effets de diffusion visqueux et de
chaleur, et Lewis turbulent, qui compare les effets de diffusion moléculaire et de chaleur Letk =
ρDtkcp,k
λt
k
.
Dans le logiciel N3S-Natur, le nombre de Lewis turbulentLetk est pris égal à 1 de tel sorte que Prtk = Sctk
et que µ
t
k
Sct
k
= µ
t
k
Prt
k
= λ
t
k
cp,k
= ρDtk. Ainsi, les flux turbulents des espèces s’écrivent :
ρ¯ ˜v′′i Y ′′k = ρ¯Dtk ∂Y˜k∂xi (4.66)
La contribution des contraintes moléculaires v˜′′i τ ′′ij est approchée par :
v˜′′i τ ′′ij = µ
∂k
∂xj
(4.67)
Les termes ˜v′′j v′′i v′′j − ˜v′′i P ′′ sont approchés conjointement par une approximation de type gradient où
apparaît le coefficient σk : ˜v′′j v′′i v′′j − ˜v′′i P ′′ = µtσk ∂k∂xi (4.68)
A l’aide des modèles de turbulence exposés dans cette section, le système d’équations conservatives
à résoudre s’écrit, en omettant la mention des opérateurs de moyenne :
∂ (ρYk)
∂t
+ ∂ (ρ (vj +Wj)Yk)
∂xj
= ∂
∂xj
(
ρ
(
Dk +Dtk
) ∂Yk
∂xj
)
+ ω˙k k = 1, N − 1 (4.69)
∂ρ
∂t
+ ∂ (ρvj)
∂xj
= 0 (4.70)
∂ (ρvi)
∂t
+ ∂ (ρvivj)
∂xj
+ ∂P
∂xi
=
∂
(
τij + τ tij
)
∂xj
− 23
∂ (ρk)
∂xi
(4.71)
∂ (ρE)
∂t
+ ∂ (ρvjE)
∂xj
+ ∂ (viP )
∂xi
=
∂
(
vi
(
τij + τ tij
))
∂xj
− 23
∂ (viρk)
∂xi
+ ∂
∂xj
((
λ+ λt
) ∂T
∂xj
)
+ ∂
∂xj
(
µt
σk
∂k
∂xj
)
(4.72)
La fermeture du système représenté par les équations de 4.69 à 4.72 ne nécessite plus que l’estimation
du taux de production des espèces ωk lié à la présence de réactions chimiques. La section 4.2.6 présente
ce dernier point de fermeture dans le cas d’un processus de combustion.
4.2.5 Lois de paroi
Dans la plupart des écoulements industriels, le domaine de calcul est limité par des parois le long des-
quelles se développe une couche limite turbulente. Les conditions aux limites naturelles pour ces parois
sont des conditions de vitesses nulles. Cependant, l’épaisseur très faible de la couche limite associée aux
gradients importants des différentes variables dans cette zone imposent l’utilisation d’un maillage très
raffiné. De plus, le modèle de turbulence k− n’est valable que pour des écoulements à grand nombre de
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Reynolds et ne prend pas en compte la prédominance des effets visqueux en proche paroi. Une solution
pour palier à ces problèmes consiste à ne pas résoudre les équations au voisinage des parois et à utili-
ser une loi analytique. Cette méthode, qui bénéficie d’un coût faible, permet d’imposer une contrainte
pariétale au fluide non pas à la paroi mais à une distance δ de celle-ci.
Les lois de paroi utilisées dans N3S-Natur sont basées sur des approximations de la couche limite
stationnaire en incompressible. Dans ce cas, en prenant le cas académique d’une plaque plane infinie,
l’écoulement peut être décomposé en trois zones :
– la région la plus proche de la paroi est la sous couche visqueuse. Une analyse d’ordre de grandeur
montre que les termes de diffusion normaux y sont prépondérants par rapport aux termes de dif-
fusion longitudinaux. Sous cette hypothèse, on obtient une équation simplifiée qu’il est possible
d’intégrer,
– la zone la plus la plus éloignée, zone externe, dans laquelle l’écoulement est turbulent et les effets
visqueux peuvent être négligés,
– une dernière zone entre les deux premières assure le recouvrement entre la sous couche visqueuse et
la zone externe. Nous supposons que les grandeurs physiques y suivent une une loi logarithmique.
Supposons que le premier point de maillage dans le fluide est à une distance δ de la paroi, choisie à
priori. On définit à partir de la contrainte de cisaillement pariétale τp et la densité du fluide ρ la vitesse
de frottement uf telle que :
uf =
√
τp
ρ
(4.73)
Dans la zone externe, le champ de vitesse est donné par les équations de Navier-Stokes fermées par
le modèle de turbulence k − .
Dans la sous couche visqueuse, y étant la direction normale à la paroi et u la vitesse tangentielle,
l’équation de la couche limite s’écrit :
µ
(
∂u
∂y
)
y=0
= ρu2f (4.74)
puis, après intégration :
u =
ρu2fy
µ
(4.75)
ou encore en posant y+ = (ρufy)/µ et u+ = u/uf :
u+ = y+ (4.76)
Dans la zone de recouvrement, l’écoulement est déterminé par une loi logarithmique qui s’écrit :
u = uf
( 1
K
log(y+) + C
)
(4.77)
Les constantes K et C sont déterminées expérimentalement : K = 0.419 et C = 5.445.
Le raccordement entre les deux zones a lieu pour y+ = 11.6. L’utilisateur fixant la valeur de δ, le
solveur calcule en ce point la vitesse avec le modèle k − , puis détermine uf et τp pour finalement
estimer les profils de vitesses dans les deux zones. Au niveau de la zone externe, il convient également
de calculer l’énergie cinétique turbulente k ainsi que son taux dissipation . Pour cela, on considère qu’il
y a équilibre entre la production et la dissipation d’énergie cinétique turbulente, k étant alors constant.
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Comme le seul gradient qui intervient dans cette zone est ∂u/∂y, on obtient pour la production d’énergie
cinétique turbulente Pk :
Pk = µt
(
∂u
∂y
)2
= ρ (4.78)
Or dans cette zone,
(
∂u
∂y
)
y=δ
= ufKδ et τp = µt
∂u
∂y = ρu2f = constante. Ainsi, le taux de dissipation
s’écrit :
 =
u3f
Kδ
(4.79)
Enfin, en utilisant l’expression de la viscosité turbulente en fonction de k et de , l’énergie cinétique
turbulente s’écrit :
k =
u2f√
Cµ
(4.80)
Pour ce type de lois de paroi, il est nécessaire que la distance δ soit choisie de manière à se positionner
dans la zone logarithmique. Afin de garantir cette condition, N3S-Natur calcule y+ en chaque point de
la paroi. Si pour des points y+ est en dehors de l’intervalle [5, 300] alors le code recalcule localement la
distance δ.
4.2.6 Modélisation de la combustion
La combustion turbulente est un phénomène physique complexe qui, couplée à une simulation dans
des géométries de foyers industriels, oblige à poser de nombreuses hypothèses dans un souci de sim-
plification. N3S-Natur intègre un certain nombre de modèles développés dans le cadre des solveurs
RANS [200] : modèle de CRAMER, Eddy Break-Up, PDF présumées, mono-Arrhénius et le modèle
CRAMER Limité par l’Équilibre (CLE). Le modèle CLE [210] étant celui utilisé pour les calculs de
chambres de combustion présentés dans ce manuscrit, nous allons le détailler. Il est une évolution du
modèle de combustion Eddy Break-Up reposant sur l’hypothèse d’une seule réaction de temps caracté-
ristique τc très inférieur à ceux de la turbulence τt (Nombre de Damkohler Da = τtτc >> 1). L’apport de
ce modèle consiste à limiter la réaction à l’équilibre.
Construction du modèle
Un processus de combustion fait intervenir de nombreuses espèces au cours de nombreuses étapes
réactionnelles. Pour pouvoir modéliser les effets prépondérants, le modèle CLE représente la cinétique
par une seule réaction globale dont le bilan massique est :
Combustible+ s(Oxydant+ βDiluant)⇐⇒ (1 + s)Produits+ sβDiluant (4.81)
s représente ici le coefficient massique stoechiométrique du carburant. Pour la suite, on notera avec
l’indice c les grandeurs qui se rapportent au combustible, o à l’oxydant, d au diluant et p aux produits
de combustion. Les équations de conservation pour les espèces mises en jeu dans cette réaction sont du
type :
∂ (ρYk)
∂t
+ ∂ (ρ (vj +Wj)Yk)
∂xj
= ∂
∂xj
(
ρ
(
Dk +Dtk
) ∂Yk
∂xj
)
+ ω˙k avec k = [c, o, d, p] (4.82)
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D’après la relation 4.31, les taux de production des produits ω˙p et de consommation de carburant ω˙c
sont reliés par :
ω˙ = ω˙c
νc − µc =
ω˙p
νp − µp =
ω˙c
−s =
ω˙p
1 + s (4.83)
qui permet d’écrire :
ω˙c = − 11 + sω˙p (4.84)
Etant donné que les fractions massiques des espèces sont liées par Yc + Yo + Yd + Yp = 1, la
détermination de trois d’entre elles permet la connaissance complète de la composition du mélange. La
combinaison linéaire des fractions massiques du carburant, de l’oxydant et des produits permet de définir
de nouvelles variables dont les équations ne possèdent pas de termes source. Ces traceurs passifs, sont
appelés variables de Schwab-Zeldovitch. Le traceur Z du combustible est défini par :
Z = Yc +
1
1 + sYp (4.85)
Le traceur passif Z est lié aux autres espèces par :
Yp = (1 + s)(Z − Yc) (4.86)
Yo =
1− Z
1 + β − s(Z − Yc) (4.87)
Yd =
β
1 + β (1− Z) (4.88)
Grâce aux relations 4.85 et 4.86 à 4.88, la connaissance de Z et Yc suffit pour définir complètement la
composition du mélange. Pour cela, il faut donc résoudre l’équation 4.82 pour le carburant et l’équation
d’évolution de la variable de Zeldovitch, construite en appliquant la relation 4.86 à l’équation 4.82. Il en
résulte une équation de convection diffusion identique à celle du carburant mais sans terme de production
chimique et avec un terme diffusif supplémentaire :
∂ (ρZ)
∂t
+ ∂ (ρ (vj +Wj)Z)
∂xj
= ∂
∂xj
(
ρ
(
Dp +Dtp
) ∂Z
∂xj
)
+ ∂
∂xj
(
ρ
(
Dc +Dtc −Dp −Dtp
) ∂Yc
∂xj
)
(4.89)
La résolution de l’équation 4.82 pour le carburant requiert la connaissance du taux de production
moyen ω˙c. Le calcul de cette quantité étant non trivial, il convient de le modéliser. Pour cela, le concept
d’espace des phases (Yc, Z) (figure 4.1 [22]) permet de décrire l’ensemble des situations chimiques
possibles pour une particule : pas de combustion, combustion avec comburant en excès et combustion
avec un excès de combustible.
Evolution dans l’espace des phases
L’espace des phases est défini comme étant le tracé de Z en fonction de Yc. Ces deux variables sont
par définition comprises dans l’intervalle [0,1]. On remarque d’après la relation 4.85 que Z est toujours
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A
C
BZ
Yeq
Zst
Yc
FIG. 4.1 - Espace des phases (Z, Yc) - Droite de mélange [AB] - Droites d’équilibre [AC] et [CB] - Zone
atteignable grisée.
supérieur ou égal à Yc. D’après l’hypothèse de chimie infiniment rapide, on peut considérer uniquement
deux cas de figures :
– soit les conditions du mélange ne permettent pas que la combustion ait lieu,
– soit les conditions du mélange permettent la combustion et l’espèce en excès vis à vis de la stœ-
chiométrie persiste.
Lorsqu’il n’y a pas de combustion, Yp = 0 et par conséquent, Z = Yc. Ceci est visible dans l’espace
des phases par la droite de mélange [A,B] mise en évidence sur la figure 4.1. Dans le cas d’un régime
pauvre, c’est à dire lorsque le comburant est en excès par rapport au carburant vis a vis de la stœchiomé-
trie, Yc est nul tant que Z est inférieur à Zst, valeur de Z à la stœchiométrie (droite d’équilibre [AC] de
la figure 4.1). Pour un régime riche, le carburant étant en excès, la fraction massique d’oxydant est nulle
et il vient que :
Yc =
Z − Zst
1− Zst (4.90)
La droite définie par l’équation 4.90 est la droite d’équilibre [CB] de la figure 4.1. En considérant la
réaction complète (Yc = Yo = 0), le traceur passif Z à la stœchiométrie s’écrit :
Zst =
1
1 + s(1 + β) (4.91)
En pratique, les limites d’équilibres ne sont jamais atteintes et l’espace des phases réellement admis-
sibles est celui compris entre les droites d’équilibre et de mélange (zone grisée sur la figure 4.1). La
limite physique pour la fraction massique de carburant est donnée par l’équilibre thermodynamique. On
note Yeq cette limite qui est fonction de Z (et donc de Yp) et de l’enthalpie Hs.
Expression du taux de réaction moyen
Pour déterminer le taux de consommation moyen de carburant ˜˙ωc, on considère l’équation de la
fraction massique écrite sous forme Lagrangienne, en modélisant le terme de diffusion turbulente à l’aide
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du modèle d’interaction avec la moyenne. On en déduit l’équation d’évolution de Yc [] :
dYc
dt
=
Diffusion turbulente︷ ︸︸ ︷
Y˜c − Yc
τ
− ω˙c (4.92)
où ω˙c est le taux de consommation de carburant instantané et τ est le temps caractéristique de diffu-
sion des espèces. L’hypothèse de chimie infiniment rapide amène à ne considérer que deux trajectoires
dans l’espace des phases : la trajectoire d’équilibre et la trajectoire de mélange. L’équilibre entre la ré-
action chimique et la diffusion des espèces donne dYc/dt = 0 alors que dans le mélange, le taux de
consommation est nul. Il vient donc que :
ω˙c = Y˜c−Yeq(Z,Hs)τ sur la droite d’équilibre (4.93)
ω˙c = 0 sur la droite de mélange (4.94)
La détermination du taux de consommation de carburant moyen ˜˙ωc se fait à partir du taux de consom-
mation instantané et d’une fonction de densité de probabilité. L’expression de ˜˙ωc est alors de la forme :
˜˙ωc = ∫ ∫ ∫ ω˙c(Yc, Z,Hs) P (Yc, Z,Hs)dYc dZ dHs (4.95)
En décomposant la densité de probabilité au moyen de probabilités conditionnées et en présumant
leur forme, on obtient :
P (Yc, Z,Hs) = P (Z) P (Yc|Z) P (Hs|(Yc, Zc)) (4.96)
P (Z) = c · Za−1(1− Z)b−1 (4.97)
P (Yc|Z) = αδ(Yc − Yeq) + (1− α)δ(Z − Yc) (4.98)
P [Hs|(Yc, Zc)] = δ(Hs − H˜s) (4.99)
P (Z) est une fonction bêta dont les paramètres a, b et c sont fonctions de Z˜ et de sa variance Z˜ ′2.
L’équation d’évolution de Z˜ est fermée car elle ne comporte aucun terme source lié à la combustion.
L’équation de Z˜ ′2 est fermée à l’aide du modèle de turbulence et du champ de vitesse :
∂ρZ˜
∂t
+ ∂
∂xi
(
ρuiZ˜
)
= ∂
∂xi
(
ρDc
∂Z˜
∂xi
)
(4.100)
∂ρZ˜ ′2
∂t
+ ∂
∂xi
(
ρuiZ˜ ′2
)
= ∂
∂xi
(
ρD
′
c
∂Z˜ ′2
∂xi
)
+ρDc
∂Z˜
∂xi
∂Z˜
∂xi
− ρC
′
τ
Z˜ ′2 (4.101)
avec C ′ = 2.2.
P (Yc|Z) est une fonction à deux pics qui traduit l’hypothèse de chimie infiniment rapide. Un pic est
centré sur la droite de mélange et l’autre sur la courbe d’équilibre avec comme poids respectifs 1− α et
α. En dehors de ces pics, la fonction est nulle.
P (Hs|(Yc, Zc)) est une fonction de Dirac centrée sur la moyenne.
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La détermination du taux de consommation de carburant moyen ˜˙ωc se fait alors de la sorte :
˜˙ωc = ∫ ∫ ∫ Y˜c − Yeq(Z,Hs)
τ
P (Yc, Z,Hs) dYc dZ dHs
= α
∫
Y˜c − Yeq(Z, H˜s)
τ
P (Z)dZ
= α Y˜c − Y˜eq
τ
(4.102)
où τ est le temps caractéristique de diffusion proportionnel au temps caractéristique de la turbulence et
exprimé à partir du modèle k −  par 1C k avec C = 4.4.
La valeur de α est obtenue en tenant compte du fait que Y˜c doit vérifier :
Y˜c =
∫ ∫ ∫
Yc P (Yc, Z,Hs) dYc dZ dHs
= α
∫
Yeq(Z, H˜s) P (Z) dZ + (1− α)
∫
Ymel(Z, H˜s) P (Z) dZ
= α
∫
Yeq(Z, H˜s) P (Z) dZ + (1− α)
∫
Z P (Z) dZ
Y˜c = αY˜eq + (1− α)Z˜ (4.103)
L’expression de ˜˙ωc amène à une remarque importante sur le modèle : lors de l’initialisation d’une
phase réactive à partir d’un calcul aérodynamique, la combustion ne pourra jamais se faire sans une in-
tervention spécifique. En effet, le terme Z˜− Y˜c est initialement nul car la fraction massique de produit est
nulle (voir équation 4.85). Il est donc indispensable de forcer le taux de réaction sur quelques itérations
de calcul dans une zone géométrique spécifique du domaine où la fraction de massique de carburant
est non nulle afin d’amorcer le processus de combustion. Pour cela, la stratégie adoptée dans le code
N3S-Natur consiste à annuler Y˜eq et à fixer Z˜ = 0.9Y˜c menant alors au taux de production suivant :
˜˙ωc = 0.1
τ
Y˜c (4.104)
Une autre limitation de l’expression du taux de consommation moyen de carburant, bien connue pour
les techniques RANS, vient du fait que ˜˙ωc est fonction d’un temps caractéristique modélisé à partir du
rapport /k. Or en proche paroi, l’énergie cinétique k a tendance à être importante alors que sa dissipation
 reste faible. Par conséquent, le temps τ devient faible, favorisant un taux de consommation important
qui n’est pas physique.
Détermination de Y˜eq
L’équation 4.102 montre qu’il est nécessaire pour calculer le taux de consommation de carburant
moyen de connaître la fraction massique de carburant à l’équilibre Y˜eq. Pour cela, il faut déterminer
la valeur limite minimale Y˜eq que peut atteindre la fraction massique de carburant Yc dans le cadre
d’un schéma à une seule étape. Pour être cohérent avec les résultats qui pourraient être obtenus avec un
schéma cinétique complet, Y˜eq doit être calculée de sorte que la température d’équilibre des produits de
combustion du schéma à une étape soit égale à la température d’équilibre des produits obtenue avec un
schéma complet.
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En considérant l’enthalpie du système formé par les quatre espèces Yc, Yo, Yp et Yd et en supposant
la réaction isenthalpique, il vient que :
Hinitiale = Hfinale =
∑
k=c,o,p,d
∫ Tf
T0
Ykcp,k(T )dT + YkH0k (4.105)
avec H0k l’enthalpie de formation de l’espèce k à la température T0 et Tf la température finale. Les
relations 4.86 à 4.88 entre les espèces et le traceur passif Z restent valables à l’équilibre :
Ypeq = (1 + s)(Z − Yeq) (4.106)
Yoeq =
1− Z
1 + β − s(Z − Yeq) (4.107)
Ydeq =
β
1 + β (1− Z) (4.108)
et peuvent être intégrées dans l’équation 4.105 afin qu’elles ne dépendent plus que de Z et de Yeq. La
valeur de Tf est obtenue par le calcul de l’équilibre d’un mélange air carburant à une pression et une
température initiales données en tenant compte de la présence de plus de cent espèces. Cette opération
conduit à une équation du type Yeq = Yeq(Z) qu’il est nécessaire de résoudre pour chaque Z souhaité.
Ainsi, cette fonction est tabulée selon un certain nombre de valeurs de Z dans un fichier. Le solveur
N3S-Natur ayant accès à ce fichier peut déterminer les valeurs des Yeq souhaités à partir de Z et Z ′2.
4.2.7 Modélisation des écoulements diphasiques
N3S-Natur dispose d’un module permettant de simuler les écoulements diphasiques avec une ap-
proche du type Lagrangienne-Eulérienne. Il offre la possibilité de simuler la diffusion d’un nuage de
particules dans un écoulement turbulent de gaz chaud.
4.3 Les méthodes numériques
Cette section présente brièvement les schémas numériques utilisés dans N3S-Natur pour résoudre les
équations de Navier Stokes en réactif. Pour une description détaillée de ces méthodes, le lecteur pourra
se reporter au manuel théorique du code [157].
4.3.1 Discrétisation spatiale
Les équations de Navier Stokes présentées précédemment sont composées de trois opérateurs. Le
premier, que l’on retrouve dans les équations d’Euler est un opérateur hyperbolique. Le second, qui
correspond aux termes diffusifs est un opérateur parabolique. Enfin le dernier est l’opérateur relatif aux
termes sources de turbulence et combustion. De ce fait, dans N3S-Natur, la discrétisation spatiale de ces
équations repose sur une formulation mixte volumes finis / éléments finis utilisant des fonctions de flux
décentrés. Rappelons que la version de N3S-Natur utilisée dans le cadre de ces travaux de thèse repose
sur l’utilisation de maillages totalement non structurés.
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Les termes convectifs sont discrétisés suivant une formulation de type volumes finis. Le calcul des
flux sur chaque arête du maillage se fait par la résolution d’un problème de Riemann approché (méthodes
de Roe ou Van Leer). Les solutions d’ordre deux sont obtenues par l’utilisation d’une méthode MUSCL
(Monotonic Upstream Scheme for Conservation Laws) à laquelle est éventuellement adjointe un limiteur
de flux afin de conserver des solutions TVD (Total Variation Diminishing).
Le choix d’une formulation éléments finis de type P1 Galerkin pour le calcul des termes diffusifs
s’avère mieux adapté et plus précis dans le contexte de maillages non structurés.
4.3.2 Discrétisation temporelle
N3S-Natur intègre des schémas temporaux explicites et implicites. Les schémas explicites sont du
premier ou deuxième ordre utilisant alors des schémas de type prédicteur-correcteur ou Runge Kutta. La
résolution des équations se fait alors de manière couplée pour les différents opérateurs.
Les schémas implicites de Gear sont d’ordre un ou deux. Le système linéaire qui en découle est
résolu par une méthode itérative de type Jacobi ou Gauss-Seidel. La résolution complète des équations
de Navier Stokes est faite de manière partiellement découplée selon les différents opérateurs.
Les schémas explicites implantés dans N3S-Natur sont soumis à des contraintes en terme de pas de
temps. Le pas de temps maximal admissible par ces méthodes numériques se détermine à partir des
équations modèles linéarisées. L’opérateur hyperbolique ut + cux = 0 admet comme pas de temps
maximum :
∆tH =
∆x
c
(4.109)
où ∆x est le pas d’espace. Pour une équation modèle de convection diffusion ut+cux = µuxx discrétisée
suivant un schéma explicite au premier ordre, le critère de stabilité donne la contrainte suivante sur le pas
de temps ∆tCD :
∆tCD ≤ ∆x
2
c∆x+ 2µ (4.110)
La détermination du pas de temps admissible dans le cas des équations de Navier Stokes tridimen-
sionnelles est une généralisation de l’équation 4.110. Toutefois, le pas de temps maximal admissible
est généralement inférieur à celui donné par cette équation. On introduit alors la notion de nombre de
Courant-Fredrich-Lewy (CFL), en notant ∆t le pas de temps effectivement utilisé pour la simulation :
CFL = ∆t∆tCD
= (c∆x+ 2µ) ∆t∆x2 (4.111)
Lors de l’utilisation de schémas explicites, la valeur du CFL doit donc être fixée inférieure à 1.
Pour les schémas implicites, la détermination du pas de temps passe également par la relation 4.111 qui
autorise cette fois des valeurs du CFL supérieures à 1.
Le pas de temps ∆tCD est une information locale puisqu’il dépend de la vitesse (u + c)l dans un
élément de discrétisation et d’une dimension caractéristique (∆x)l de cet élément. Deux stratégies sont
alors envisageables pour le choix du pas de temps. La première, plus couramment utilisée, consiste à
déterminer le pas de temps le plus contraignant ∆tglobal de manière globale sur le domaine :
∆tglobal = minl
(
(∆tCD)lCFL
)
(4.112)
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La deuxième méthode a pour but d’accélérer la convergence vers une solution stationnaire en appli-
quant un pas de temps différent à chaque noeud du maillage selon la relation :
∆tlocal = (∆tCD)lCFL (4.113)
Il en résulte un schéma instationnaire inconsistant mais convergeant asymptotiquement vers une so-
lution consistante, plus rapidement qu’avec un pas de temps global.
4.4 Spécificités du solveur pour son intégration dans une chaîne d’opti-
misation automatique
Le code de calcul N3S-Natur possède certaines spécificités inhérentes à la manière dont il a été codé.
Il est essentiel de les prendre en compte afin de gérer son intégration dans un outil automatique d’optimi-
sation. Ces caractéristiques concernent principalement l’accès aux gradients des variables calculées par
le logiciel, la manière dont il a été parallélisé et l’accès aux fichiers informatiques des sources du solveur.
4.4.1 Adjoint du code N3S-Natur
Un grand nombre de méthodes d’optimisation efficaces nécessitent la connaissance des gradients des
fonctionnelles à optimiser par rapport aux paramètres de design (algorithmes de descente, région de
confiance) [52, 51]. Dans le cas où l’évaluation des fonctions objectifs est réalisée de manière différen-
tiable par un programme numérique, le calcul précis de ces gradients requiert la mise en œuvre d’un
code adjoint de ce code direct. Alors que le modèle direct peut calculer l’impact de la modification d’un
paramètre sur les prévisions, le modèle adjoint calcule pour une prévision l’impact de la variation de tous
les paramètres. Comme les problèmes traités sont rarement linéaires, l’impact calculé n’est valable que
pour une variation infinitésimale des paramètres.
Afin d’illustrer l’utilisation d’un code adjoint [89], notons Fobj la fonction numérique calculée par
le code direct pour le vecteur de contrôle vop de taille nop. Notons v le vecteur qui contient toutes les
variables du code, que ce soient les variables d’entrée ou les résultats de calcul. Ce vecteur, qui peut être
de très grande dimension, décrit l’état du code à n’importe quel moment de son exécution. Lors de la
kieme instruction d’assignation, une composante du vecteur v sera modifiée. Le code direct peut être vu
comme un système décrit par une équation d’état non linéaire à temps discret
vk = Φk
[
vk−1
]
, k = 1, n (4.114)
où le rôle du temps est joué par le passage d’une instruction d’assignation k à la suivante depuis la
première à la nieme et Φk modélise l’instruction k. De manière arbitraire et sans influence sur le résultat
final, convenons de placer dans les premières composantes de v0 les valeurs de vop, suivies des autres
variables d’entrées du code direct. Les valeurs des autres composantes de v0 n’ont pas d’importance
puisqu’elles seront calculées par le code. Enfin, convenons qu’à la fin de l’exécution du code direct, la
valeur de Fobj(vop) sera placée dans la dernière composante de vn de telle sorte que :
Fobj(vop) = [ 0 ... 0 1 ] vn (4.115)
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La règle des dérivations en chaîne permet d’écrire :
∂Fobj
∂vop
= ∂(v
0)t
∂vop
∂(Φ1)t
∂v0
...
∂(Φn−1)t
∂vn−2
∂(Φn)t
∂vn−1
∂Fobj
∂vn
(4.116)
Les calculs correspondants à 4.116 peuvent être effectués de multiples façons, et en particulier de
gauche à droite ou de droite à gauche. La manière de procéder la plus efficace en terme de nombre
d’opérations consiste à partir de la droite en ne faisant alors que des produits de matrices par des vecteurs.
Posons
dn = ∂Fobj
∂vn
=

0
.
.
.
0
1

(4.117)
et remontons en nous déplaçant vers la gauche suivant la formule :
dk−1 = ∂(Φ
k)t
∂vk−1
dk, k = n, 1 (4.118)
ce que l’on peut interpréter comme une récurrence à temps rétrograde. Le vecteur d ainsi calculé est
connu sous le nom d’état adjoint. En partant de l’état adjoint final dn, la relation de récurrence 4.118 per-
met de calculer l’état adjoint initial d0. En combinant ce résultat avec l’équation 4.116, nous obtenons :
∂Fobj
∂vop
= ∂(v
0)t
∂vop
d0 = d0 (4.119)
Le gradient de Fobj par rapport à vop est donc contenu dans les nop premières composantes de d0.
Remarquons que les composantes suivantes de d0 contiennent les dérivées de la fonction Fobj par rapport
à toutes les autres entrées du code.
De manière pratique, la construction d’un code adjoint à partir d’une code direct passe par les étapes
suivantes :
– associer à chaque variable du code direct une variable adjointe,
– initialiser toutes les variables adjointes à zéro sauf celle associée à la valeur de la fonction dont on
cherche le gradient qui est initialisé à 1,
– dualiser les instructions du code direct dans l’ordre inverse de celui de leur exécution dans le code
direct, ce qui suppose d’inverser les boucles et de tenir compte des branchements conditionnels.
Le code direct est exécuté en premier, en prenant soin de mémoriser les branches exécutées et toutes
les valeurs numériques dont la connaissance sera nécessaire à l’exécution du code adjoint (c’est-à-dire
seulement celles qui interviennent de façon non linéaire comme arguments d’instructions d’affectation
du code direct). Le code direct produit la valeur de la fonction Fobj . Le code adjoint est alors exécuté et
produit la valeur du gradient de Fobj par rapport aux paramètres vop via les valeurs adjointes associées à
ces paramètres.
Malgré les techniques de différenciation automatique mises en place récemment [105], le développe-
ment d’un code adjoint est une tâche lourde qui nécessite beaucoup de travaux et de temps [53]. Déve-
loppé pour répondre à des besoins de l’industrie, il n’existe pas aujourd’hui de code adjoint du solveur
N3S-Natur.
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Les gradients des fonctions à optimiser peuvent également être approchés par des techniques de type
différences finies. La précision de ces méthodes dépend fortement de la forme des fonctions ainsi que du
pas de différence finie utilisé δvop. De plus, le coût lié au temps de calcul devient prohibitif lorsque le
nombre de paramètre d’optimisation augmente : nop+1 calculs à réaliser pour obtenir le vecteur gradient
d’une fonctionnelle avec nop paramètres d’optimisation.
(
∂Fobj
∂vop
)
i
= ∂Fobj
∂vop,i
= Fobj(vop,i + δvop,i)− Fobj(vop,i)
δvop,i
, i = 1, nop (4.120)
Suite à l’étude de ces éléments, nous avons n’avons pas retenu d’algorithme nécessitant la connais-
sance directe des gradients des fonctionnelles calculées par le solveur N3S-Natur pour la réalisation de
l’outil d’optimisation.
4.4.2 Gestion du parallélisme
Le développement du code N3S-Natur est passé initialement par la création d’un solveur séquentiel,
travaillant sur un seul processeur. Avec l’accès de plus en plus aisé aux machines de calcul haute per-
formance et les configurations étudiées de plus en plus complexes, la parallélisation du logiciel a été
incontournable. De manière classique dans le domaine de la physique numérique, la programmation pa-
rallèle du code a été réalisée selon une méthode de décomposition de domaine. Dans ce contexte, une
partie du domaine de calcul est affectée à chacun des processeurs de l’application parallèle. Afin de
rendre compte de la continuité de la configuration complète, les sous domaines possèdent des parties
communes au niveau de leurs frontières et les processeurs correspondant échangent des données au ni-
veau de ces interfaces à partir de bibliothèques de passage de messages de type MPI (Message Passing
Interface).
Le code N3S-Natur résultant a une structure SPMD (Single Program Multiple Data) : les mêmes
instructions, très proches de celles du code séquentiel d’origine, sont exécutées sur chaque sous domaine
avec une synchronisation pour permettre les échanges des grandeurs. Une des particularités du solveur
est que la gestion des domaines voisins et des parties communes entre les domaines n’est pas à sa charge.
En effet, N3S-Natur utilise les informations générées par le pré-processeur MS3D qui décompose le
domaine et donne les informations nécessaires à l’exécution parallèle.
La première conséquence est que pour pouvoir bénéficier des atouts du solveur dans sa version paral-
lèle, il est indispensable d’intégrer MS3D dans l’outil d’optimisation. Ensuite, il est important de remar-
quer qu’à aucun moment durant l’exécution de N3S-Natur un processeur n’a connaissance de la solution
physique sur l’ensemble du domaine. Il faut donc mettre en place d’une part une phase de pré-traitement
visant à décomposer la solution initiale du calcul pour la transmettre aux différents processeurs, et d’autre
part une étape de post-traitement des résultats fournis par le logiciel pour reconstituer la solution finale
sur le domaine complet. Ces deux étapes sont basées sur les informations fournies par MS3D. Bien que
surmontables, ces aspects alourdissent l’intégration du code dans l’outil d’optimisation.
4.4.3 Accès aux fichiers sources
Incka-Simulog nous a fourni l’intégralité des sources de N3S-Natur afin de l’implanter à notre conve-
nance dans la plate-forme d’optimisation. L’annexe A, qui traite de la description de l’application d’op-
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timisation, montre que l’accès aux sources du solveur fluide permet de construire un outil performant et
très modulable.
Soulignons que même avec la mise à disposition des sources, nous considérons le solveur comme une
boîte noire alimentée par des paramètres d’optimisation et fournissant un champ fluide correspondant.
4.4.4 Calculs stationnaires
L’ensemble des résultats présentés dans ce manuscrit correspond à des études sur des configurations
dont on a cherché à optimiser le comportement en régime stationnaire. Par conséquent, le solveur N3S-
Natur est utilisé dans l’optique de converger vers des solutions stationnaires des problèmes étudiés.
Une analogie peut être faite par exemple en moyennant temporellement les résultats issus d’un code
produisant des données instationnaires.
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Chapitre 5
Automatisation des calculs CFD
Par automatisation des calculs CFD nous entendons pouvoir permettre à une machine de calcul de
gérer sans intervention humaine, la mise en donnée, le lancement d’un calcul de mécanique des fluides
et son interprétation. Nous avons vu précédemment que le solveur fluide est considéré comme une boîte
noire actionnée par les paramètres d’optimisation et dont la sortie est composée des différents champs de
la physique des écoulements fluides réactifs. Selon la configuration physique étudiée, les fonctions ob-
jectifs sur lesquelles portent les processus d’optimisation sont extraites de ces champs. L’automatisation
d’une séquence de calcul concerne donc l’encapsulation des étapes de pré-traitement, calcul physique et
post-traitement. Les paramètres de contrôle issus de l’optimiseur sont tout d’abord traduits en données
compréhensibles par le solveur pour mener les calculs physiques. Après le calcul physique, le code en
charge des évaluations des fonctions objectifs assure de manière automatique le post-traitement et l’in-
terprétation des champs fluides. D’un point de vue global, les séquences de calcul peuvent être vues à
leur tour comme des boîtes noires qui consomment des paramètres de design pour produire de manière
robuste et efficace les valeurs des fonctions objectifs correspondant à ces paramètres.
5.1 Etapes de pré-traitement
La mise en place d’un calcul de mécanique des fluides nécessite de préciser le maillage du domaine
physique sur lequel les équations vont être résolues, les conditions aux limites sur les frontières du
domaine de calcul et les conditions initiales du calcul. Dans le cadre d’une application d’optimisation,
ces trois caractéristiques sont pilotées par les valeurs des paramètres d’optimisation. Il s’agit alors de
traduire ces paramètres en conditions de calcul.
Les paramètres de contrôle utilisés dans le cadre des travaux présentés dans ce manuscrit sont de deux
types :
– paramètres de conditions de fonctionnement : même si technologiquement parlant ils sont sou-
vent le reflet d’une modification géométrique non incluse dans le domaine de calcul, ils contrôlent
uniquement les valeurs des grandeurs physiques au niveau des conditions aux limites,
– paramètres de forme : ils affectent directement la géométrie du domaine simulé numériquement et
par conséquent le maillage, les conditions aux limites et la condition initiale.
Nous allons détailler les impacts des paramètres de design sur la mise en données des cas de calcul
en précisant les méthodes utilisées pour l’automatiser.
AUTOMATISATION DES CALCULS CFD
5.1.1 Le maillage
En calcul scientifique, le maillage est un point clé de la mise en place d’une simulation. Les résultats
obtenus sont en effet très dépendants de la qualité et donc du temps passé à générer une grille de calcul
adéquate. Cette tâche est d’autant plus ardue lorsque l’on traite des géométries industrielles complexes.
Afin de représenter au mieux ces géométries, les éléments de type triangle en deux dimensions et té-
traèdre en trois dimensions sont le plus souvent utilisés. Ils permettent une bonne prise en compte des
formes complexes et permettent un certaine liberté quant au raffinement des zones de forte activité de
la physique considérée ainsi qu’un déraffinement des régions où les phénomènes sont à priori moins
influants. Le maillage résultant est dit non-structuré. Pour le définir, plusieurs tableaux sont nécessaires :
les coordonnées des nœuds, la connectivité définissant les cellules volumiques internes au maillage et la
connectivité des surfaces frontières du domaine de calcul.
Dans le cadre d’une automatisation d’un processus de calcul CFD, la génération automatique de
maillages de bonne qualité pour des configurations industrielles complexes est un enjeu majeur. Etant
donné l’importance de ce point [174], il sera traité en détail dans le chapitre 6.
5.1.2 La condition initiale
De manière théorique, la solution convergée est indépendante de l’état initial retenu. Dans un contexte
de simulation avec un code RANS, la condition initiale d’un calcul est susceptible d’influencer le temps
de convergence vers une solution stationnaire. Dans le cas où les paramètres d’optimisation sont unique-
ment du type conditions de fonctionnement, le maillage utilisé pour toutes les simulations reste le même.
Par conséquent, il est possible d’utiliser directement une même condition initiale issue de champs fluides
d’un calcul réalisé indépendamment du processus d’optimisation.
Lorsque des paramètres de forme sont utilisés, une nouvelle condition initiale doit être créée pour
chaque maillage généré. Pour cela, un calcul fluide est réalisé indépendamment du processus d’optimi-
sation avec un jeu de paramètres de design fixé V b correspondant à un maillage Mb. La solution SbF
obtenue sur le maillageMb peut alors être utilisée pour initialiser les calculs dans la chaîne d’optimi-
sation au travers de projections. Pour cela, un interpolateur a été développé et intégré dans la phase de
pré-traitement.
Au même titre qu’au jeu de paramètres d’optimisation V b correspond le maillageMb et la solution
SbF composée de nf champs fluides, considérons qu’à un jeu de paramètres V n correspond le maillage
Mn et que l’on cherche à obtenir la solution SnF . Le rôle de l’interpolateur est alors d’interpoler les
nf champs φi de SbF de Mb sur Mn. Pour y parvenir, il lui faut trouver pour chaque nœud de Mn
les nœuds de Mb environnants qui vont servir à l’interpolation proprement dite. Le temps de calcul
consacré à l’interpolation elle-même est en général faible devant celui passé à trouver les nœuds deMb
environnants. Le problème de la minimisation du temps CPU nécessaire à l’interpolateur peut donc être
assimilé à un problème de tri. La méthode de tri utilisée consiste à parcourir la totalité de Mb pour
trouver le nœud le plus proche du nœud de Mn considéré. On obtient alors deux boucles imbriquées
sur l’ensemble des nœuds de Mb et Mn. Même si elle est coûteuse en temps CPU, cette méthode de
recherche reste satisfaisante dans les cas étudiés (de l’ordre de 200 000 nœuds de maillage). En effet,
le temps de restitution est bien inférieur au temps de calcul du solveur fluide. Il est intéressant de noter
qu’il existe des méthodes basées par exemple sur un tri par arbre [177] pour accélérer cette phase de
recherche.
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Une fois que chaque nœud du maillage d’arrivéeMn a un nœud deMb lui correspondant, il suffit
d’effectuer l’interpolation à proprement parler. Elle peut être réalisée par une méthode des moindres
carrés ou bien à partir de développements de Taylor. C’est cette dernière solution qui a été retenue afin
de garantir une bonne qualité de la solution obtenue. Si xn est la position d’un nœud de Mn et xb la
position du nœud deMb le plus proche, alors le champ φi interpolé au premier ordre s’écrit :
φi(xn) = φi(xb) +D(1)
(
φi(xb)
)
(xa − xb) (5.1)
avec D(1) (φi(x)) l’opérateur de dérivée première de φi calculé en x. Dans un contexte de maillage non
structuré, la détermination de D(1) (φi(x)) aux nœuds de la discrétisation passe par la détermination
d’une approximation des gradients aux cellules. Le gradient de φi sur une cellule C du maillage est
approché analytiquement par : (−→∇φi)
C
≈ 1
VC
∫
δΩC
φi.~nδS (5.2)
avec VC le volume de la cellule C, δΩC sa frontière et ~n la normale associée à l’élément de surface δS.
Numériquement, l’équation 5.2 devient :(−→∇φi)
C
≈ 1
VC
∑
j∈δΩC
φi
−→
dSj (5.3)
où les
−→
dSj représentent la face j de la cellule C et l’opérateur (.) est la moyenne sur cette face. Le
gradient au nœudN est approché en utilisant une somme pondérée par les volumes des contributions des
cellules dont le nœud est un sommet :(−→∇φi)
N
≈ 1
VN
∑
C|N∈C
VC
(−→∇φi)
C
(5.4)
Dans le cas d’un processus d’optimisation basé sur une configuration non réactive, la solution à in-
terpoler est composée des champs de vitesse (U, V,W ), de pression P , de température T , des quantités
turbulentes k et  et si besoin est des fractions massiques des espèces Yk. Concernant les configurations
réactives, la procédure normale de calcul pour un cas indépendant d’un processus d’optimisation est la
suivante :
– un premier calcul aérodynamique non réactif multi-espèce jusqu’à un certain niveau de conver-
gence,
– inclusion de l’injection diphasique du carburant si nécessaire,
– allumage par forçage du taux de réaction (voir section 4.2.6),
– poursuite du calcul réactif jusqu’à convergence.
Les calculs réactifs réalisés durant un cycle d’optimisation sont initialisés directement à partir d’une
solution obtenue par la dernière phase de cette procédure afin de s’affranchir des différentes étapes
(longues et délicates du point de vue numérique). La solution à interpoler est alors composée des champs
de vitesse (U, V,W ), de pression P , de température T , des quantités turbulentes k et , des fractions
massiques des espèces Yk, du scalaire passif Z ainsi que sa variance Z ′2.
5.1.3 Les conditions aux limites
Pour la plupart des conditions aux limites, leur gestion vis à vis des paramètres d’optimisation et du
changement de maillage ne présente pas de contrainte compliquée. Celles qui requièrent une attention
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particulière sont les conditions aux limites définies par des profils dépendant de paramètres géométriques.
Afin de garantir notamment les débits injectés par ces surfaces frontières, une procédure d’interpolation
héritée de celle présentée ci-dessus est utilisée.
5.1.4 Préparation du cas de calcul
Une fois que le maillage, la condition initiale et les conditions aux limites sont établis, le maillage
est pré-partitionné avec MS3D (voir section 4.4.2). En utilisant les informations données par MS3D, la
solution initiale est aussi pré-partitionnée afin de fournir à chacun des processeurs du calcul N3S-Natur
les informations initiales sur les champs fluides.
5.2 Gestion des calculs de physique
Les calculs de mécanique des fluides numérique sont effectués par le solveur N3S-Natur dans sa ver-
sion parallèle. Dans un processus d’optimisation automatisé, il se peut que des paramètres d’optimisation
amènent à une défaillance de la production du maillage ou des conditions aux limites et initiales. Dans
ce cas, afin d’éviter certains problèmes informatiques, il est indispensable de conditionner le lancement
du solveur ne l’autorisant à calculer que si toutes les conditions sont favorables.
Enfin, nous verrons lors de la présentation de la méthode d’optimisation choisie (Chapitre 8) que cer-
taines techniques autorisent des estimations simultanées des fonctions objectifs réduisant ainsi le temps
de restitution global de l’algorithme. Ceci implique le lancement en parallèle de plusieurs calculs CFD,
utilisant ainsi au mieux les ressources informatiques disponibles pour le cycle d’optimisation. Il est donc
intéressant pour satisfaire pleinement ce concept de pouvoir gérer les exécutions simultanées de diffé-
rents calculs indépendants. De la même manière, les étapes de pré- et post-traitement doivent répondre
à cette exigence. Certaines mesures doivent donc être prises durant la mise en place des séquences de
calculs afin que les déterminations simultanées des fonctions objectifs n’interfèrent pas.
5.3 Etapes de post-traitement
La première étape du post-traitement est uniquement liée à l’utilisation du logiciel N3S-Natur et
consiste à reconstituer la solution des champs fluides produite sous forme partitionnée. Les données
d’indirection fournies par MS3D et qui mettent en relation la numérotation des nœuds des partitions du
domaine par rapport au maillage global sont utilisées pour reconstruire les champs utiles pour le calcul
des fonctions objectifs.
Une deuxième étape consiste à déterminer la validité de la solution fournie par N3S-Natur. La dis-
crimination est faite à partir de données physiques telles que le débit total de fluide sortant du domaine
de calcul qui doit converger vers la somme des débits injectés dans le domaine (débit d’air et de carbu-
rant liquide en cas de configuration réactive avec injection de carburant sous forme liquide). Le débit de
carburant sortant de la chambre est aussi un critère de sélection qui permet la détection de défaillances
des calculs. Des considérations basées sur la température moyenne en sortie du domaine permettent de
vérifier l’état de la solution produite et de s’assurer de la conservation de l’enthalpie totale du système si-
mulé. Enfin, les températures maximales (souvent liées à des pressions et vitesses extrêmes) atteintes au
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sein de l’écoulement renseignent sur d’éventuels problèmes rencontrés lors de la résolution du système
des équations de Navier Stokes.
La dernière phase du post-traitement des calculs issus de N3S-Natur concerne l’extraction de gran-
deurs permettant de juger de la pertinence des paramètres de contrôle vis à vis d’un processus d’opti-
misation. Les fonctions objectifs résultantes peuvent être soit des grandeurs locales, soit des grandeurs
globales.
Par locales, on entend des données obtenues à partir de capteurs positionnés à des endroits stratégiques
dans le domaine de calcul. Bien que potentiellement dépendantes des variations géométriques dues aux
paramètres de formes, l’accès à ces grandeurs est aisé.
Les données globales concernent des quantités statistiques calculées sur des volumes ou des surfaces.
Ces opérations sur des volumes imposent de déterminer de manière paramétrique vis à vis des variables
de formes les zones d’intérêts. Les calculs qui en découlent se font alors en approchant les intégrales
volumiques par des sommations sur les cellules incluses dans ces volumes et en considérant les champs
fluides constants dans chacune de ces cellules. Par exemple, la moyenne volumique du champ φi sur le
volume d’étude VE composé d’un certain nombre de cellules C du maillage est donné par l’approxima-
tion : (
φi
)
VE
= 1
VE
∫
VE
φidV ≈ 1
VE
∑
C∈VE
VC φi(C) (5.5)
Les statistiques surfaciques sont généralement effectuées sur des plans de coupe caractéristiques de
la configuration. De la même manière que pour les capteurs et les volumes de mesure, les positions
de ces plans de coupe peuvent être dépendantes des paramètres de formes. Les plans de coupes ainsi
définis ne passant pas nécessairement par les nœuds du maillage utilisé pour le calcul CFD, leur création
nécessite la génération d’une grille de discrétisation particulière. Les différents champs solutions du
calcul fluide sont ensuite interpolés sur cette grille. L’algorithme d’interpolation utilisé est le même qui
celui développé pour l’étape de pré-traitement. Il est alors possible de mener divers calculs statistiques
sur ces plans comme par exemple des moyennes globales ou directionnelles, des écarts types et des
détections d’extremum. Ces calculs sont basés sur les mêmes approximations que celles présentées au
travers de l’équation 5.5 mais pour des cellules surfaciques.
Notons que les critères de discrimination des calculs fluides tels que les débits ou température
moyenne en sortie de domaine sont également obtenus par ce type de méthode en définissant un plan
d’étude à la sortie du domaine physique.
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Chapitre 6
Gestion du maillage pour l’optimisation de
forme
6.1 Importance du maillage en mécanique des fluides numérique
La résolution numérique des équations aux dérivées partielles (EDP) qui modélisent les phénomènes
physiques en mécanique des fluides et des solides ou encore en thermique est généralement réalisée
par des méthodes de type éléments finis ou volumes finis. Ces méthodes reformulent les équations en
considérant le support spatial du calcul : le maillage du domaine. La précision, voir même la validité,
des solutions calculées est liée aux propriétés du maillage utilisé [43]. Les algorithmes de construction
de maillages occupent donc une place importante dans les processus de simulations numériques de pro-
blèmes modélisés à partir d’EDP.
Dans la suite, nous nous intéresserons uniquement aux maillages dit non-structurés constitués d’élé-
ments triangulaires et tétraédriques car ils sont le support de la résolution des équations de Navier Stokes
du code N3S-Natur. Les maillages non-structurés sont destinés à traiter les géométries complexes ren-
contrées dans les applications industrielles. En particulier, l’utilisation de simplexes pour remplir un
domaine de calcul confère une grande flexibilité au processus de création des points et des éléments per-
mettant notamment le contrôle de la distribution des points. De manière générale, un maillageM est un
ensemble constitué d’une formeMF , d’une discrétisation de peau (ou surfacique) qui rend compte de
cette formeMDs et d’une discrétisation interne (ou volumique)MDv. La plupart du temp, la génération
d’un maillage est organisée selon la succession des étapes d’extraction de la forme MF , discrétisa-
tion des surfaces frontièresMDs puis discrétisation volumique du domaine d’étudeMDv. Suite à cette
pseudo-définition d’un maillage, nous pouvons nous intéresser à la caractérisation d’un bon maillage.
Tout d’abord, la formeMF doit être représentative du domaine réel simulé. Cette représentativité est
généralement réalisée au travers de paramétrisations plus ou moins complexes dont le but est de fournir
à l’algorithme de maillage et au code de simulation numérique des surfaces acceptables. Ensuite, la dis-
crétisation surfaciqueMDs doit respecter au mieux la formeMF du domaine, c’est à dire les propriétés
intrinsèques de la surface qu’il représente. La qualité de l’approximation géométrique discrétisée des
frontières a une influence majeure sur la précision des solutions numériques notamment parce que les
conditions aux limites y sont appliquées. La taille des mailles ainsi que leur forme sont deux critères im-
portants qui contrôlent en partie la qualité des étapes de discrétisation volumique et de calcul physique.
Enfin, la qualité d’une discrétisation volumiqueMDv est jugée d’après différents critères géométriques.
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Le premier critère déterminant est lié à la forme des éléments. Les éléments les plus réguliers (triangle
équilatéral, tétraèdre régulier) confèrent les meilleurs niveaux de précision à la simulation numérique. Le
ratio d’aspect (Aspect Ratio ou AR), défini comme le rapport entre le rayon du cercle circonscrit à l’élé-
ment Rc et le rayon du cercle inscrit Ri (figure 6.1), est une mesure qui rend généralement bien compte
de la distorsion des mailles. La valeur optimale de l’AR en deux dimensions est 2 et correspond à un
triangle équilatéral. La dégradation de qualité d’un élément se traduit alors par une valeur de AR de plus
en plus élevée. La qualité en taille suit naturellement la qualité en forme. Le résultat d’une simulation
numérique est lié à l’adéquation du maillage au comportement physique du problème. Ainsi, si dans des
régions du domaine de calcul, le maillage est trop fin ou trop grossier ou encore ne suit pas des direc-
tions privilégiées, la solution ne sera pas nécessairement bonne. Selon le cas, le calcul est inutilement
coûteux et/ou la nature de la solution n’a pas été captée. Pour y remédier, un maillage adapté doit être
construit, plus fin aux endroits qui le nécessitent et plus grossier ailleurs. Ce type d’opération requiert
toutefois de prendre certaines précautions concernant l’évolution spatiale de la taille des mailles qui doit
être progressive pour ne pas perturber la résolution du problème numérique.
RcRi
Rc
Ri
Rc
Ri
(a) (b) (c)
FIG. 6.1 - (a) Cellule équilatérale, optimale au sens du ratio d’aspect - (b) Dégradation de AR par une
augmentation du rayon du cercle circonscrit - (c) Dégradation de AR par une diminution du rayon du cercle
inscrit.
La génération d’un maillage est donc une étape cruciale de la simulation numérique qui demande de
bonnes connaissances sur la topologie générale des phénomènes physiques étudiés. Les retouches des
maillages après des simulations préliminaires sont d’ailleurs fréquentes. Pour limiter ces aller-retours
entre la simulation et ses pré-traitements, les techniques d’adaptation de maillage font actuellement l’ob-
jet de nombreux programmes de recherche notamment pour des études instationnaires [2].
La possibilité de gérer des paramètres géométriques dans une boucle automatique d’optimisation im-
pose donc de prendre en considération les difficultés générales liées à la construction des maillages. A
ces difficultés s’ajoute le caractère automatique du processus qui, en s’affranchissant des interventions
humaines, se traduit par des considérations de robustesse et de performance. Chaque étape de la mise
en place des maillages s’en retrouve donc d’autant plus contrainte. En considération de ces éléments,
l’intégration d’une méthodologie efficace de génération automatique de maillage reste un des processus
les plus complexes et influents de l’élaboration d’un outil d’optimisation automatique [185]. La géné-
ration d’un maillage dans un contexte d’optimisation est vue comme l’adaptation des composantsMF ,
MDs etMDv de la configuration dite de base par rapport aux paramètres d’optimisation. En utilisant
l’exposant b pour le design de base, la génération de maillage en adéquation avec un jeu de paramètres
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d’optimisation V peuvent être vue comme un opérateur tel que :
Mb =

MbF
MbDs
MbDv
V−−−−−→ MV =

MVF
MVDs
MVDv
(6.1)
Dans la suite de ce chapitre, nous allons aborder successivement les méthodes existantes de représen-
tation et de mise à jour des formes, puis de mise à jours des discrétisations surfaciques et volumiques.
Nous verrons ensuite les procédures de génération de maillage qui ont été introduites dans MIPTO. Nous
n’aborderons pas les notions de sensibilité deMF vis à vis des paramètres d’optimisation ainsi que de
MDs par rapport àMF et enfin deMDv vis à vis deMDs. En effet, ces sensibilités peuvent être utiles
dans le cadre d’algorithme d’optimisation à gradients se servant de la sensibilité de la solution par rapport
au maillage volumiqueMDv [173] mais qui n’est pas accessible dans notre application.
6.2 Représentation et mise à jour des formes
6.2.1 Enjeux et exigences
La manière de décrire les formes durant le processus d’optimisation est importante et délicate. En
effet, les designs optimums et leurs performances mis en évidence par les calculs sont dépendants de la
paramétrisation utilisée [84] qui est elle même soumise à des exigences multiples et parfois contradic-
toires. Samareh [225] a proposé un examen approfondi de ces exigences dans le cadre d’optimisations
pluridisciplinaires en aérodynamique externe. Il apparaît qu’il est indispensable d’assurer la cohérence
des formes produites par les paramétrisations afin de proposer des solutions réalistes et d’assurer un fonc-
tionnement correct de l’algorithme de maillage et du code de calcul physique. Il est également nécessaire
de pouvoir représenter les formes complexes mises en jeux dans les contextes industriels. Ensuite, il est
souhaitable que le nombre de paramètres utilisés pour décrire une forme soit le plus réduit possible afin
de favoriser la recherche des variables optimales par l’optimiseur. Enfin, ces variables doivent avoir le
plus de sens physique possible pour simplifier les interactions entre le processus d’optimisation et son
utilisateur et pouvoir être exportées vers d’autres environnements de conception.
Nous allons passer en revue quelques approches admissibles couramment utilisées pour représenter
efficacement des formes. Ces techniques sont principalement héritées de l’aérodynamique pour répondre
à des besoins tant en mécanique des solides que des fluides.
6.2.2 Représentation discrète et semi-discrète
La méthode la plus simple pour décrire une forme est de considérer l’ensemble des points de discréti-
sation des surfaces comme des variables d’optimisation [173]. Cette approche présente l’avantage d’être
très souple et facile à mettre en œuvre puisqu’aucun intermédiaire n’intervient entre la définition des
variables et la représentation de la forme dans l’espace physique. Les formes décrites par cette méthode
peuvent donc être très complexes sans avoir recourt à des outils spécifiques.
Les deux principaux inconvénients de la représentation discrète sont la nécessité de mettre en place
une procédure complexe de lissage des formes obtenues, qui peuvent ne pas être acceptables pour le
problème considéré, ainsi que le nombre important de variables qui en découle.
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Une approche semi-discrète utilise uniquement certains points de discrétisation pertinents comme
variables et repose sur une analyse structurelle pour mettre à jour les points restants de la surface.
De nombreux travaux en aérodynamique utilisant des algorithmes à gradients font référence à ces
méthodes [117, 173].
6.2.3 Description analytique
La représentation des courbes et des surfaces est communément réalisée à l’aide de descriptions ana-
lytiques qui expriment les relations entre les coordonnées de ses points. Fonction d’un ensemble de pa-
ramètres pi, une forme bidimensionnelleMF décrite dans l’espace cartésien (x, y) peut être représentée
par une formulation telle que :
y = F(x, pi) (6.2)
Bien que simple à mettre en place, cette approche ne donne accès qu’à un nombre restreint de
formes. Elle a été appliquée avec succès pour des applications d’optimisation sur des profils aérody-
namiques [110, 69].
6.2.4 Courbes et surfaces paramétriques
Une approche très en vogue dans le domaine de l’optimisation de forme en aéronautique et qui sur-
passe les limitations de la description analytique est l’utilisation de courbes et surfaces paramétriques
de type Bézier [60, 61], B-spline [20] et NURBS (NonUniform Rational B-Spline) [72]. Ces méthodes
consistent à représenter les positions des points des courbes ou des surfaces par une combinaison linéaire
de fonctions polynomiales par morceaux ayant pour variables un ou deux paramètres curvilignes. Ainsi,
une forme bidimensionnelle MF est représentée dans l’espace cartésien (x, y) par une B-spline dont
l’expression est :
x(s) =
n∑
i=0
N ip(s)Xi
(6.3)
y(s) =
n∑
i=0
N ip(s)Y i
avec (Xi, Y i) les coordonnées des n + 1 points de contrôle, correspondant aux pondérations des n + 1
fonctions de base d’ordre p N ip et servant de variables de forme. s est l’abscisse curviligne parcourant la
courbe. Les fonctions de base des B-splines sont définies par récurrence à partir du vecteur des nœuds
(s0, · · · , sn+p) :
N i1(s) =
{
1 si s ∈ [si, si+1]
0 sinon
(6.4)
N ip(s) =
s− si
si+p−1 − siN
i
p−1(s) +
si+p − s
si+p − si+1N
i+1
p−1(s)
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avec :
si =

0 i ∈ [0, p[
i− p+ 1 i ∈ [k, n]
n− p+ 2 i ∈]n, n+ p]
(6.5)
Les intérêts de ces représentations résident d’une part dans le faible nombre de points de contrôle
pour décrire des surfaces complexes et l’assurance d’obtenir des formes lisses pour toute perturbation des
points de contrôle. La régularité de la forme et le caractère local de l’influence des points de contrôles
sont en effet déterminés par l’ordre des B-splines. Une fonction B-spline d’ordre p est une fonction
polynômiale par morceaux de degré p − 1. La fonction N ip est non nulle sur l’intervalle [si, si+p] et est
globalement Cp−2. Les B-splines sont des extensions des courbes de Bézier que l’on retrouve en posant
p = n− 1. Elles sont également des cas particuliers des NURBS, paramétrisation capable de représenter
de manière exacte des courbes coniques.
Remarquons que l’utilisation de ces techniques implique de connaître une représentation de la forme
initiale. Cette représentation peut être réalisée de manière approchée en résolvant un problème de type
moindres carrés [20]. Une alternative pour éviter ce problème consiste à représenter la modification de
la forme au cours du processus d’optimisation plutôt que la forme elle même [224].
Les approches paramétriques sont couramment utilisées pour l’optimisation de forme de profils en
aérodynamique avec des algorithmes de recherche variés incluant par exemple des techniques à base de
gradients [31, 9, 66, 186] et des méthodes stochastiques [90, 211].
6.2.5 Technique Free Form Deformation (FFD)
Issue de l’animation des images informatiques, l’introduction récente de cette méthode en optimisa-
tion de forme est motivée par les insuffisances des approches décrites précédemment qui ne permettent
pas de représenter des formes complexes et leurs déformations avec peu de variables. L’idée maîtresse
de ces techniques repose sur le contrôle des déformations de l’espace contenant la forme plutôt que sur
la forme elle même. Quelque soit la forme utilisée et sans la spécifier, il est possible de la modifier en
agissant sur l’espace qui la contient et auquel elle est liée. En se donnant un volume contenant la géomé-
trie initiale de l’étude et se fixant des points de contrôle dans ce volume ainsi qu’une loi de déformation,
les diverses formes sont obtenues en imposant des variations combinées aux points de contrôle.
Le principal avantage de la FFD par rapport aux courbes paramétriques réside dans l’absence de des-
cription de la forme elle même ce qui permet de traiter des géométries complexes tout en procédant
en même temps à l’étape de mise à jour des maillages surfaciques et volumiques. Une étape préalable
doit toutefois être menée pour lier les variables de ces déformations aux paramètres physiques d’opti-
misation [224]. Cette approche a été appliquée avec succès à des problèmes d’optimisation en aéronau-
tique [226, 188, 66, 10].
6.2.6 Approche basée sur les CAD des géométries
CAD est l’acronyme de Computer Aided Design l’équivalent anglophone de CAO en français
(Conception Assistée par Ordinateur). Toutes les méthodes que nous venons de décrire peuvent être
qualifiées de CAD-free, c’est à dire qu’elles ne font pas intervenir les informations provenant du logi-
ciel de conception ayant servi à construire la forme initiale de l’étude. Certaines d’entre elles s’appuient
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néanmoins sur les définitions surfaciques telles que décrites par les fichiers issues des logiciels de CAO
(courbes de Bézier, B-spline et NURBS).
Une approche dite CAD-Based consiste en premier lieu à générer un fichier CAD représentatif d’une
géométrie de référence dans le format natif du logiciel de CAO utilisé (iges, step ou encore stl). Suit alors
une étape de paramétrisation de la CAO en fonction des variables de design du processus d’optimisation.
La gestion de cette étape, qui demeure cruciale pour le bon déroulement de la recherche d’optimums, peut
être soit directement faite dans le logiciel de CAO soit dans un utilitaire indépendant spécialisé. Confron-
tés à des besoins de plus en plus marqués de géométries paramétrables, les éditeurs de logiciels de CAO
tels que Dassault Systemes pour CATIA proposent désormais des modules autorisant ces manipulations.
Parallèlement, des laboratoires de recherche ont développé des applications capables d’importer des fi-
chiers CAO et de les regénérer en fonction de paramètres de design définis par l’utilisateur. C’est le cas
de CAPRI (Computational Analysis PRogramming Interface), fruit du travail de Haimes et al. [100] au
Massachusetts Institute of Technology ou encore UniGraphics racheté depuis Janvier 2007 par Siemens.
Les intérêts d’utiliser des CAO paramétrées dans le cadre de processus d’optimisation sont multiples
mais nous allons nous limiter aux trois suivants. Tout d’abord, la généricité de la méthode est telle qu’il
n’y a aucune limitation et qu’il est possible de travailler sur des assemblages très complexes avec un
nombre de variable limité. De plus, l’environnement de développement permet naturellement de visuali-
ser et d’imposer les contraintes sur les variables du système. Enfin, la CAO paramétrée peut être exportée
vers n’importe quelle application en vue d’analyses physiques variées. D’après ce dernier argument, un
système CAD-based bien défini est donc un point de départ robuste pour des applications d’optimisation
multi-disciplinaires. De la même manière, les designs optimums mis en évidence par l’optimiseur sont
directement exprimables dans les formats natifs des logiciels de CAO et peuvent donc être directement
révisables par les designers sans interprétation.
L’optimisation basée sur des CAO paramétrées prend une place grandissante dans le domaine du
design en aéronautique comme en témoignent les travaux de Townsend et al. [252], Alonso et al. [7],
Nemec et al. [185], Nelson et al. [184] et Fudge et al. [84]. La performance de ces techniques étant
adaptée à la complexité des géométries rencontrées dans les processus de design des chambres de com-
bustion aéronautiques, elles commencent à y émerger : Xiong et al. [261], Pegemanyfar et al. [197, 198]
et Shelley et al. [236].
6.3 Adaptation des maillages aux formes
La méthode choisie pour ajuster les maillages surfaciqueMDs et volumiqueMDv à une forme pa-
ramétrée est généralement très en lien avec la méthode de représentation de cette forme. Même si dans
son déroulement, l’adaptation des maillages suit rigoureusement l’ordre surfacique puis volumique, les
méthodes présentées dans cette section s’appliquent sans distinction à ces deux étapes. Les différences
sont uniquement syntaxiques puisque les changements de formes deMF vont servir à adapter la discré-
tisation surfaciqueMDs qui va elle même se répercuter sur le maillage volumiqueMDv.
Il existe deux courants pour générer ces nouveaux maillages : la déformation d’un maillage de réfé-
rence et le remaillage total ou partiel de la configuration. Les méthodes de déformations de maillages
sont usuellement plus faciles à intégrer dans des outils de simulation automatiques que les techniques
de remaillage. En effet, d’une part elles ne font pas appel à des outils externes complexes à interfacer et
d’autre part, en conservant la topologie du maillage initial, elles préservent les références potentielles aux
conditions aux limites ainsi que la taille du problème résolu par le solveur numérique. Elles présentent
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néanmoins des limitations concernant l’espace de recherche admissible qui sont parfois très restrictives.
Quelque soit la méthode employée, il est souvent indispensable de recourir à des outils de diagnos-
tique de qualité des maillages. Pour s’assurer de produire des maillages dont la qualité est suffisante
pour satisfaire la résolution des équations de Navier Stokes discritisées, des opérations d’amélioration
spécifiques des maillages sont alors envisageables.
6.3.1 Déformation d’un maillage de référence
Par déformation d’un maillage de référence nous entendons adapter les coordonnées des points ap-
partenant aux grilles surfaciquesMDs et volumiquesMDv en fonction des transformations qu’a subie
la formeMF tout en conservant les connectivités de ces grilles. Le choix des composantes du maillage
de base Mb et les techniques utilisées pour déplacer les nœuds influent directement sur la qualité des
maillages résultants et donc sur la validité des solutions numériques obtenues. Les cinq méthodes de
déformation de maillage suivantes sont présentées dans cette section :
– une analogie avec des ressorts,
– une approche pseudo-solide,
– une déformation basée sur une équation biharmonique,
– une méthode explicite,
– la déformation FFD.
Analogie avec des réseaux de ressorts
Batina [14] a proposé l’analogie entre un maillage non-structuré et un réseaux de ressorts linéaires
dans laquelle des ressorts fictifs remplacent chaque arête joignant les nœuds du maillage (figure 6.2). La
raideur des ressorts est une fonction de la longueur des arêtes : plus la distance entre deux nœuds est
petite et plus la raideur du ressort correspondant est grande.
FIG. 6.2 - Analogie avec les ressorts linéaires.
Le système d’équations global représentant la matrice de ressort est construit nœud par nœud comme
suit. En désignant par Ni le nœud courant et N
j
i les n nœuds connectés à Ni, nous pouvons introduire n
distances cartésiennes Lij correspondant aux longueurs |NiN ji |. Les n raideurs klij des ressorts linéaires
fictifs sont définies par des relations du type :
klij =
1
Lpij
(6.6)
87
GESTION DU MAILLAGE POUR L’OPTIMISATION DE FORME
avec p une constante contrôlant l’intensité des raideurs. En appelant ∆i et ∆j les déplacement des nœuds
Ni et N
j
i , la force exercée par le j
ie`me ressort sur le nœud Ni est donnée par l’expression :
F lij = klij (∆j −∆i) (6.7)
L’équilibre statique du nœud Ni est atteint lorsque la somme des forces appliquées à ce nœud
∑n
j=1 F
l
ij
est nulle, ce qui mène à l’expression du déplacement ∆i en fonction des nœuds voisins :
∆i =
∑n
j=1 k
l
ij∆j∑n
j=1 k
l
ij
(6.8)
L’équation 6.8 est ensuite projetée sur chaque direction spatiale de l’espace contenant la géométrie ce
qui permet d’aboutir à des relations indépendantes sur les déplacements selon les axes cartésiens, soit en
deux dimensions :
∆xi =
∑n
j=1 k
l
ij∆xj∑n
j=1 k
l
ij
(6.9)
∆yi =
∑n
j=1 k
l
ij∆yj∑n
j=1 k
l
ij
Que ce soit pour le traitement surfacique deMDs ou volumique deMDv, l’assemblage des contri-
butions de tous les nœuds du domaine, aboutit à la construction d’un système implicite par dimension
spatiale :
K∆X = ∆Xcl
(6.10)
K∆Y = ∆Ycl
avec K la matrice des raideurs, ∆X et ∆Y les champs de déplacement recherchés et ∆Xcl et ∆Ycl les
champs de déplacement imposés par le changement de la formeMF ou de la discrétisation surfacique
MDs. Les systèmes 6.10 sont couramment résolus en employant des méthodes de Jacobi ou Gauss-
Seidel.
En raison de son intégration aisée et de son faible coût de calcul, cette méthode a été largement utilisée
tant en optimisation de forme que dans des problèmes nécessitant des maillages mobiles. Son champ de
prédilection concerne les maillages adaptés à la résolution des équation d’Euler. Il est fréquent qu’elle
produise des éléments dont le volume est négatif du fait par exemple de raffinement aux parois lors
de simulations d’écoulements visqueux. En effet, la raideur des ressorts empêche deux nœuds d’entrer
en collision mais n’empêche pas un nœud de traverser un segment qui lui fait face. Divers efforts ont
été entrepris pour palier à ce défaut. Anderson et al. [9] ont, par exemple, ajouté un opérateur de re-
connection dont le but est de changer localement la connectivité de la grille au niveaux des cellules de
volume négatif. Les maillages qui en résultent sont informatiquement valides mais sont de piètre qualité.
Singh et al. [239] ont appliqué la stratégie des ressorts à des problèmes de translation et rotation de
formes en contraignant les nœuds proches des formes en mouvement à des déplacement rigides. Cette
approche qui consiste à faire dépendre la raideur des ressorts de la distance aux nœuds en mouvement
permet d’augmenter la qualité des maillages résultants. Dans ce même souci d’éviter la production de
cellules avec des volumes négatifs, Farhat et al. [71] ont introduit des forces induites par des ressorts
fictifs de torsion (figure 6.3) appliqués à des cas bidimensionnels.
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FIG. 6.3 - Analogie avec les ressorts de torsion.
Dans le cas des ressorts de torsion, la raideur ktij associée à l’arête joignant les nœuds Ni et Nj est
donnée par la somme sur les m sommets liés conjointement à ces nœuds :
ktij =
m∑
l=1
1
sin2θlij
(6.11)
avec θlij l’angle défini sur la figure 6.3. Il est alors possible de construire des systèmes équivalents à ceux
présentés dans l’équation 6.10. Plus récemment, Farhat et al. [57] ont étendu ce principe à des cas tridi-
mensionnels en utilisant des projections dans des sous espaces de dimension deux. Enfin, Murayama et
al. [180] ont combiné certains aspects des ressorts de torsion avec les processus classiques de l’analogie
des ressorts linéaires de manière à produire des jeux d’équations plus accessibles et performantes. Ils ont
ainsi réussi à montrer des résultats très intéressants.
Approche pseudo-solide
La déformation de maillage par une approche pseudo-solide repose sur l’idée de considérer le do-
maine maillé comme un solide auquel sont imposées des contraintes de déformation sur les bords. Le
champ de déformation peut alors être obtenu en résolvant des équations types de la mécanique des struc-
tures. En général, le système résolu est une version modifiée des équations aux dérivées partielles de la
théorie de l’élasticité linéaire. Anderson et al. [188] assument par exemple que le domaine obéit à des
relations isotropiques d’élasticité linéaire qui prennent la forme suivante en deux dimensions :
∇2∆x+ 11− 2ν
∂
∂x
∇ ·∆V = 0
(6.12)
∇2∆y + 11− 2ν
∂
∂y
∇ ·∆V = 0
avec ∆V = (∆x,∆y)T le vecteur des déplacements nodaux. En dépit de l’hypothèse d’isotropie, une va-
riation spatiale du coefficient de Poisson ν est utile pour maintenir l’intégrité des cellules très déformées.
Le coefficient 1/(1− 2ν) peut par exemple être proportionnel à une mesure de distorsion locale des élé-
ments de telle manière à autoriser des déformations importantes pour les éléments de faibles distorsions
et à tendre vers un comportement incompressible quand la distorsion est trop importante.
Les stratégies basées sur la théorie de l’élasticité linéaire gagnent en popularité parmi les méthodes
robustes de mouvement de maillage. Toutefois, les coefficients doivent être judicieusement ajustés pour
garantir leur performance et le coût de calcul pour résoudre les équation 6.12 est élevé.
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Déformation basée sur une équation biharmonique
Helenbrook [106] a investigué l’utilisation d’une généralisation au quatrième ordre de l’opérateur
Laplacien ∇2 pour la déformation de maillage. L’opérateur biharmonique qui en découle s’écrit pour
deux dimensions spatiales :
∇4X = 0
(6.13)
∇4Y = 0
avec X et Y les coordonnées des nœuds du maillage après déformation et ∇4 l’opérateur biharmonique
défini sur le maillage de base. L’avantage de cette opérateur vis à vis du Laplacien est la possibilité de
spécifier deux conditions sur chaque limite du domaine à déformer au lieu d’une seule. Cette caracté-
ristique permet de contrôler simultanément la position et l’espacement normal des nœuds au niveau des
frontières. Helenbrook montre que, comparée aux méthodes basées sur des EDP du second ordre, cette
approche tolère des déformations importantes tout en conservant des qualités de maillages acceptables.
Un autre avantage réside dans la conservation des raffinements de couches limites dans le cas d’études
sur des écoulements visqueux. Le principal désavantage de cet opérateur est lié au temps de calcul de la
résolution du système 6.13.
Méthode explicite
Mohammadi et al. [173] ont proposé une approche qualifiée d’explicite en opposition aux méthodes
précédentes qui sont implicites et nécessitent des processus itératifs de résolution. Le déplacement ∆i du
nœud Ni est exprimé explicitement en fonction des mouvements connus. En appelant Γ l’ensemble des
sommets dont les déplacements sont connus, les mouvements ∆i s’écrivent :
∆i =
1
αi
∑
k∈Γ
ωk αki ∆k (6.14)
avec
– ωk un poids attribué à chaque nœud de Γ qui rend compte de son importance géométrique dans la
déformation globale du maillage,
– αki = |NkNi|−β , où β est une constante positive et |NkNi| la distance Euclidienne entre les points
Ni et Nk,
– αi =
∑
k∈Γω ωk αki
Plus β est élevé et plus la propagation de la déformation reste localisée autour de Γ. Cet algorithme
est très robuste mais s’avère coûteux en temps de calcul. En effet, sa complexité est proportionnelle au
nombre de nœuds de contrôle contenus dans Γ multiplié par le nombre de nœuds de la discrétisation à
mettre à jour. Par conséquent, la mise à jour d’un maillage volumiqueMDv en fonction d’une discréti-
sation surfaciqueMDs sur une configuration tridimensionnelle complexe peut être longue.
Déformation FFD
Lorsque la modification de la forme MF est réalisée par l’intermédiaire de la méthode FFD (sec-
tion 6.2.5), il est possible de déformer les maillages surfaciquesMDs et volumiquesMDv dans le même
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temps, puisque la méthode repose sur une déformation géométrique de l’espace. Quelques précautions
doivent être prises de manière à assurer une continuité dans la déformation du maillage entre la zone
intérieure au volume déformé et la zone extérieure. Ce procédé de déformation également explicite ne
permet pas de contrôler la qualité des mailles.
Quelques éléments de conclusion
Les techniques de déformation présentées possèdent chacune leurs points forts et inconvénients. Il est
par conséquent envisageable de les hybrider pour pouvoir tirer un maximum d’avantages en minimisant
les aspects contraignants. Il est possible par exemple d’utiliser la déformation explicite de Mohammadi et
al. proche des points dont le déplacement est connu puis résolution d’un système d’équation d’élasticité
linéaire pour le reste du domaine. Il en résulte tout de même qu’elles ne peuvent pas être appliquées
à des cas où les modifications géométriques engendrées par les paramètres d’optimisation sont trop
conséquentes. Elles sont très efficaces par exemple dans le cas d’études de recherche d’optimums locaux
par des algorithmes à gradient n’impliquant pas de grandes déformations.
6.3.2 Remaillage partiel ou total
Le remaillage d’une surface et du volume correspondant consiste à rejouer un scénario pré-déterminé
et paramétré en fonction de variables géométriques. Il nécessite l’utilisation d’un logiciel de maillage
dédié. Devant la demande grandissante de ce type de fonctionnalité, les éditeurs de mailleurs commer-
ciaux intègrent dans leurs logiciels la possibilité de paramétrer des actions et de les rejouer en changeant
des variables sans que l’utilisateur n’ait à intervenir durant leur déroulement. Pour ne citer que deux
exemples commerciaux, les mailleurs ANSYS ICEM CFD 1 et Gambit 2 autorisent ces manipulations. Le
besoin d’outils de maillage moins complets, facilement paramétrables, robustes, et pouvant s’exécuter
sur des architectures de calcul scientifique a également lancé des initiatives dans le domaine académique
telles que Gmsh [87], GRUMMP [193] et NWGrid [253].
Selon la souplesse et les caractéristiques du mailleur utilisé, il est possible de lui assigner l’ensemble
des tâches d’adaptation de forme et des discrétisations surfacique et volumique. De la même manière,
par souci de limiter le temps de restitution et d’assurer la production de maillages de qualité, si les
paramétrisations de la forme n’affectent qu’une partie de la géométrie il est alors possible de procéder
uniquement au remaillage de cette zone. Une telle utilisation permet en outre de conserver les efforts
entrepris lors de la phase de maillage de la configuration de base.
6.3.3 Techniques d’amélioration de la qualité de maillages
Nous allons à présent aborder des techniques de lissage de maillages basées sur des algorithmes
locaux dont le but est d’affiner les propriétés géométriques des éléments en ajustant itérativement la
position des nœuds sans modifier la connectivité. Il y a principalement deux classes de méthodes de
lissages [8, 41] : les techniques à base de Laplacien et les techniques basées sur des critères à optimiser.
Dans sa forme la plus simple, un lisseur utilisant l’opérateur Laplacien consiste à déplacer chaque
nœud vers la position correspondant à la moyenne arithmétique des nœuds auxquels il est connecté. Bien
1http ://www.ansys.com/products/icemcfd.asp
2http ://www.fluent.com/software/Gambit/index.htm
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que cette méthode soit facile à intégrer et d’un coût de calcul faible, elle ne garantie pas d’améliorer la
qualité des maillages.
En se basant sur des critères de qualité pour déduire le déplacement des nœuds, on s’assure de tendre
vers un optimum de ces critères et donc d’augmenter la qualité des maillages. Le prix à payer par l’inté-
gration de ce type de méthode par rapport aux précédentes est lié au temps de restitution.
Lissage par l’opérateur Laplacien
Aussi simple que puisse paraître le lissage de maillage par l’opérateur Laplacien, il peut être vu
comme le résultat d’un problème d’optimisation : en considérant le maillage comme un système de
ressorts linéaires ayant tous la même raideur kl, la force supportée par un nœud i de la part de ses n
voisins est F = kl∑nk=1 vik avec vik le vecteur liant ce nœud à son kie`me voisin. Le système de ressorts
est à l’équilibre lorsque les forces se compensent et que l’énergie potentielle Ep est minimale :
Ep =
1
2k
l
n∑
j=1
|vij |2 = 12k
l
n∑
j=1
(
(xi − xj)2 + (yi − yj)2 + (zi − zj)2
)
(6.15)
La position (x∗i , y∗i , z∗i ) qui minimise l’énergie potentielle est obtenue en annulant les dérivées
∂Ep
∂x =
∂Ep
∂y =
∂Ep
∂z :
x∗i =
1
n
n∑
j=1
xj , y
∗
i =
1
n
n∑
j=1
yj , z
∗
i =
1
n
n∑
j=1
zj (6.16)
(6.17)
L’énergie potentielle Ep ne fait pas intervenir la notion de qualité du maillage et c’est pour cette
raison que les lisseurs de type Laplacien ne parviennent pas toujours à améliorer la qualité des maillages
et peuvent parfois produire des éléments non valides. Un autre désavantage de cette méthode est qu’elle
peut mener à uniformiser la distribution des nœuds sans tenir compte des zones plus ou moins raffinées.
Lissage basé sur l’optimisation de critères géométriques
Les lisseurs appartenant à cette catégorie modifient la position d’un nœud de manière à améliorer un
ou plusieurs des critères suivants sur les éléments auxquels il appartient :
– minimisation du plus grand angle ou maximisation du plus petit angle de l’élément,
– minimisation du ratio d’aspect AR de l’élément,
– maximisation de la métrique de distorsion correspondant au ratio du volume de l’élément sur l’aire
de la face la plus grande.
Lissage hybride
Pour bénéficier de la vitesse d’exécution de l’approche par Laplacien et des performances des mé-
thodes d’optimisation de critères géométriques, il est possible de les utiliser de manière conjointe. Une
manière efficace est d’utiliser une technique d’optimisation sur les éléments de plus piètre qualité et une
méthode à base de Laplacien sur le reste du domaine.
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6.4 Les méthodes intégrées dans MIPTO
Historiquement, nous avons commencé par étudier et intégrer dans MIPTO des méthodes de défor-
mation de maillage basées sur les analogies des ressorts et sur la méthode explicite proposée par Mo-
hammadi et al. [173]. Etant donné leurs limitations en terme de qualité de maillage et des déformations
supportées, même accompagnées de méthodes de lissage, nous nous sommes tournés vers les techniques
de remaillage. Nous allons présenter dans cette section l’outil de déformation de maillage développé
dans le cadre dans ces travaux ainsi que les stratégies mises en place pour remailler automatiquement
des géométries plus ou moins complexes.
6.4.1 L’outil de déformation de maillage
Dans un contexte CAD-Free, la déformation d’une forme complexeMF telle que celle d’un foyer de
moteur aéronautique est une tâche ardue. En effet, ces géométries présentent de nombreuses singularités
ce qui impose de les décomposer en plusieurs parties paramétrables séparément. La méthodologie de
mise à jour de maillage que nous avons intégrée dans MIPTO repose sur l’idée originale de déformer
conjointement la géométrieMF et la discrétisation surfacique associéeMDs en construisant un unique
système couplé, ainsi que sur la parallélisation de l’outil.
Déformation conjointe d’une géométrie complexe et de la discrétisation surfacique associée
La première étape de la méthodologie consiste à décomposer la surface de la géométrie en nf formes
simples et indépendantesMfF pour lesquelles il est possible de définir une relation analytique entre les
coordonnées Ff (x, y, z) = 0 (section 6.2.3). La représentation analytique peut ensuite être différenciée
par rapport aux coordonnées pour aboutir à ce que nous appellerons la contrainte associée à la forme
MfF et que nous noterons δFf (x, y, z,∆x,∆y,∆z). A titre d’exemple, les contraintes associées à des
surfaces planes et cylindriques sont données par :
– une surface plane de forme :
Ff (x, y, z) = n1x+ n2y + n3z + n4 = 0
a pour contrainte associée :
δFf (x, y, z,∆x,∆y,∆z) = n1∆x+ n2∆y + n3∆z = 0
– un cylindre de forme :
Ff (x, y, z) = (x− xc)2 + (y − yc)2 −R2 = 0
a pour contrainte associée :
δFf (x, y, z,∆x,∆y,∆z) = 2(x− xc)∆x+ 2(y − yc)∆y + ∆x2 + ∆y2 = 0
La manière de lire cette sémantique est la suivante : un nœud appartenant à la discrétisation surfacique
MDs, de coordonnées initiales (xn, yn, zn) et inclu dans la surface ayant pour forme Ff (x, y, z) subit
une contrainte associée δFfn (∆) = δFf (xn, yn, zn,∆x,∆y,∆z). Si le déplacement du point le mène à
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rester sur la forme alors il continue à satisfaire sa contrainte. Si au contraire le point quitte la forme, il
viole sa contrainte.
Ensuite, en utilisant les analogies des ressorts sur la discrétisation surfacique entièreMDs, le système
linéaire suivant est construit : K 0 00 K 0
0 0 K

 ∆X∆Y
∆Z
 =
 ∆Xcl∆Ycl
∆Zcl
 (6.18)
avec K la matrice de raideur établie de telle manière à ce que les nœuds proches des nœuds de contrôle
soient soumis à un déplacement rigide et que la raideur s’assouplisse à mesure que la distance à ces points
grandit. ∆X , ∆Y et ∆Z sont les vecteurs inconnus contenant les déformations des nœuds deMDs dans
chacune des directions spatiales et ∆Xcl, ∆Ycl, ∆Zcl les vecteurs comportant les informations sur les
déplacements des nœuds de contrôle. La matrice de raideur K étant par construction symétrique définie
positive, la solution du système 6.18 est également solution du problème de minimisation :
min
∆X,∆Y,∆Z
1
2
[
∆XT ∆Y T ∆ZT
]  K 0 00 K 0
0 0 K

 ∆X∆Y
∆Z

−
[
∆XT ∆Y T ∆ZT
]  ∆Xcl∆Ycl
∆Zcl
 (6.19)
que nous exprimerons désormais sous sa forme condensée :
min
∆
1
2∆
TH∆−∆T∆cl = min∆ L(∆) (6.20)
D’après le système 6.19, les composantes ∆X , ∆Y et ∆Z sont indépendantes. L’intégration d’une
dépendance entre ces coordonnées fait intervenir la notion de forme à laquelle ces points appartiennent
et donc des contraintes que nous avons introduites précédemment. L’idée de la méthode est donc de
résoudre le problème 6.20 de mise à jour des coordonnées des nœuds surfaciques soumis aux contraintes
associées des formes δFfn (∆) de chaque nœud du maillage.
La complexité des géométries rencontrées mène à des formulations quadratiques voire d’ordres plus
élevés des contraintes. Nous avons donc choisi de les intégrer dans la fonctionnelle à minimiser selon
une méthode de Lagrangien Augmenté [190] transformant ainsi le problème 6.20 en :
min
∆
L(∆)−
∑
n∈MDs
λnδFfn (∆) +
1
2µ
∑
n∈MDs
(
δFfn (∆)
)2
= min
∆
LAL(∆,Λ, µ) (6.21)
avec Λ = (λ1, ...λn...) le vecteur des multiplicateurs de Lagrange et µ un coefficient de pénalité.
LAL(∆,Λ, µ) est donc une combinaison entre une formulation Lagrangienne d’un problème avec des
contraintes d’égalité et une fonction de pénalisation quadratique. Pour résoudre le problème 6.21, nous
devons exprimer la dérivée de LAL(∆,Λ, µ) par rapport à ∆ :
∇∆ (LAL(∆,Λ, µ)) = ∇∆ (L(∆))−
∑
n∈MDs
[
λn − δF
f
n (∆)
µ
]
∇∆
(
δFfn (∆)
)
(6.22)
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L’ensemble des termes de la relation 6.22 ayant une expression analytique, la dérivée de la fonc-
tionnelle LAL par rapport à ∆ peut être calculée de manière exacte. Nous avons intégré la procédure
proposée par Nocedal et al. [190] pour résoudre 6.21 :
Initialisation ∆1, Λ1, µ1 > 0, une tolérance τ1 et un critère d’arrêt τa,
Pour k = 1, ..., nombre d’itération maximum
Déterminer ∆km qui minimiseLAL
(
∆,Λk, µk
)
avec un algorithme à gradient en partant du point
de départ ∆k et en s’arrêtant lorsque ||∇∆
(
LAL(∆,Λk, µk)
)
|| ≤ τk,
Si la norme des contraintes
[∑
n∈MDs Ffn (∆km)2
]1/2
est inférieure au critère d’arrêt τa
Fin du processus : la solution optimale du problème contraint est ∆km ;
Sinon préparation de l’itération suivante,
Mise à jour des multiplicateurs de Lagrange Λk+1 : λk+1n = λk+1n − δF
f
n(∆k)
µk
,
Choix d’un nouveau paramètre de pénalisation µk+1 ∈]0, µk] : µk+1 = 0.8µk,
Mise à jour du point de départ : ∆k+1 = ∆km
Fin (Si)
Fin (Pour)
La fonctionnelle LAL
(
∆,Λk, µk
)
fait intervenir un système de grande dimension qui est de l’ordre
du nombre de nœuds de discrétisation surfacique de la géométrie. Pour la minimiser nous utilisons donc
l’algorithme quasi Newton avec optimisation de mémoire L-BFGS développé par Byrd et al. [32] spé-
cialement pour la résolution des problèmes de grandes dimensions.
L’intégration des contraintes associées aux formes dans la méthodologie de déplacement des nœuds
de surface mène à réduire le nombre de points de contrôle total et permet d’avoir des déformations globa-
lement lissées. Il est important de souligner que les développements réalisés ne permettent pas aux nœuds
de passer d’une forme MfF à une autre ce qui peut être dommageable en cas de déplacements impor-
tants. Cette restriction impose d’ailleurs d’appliquer aux nœuds appartenant aux jonctions de différentes
formes une contrainte qui satisfasse l’ensemble de ces formes (figure 6.4).
FIG. 6.4 - Surface composée de deux formesM1F etM2F - Mise en évidence de la frontièreM1F ∩M2F .
95
GESTION DU MAILLAGE POUR L’OPTIMISATION DE FORME
Parallélisation de l’outil de déformation
Pour propager les déformations de la discrétisation surfaciqueMDs à l’ensemble des nœuds du do-
maine MDv, nous avons implanté une méthode basée sur l’analogie avec les réseaux de ressorts linéaires
ainsi qu’une approche explicite. L’analogie des ressorts linaires est enrichie par le concept de Ball-Vertex
introduit par Bottasso et al. [23] et qui consiste à ajouter aux raideurs des arêtes une force qui mime une
balle contenue dans les cellules. Pour chaque sommet d’un élément, cette force peut être vue comme
un nouveau ressort linéaire qui le joint à la face opposée (figure 6.5). Cette technique permet d’éviter
l’intégration des ressorts de torsion dont la généralisation en trois dimensions n’est pas évidente.
FIG. 6.5 - Principe du ressort linéaire additionnel Ball-Vertex introduit par Bottasso.
Du fait de la mise en œuvre informatique de MIPTO (voir annexe A), le nombre total de proces-
seurs affectés à une application d’optimisation est constant tout au long du processus. Par conséquent,
durant les phases de remaillage, les processeurs dédiés aux calculs parallèles avec le solveur N3S-Natur
sont disponibles. Afin d’optimiser l’utilisation des ressources informatiques, nous avons parallélisé les
opérations de propagations de déformations dansMDv.
La parallélisation de la méthode explicite est triviale puisque les déplacements des nœuds deMDv
ne dépendent que des mouvements sur les frontièresMDs. Il suffit alors de partager équitablement les
nœuds de MDv entre les processeurs et de dupliquer sur chacun d’eux les informations concernant la
discrétisation surfacique.
L’analogie avec les ressorts demande plus d’efforts pour être parallélisée convenablement. En effet, le
déplacement d’un nœud est lié aux mouvements de tous ses voisins. Il est donc indispensable de mettre
en place une stratégie de décomposition de domaine et de traiter ces différentes partitions en gérant des
échanges entre les processeurs. L’outil METIS [126] est utilisé pour partitionner le graphe du maillage de
base et un algorithme de traitement nous permet de reconstituer les maillages des différentes partitions.
Notons que cet algorithme gère l’ajout de rangées de cellules fantômes (figure 6.6) indispensables pour
effectuer convenablement les calculs sur chaque processeur.
Le système classique d’analogie des ressorts K∆ = ∆cl est partitionné en autant de sous systèmes
Kp∆p = ∆pcl que de processeurs p. Les vecteurs ∆p et ∆
p
cl contiennent respectivement les déplacements
inconnus sur la partition p et les informations sur les nœuds bordant le domaine, qu’ils appartiennent à
la surface MDs ou qu’ils fassent partie des nœuds fantômes. Les sous systèmes sont donc résolus si-
multanément mais séparément par une méthode de Jacobi ou de Gauss-Seidel. Les valeurs des nœuds
fantômes sont ajustées à chaque itération en fonction des déplacements calculés dans la partition à la-
quelle ils appartiennent réellement.
96
6.4 Les méthodes intégrées dans MIPTO
Maillage global
Partition 1
Partition 2
Nœuds fantômes 
Nœuds des partitions
FIG. 6.6 - Décomposition de domaine discrétisé avec des triangles.
Quelques tests de l’outil de déformation de maillage
Afin d’analyser le comportement des méthodes de déformation et de lissage, nous avons entrepris des
tests sur une configuration simple. La géométrie est un carré dans lequel est placée une barre horizontale
(figure 6.7). La discrétisation est composée de 6 723 nœuds et de 13 118 cellules triangulaires. Le ratio
d’aspect (AR) moyen de ce maillage est 2.1, l’AR maximum est de 3.86 et il n’y a aucune maille dont
l’AR dépasse 5.
Les méthodes de déformation explicite et par analogie avec les ressorts linéaires sont comparées en
imposant trois types de déplacement à la barre : une translation verticale, une rotation autour de son
centre de gravité et une incurvation. Notons dès à présent que sur cette configuration de petite taille,
la méthode explicite est beaucoup plus rapide que celle des ressorts. Etant donné que ce comportement
n’est pas représentatif des cas tridimensionnels de grande taille, nous ne ferons pas de comparaison sur
les temps de calcul.
Les méthodes ne réagissent pas de la même manière vis à vis des déformations imposées. Il est
intéressant de constater qu’il n’y a pas de méthode plus appropriée pour propager efficacement tous les
types de mouvements (figure 6.8 et tableau 6.1). Si la technique des ressorts se comporte très bien sur le
cas de la translation, la méthode explicite donne de meilleurs résultats sur la rotation et l’incurvation.
L’impact de la translation sur le maillage final est plus global : pour les deux méthodes, le pourcentage
de mailles dont l’AR est supérieur à 5 est plus important que pour les deux autres tests. La rotation et
l’incurvation impliquent des contraintes beaucoup plus localisées mais produisent des mailles dont la
qualité est très dégradée (AR maximum très élevé alors que le pourcentage de maille dont l’AR est
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FIG. 6.7 - Configuration de test pour le mouvement de maillage.
supérieur à 5 est faible).
Translation Rotation Incurvation
FIG. 6.8 - Tests de déformation de maillage sur une barre - Méthode explicite en haut - Méthode des ressorts
linéaires en bas.
Des tests complémentaires ainsi que l’application des techniques de lissage de maillage nous ont
permis de montrer que quelque soit la méthode utilisée, il est important d’acquérir de l’expérience sur
les déformations étudiées et d’adapter les paramètres libres des méthodes. Concernant l’analogie avec
les ressorts, il est possible d’améliorer la qualité des résultats en ajustant la formulation de la raideur 6.6 :
klij =
φ
Lpij
(6.23)
et en déterminant les valeurs appropriées des constantes φ et p.
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AR moyen AR maximum AR5
Translation
Méthode explicite 2.697 30.66 8.94%
Analogie des ressorts 2.405 26.66 1.55%
Rotation
Méthode explicite 2.219 8.309 0.38%
Analogie des ressorts 2.222 54.949 0.57%
Incurvation
Méthode explicite 2.271 89.972 0.64%
Analogie des ressorts 2.2998 399.552 0.56%
TAB. 6.1 - Ratios d’aspect (AR) moyen et maximum ainsi que pourcentage des cellules dont l’AR est supérieur à
5 (AR5).
6.4.2 Stratégies de remaillage automatique
Malgré l’investissement engagé dans l’outil de déformation de maillage, la complexité géométrique
des chambres de combustion sur lesquelles nous avons appliqué la méthodologie MIPTO nous a conduit
à étudier des stratégies de remaillage automatique. Deux environnements de remaillage automatique sont
finalement accessibles dans MIPTO. Le premier est issu du domaine public et permet de construire des
discrétisations de géométries bidimensionnelles. Le deuxième est basé sur un logiciel commercial et
étend les capacités de remaillage à des configurations complexes bi- et tridimensionnelles.
Ipol et Delaundo
Nous avons débuté nos investigations sur les techniques de remaillage en intégrant dans MIPTO les
générateurs de maillage du domaine public Ipol et Delaundo développés par Müller [179]. Conçus pour
mailler des géométries dans un contexte aéronautique avec un minimum de spécifications de l’utilisateur,
les codes Ipol et Delaundo permettent de définir des formes de manière discrète ou analytique puis de
discrétiser les surfaces correspondantes de manière non structurée.
Au travers d’une librairie de courbes analytiques telles que des lignes, cercles, polynômes, splines ou
encore profils naca pré-définis, Ipol distribue des points de discrétisation sur des formes en respectant
des options spécifiées par l’utilisateur comme l’espacement entre les nœuds et le lissage de la répartition
finale.
Delaundo prend le relais de Ipol pour créer une discrétisation de triangle basée sur les nœuds surfa-
ciques à partir d’une méthode de Delaunay frontale. Les courbes décrivant les surfaces frontières sont
tout d’abord triangulées. Ces premiers éléments de maillage sont alors appropriés pour interpoler locale-
ment la taille des mailles au sein du domaine. Ensuite, des nouveaux nœuds sont créés à partir des arrêtes
frontales en respectant la conformité et l’homogénéité des mailles pour créer des triangles de taille dé-
sirée et dont la forme est valide. L’algorithme de propagation est similaire à beaucoup de méthodes de
Delaunay au sens que la triangulation résultante respecte le critère des cercles circonscrits (le cercle cir-
conscrit à chaque triangle du maillage ne contient aucun autre triangle, figures 6.9). L’algorithme peut
également être apparenté à une méthode frontale avancée du fait qu’il est capable d’introduire de nou-
veaux nœuds dans les couches limites. La régularité de la distribution de points et donc la qualité des
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éléments est finalement améliorée en équilibrant la position des nœuds (lissage par une méthode de type
Laplacien).
(a) (b)
FIG. 6.9 - Exemple de deux triangulations basées sur les mêmes nœuds de discrétisation : (a) ne respecte pas le
critère de Delaunay alors que (b) le respecte.
En résumé, Ipol et Delaundo permettent de discrétiser des géométries bibimensionelles relativement
complexes avec des raffinements locaux ainsi que des étirements progressifs des éléments tout en assurant
la qualité des maillages générés. Delaundo possède également une méthode pour produire des séries de
maillages avec raffinement variables pour des simulations de type multi-grilles.
Gambit
Les capacités de maillage de Ipol et Delaundo étant limitées à des géométries bidimensionnelles dont
la complexité est en deçà d’un foyer de turbomoteur, nous avons mis en place un environnement de
gestion de scénarios de remaillage automatique avec Gambit.
Le logiciel Gambit [79] est un mailleur du commerce développé pour aider les analystes et les desi-
gners à construire et mailler des géométries pour mener des simulations numériques. Gambit construit les
modèles numériques d’après les directives que l’utilisateur spécifie via l’interface graphique du logiciel.
Il est ainsi possible de créer de toutes pièces une géométrie ou d’importer des éléments provenant d’une
autre application de CAO puis de mailler les surfaces et les volumes correspondants. Gambit permet
d’exporter les modèles construits en divers formats :
– le format natif de Gambit qui est une sauvegarde complète de l’environnement de travail,
– plusieurs formats correspondant à des logiciels de simulation numérique (Fluent, Fidap, Rampant,
Nekton ...),
– des formats standards de CAO (IGES, STEP).
La sauvegarde d’une session de travail dans le format natif de Gambit crée également un fichier
contenant toutes les commandes qui ont étés réalisées par l’interface graphique. Ce fichier, appelé jour-
nal, permet de rejouer entièrement un scénario de construction depuis l’importation d’une géométrie à
la sauvegarde du modèle en passant par les étapes de discrétisation et d’imposition des conditions aux
limites. Il est écrit en ASCII dans un langage de commande propre à Gambit qui est relativement intuitif.
Après la création d’un fichier journal, il est possible de l’éditer pour créer des variables et paramétrer les
opérations de construction du modèle numérique en fonction de ces paramètres. Bien que la génération
d’un fichier journal paramétré par des variables d’optimisation ne soit pas immédiate et mérite beau-
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coup d’attention, elle est très efficace pour reconstruire rapidement et de manière robuste des designs
complexes d’un espace d’état.
Nous pouvons distinguer deux stratégies dans l’utilisation des fichiers journal qui dépendent de la
logique du scénario à rejouer :
1. la première consiste à démarrer le scénario par l’importation de la CAO de base. L’étape suivante a
pour but de modifier les éléments de la géométrie concernés par les paramètres de design. Ensuite
viennent les phases de discrétisations surfaciques et volumiques. Enfin, le scénario s’achève par
l’imposition des conditions aux limites et l’exportation du modèle. Cette stratégie est l’approche
standard d’une procédure de génération de maillage automatique,
2. la seconde approche a pour but d’économiser du temps en démarrant le scénario sur une étape
avancée. Pour cela, le scénario commence par l’importation d’un fichier au format natif de Gambit
comportant les éléments de la géométrie qui ne sont pas affectés par les paramètres d’optimisa-
tion, accompagné de leurs discrétisations et de leurs conditions aux limites. La suite du scénario
comprend la réalisation des modifications géométriques liées aux variables de design, la création
de leurs maillages et l’imposition des conditions aux limites restantes.
La seconde méthode est plus efficace et plus robuste que la première mais nécessite évidement que
les paramètres de contrôle n’impactent qu’une partie limitée de la configuration.
Pour mettre en évidence les différences de qualité des maillages générés par les méthodes de mou-
vement de maillage et de remaillage nous les appliquons à la géométrie de la chambre de combustion
étudiée au chapitre 11. Il s’agit d’un secteur de foyer annulaire sur lequel nous modifions la position
axiale des jets de dilution externes et internes (figure 6.10).
Position finale
Position initiale
FIG. 6.10 - Géométrie tridimensionnelle d’une chambre de combustion sur laquelle les jets de dilution externes et
internes sont déplacés vers l’aval. Le plan grisé passant le milieu de la chambre définit les coupes présentées sur
les figures 6.11.
L’algorithme de déformation de maillage provoque des étirements importants des mailles en amont
des jets de dilution (figure 6.11-a) et y génère des mailles dont la qualité est très dégradée. En aval des
jets, la méthode permet de gérer correctement la compression des éléments. La zone importante pour le
calcul de mécanique des fluides réactif (combustion et mélange) se situe dans la région où le maillage
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est de mauvaise qualité. Le remaillage complet de la géométrie permet d’obtenir une qualité de maillage
satisfaisante sur l’ensemble du domaine (figure 6.11-b).
(a)
(b)
FIG. 6.11 - Ratio d’aspect des éléments saturé à 4 pour des maillages obtenus par : (a) déformation de maillage
et (b) remaillage.
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Chapitre 7
Optimisation & CFD - Revue
bibliographique
7.1 Une brève introduction aux méthodes d’optimisation
L’optimisation est une discipline très ancienne qui connaît une nouvel essor depuis l’apparition des
ordinateurs. Ses méthodes sont largement utilisées dans de nombreux domaines : économie, automatique,
gestion, traitement du signal, science de l’ingénieur, conception optimale, etc ... Sa popularité et son
utilité l’ont fait se diversifier au cours de son histoire pour aboutir aujourd’hui à un vaste sujet qui relève
autant de l’analyse de sensibilité, que de la recherche opérationnelle ou du contrôle optimal.
La principale conséquence de l’utilisation intensive de l’optimisation dans des domaines différents
est qu’il existe actuellement un grand nombre de méthodes ayant chacunes ses mérites et ses limitations,
et dont la performance dépend du problème étudié. Il en résulte notamment qu’il n’existe pas de classifi-
cation ou de description unique de l’ensemble de ces techniques. Selon les communautés, les distinctions
sont du type :
– variables d’optimisation continues (dérivées envisageables) ou discrètes (optimisation combina-
toire),
– méthodes déterministes ou stochastiques,
– recherche d’un optimum local ou global,
– processus mono ou multi-objectif,
– présence de contraintes ou non dans le problème d’optimisation,
– besoin des dérivées premières (ordre 1 ou indirect), second (ordre 2) ou non (ordre 0 ou direct) de
la fonctions objectif par rapport aux variables pour converger,
– privilégier l’exploration de l’espace de recherche ou l’exploitation des données connues,
– ...
Pour présenter la terminologie employée dans la revue bibliographique (section 7.2) et dans la suite
de ce manuscrit, nous survolons un état de l’art des méthodes d’optimisation. Nous verrons tout d’abord
les techniques développées dans un cadre mono-objectif sans contrainte. Nous aborderons ensuite les
manières de traiter les problèmes avec contraintes. Finalement, nous introduirons les extensions pour
prendre en compte l’existence de plusieurs objectifs en conflit. Les algorithmes n’étant pas détaillés,
nous invitons le lecteur à se reporter aux références ainsi qu’aux ouvrages génériques de Fletcher [77] et
Culioli [52].
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7.1.1 Optimisation mono-objectif sans contrainte
Méthodes déterministes
Une méthode d’optimisation est dite déterministe lorsque son évolution vers la solution du problème
est toujours la même pour un contexte initial donné. Ces méthodes sont en général efficaces et peu
coûteuses mais nécessitent un point de départ judicieusement choisi pour résoudre le problème. Ce sont
souvent des méthodes locales. Selon la dimension de l’espace de recherche, les méthodes déterministes
peuvent être classifiées en unidimensionnelles ou multi-dimensionnelles.
Les méthodes unidimensionnelles sont utilisées pour l’optimisation de fonctions à un seul paramètre.
Aussi appelées méthodes de Recherche Linéaire (Line Search Methods), elles sont principalement basées
sur des techniques qui permettent de localiser l’optimum à partir de réductions successives de l’espace
de recherche. Elles ne supposent aucune hypothèse sur la différentiabilité et la continuité de la fonction
coût. Parmi les plus utilisées figurent la dichotomie [52], la méthode de la section dorée [52, 204] et la
méthode de Brent [26, 204].
Les méthodes multi-dimensionnelles permettent d’optimiser des fonctions à un ou plusieurs para-
mètres. Elles peuvent être classées en deux groupes : les méthodes analytiques ou de descente et les
méthodes heuristiques ou géométriques. Les premières se basent sur la connaissance d’une direction
de recherche souvent donnée par le gradient de la fonction. Les exemples les plus significatifs sont les
méthodes de Newton [201] et Quasi-Newton [52, 77, 204], la méthode de la plus grande pente [52],
le gradient conjugué [52, 77, 204], les algorithmes à régions de confiance [51] et la méthode de Po-
well [203]. Les algorithmes heuristiques explorent l’espace par essais successifs en recherchant les di-
rections les plus favorables. À l’opposé des méthodes analytiques, elles ne nécessitent généralement
pas la connaissance du gradient de la fonction coût. Les implémentations les plus souvent utilisées sont
celles du Simplexe [183], la méthode de Rosenbrock [209] et la méthode de variations locales de Hooke
et Jeeves [112].
On constate des disparités concernant la connaissance théorique de ces méthodes, notamment au
niveau des preuves de convergence globale et la vitesse de convergence. Si les propriétés concer-
nant les méthodes déterministes basées sur les dérivées de la fonctionnelle sont aujourd’hui largement
connues [189], les résultats théoriques concernant les méthodes déterministes sans gradient sont peu
nombreux [147].
Méthodes stochastiques
Les méthodes d’optimisation stochastiques s’appuient sur des mécanismes de convergence probabi-
listes et aléatoires. Ces techniques peuvent donc donner des résultats différents pour une même initiali-
sation. Plus lentes à converger que les méthodes déterministes, elles ont des qualités pour localiser les
optimums globaux de problèmes complexes sans requérir la connaissance des dérivées de la fonction
objectif.
Parmi les méthodes stochastiques les plus employées, nous distinguons le recuit simulé [130], la re-
cherche Tabu [92] et les méthodes évolutionnistes [144]. Ces dernières regroupent différents algorithmes
basés sur un principe commun d’exploration de l’espace de recherche qui utilise un ensemble de points
plutôt qu’un seul (notion de génération). Comme représentants des méthodes évolutionnistes figurent les
algorithmes génétiques [111, 123, 94, 171], les stratégies d’évolution [212], la programmation évolu-
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tionniste [80] et la programmation génétique [136].
Pour ces méthodes, on ne dispose que de résultats très généraux de nature statistique sur les propriétés
de convergence globale et vitesse de convergence [144].
7.1.2 Prise en compte des contraintes
La solution d’un problème contraint peut être obtenue à partir de l’application de méthodologies que
nous classifions en deux groupes : les méthodes de transformation et les méthodes de traitement direct.
Notons que les différentes techniques à l’intérieur de ces groupes ont été établies en considérant différents
ordres de contraintes par rapport aux variables d’optimisation et diffèrent selon l’emploi d’une méthode
d’optimisation déterministe ou stochastique.
Méthodes de transformation
De manière générale, ces méthodes ont pour but de transposer le problème contraint initial en un
problème équivalent non contraint en modifiant la fonction objectif de telle sorte à pénaliser les solutions
non réalisables. Elles diffèrent par la façon dont les contraintes sont introduites dans la fonction objectif et
par les mises à jours itératives du problème équivalent. Les méthodes de transformation les plus utilisées
sont les techniques de pénalité et de barrière [35, 75, 49], la méthode du Lagrangien Augmenté [190,
108, 146], la méthode de variables mixtes [78] et la méthode des asymptotes mobiles [247].
Il est également possible de traiter les contraintes comme des fonctions objectifs et de transformer le
problème initial en un problème multi-objectif [46].
Méthodes de traitement direct
Les Méthodes Directes ou Primales [52] travaillent directement avec le problème contraint origi-
nal. Elles procèdent soit à partir d’une suite de minimisations unidirectionnelles, soit en remplaçant le
problème original par une suite de sous-problèmes approchés. Nous pouvons souligner par exemple la
programmation quadratique récursive [104], la méthode de l’ellipsoïde [237], la méthode des directions
admissibles [52], la méthode du gradient réduit [52] et la méthode du gradient projeté [52].
7.1.3 Optimisation multi-objectif
Un grand nombre d’approches existe pour résoudre les problèmes multi-objectifs [259]. La distinc-
tion majeure qui peut être faite entre ces approches réside dans leur aspect non-Pareto ou Pareto. Les
premières traitent le problème de base comme un ou plusieurs problèmes mono-objectif(s) en tirant profit
ou non d’une connaissance à priori du problème. Elles aboutissent le plus souvent à une solution unique
de la surface de Pareto. Les secondes tendent à localiser le front de Pareto dans sa globalité sans faire
d’hypothèse sur l’importance relative des fonctions objectifs. A ce titre, la bibliographie s’articule en
trois grandes familles de méthodes dont la classification dépend du moment où le choix préférentiel sur
les objectifs est réalisé :
– aucune articulation préférentielle pendant et après la recherche des solutions,
– agrégation des objectifs à priori avant la recherche des solutions,
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– distinction préférentielle des solutions après la résolution du problème.
Avant d’énumérer quelques une des méthodes développées pour répondre aux applications multi-
objectifs, nous allons nous attacher à décrire leurs principaux critères de performance.
Analyse de performance en multi-objectif
L’existence de plusieurs solutions optimales au sens de Pareto et l’absence d’ordre entre ces solutions
rendent la mesure de qualité d’un front difficile. Pourtant, lorsque l’on cherche à évaluer des algorithmes
en comparant les solutions obtenues, il est nécessaire de pouvoir quantifier la qualité des fronts de Pareto
produits. En réalité, il apparaît naturellement trois critères qui définissent un front intéressant : la conver-
gence vers le vrai front de Pareto du problème, la distribution des points sur l’ensemble du front qu’il y
ait de partie non identifiée et enfin l’homogénéité de la répartition des solutions sur ce front.
Les critères de convergence nécessitent la connaissance du front théorique et ne peuvent donc pas
être appliqués sur un problème en situation réelle. De telles mesures permettent toutefois de comparer
les algorithmes sur des cas tests documentés.
Concernant les qualités de distribution et de répartition, l’étude des fronts de Pareto a mené au cours
des années à introduire de nouvelles mesures dont nous pouvons citer, par exemple, la métrique d’espa-
cement, l’hypervolume et la métrique C. Une revue accompagnée d’une analyse qui permet de dégager
les limitations de ces mesures est proposée Zitzler et al. [266].
Aucune articulation préférentielle
Un exemple de méthode qui n’utilise aucune préférence sur les objectifs est la formulation Min-
Max [244]. Elle consiste à transformer le problème multi-objectif en un problème à un seul objectif où
le but devient de minimiser l’écart relatif par rapport à un point de référence fixé par l’utilisateur ou par
la méthode. Il existe plusieurs manières de caractériser cet écart, essentiellement basées sur des normes.
La formulation MinMax ne permet d’obtenir qu’un seul point du front de Pareto par exécution. Il est
néanmoins possible d’accéder à divers points non dominés en jouant sur le point de référence et sur le
choix de la norme qui définit la fonction objectif.
Des techniques basées sur les stratégies de jeux accompagnées de notions d’équilibres de Nash [148]
ou de hiérarchie de Stackelberg permettent d’obtenir des compromis entre les divers objectifs. Ces mé-
thodes sont basées sur une subdivision des problèmes multi-objectifs en sous problèmes mono-objectifs
couplés.
Le premier algorithme génétique multi-objectif est VEGA (Vector Evaluating Genetic Algo-
rithms) [228]. Il est basé sur une approche non-Pareto dans laquelle une population différente est af-
fectée pour chaque objectif. Les fonctions coûts étant traitées indépendamment, les solutions obtenues
décrivent mal le front de compromis puisqu’elles sont focalisées sur ses points extrêmes.
Agrégation à priori des objectifs
Ces techniques, les plus instinctives, consistent à formuler une unique fonction objectif à partir d’une
somme pondérée des diverses fonctions coûts linéaire ou non [244]. Le problème peut alors être résolu
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par n’importe quel algorithme mono-objectif qui fournira une seule solution non dominée par pondé-
ration. Outre son important coût de calcul pour accéder à un ensemble représentatif des solutions non
dominées, ces méthodes ont des difficultés pour décrire les fronts de Pareto non convexes et posent
également des problèmes lorsque les fonctions objectifs ont des ordres de grandeurs très différents.
Distinction préférentielle en fin de processus
Le rôle des méthodes décrites ici est de proposer au preneur de décision un ensemble le plus com-
plet possible de solutions non dominées. Comme nous l’avons déjà remarqué, l’approche par calculs
multiples des méthodes d’agrégation permet d’obtenir une telle description. Dans le même ordre d’idée,
la technique -contrainte [93] transforme un problème multi-objectif en une série de problèmes mono-
objectif dans lesquels un objectif est conservé et les autres sont transformés en contraintes. Le front
de Pareto est décrit en passant en revue tous ces problèmes et en jouant sur les niveaux imposés aux
contraintes.
Les approches les mieux adaptées pour fournir une description complète des fronts de Pareto en un
seul calcul sont les algorithmes génétiques qui travaillent à partir de la notion de dominance [94]. Les
individus d’une génération sont classés en divers groupes en fonction de leur niveau de dominance. Les
opérateurs génétiques sont alors appliqués en considération de ces niveaux. De nombreux algorithmes
intégrant différentes visions des critères de performance des méthodes multi-objectifs ont récemment été
développés. Nous pouvons citer entre autre : SPEA [265], NSGA [55], MOGA [81], NPGA [113] et
MOSES [49]. Le lecteur intéressé par ces méthodes trouvera un historique dans [47] ainsi qu’une revue
comparative dans [95].
Difficulté des fronts de Pareto face aux problèmes de grande taille
L’optimalité au sens de Pareto est parfois inefficace pour des problèmes d’optimisation pour lesquels
le nombre d’objectifs dépasse trois [73]. En effet, en augmentant le nombre d’objectifs, le front de Pareto
tend à recouvrir une grande partie de l’espace de design. La principale conséquence de ce comportement
est que la méthode n’apporte pas une aide substantielle au preneur de décision. Pour réduire le nombre
de solutions, il est alors indispensable de durcir les critères de non-domination en intégrant des degrés de
dominance. Farina et al. [73] proposent de réduire la taille du front de Pareto en considérant le nombre
d’objectifs améliorés par chaque solution par rapport aux autres points du front ainsi qu’en quantifiant
l’importance de ces améliorations.
7.1.4 Conclusion sur l’étendue des méthodes d’optimisation
La conclusion générale que nous pouvons tirer de cette description non exhaustive des techniques
d’optimisation est que face à un problème, la première optimisation réside dans le choix d’une méthodo-
logie efficace. Les années 70 ont vu un sursaut dans la recherche d’un optimiseur universel au travers des
algorithmes génétiques qui a pris fin vers 1995 [144] : d’après les retours d’expérience et les éléments
d’analyse, un optimiseur universel ne peut exister !
La forme mathématique des fonctions objectifs et des contraintes en terme d’ordre, de dérivabilité
et de continuité par rapport aux variables d’optimisation ainsi que leur coût de calcul sont autant de
paramètres à prendre en compte pour élire la procédure d’optimisation à employer. Une tendance actuelle
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en pleine expansion est l’hybridation de méthodes. Le but est de sélectionner un ensemble de techniques
présentant des qualités différentes et complémentaires et de les composer de manière à profiter de leurs
performances sans trop subir leurs désavantages.
7.2 Le challenge du couplage entre l’optimisation et la CFD
L’optimisation est une suite logique de la mise en place de processus de simulation numérique [5].
En effet, après les étapes de modélisation d’un phénomène physique ou d’un système industriel et de la
simulation numérique sur ce modèle, le mathématicien appliqué cherche à agir sur les paramètres de la
modélisation pour en améliorer les performances. Cette dernière phase d’optimisation peut néanmoins
intervenir à différents moments. Durant la phase de développement du modèle, les processus d’opti-
misation aident le développeur à ajuster certaines variables. Une fois le modèle validé pour un type
de configuration, il peut être utilisé en connivence avec un algorithme d’optimisation pour dégager les
designs optimums d’une installation.
Nous allons dans cette section analyser certains des nombreux travaux réalisés dans le domaine de
l’application des méthodes d’optimisation au calcul scientifique et plus particulièrement à la mécanique
des fluides. Cette revue nous permettra de dégager les techniques les plus à même de répondre à nos
besoins compte tenu de nos objectifs et nos contraintes. La plupart des études citées traitent de problèmes
d’aérodynamique externe qui est un domaine dans lequel la modélisation numérique est assez mature
pour profiter des processus d’optimisation.
Les méthodes les plus efficaces à priori pour localiser des optimums sont celles basées sur des gra-
dients. Ces techniques sont largement répandues en aérodynamique où les codes adjoints des solveurs
CFD sont souvent disponibles. Par ordre chronologique, nous pouvons citer les travaux de Anderson et
al. [9] et Césaré [36] sur des optimisations de forme de profils d’ailes d’avion visant à augmenter le ratio
portance sur traînée. Jameson et al. [118] ainsi que Mohammadi [172] ont entrepris des optimisations
aérodynamiques et acoustiques sur des avions complets. Ces travaux se sont poursuivis notamment à
Stanford par des études d’optimisation en aéro-structure [159] sur des ailes placées dans des écoule-
ments transoniques avec pour objectif de réduire leur traînée et leur poids [143].
Le solveur N3S-Natur peut être vu comme une boite noire : un système dynamique qui fournit une
réponse à un jeu de paramètres sans donner d’informations sur la trajectoire suivie. Développer un ad-
joint de ce code n’est donc pas envisagé. Dans ce cas, les méthodes à gradient peuvent être utilisées
en approchant les dérivées par différences finies. Ces techniques sont toutefois sensibles au bruit am-
biant du processus d’optimisation généré par le code de simulation, les méthodes de paramétrisation et
gestion de maillage ainsi que par toutes les autres transformations du processus d’optimisation [66]. A
partir de cette considération, nous nous sommes naturellement tournés vers les méthodes de recherche
déterministe directe. Elles présentent l’avantage d’être robustes, simples à intégrer, applicables à des
problèmes non linéaires et non différentiables et de donner de bons résultats là où des méthodes plus
sophistiquées échouent [112]. Ces méthodes sont souvent utilisées pour mettre en place des méthodolo-
gies plus complexes et on les retrouve dans la plupart des applications d’optimisation : Nimrod [1, 145],
Dakota [249], Condor [16], OPT++ [170]. Elles permettent également de valider le comportement de
nouveaux algorithmes sur des problèmes dont on ne connaît pas la solution [66].
Les algorithmes déterministes d’ordre 0 sont la plupart du temps des méthodes de recherche locales.
Comme les méthodes indirectes, elles privilégient l’aspect exploitation des données connues pour conver-
ger rapidement vers l’extremum le plus proche. L’exploration de l’espace de recherche, indispensable
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pour dénicher un optimum global, est généralement obtenue par des processus stochastiques. Un premier
choix qui permet d’utiliser directement les développements réalisés pour les méthodes directes consiste
à les globaliser par des ré-initialisations probabilisées de leurs points de départ. Luersen et al. [149]
proposent une version globale de l’algorithme de Nelder-Mead qu’ils appliquent à l’optimisation de la
raideur de flexion de monopalmes de nages. Les méthodes stochastiques les plus communes en simu-
lation numérique physique sont les algorithmes génétiques (AGs). Duvigneau [66] utilise un AG pour
mener des optimisations de forme aérodynamique dans des écoulements à fort nombre de Reynolds. Nel-
son et al. [184] optimisent avec ces techniques l’aérodynamique de roquettes. Les designers de turbines
sont également adeptes des AGs pour optimiser la forme des pâles [128]. La souplesse du codage des
AGs permet de nombreuses améliorations selon les besoins des utilisateurs. Marco et al. [151] présentent
la parallélisation d’un AG qui leur autorise plusieurs calculs simultanés de dynamique des fluides autour
d’une aile d’avion. Finalement, de nombreuses études visent à introduire les qualités des méthodes dé-
terministes dans les processus des AGs. Dumas et al. [181] hybrident un AGs avec une méthode de
gradient pour des problèmes d’aérodynamique automobile, profitant ainsi de l’exploration stochastique
et des propriétés de convergence de la méthode déterministe.
La plupart des problèmes traités quotidiennement en optimisation sont de nature multi-objectif. Fle-
ming et al. [76] soulignent cette réalité en relatant quelques problèmes industriels classiques. La résolu-
tion la mieux adaptée consiste à fournir au preneur de décision l’ensemble des solutions Pareto-optimales
dans une forme compréhensible et exploitable pour décider du compromis final. Ray et al. [211] pro-
posent une méthode par essaim d’abeille adaptée au mono et multi-objectif qu’ils appliquent dans le
cadre d’optimisations sur des profils d’aile d’avion. Coehlo [45] a utilisé une méthodologie de recherche
multi-objectif sous contraintes basée sur un AG pour optimiser la structure de vannes à clapets du mo-
teur VINCI. Büche [27] prouve dans sa thèse que la perspective multi-objectif par AG est bien adaptée
aux problèmes multi-physiques dans lesquels chaque phénomène impose ses objectifs et ses contraintes.
Pour cela, il a procédé à l’optimisation de forme aérodynamique et structurelle d’une pâle de compres-
seur de turbine à gaz. Dans le même registre, Obayashi et al. [191] ont utilisé un AG multi-objectif pour
résoudre un problème d’optimisation multi-disciplinaire aéro-structure concernant une aile d’avion dans
un écoulement supersonique.
Dans les processus de conception, la solution finale a certes une importance de premier ordre, mais
elle n’est pas la seule information utile au concepteur. En effet, la connaissance des tendances des fonc-
tions objectifs et des contraintes sur l’ensemble du domaine de recherche contribuent à guider le designer
dans son choix final. Pour cela, nous devons mettre en œuvre des techniques de plans d’expériences pour
explorer efficacement l’ensemble de l’espace d’état [248, 133] ainsi que des analyses pertinentes des
données obtenues [116].
Finalement, la contrainte majeure qui va guider la mise en place de l’outil d’optimisation est liée au
temps CPU des simulations numériques. À moins de posséder des machines de calcul de grande taille
ou de traiter des systèmes physiques restreints, l’ensemble des méthodes que nous venons de citer n’est
pas accessible car ces méthodes requièrent trop d’évaluations des fonctions objectifs. Pour contourner ce
problème, nous allons nous pencher sur l’utilisation d’un modèle de fidélité réduite qui aura pour but de
mimer le comportement du système physique simulé à moindre coût.
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7.3 L’optimisation assistée par méta-modèles
7.3.1 La notion de méta-modèle
Un modèle est une abstraction d’un phénomène réel établit à partir de considérations mathématiques
dans le but de mieux comprendre et si possible de maîtriser ce phénomène. La modélisation est un
procédé ancien dont le lecteur peut avoir un aperçu de l’histoire et des grands principes dans l’ouvrage
de Schichl [229]. Le préfix méta sous entend un second niveau d’abstraction de la réalité et tend donc
vers le modèle d’un modèle (figure 7.1).
Système Physique Modèle
Modèle du Modèle
=
 Méta-modèle
FIG. 7.1 - Définition d’un méta-modèle.
Le terme de méta-modèle (MM) en analyse physique a été introduit par Kleijnen [131]. Leur existence
est liée à un défaut des modèles qu’ils approchent. En effet, les modèles développés par les scientifiques
sont souvent complexes et très précis et par conséquent requièrent beaucoup de temps de calcul pour réa-
liser des prédictions. Dans les processus qui font intervenir de nombreuses évaluations du comportement
d’un système physique ou qui intègrent un ensemble conséquent de systèmes différents, les temps de
restitutions peuvent devenir inacceptables [206, 257]. Pour contourner ces limites, l’idée est de mettre en
place des MMs qui sont des approximations peu coûteuses mais aussi fidèles que possibles des modéli-
sations. Les MMs ont trouvé de nombreuses applications dans des domaines variés tels que l’économie,
la robotique, l’électronique, la physique, la chimie, la géologie, la sociologie, la médecine ou encore l’in-
génierie [257]. Il existe donc une bibliographie très dense qui regorge de techniques et de philosophies
différentes. De manière classique, l’établissement d’un MM suit la procédure suivante :
– en étudiant le système réel, les lois captant la physique prépondérante sont mises sous formes
d’équations par des spécialistes dans un modèle,
– le modèle est ensuite validé pour s’assurer qu’il reproduit au mieux le phénomène qu’il représente,
– un ensemble de simulations correspondant à des valeurs de paramètres prédéterminées sont réa-
lisées à partir du modèle. Il s’agit d’un plan d’expériences, étape indispensable de la méta-
modélisation,
– le MM est ensuite construit et validé à partir des données issues des simulations sur le modèle. Les
études sur le système réel peuvent également contribuer à évaluer la qualité du MM.
Les avantages des MMs sont si manifestes qu’ils sont largement répandus pour répondre à des problé-
matiques d’ingénierie qui incluent [256] (figure 7.2) : l’approximation de fonctions coûteuses à évaluer,
l’affinement de la compréhension de problèmes complexes en facilitant les visualisations et les analyses
de sensibilité, la redéfinition de modèles par réduction ou modification des variables de contrôle et le
support pour divers problèmes d’optimisation (optimisation globale, multi-objectif, multi-disciplinaire
...). Dans la suite nous nous attacherons plus particulièrement aux types de MMs et à leur intégration
dans des processus d’optimisation et d’analyse de sensibilité.
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Méta-modèle
Approximation du modèle
de référence
Formulation d’un
problème
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l’espace de design
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sensibilité
Optimisation
globale
Optimisation
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Optimisation mutli-
disciplinaire
FIG. 7.2 - Utilisations envisageables des méta-modèles dans un contexte d’ingénieurie.
7.3.2 La zoologie des méta-modèles utilisés en optimisation
La bibliographie identifie trois principales classes d’utilisation des MMs dans le cadre de processus
d’optimisation [216].
La première consiste à dégrader le modèle de référence en implantant par exemple dans le MM
des lois de comportement moins fidèles. L’utilisation des équations d’Euler ou à la place des équations
de Navier-Stokes en est une application [254]. Dans cette classe dite à fidélité variable, Alexandrov et
al. [4] jouent sur la résolution du maillage et Forrester et al. [83] sur le niveau de convergence des
simulations. Ces procédés sont relativement fiables selon les applications mais les MMs qui en découlent
sont spécifiques et pas portables d’une disciplines à l’autre.
Une autre approche pour construire un MM en physique est de s’appuyer sur des analyses modales des
phénomènes étudiés. Dans ce cas, le principe est de réduire le nombre de degrés de liberté considérés sur
le système à partir des connaissances acquises. Bergmann et al. [17] et Robinson et al. [216] utilisent des
décompositions en mode propres orthogonaux (POD) pour des applications en mécanique des fluides.
En mécanique des structures, Zink [263] formule un MM à partir d’une équation d’aéroélasticité basée
sur une analyse modale.
La dernière voix est de considérer le modèle comme une boite noire à laquelle on fournit un jeu de
paramètres et qui renvoi des réponses. Une grande variété de méthodes sont alors en mesure d’établir
des relations entre les paramètres et les réponses (ainsi que sur les dérivées si le modèle les transmet) en
utilisant des principes d’interpolation ou de régression. Etant donné que ces MMs n’utilisent aucune in-
formation spécifique sur le phénomène traité, ils peuvent être intégrés sans distinction dans des processus
de domaines différents. Leur indépendance est en même temps une de leur faiblesse puisque les résultats
qu’ils donnent n’ont en réalité pas d’autre fondement physique que les simulations à partir desquelles
ils sont construits. Parmi les techniques passées en revue par Simpson et al. [238] ainsi que par Chen et
al. [42], nous pouvons citer à titre d’exemple : les polynômes, les fonctions à bases radiales, les réseaux
de neurones, les splines et le krigeage.
Finalement, Qian et al. [206] montrent qu’il est possible d’utiliser conjointement plusieurs de ces
méthodes pour construire un MM assez précis rapidement. En effet, ils utilisent les simulations réalisées
avec un modèle de référence ainsi qu’avec un modèle de fidélité réduite pour générer un MM d’interpo-
lation.
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Les MMs peuvent être utilisés soit pour rendre compte des tendances globales du modèle de référence
sur un domaine d’état, soit pour remplacer le modèle sous certaines conditions. Dans le deuxième cas, la
validation du MM est de première importance pour assurer son niveau de fidélité. Kleijnen et al. [134,
132] et Meckesheimer [165] proposent des revues sur les techniques de validation en mettant en évidence
leur intérêts et leurs limitations.
7.3.3 Principes d’utilisation des méta-modèles en optimisation
Nous venons de voir qu’il existe beaucoup de manières de créer un MM. Cette section à pour but
d’illustrer que leur utilisation dans des processus d’optimisation peut également prendre un grand nombre
de formes. Il existe de nombreuses revues sur l’utilisation des MMs en optimisation et en analyse de
sensibilité : Dennis et al. [58], Trosset et al. [254], Queipo et al. [208], Eldred et al. [67], Wang et
al. [257]. L’algorithme de base de l’optimisation assistée par des MMs est décrit comme suit :
– construction du MM à partir de points connus de l’espace d’état,
– recherche d’un optimum local ou global du MM selon la méthode d’optimisation retenue,
– calcul de la vraie valeur de la fonction objectif à l’optimum,
– si le minimum n’est pas satisfaisant, mise à jour du MM en ajoutant des points et retour à l’étape
d’optimisation.
Tout d’abord, la bibliographie relate des travaux qui visent à accélérer les méthodes d’optimisation
en remplaçant certaines évaluations de fonctions objectifs par des calculs approchés par les MMs. C’est
le cas de Ong it et al. [194] et Büche [28] qui obtiennent de bonnes performances sur des algorithmes
génétiques.
Ensuite, des groupes de travail développent des cadres méthodologiques basés sur des MMs. Leurs
principales contraintes sont de proposer des techniques efficaces en terme de temps de restitution et
de qualité des solutions, accompagnées d’un bagage mathématique justifiant de leur convergence vers
des du modèle de référence. Marsden et al. [152, 153] ainsi que Booker et al. [19] proposent le SMF
(Surrogate Management Framework). Cette méthode est basée sur des algorithmes de recherche directs
globalement convergents vers des optimums locaux. La convergence vers les optimums réels est validée
par une consistance à l’ordre zero. Alexandrov et al. [3, 4] combinent dans le A(M)MF (Approximation
(Model) Management Framework) divers algorithmes à gradients (programmation séquentielle quadra-
tique, Lagrangien augmenté ...) avec des MMs. Ils assurent la convergence de leur méthode au travers
d’une consistance au premier ordre (égalité des dérivées premières) agrémenté de conditions de globa-
lisation de type régions de confiance. Burgee et al. [30] utilisent plusieurs MMs à fidélité variable en
même temps dans le cadre du VCM (Variable Complexity Modeling). Il existe plusieurs avantages à
utiliser divers MMs dans un même processus d’optimisation [208]. :
– il est possible de choisir dynamiquement le meilleur,
– les optimums détectés par chacun d’eux offrent un niveau intrinsèque d’exploration,
– la prédiction en un point réalisée à partir d’une somme pondérée des MMs possède moins de
variance que chacune des prédictions,
– une variabilité importante entre les MMs en un point de l’espace de design renseigne sur une zone
mal prédite et donc à explorer.
Toutefois, cette approche semble poser des problèmes de sensibilité au bruit numérique, aux discontinui-
tés dans les dérivées et de coût de calcul quand la dimension du problème est grande. Giunta et al. [91]
résolvent ces problèmes en utilisant des surfaces de réponses moins coûteuses à évaluer et robustes.
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La convergence des algorithmes développés est un élément indispensable d’un point de vue mathéma-
tique. D’un point de vue plus pratique, il existe un certain nombre de préoccupations qui concernent l’in-
tégration même des MMs dans des processus d’optimisation. Le premier point incontournable concerne
la prédictibilité des MMs vis à vis des modèles. Gano [86], parmi d’autres, propose d’utiliser des mé-
thodes de recalages des MMs par des multiplicateurs ou des additionneurs adaptés à partir des sensibilités
de premier ordre. Eldred et al. [68] démontrent l’utilité d’intégrer des informations du second ordre pour
recaler les MMs.
L’aspect suivant concerne l’étendue de l’espace des paramètres de contrôle que l’on souhaite donner à
la prédiction des MMs. Deux courants principaux s’affrontent : l’utilisation des MMs dans un espace lo-
cal ou sur l’ensemble du domaine de design. Le choix entre ces deux tendances est dicté par la confiance
faite aux MMs, l’algorithme d’optimisation retenu et donc le but recherché. En effet, pour des recherches
d’optimums globaux, l’utilisation de MMs définis sur l’ensemble du domaine de recherche est instinc-
tive [125] mais pas forcément indispensable [258]. Zhou et al. [262] combinent au sein d’une même
application l’utilisation de MMs globaux et locaux. Chandila et al. [38] construisent un MM global à
partir de MMs définis localement.
L’utilisation de codes de simulation pour des études paramétriques mène régulièrement à des configu-
rations non acceptables. Il se pose alors la question de la gestion des calculs non conformes, de leur im-
pact sur la construction des MMs et du comportement du processus d’optimisation lorsqu’il est confronté
à une telle situation. Forrester et al. [219] apportent une solution pour faire face à ce type de problème
qu’ils nomment les données manquantes. D’autre part, les fonctions objectifs issues des simulations nu-
mériques sont souvent chahutées, non lisses, et bruitées. Les MMs peuvent alors aider les algorithmes
d’optimisation en leur fournissant une version filtrée des fonctions coûts [93].
Pour conclure sur cette partie, les MMs sont largement utilisés dans les processus d’optimisation
dans lesquels les fonctionnelles sont coûteuses à évaluer. Ces méthodes servent ainsi à résoudre des
problèmes complexes [44] dans un contexte de calcul massivement parallèle [88], qui peuvent être de
grandes dimensions [241] et faire appel à diverses disciplines [65].
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Chapitre 8
Description de la méthode retenue
8.1 Présentation générale de la méthode d’optimisation
En combinant nos objectifs et contraintes avec les techniques et recommandations issues de la bi-
bliographie, nous sommes parvenus à la méthodologie d’optimisation mono et multi-objectif que nous
allons présenter dans ce chapitre. L’algorithme général peut être vu comme une méthode itérative d’ap-
prentissage intelligent de MMs d’interpolation. Il est composé de trois étapes principales. la première
est une phase d’initialisation de la base de données d’apprentissage des MMs. Elle est suivie d’un enri-
chissement optimal de la base de données par un processus itératif. L’étape finale consiste à déterminer
des informations statistiques sur les fonctions objectifs étudiées ainsi que leurs optimums et les fronts de
Pareto en cas de recherche multi-objectif.
Dans la suite de ce chapitre, nous allons présenter les différentes composantes de l’application. Nous
commencerons par exposer les MMs qui ont été retenus. A partir de cette base, nous détaillerons les trois
étapes de la méthodologie. L’assemblage de ces procédures dans un ensemble fonctionnel relié au code
de simulation numérique N3S-Natur est présenté dans l’annexe A. Il en résulte un outil adapté à l’opti-
misation de systèmes complexes sur des machines de calcul haute performance : MIPTO (Management
of an Integrated Plateform for auTomatic Optimization). Au delà d’être un simple outil, MIPTO est une
méthodologie d’intégration de techniques d’optimisation automatiques destinées à être utilisées dans des
processus de conception utilisant des codes de simulations avancés.
8.2 Les méta-modèles choisis
Les MMs que nous avons choisi appartiennent à la classe des MMs d’interpolation et de régression.
Parmi les nombreuses méthodes qui existent et qui sont utilisées dans le cadre de processus d’optimisa-
tion, le krigeage en est une des plus performantes [37, 86, 256, 132, 42]. Les principales raisons sont :
– son implantation ne dépend pas du nombre de variables,
– le krigeage peut représenter de manière précise n’importe quel type de fonction, qu’elle soit multi-
modals ou discontinue,
– sa description mathématique comporte des paramètres qui ont une signification compréhensible et
dont les valeurs sont obtenues par des dérivations théoriques,
– un mesure d’incertitude sous la forme d’une déviation standard accompagne la prédiction.
DESCRIPTION DE LA MÉTHODE RETENUE
Le nom de cette famille de méthodes est hérité de l’ingénieur minier D.G. Krige qui a été le premier
à travailler sur ce type d’interpolation. Par la suite, Matheron [161] a formalisé mathématiquement les
principes du krigeage. Plus récemment, Sacks et al. [220] et Jones et al. [121] ont répandu ces techniques
dans les domaines de la modélisation et de l’optimisation de fonctions déterministes.
8.2.1 Fondements mathématiques
Dans sa formulation de base [120], la méthode du krigeage estime une fonction en un point inconnu en
sommant une contribution liée à une régression globale et une représentation plus locale issue des hautes
et basses fréquences de la fonction. Pour cela, la fonction étudiée f est traitée comme la réalisation d’un
processus aléatoire F (V ) avec V le vecteur des variables d’entrées. En considérant nb_p échantillons
connus (Vc, f(Vc)) dans l’espace de design, formant une base de données que nous nommerons Bnb_pMM
dans la suite de ce manuscrit, l’estimateur est représenté mathématiquement sous la forme :
F (V ) =
l∑
i=1
aiφi(V ) +
nb_p∑
c=1
bcψc(V, Vc) (8.1)
avec φi les polynômes déterminant la complexité du modèle de régression, ai les coefficients dérivés à
partir des points connus et l le nombre de termes du polynôme de régression. La fonction de base ψc du
krigeage est donnée par :
ψc(V, Vc) = exp
− nb_op∑
j=1
(
||V j − V jc ||
rj
)pj (8.2)
où nb_op est la taille de l’espace de design et ||.|| une norme Euclidienne. Les hyper-paramètres rj sont
dépendants des variables d’optimisation du problème, ce qui autorise une anisotropie dans la représen-
tation de f . Plus rj est grand devant les distances ||V j − V jc || considérées et moins les variations de
la variables j auront d’impact local sur la réponse, rendant ainsi compte d’un comportement basse fré-
quence de f par rapport à cette variable. A l’opposé, une petite valeur de rj mènera à une influence
localisée de la variable j, permettant de détecter des phénomènes hautes fréquences. Les rj peuvent
être vus comme des contrôleurs de lissage de la réponse. Cette caractéristique éloigne le krigeage des
méthodes de type fonction à bases radiales qui sont isotropes. Pour une fonction de base Gaussienne,
la puissance pj est prise égale à deux. Néanmoins, la valeur optimale est souvent comprise entre un et
deux. Notons qu’en géostatistique, berceau du krigeage, des comportement erratiques locaux peuvent
être corrigés par des valeurs comprises entre zéro et un.
La dépendance de la fonction de base ψc à une distance Euclidienne simule l’influence des points
connus : plus on s’éloigne d’un point et moins il a d’impact sur la valeur de l’interpolation. Ce compor-
tement est intuitif lorsque qu’il s’agit de fonctions lisses et continues : à un point de l’échantillon, nous
sommes certains de la valeur de la fonction. Notre certitude diminue à mesure que l’on s’éloigne des
échantillons pour devenir nulle quand la distance Euclidienne tend vers l’infini. La fonction de corréla-
tion du krigeage incarne ce phénomène :
Corr [F (V ), F (Vc)] = exp
− nb_op∑
j=1
(
||V j − V jc ||
rj
)pj (8.3)
où l’on retrouve que si V = Vc alors la corrélation est parfaite Corr [F (V ), F (Vc)] = 1, et si ||V −
Vc|| tend vers l’infini, Corr [F (V ), F (Vc)] tend vers zéro. La matrice de corrélation R entre tous les
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échantillons est définie par :
R =

1 Corr [F (V1), F (V2)] · · · Corr [F (V1), F (Vnb_p)]
Corr [F (V1), F (V2)] 1 · · · · · ·
...
...
. . .
...
Corr [F (Vnb_p), F (V1)]
...
... 1

(8.4)
Pour modéliser l’incertitude dans la prédiction des valeurs de la fonction, l’estimateur est vu comme
une réalisation d’une variable aléatoire avec une distribution Gaussienne F . Cette démarche confère des
bases statistiques pour mettre en place un prédicteur précis pour les points non échantillonnés, ainsi
qu’une estimation de l’incertitude des prédictions. La modélisation d’une expérience déterministe par un
processus stochastique à été beaucoup controversée par la communauté des statisticiens [220]. Toutetois,
la méthode s’est révélée très efficace sur de nombreux problèmes.
L’utilisation de cette approche nous amène donc à considérer que les réponses d’une fonction déter-
ministe f(V ) aux points d’échantillonnages constituent un vecteur aléatoire :
F =

F (V1)
...
F (Vnb_p)
 (8.5)
de moyenne 1µ, où 1 est un vecteur colonne de uns, et de covariance exprimée par la matrice σ2R.
La distribution de F dépend de µ, σ2, R et par conséquent de rj et pj . Les hyper-paramètres et les
puissances sont choisis de telles manière à maximiser la probabilité de réalisation des données obser-
vées dans l’échantillon f = (f(V1), · · · , f(Vnb_p))T . Avec la moyenne et la variance définie comme
précédemment, cette probabilité peut être écrite comme suit :
1
(2pi)
nb_p
2 (σ2)
nb_p
2 |R| 12
exp
(
−(f − 1µ)TR−1(f − 1µ)
2σ2
)
(8.6)
L’estimation des grandeurs µ et σ2 qui maximisent la probabilité est facilitée si l’on prend le loga-
rithme de l’expression 8.6 et que l’on ignore les termes constants :
− nb_p2 ln(σ
2)− 12 ln(|R|)−
(f − 1µ)TR−1(f − 1µ)
2σ2 (8.7)
L’annulation des dérivées de 8.7 par rapport à µ et σ2 mènent à trouver les valeurs optimales :
µˆ = 1
TR−1f
1TR−11 (8.8)
σ̂2 = (f − 1µˆ)
TR−1(f − 1µˆ)
nb_p
(8.9)
117
DESCRIPTION DE LA MÉTHODE RETENUE
En substituant les équations 8.8 et 8.9 dans 8.7, nous obtenons l’expression contractée du logarithme
de la probabilité à maximiser :
λ = −nb_p2 ln(σ̂
2)− 12 ln(|R|) (8.10)
La maximisation de l’expression 8.10 se fait au travers des variables de contrôle rj et pj . Dans la
littérature, les hyper-paramètres optimums sont appelés des MLE pour Maximum Likelihood Estimators.
La fonctionnelle λ étant souvent multi-modale, la recherche des MLE avec des algorithmes à gradients
n’est pas toujours efficace. De plus, pour certaines valeurs des hyper-paramètres, la matrice R est à la
limite d’être inversible ce qui engendre des oscillations dans la fonction 8.10 et ses dérivées. En effet,
lorsque les rj sont grands devant les distances ||V j − V jc ||, la matrice R tend vers une matrice remplie
de uns. Nous avons donc mis en place une procédure de recherche des MLE par l’algorithme génétique
GENOCOP [171].
Une fois que les hyper-paramètres sont en accord avec les données observées, il est possible de réa-
liser une prédiction à un nouveau point V . Cette prédiction fˆ(V ) doit être consistante avec les données
observées et doit donc aboutir à la maximisation de la probabilité augmentée des données observées :
f˜ = (f , fˆ(V ))T en conservant les valeurs de rj et pj . En notant r le vecteur des corrélations entre
données observées et la prédiction :
r =

Corr [F (V ), F (V1)]
...
Corr [F (V ), F (Vnb_p)]
 (8.11)
la matrice de corrélation augmentée s’écrit :
R˜ =
 R r
rT 1
 (8.12)
Seul le troisième terme de la relation 8.7 dépend de fˆ(V ). Par conséquent, la quantité à maximiser
pour s’assurer de construire un estimateur sans biais 1, le moins dispersé possible 2, est :
− (f˜ − 1µˆ)
T R˜−1(f˜ − 1µˆ)
2σ̂2
(8.13)
L’expansion de la probabilité 8.13 avec les expressions de f˜ et R˜ permet de réécrire le logarithme de la
probabilité à maximiser sous la forme :[
−1
2σ̂2 (1− rTR−1r)
] (
fˆ(V )− µˆ
)2
+
[
rTR−1(f − 1µˆ)
2σ̂2 (1− rTR−1r)
] (
fˆ(V )− µˆ
)
+ Cste (8.14)
avec Cste englobant des termes dans lesquels fˆ(V ) n’apparaît pas. La probabilité décrite par l’équa-
tion 8.14 est une fonction quadratique de fˆ(V ) qui peut être maximisée en annulant sa dérivée par
rapport à l’estimation :[
−1
σ̂2 (1− rTR−1r)
] (
fˆ(V )− µˆ
)
+
[
rTR−1(f − 1µˆ)
2σ̂2 (1− rTR−1r)
]
= 0 (8.15)
1L’estimateur fˆ(V ) dit sans biais si : E[fˆ(V )] = E[f(V )], avec E[.] l’espérance mathématique
2L’estimateur fˆ(V ) est peu dispersé si V ar[fˆ(V )− f(V )] est faible, avec V ar[.] la variance mathématique
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Il vient de l’équation 8.15 la formule standard du prédicteur de krigeage ordinaire :
fˆ(V ) = µˆ+ rTR−1 (f − 1µˆ) (8.16)
En comparant les relations 8.1 et 8.16, on s’aperçoit que le terme polynomial du prédicteur de krigeage
ordinaire est une régression constante sur la moyenne. ψc est le cie`me élément du vecteur r et les poids
optimums bc sont définis au travers du cie`me éléments de R−1 (f − 1µˆ). La combinaison des ψc donne à
ce prédicteur le comportement d’un interpolateur. En effet, pour un point de l’échantillonnage, le produit
rTR−1 est un vecteur de 1 et l’équation 8.16 revient à fˆ(Vc) = f(Vc).
La variance de la prédiction σ̂2f (V ) = V ar[fˆ(V )] = E[fˆ(V )− f(V )]2 est donnée par la relation :
σ̂2f (V ) = σ̂2
1− rTR−1r +
(
1− 1TR−1r
)2
1TR−11
 (8.17)
Les valeurs de σ̂f renseignent sur l’erreur commise par l’estimateur. Notons que la variance estimée est
nulle au niveau des points de l’échantillonnage.
Des versions plus évoluées dérivant du krigeage universel permettent de prendre en compte des po-
lynômes de régressions d’ordre plus élevés [156]. Toutefois, les estimateurs issus du krigeage ordinaire
donnent des résultats tout a fait satisfaisant [220] et sont souvent utilisés [238, 227, 208, 114].
Le krigeage sous cette forme d’interpolateur peut poser des problèmes de stabilité lorsque des points
appartenant à l’échantillonnage Bnb_pMM sont très proches dans l’espace de design. En effet, deux points
voisins engendrent une corrélation et donc un terme non diagonal de la matriceR proche de 1. La matrice
R devient alors mal conditionnée. Pour palier à ces oscillations qui perturbent le prédicteur, une solution
consiste à modifier la fonction de corrélation 8.3 en ajoutant une contribution aléatoire sur la diagonale
de la matrice R [19] :
R(Vk, Vl) = exp
− nb_op∑
j=1
(
||V jk − V jl ||
rj
)pj+ δklθn (8.18)
avec δkl le symbole de Kronecker. L’ajout de θn est appelé l’effet de pépite qui traduit une erreur poten-
tielle sur la mesure et autorise l’estimateur à ne pas interpoler les points échantillonnés. Dans le contexte
de l’optimisation, l’exploration du domaine de design et la convergence vers des points optimums va
invariablement nous mener à construire des échantillonnages comportant des points voisins. Il est donc
impératif de se munir d’un MM qui puisse gérer convenablement ces aspects. Nous avons donc retenu
l’estimateur proposé par MacKay [150] dont nous allons résumer les résultats. La matrice de covariance
est définie par :
R(Vk, Vl) = θ1exp
− nb_op∑
j=1
1
pj
(
||V jk − V jl ||
rj
)pj+ θ2 + δklθ3 (8.19)
avec (θ1, θ2, θ3) trois hyper-paramètres additionnels. Le ratio θ2/θ1 indique à l’estimateur l’importance
de la moyenne des échantillons dans la régression. Si ce ratio est nul, la moyenne n’est pas prise en
compte dans la prédiction et à mesure qu’il augmente, la régression tend vers la moyenne. θ3 est le bruit
blanc que nous venons d’introduire. La probabilité à maximiser pour s’assurer de construire le meilleur
estimateur non biaisé est exprimée par :
λ = −12 ln(|R|)−
1
2 f
TR−1f − nb_p2 ln(2pi) (8.20)
119
DESCRIPTION DE LA MÉTHODE RETENUE
La maximisation de l’expression 8.20 en fonction des variables (rj , pj , θ1, θ2, θ3) est également réalisée
par l’algorithme génétique GENOCOP. En adaptant le vecteur r par rapport à l’expression de la fonction
de corrélation 8.19, l’estimateur et sa variance pour un point V sont donnés par les expressions :
fˆ(V ) = rTR−1f (8.21)
σ̂2f (V ) = κ− rTR−1r (8.22)
avec κ = R(V, V ) = θ1 + θ2 + θ3. Il est important de remarquer que l’ordre de grandeur des
hyper-paramètres n’intervient pas dans la prédiction fˆ(V ) alors qu’il contrôle les niveaux des variances
σ̂2f (V ).
Pour conclure, le krigeage est une méthode qui minimise la variance d’estimation théorique calculée
à partir d’une fonction de corrélation. Par conséquent, si la fonction de corrélation est bien choisie,
l’estimateur de krigeage est en moyenne au moins aussi bon que les autres prédicteurs.
8.2.2 Quelques tests de validation
Comportement des prédicteurs en fonction des hyper-paramètres
Pour assurer la continuité et la dérivabilité des MMs obtenus avec les méthodes de krigeage, nous
avons fixé les valeurs des puissances pj à 2. Les fonctions de corrélation qui en résultent sont alors
qualifiés de Gaussiennes. Le comportement de l’estimateur de krigeage ordinaire (équation 8.16) pour
différentes valeurs de r1 sur un échantillonnage B10MM d’une fonction à un paramètre est présenté sur la
figure 8.1-a. Lorsque r1 est trop faible, on identifie clairement la régression du prédicteur sur la moyenne
ainsi que les zones d’influence très limitées des échantillons. Des valeurs trop élevées de r1 amènent à
un résultat instable lié au problème de conditionnement de la matrice R que nous avons évoqué dans
la section 8.2.1. Nous constatons également qu’imposer des valeurs non adaptées à r1 à un effet non
négligeable sur la racine carrée de la variance estimée (figure 8.1-b).
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FIG. 8.1 - Comportement de l’estimateur de krigeage ordinaire en fonction du paramètre r1 : (a) prédictions - (b)
écarts type des prédictions. • représente les échantillons.
Dans le but de valider l’effet du paramètre θ3, nous avons utilisé le prédicteur de l’équation 8.21
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sur un échantillonnage B20MM provenant d’une fonction bruitée. Trois valeurs ont été utilisées pour θ3
(figures 8.2) :
– θ3 = 0, qui doit donner le même comportement d’interpolation que le krigeage ordinaire,
– θ3 = θopt3 , la valeur optimale qui maximise λ,
– θ3 >> θ
opt
3 , qui autorise une dérive importante par rapport aux points d’échantillonnage.
Les figures 8.2-a-b montrent que lorsque θ3 est nul, le prédicteur se comporte comme un interpolateur
en suivant exactement le bruit contenu dans l’échantillonnage. Si θ3 prend une valeur non nulle, l’estima-
teur donne une régression qui passe au travers du nuage de points de l’échantillonnage. L’augmentation
abusive de θ3 ne mène pas directement à détériorer la qualité de la prédiction mais à un effet néfaste sur
sa variance (figure 8.2-c).
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FIG. 8.2 - Influence de l’hyper-paramètre θ3 sur une fonction bruitée : (a) prédictions - (b) détail des prédictions
- (c) écarts type des prédictions.
Cette analyse nous conforte sur l’importance du choix optimal des hyper-paramètres rj pour le kri-
geage ordinaire et (rj , θ1, θ2, θ3) pour l’estimateur de MacKay pour représenter correctement la fonction.
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Optimisation des hyper-paramètres
L’apprentissage des hyper-paramètres par la maximisation des expressions de λ pour les deux esti-
mateurs présentés dans la section 8.2.1 est souvent critiqué car c’est une étape gourmande en temps de
calcul [86]. Le temps pour identifier les MLE est principalement fonction de la taille de l’échantillon
Bnb_pMM . Malgré les efforts d’optimisation des calculs de l’inverse de la matrice R et de son déterminant
|R| 3 nous observons une tendance tendance quadratique entre le nombre d’échantillons nb_p et le temps
de recherche des hyper-paramètres (figure 8.3).
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FIG. 8.3 - Temps CPU pour l’optimisation des MLE en fonction de la taille de l’échantillon Bnb_pMM - Le temps
CPU est rapporté au temps consommé pour une taille nb_p = 10.
La recherche des hyper-paramètres optimums est en quelque sorte équivalente à une phase de valida-
tion des MMs. En effet, les sources de désaccord entre un MM et le modèle de référence qu’il représente
sont de trois type :
– la formulation mathématique choisie pour le MM n’est pas valide,
– les paramètres de cette formulation ne sont pas en adéquation avec les résultats du modèle de
référence,
– la taille de l’échantillonnage n’est pas assez représentative.
Il est donc possible de comparer la maximisation de λ avec des techniques de validation à postériori
des MMs. Le but de ces techniques est de comparer de divers manières les prédictions fˆ des MMs aux
vraies valeurs f du modèle de référence. Il existe deux catégories de méthodes pour valider à postériori
la précision d’un MM [132, 165]. La première, la plus naturelle, fait appel à un échantillonnage indépen-
dant de celui qui a permis de construire le MM. La seconde, moins coûteuse en nombre de simulations du
modèle de référence, fait appel à ce que l’on appelle la validation-croisée (cross-validation). Elle consiste
à diviser l’échantillonnage Bnb_pMM en k groupes de tests composés de nb_p/k échantillons. Pour chaque
groupe i, un MM est construit sur l’échantillonnage réduit
(
Bnb_p(k−1)/kMM
)i
et les (nb_p/k) points res-
tants sont utilisés pour calculer une erreur i. Toutes ces contributions sont ensuite assemblées selon le
type d’erreur souhaitée. La validation croisée la plus couramment utilisée, nommée leave-one-out, met
en jeu k = nb_p groupes. Chaque échantillon est alors vu tour à tour comme un groupe de test.
3R−1 et |R| sont calculés à partir une méthode de décomposition LU à l’aide de routines LAPACK
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En considérant nb_t points de tests issus soit d’un échantillonnage indépendant, soit de la validation
croisée, les erreurs standards utilisées pour évaluer les MMs sont :
– les mesures locales :
MAE = max|fˆ(Vi)− f(Vi)| ∀i ∈ [1, nb_t] (8.23)
MAPE = max |fˆ(Vi)− f(Vi)|
f(Vi)
∗ 100 ∀i ∈ [1, nb_t] (8.24)
mAE = min|fˆi − fi| ∀i ∈ [1, nb_t] (8.25)
– les mesures globalisées :
meanAE = 1
nb_t
nb_t∑
i=1
|fˆ(Vi)− f(Vi)| (8.26)
MSE = 1
nb_t
nb_t∑
i=1
(fˆ(Vi)− f(Vi))2 (8.27)
RMSE =
√
MSE (8.28)
R2 = 1−
∑nb_t
i=1 (fˆ(Vi)− f(Vi))2∑nb_t
i=1 (f¯ − f(Vi))2
(8.29)
RAAE =
∑nb_t
i=1 (fˆ(Vi)− f(Vi))
nb_t σf
(8.30)
avec f¯ la moyenne de la réponse du modèle sur les nb_t points de tests et σf son écart type. La mesureR2
est un bon critère d’erreur généralisée. Plus le MM est consistant avec le modèle de référence plus cette
mesure tend vers 1. Pour comparer l’optimisation des hyper-paramètres avec l’utilisation des techniques
de validations présentées, nous avons réalisé des tests à partir d’une fonction analytique à une seule
variable. Pour observer leur comportement, nous utilisons des échantillonnages de tailles croissantes
(figure 8.4) et le MM de krigeage ordinaire.
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FIG. 8.4 - Comparaison de trois méthodes de recherche des hyper-paramètres optimums : (a) maximisation de λ -
(b) maximisation de R2 par validation-croisée k = nb_p - (c) maximisation de R2 avec une base de test
indépendante de Bnb_pMM .
Les trois méthodes indiquent des tendances similaires pour les r1 optimums lorsque nb_p augmente.
Toutefois, pour les techniques de qualification à postériori, la mesure R2 sature naturellement vers 1
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lorsque le nombre d’échantillons devient important (figures 8.4-b-c). A l’inverse, à mesure que la taille de
l’échantillonnage augmente, la forme de λ sous entend que l’erreur commise en choisissant un paramètre
r1 non optimum a un impact de plus en plus significatif sur la qualité de l’estimateur (figure 8.4-a).
A titre indicatif, les courbes λ(r1) pour des tailles nb_p = 25 et 30 mettent en évidence le mauvais
conditionnement de la matrice R lorsque r1 atteint un seuil donné.
Au regard de ces résultats, il est évident que la maximisation de λ est incontournable pour accéder à
des MMs de qualité. La validation des MMs par une base de données indépendante est la technique à pos-
tériori la plus fiable. Elle n’est néanmoins pas envisageable dans les cas où les évaluations par le modèle
de référence sont coûteuses. La validation-croisée est une bonne alternative mais souffre tout de même
d’un manque de représentativité vis à vis des régions non échantillonnées et de sa totale dépendance aux
données connues.
8.3 Initialisation de la base de données d’apprentissage
8.3.1 Introduction
La définition de la base de données Bnb_pMM joue une rôle de premier ordre dans la qualité des MMs.
Même si dans notre cas, le processus d’apprentissage itératif recule l’importance de cette étape, elle reste
néanmoins primordiale pour accélérer la convergence de la méthode. L’adéquation entre l’échantillon-
nage et les MMs est tellement marquée que tous les travaux qui ont pour but de déterminer les MMs
les plus performants associent toujours dans leurs résultats un couple (Bnb_pMM ,MM) [42, 257]. Les buts
recherchés dans la construction de l’échantillonnage est de proposer un ensemble minimum de points
répartis convenablement dans l’espace de design. Intuitivement, nous comprenons le lien entre ces para-
mètres et le MM : la réprésentation d’un comportement quadratique avec un polynôme en une dimension
requiert la connaissance d’au moins trois échantillons.
Pour trouver des méthodes qui ont pour rôle d’extraire un maximum d’information à partir d’un mini-
mum de simulations du modèle de référence, nous devons nous tourner du coté des plans d’expériences
(DOE : Design Of Experiments). Issues du domaine des sciences expérimentales, ces techniques plani-
fient de façon adéquate les valeurs des variables à tester lors d’études paramétriques. Sur des processus
expérimentaux, il est souvent instructif de connaître les valeurs des fonctions étudiées principalement
au niveau des bornes des variables de contrôle (plan d’expériences FFD : Fractional Factorial Design
- figure 8.5-a). De plus, du fait des erreurs de mesure, les DOE dédiés aux études expérimentales pré-
conisent de répliquer les acquisitions de certains échantillons. En simulation numérique où les résultats
sont déterministes, la réplication n’est pas requise et il est préférable d’échantillonner sur plusieurs va-
leurs des paramètres de contrôle. L’échantillonnage sur différents niveaux des variables contribue au
remplissage de l’espace de recherche (space filling) et permet d’identifier correctement le comportement
du modèle de référence sur l’ensemble du domaine de design en prenant en compte les interactions entre
les paramètres [124].
Le DOE basique, hérité du FFD, est le CCD (Central Composite Design - figure 8.5-b). Ce DOE
n’est pas adéquate pour des représentations de simulations déterministes : la projection des échantillons
sur un axe de l’espace de recherche met en évidence un grand nombre de réplications de niveaux (trois
sur la figure 8.5-b) qui ne sont pas indispensables. Les DOE de type OA (Orthogonal Array design)
répondent à cette problématique : un OA de degré t inférieur au nombre de variables nb_p ayant chacune
q niveaux contient toutes les combinaisons possibles dans chaque sous ensemble de t variables avec
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FIG. 8.5 - Plans d’expériences de type FFD (a) et CCD (b) dans un espace de design de dimension deux.
la même fréquence λ. Par conséquent, la projection des points sur un sous ensemble de dimension t
donne une grille complète qt répliquée λ fois. La promotion des OAs est largement due aux travaux de
Taguchi [248] en qualité ingénierie. Depuis, une multitude de généralisation des OAs ont été investiguées.
Parmi elles, l’Hypercube Latin (LHS : Latin Hypercube Sampling) est équivalent à un OA de degré
t = 1 où les niveaux des variables sont échantillonnés une seule fois. La génération d’un LHS est
une procédure stochastique qui vise à déterminer quelles sont les combinaisons de variables qui seront
échantillonnées [196]. Il existe donc un grand nombre de LHS possibles pour un même espace de design
et tous n’ont pas les mêmes propriétés : le LHS de la figure 8.6-a est de piètre qualité comparé à celui de
la figure 8.6-b dont les échantillons sont mieux répartis dans l’espace d’état.
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FIG. 8.6 - Deux LHS possibles dans un même espace de design.
La bibliographie propose une famille qui contient des alternatives aux OA visant à a créer des DOE
uniformément répartis sur l’espace de design en minimisant une mesure critique. Au sein de cette famille,
les méthodes se distinguent par la mesure utilisée, la manière de la calculer et de la minimiser. Les
séquences de Halton [101] et de Hammersley [103] en sont des exemples.
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8.3.2 Critères de qualité des plans d’expériences
Les deux principaux critères de qualité des DOE sont l’orthogonalité et l’uniformité de la distribu-
tion [124, 42]. En considérant la matrice MBnb_pMM
représentative d’un DOE définie par :
MBnb_pMM
=

V 11 · · · V 1nb_op
...
. . .
...
V nb_p1 · · · V nb_pnb_op
 (8.31)
les DOE orthogonaux ont la propriété que les vecteurs colonnes de MBnb_pMM
sont orthogonaux entre eux.
Cette caractéristique implique que les coordonnées des points du DOE ne sont pas corrélées évitant ainsi
d’introduire des fréquences parasites liées à l’échantillonnage et de minimiser le risque de ne pas capter
une tendance du modèle de référence. Une mesure qui traduit un niveau d’orthogonalité est obtenue en
fonction des corrélations entre les variables prises deux à deux [124] :
R2(Bnb_pMM ) =
2
nb_op(nb_op− 1)
nb_op−1∑
k=1
nb_op∑
l=k+1
r2k,l (8.32)
avec r2k,l le coefficient de corrélation de Pearson des colonnes k et l de la matrice MBnb_pMM
:
r2k,l =
∑nb_p
j=1
(
V jk − V k
) (
V jl − V l
)
[∑nb_p
j=1
(
V jk − V k
)2]1/2 [∑nb_p
j=1
(
V jl − V l
)2]1/2 (8.33)
Un DOE performant du point de vue de l’orthogonalité aura une faible valeur de R2(Bnb_pMM ).
Une distribution uniforme des échantillons assure une bonne exploration de l’espace de design. Les
mesures qui découlent de ces critères sont basées sur des notions de distances entre les échantillons d’un
DOE (propriétés de maximin formalisées par Johnson et al. [119]). Elles peuvent prendre les formes
suivantes [42] :
MINDIST (Bnb_pMM ) = min
V i∈Bnb_pMM
{ min
V j∈Bnb_pMM
V j 6=V i
d(V i, V j)} (8.34)
AV GDIST (Bnb_pMM ) =
1
nb_p
∑
V i∈Bnb_pMM
{ min
V j∈Bnb_pMM
V j 6=V i
d(V i, V j)} (8.35)
φρ(Bnb_pMM ) =

∑
V i∈Bnb_pMM
∑
V j∈Bnb_pMM
V j 6=V i
d(V i, V j)−ρ

1/ρ
(8.36)
MAXDIST (Bnb_pMM ) = max
V i∈Bnb_pMM
{ min
V j∈Bnb_pMM
V j 6=V i
d(V i, V j)} (8.37)
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avec d(V i, V j) une mesure de distance entre les échantillons V i et V j . Les DOE qui représentent
bien l’espace de design ont des mesures MINDIST (Bnb_pMM ) et AV GDIST (Bnb_pMM ) élevées. A
mesure que le paramètre ρ de l’expression 8.36 augmente, la distance minimale observée dans le
DOE prend de plus en plus d’importance dans le critère φρ(Bnb_pMM ). φρ(Bnb_pMM ) tend donc vers une
mesure équivalente de AV GDIST (Bnb_pMM ) lorsque ρ est faible et vers MINDIST (Bnb_pMM ) pour
des valeurs de ρ plus élevées. La minimisation de φρ(Bnb_pMM ) revient donc à la maximisation de
MINDIST (Bnb_pMM ) et de AV GDIST (Bnb_pMM ). De la même manière, les DOE uniformes minimisent la
mesure MAXDIST (Bnb_pMM ).
A première vue, en analysant les figures 8.6, nous sommes tentés de conclure que la recherche d’un
DOE orthogonal mène automatiquement à éparpiller les échantillons dans l’espace de design et donc de
favoriser une répartition uniforme. En réalité, il n’y a pas de relation directe entre ces deux critères. Pour
l’illustrer, nous avons tracé sur les figures 8.7 φρ(Bnb_pMM ) en fonction deR2(Bnb_pMM ) pour un grand nombre
de LHS aléatoires avec nb_op = 2, nb_p = 20 avec ρ = 2 (figure 8.7-a) et ρ = 15 (figure 8.7-b).
(a) (b)
FIG. 8.7 - Performances d’un grand nombre de LHS dans l’espace(R2(Bnb_pMM ), φρ(Bnb_pMM )) pour nb_op = 2,
nb_p = 20 et ρ = 2 (a) et ρ = 15 (b).
L’utilisation de niveaux continus pour décrire les LHS telle que proposée par McKay [163] à la place
de niveaux discrets permet d’étendre à l’infini le nombre de DOE réalisables. Selon cette méthode, la
position des échantillons, initialement au centre des cellules de niveau (figures 8.6), est perturbée de
manière aléatoire au sein de ces cellules. La notion de degré t = 1 du DOE est alors étendue aux cellules
de niveau. La continuité des niveaux assure également d’accéder à des meilleures valeurs des critères
R2(Bnb_pMM ) et φρ(Bnb_pMM ) (figure 8.8).
La construction des LHS à partir des niveaux continus mène à produire de nombreux DOE qui ont de
bonnes propriétés d’orthogonalité (R2(Bnb_pMM ) = 0) pour une large plage de φρ(Bnb_pMM ). Il est également
possible de construire des DOE qui minimisent φρ(Bnb_pMM ) sur une gamme de R2(Bnb_pMM ) non optimale.
Afin de mieux rendre compte du conflit entre ces deux objectifs, nous avons mené une recherche de front
de Pareto concernant la construction d’un LHS avec nb_op = 2, nb_p = 20 sur un espace de design
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FIG. 8.8 - Comparaisons des performances d’un grand nombre de LHS dans l’espace(R2(Bnb_pMM ), φρ(Bnb_pMM ))
pour nb_op = 2, nb_p = 20 et ρ = 15 avec des niveaux discrets et continus.
[−1, 1]× [−1, 1]. Le problème d’optimisation qui en résulte est décrit par :
min

R2(B20MM )
φρ(B20MM )
B20MM =

V1 V21
...
...
V20 V40

avec V ∈ [−1, 1]40
soumis aux contraintes

C1
C2
(8.38)
Les contraintes C1 et C2 traduisent la recherche d’un plan d’expériences de degré t = 1 en pénalisant
l’apparition de fréquences d’échantillonnage multiples d’une même cellule de niveau.
FIG. 8.9 - Front de Pareto obtenu en résolvant le problème multi-objectif 8.38.
Le front de Pareto solution du problème 8.38 représente une partie très restreinte de l’espace des réa-
lisables (R2(Bnb_pMM ), φρ(Bnb_pMM )). Nous en déduisons que le conflit entre les deux critères de qualité des
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DOE autorise des compromis intéressants et qu’il est donc possible de construire un plan d’expériences
qui les minimise correctement et en même temps. La forme du domaine des réalisables incite tout de
même à prendre des précautions pour définir une mesure unique qui englobe les deux critères.
8.3.3 Génération de plans d’expériences avec MIPTO
Nous avons intégré dans MIPTO la possibilité de générer des DOE de type LHS, séquence Halton
et séquence de Hammersley. Une procédure de recherche stochastique basée sur la fonction coût FDOE
(équation 8.39) assure la production de DOE optimum au sens de l’orthogonalité et du remplissage de
l’espace de design.
FDOE = exp
(
R2(Bnb_pMM )
)
φρ(Bnb_pMM ) (8.39)
Du point de vue de intégration dans l’outil d’optimisation, les calculs des fonctions objectifs pour les
nb_p échantillons du DOE Bnb_pMM étant indépendants, ils peuvent être menés simultanément. La possibi-
lité de réaliser des évaluations de fonctions objectifs en parallèle pour différent point de design contribue
à réduire le temps de restitution de l’outil d’optimisation.
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L’étape d’initialisation est la plupart du temps insuffisante pour fournir une base de données Bnb_pMM
appropriée qui permet aux MMs d’estimer convenablement les fonctions objectifs. Le plan d’expériences
d’initialisation étant indépendant du problème traité, il est nécessaire d’affiner la base de donnée en
ajoutant des échantillons issus d’une analyse des fonctions coûts. Une solution évidente consiste à ajouter
à la base de données les points optimums des MMs. Les MMs sont ensuite reconstruis avec la base de
données enrichie et de nouveaux échantillons peuvent être localisés. Ce processus est répété jusqu’à
ce que les optimums prédis par les MMs correspondent aux optimums des fonctions objectifs à une
tolérance près. Avec cette méthode, l’enrichissement est local ce qui nuit à des recherches d’optimums
globaux ainsi qu’a la connaissance des fonctions objectifs sur l’ensemble du domaine de recherche.
Pour construire des bases de données qui rendent compte correctement du comportement des fonc-
tions objectifs sur la globalité de l’espace d’état, différentes stratégies itératives de maximisation d’es-
pérance d’amélioration des MMs sont référencées dans la littérature [233, 120]. Sasena [227] propose
la comparaison d’une dizaine d’indicateurs d’amélioration plus ou moins sophistiqués et qui demandent
donc parfois des analyses poussées. Dans MIPTO, l’apprentissage itératif des MMs est réalisé au tra-
vers de trois opérateurs qui utilisent uniquement les informations fournies par les MMs. Les finalités de
l’étape d’enrichissement sont d’explorer l’espace de design, de localiser les optimums des fonctions ob-
jectifs du problème d’optimisation et de d’approcher le front de Pareto en cas d’étude multi-objectif. Au
cours d’une itération, chacun des opérateurs contribue à former un échantillonnage que nous appellerons
BEnr.
Le premier opérateur cherche à identifier les minimums locaux de la fonction de mérite définie pour
chaque objectif par :
fM (V ) = fˆ(V )− ρσ̂f (V ) (8.40)
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avec fˆ la prédiction de l’objectif f par le MM et σ̂f son écart type. Même si Hertog et al. [107] ont
montré que les formulations 8.17 et 8.22 sous estiment les variances σ̂2f (V ) des prédictions, les valeurs
de ρ permettent de contrôler efficacement le degré d’exploration de l’opérateur. Quand ρ est nul ou faible,
l’opérateur peut être vu comme une phase de convergence vers l’identification des optimums de l’objectif
f . Des valeurs élevées de ρ traduisent une volonté d’échantillonner les zones où la prédiction du MM est
mauvaise. Ces régions correspondent généralement aux espaces du domaine de design non explorés.
Nous verrons dans la partie III, qui concerne les tests de la méthode présentée, qu’au fur et à mesure
des itérations de l’étape d’enrichissement, la variance moyenne sur le domaine de la prédiction diminue.
Il en résulte que fM tend vers f autorisant ainsi un bonne exploration du domaine de recherche au début
du processus suivie d’une phase de convergence vers les optimums de f .
Les MMs que nous utilisons étant décrits par des formulations analytiques, les gradients de fˆ et σ̂f
par rapport aux variables de design sont directement accessibles en différentiant leurs expressions. Ces
gradients s’expriment pour l’estimateur de krigeage ordinaire :
grad
(
fˆ(V )
)
= drTR−1(f − 1µˆ) (8.41)
grad
(
σ̂2f (V )
)
= −2
[
rTR−1dr + 1TR−1dr
(
1− 1TR−1r
1TR−11
)]
(8.42)
grad (σ̂f (V )) =
GRAD
(
σ̂2f (V )
)
2σ̂f (V )
(8.43)
et pour l’estimateur de krigeage de MacKay :
grad
(
fˆ(V )
)
= drTR−1f (8.44)
grad
(
σ̂2f (V )
)
= −2rTR−1dr (8.45)
grad (σ̂f (V )) =
GRAD
(
σ̂2f (V )
)
2σ̂f (V )
(8.46)
avec dr le gradient du vecteur de corrélation r entre les échantillons et le point à estimer.
La connaissance de ces dérivées nous a naturellement orientés vers des méthodes d’optimisation à
gradient pour localiser les minimums locaux des fonctions de mérite. Les codes L-BFGS-B (Limited
memory Broyden-Fletcher-Goldfarb-Shanno Bounded) de Byrd et al. [32] basée sur une méthode quasi-
Newton et TNB (Truncated-Newton Bounded) de Nash [182] sont intégrés dans MIPTO pour réaliser
cette tâche. Pour maximiser la probabilité d’accéder à tous les minimums de fM , ces algorithmes sont
initialisés en nb_st points de l’espace de design. L’ensemble des localisations est déterminé à l’aide d’un
plan d’expériences optimal hérité de ceux présentés dans la section 8.3. En rappelant que nb_obj est
le nombre de fonctions objectifs, cet opérateur apporte donc nb_obj × nb_st échantillons à la base de
données BEnr.
Le deuxième opérateur à pour but d’affiner la précision du front de Pareto obtenu avec les MMs.
L’algorithme génétique multi-objectif NSGA-II 4 (Non-dominated Sorting Genetic Algorithm) de Deb et
4NSGA-II a été choisi suite aux conclusions issues d’une revue bibliographique [151, 265, 264, 266] et de tests comparatifs
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al. [232, 55] est utilisé pour déterminer l’ensemble des solutions non dominées du problème d’optimi-
sation approché par les MMs. Pour chaque fonction objectif f , le point du front de Pareto de variance
σ̂2f maximum est ajouté à la base de données BEnr. La taille de BEnr est donc augmentée de nb_obj
échantillons.
Arrivé à ce stade, la base de données BEnr contient nb_obj × (nb_st + 1) points potentiellement
intéressants pour l’exploration du domaine de design et la convergence de la méthode. Il est toutefois
probable que BEnr contiennent des doublons issus par exemple de convergence en un même minimum du
premier opérateur. Comme nous l’avons évoqué dans la section 8.3, la réplication des échantillonnages
n’est pas utile dans ce type d’application et les doublons sont donc retirés de BEnr. Il est également
envisageable que certains points de BEnr soient proches de points de Bnb_pMM et constituent une réplication
non désirée de ces échantillons. La notion de proche est définie par MIPTO en considérant une hyper-
sphère SV entourant chaque point V de Bnb_pMM dans l’espace de design adimensionné [0, 1]nb_op : un
point VEnr de BEnr est considéré proche d’un point VMM de Bnb_pMM si VEnr appartient à l’hyper-sphère
SVMM . Le rayon des hyper-sphères est ajusté au fur et à mesure des itérations en fonction du nombre
d’échantillons nb_p et de la réussite des trois opérateurs à identifier ou non de nouveaux échantillons.
Cet ajustement permet de contrôler les processus d’exploration et de convergence de la méthode. A l’issu
de cette étape de tri, aucune hyper-sphere de l’ensemble des points des deux bases de données ne contient
plus d’une échantillon. Nous désignons par nb_tr la taille de la base de données BEnr triée.
Comme nous l’avons souligné pour la base de données d’initialisation, les évaluations des fonctions
objectifs des nb_tr échantillons de BEnr sont indépendantes et peuvent être menées en parallèle. Selon
les ressources disponibles sur la machine de calcul cible, l’annexe A met en évidence la capacité MIPTO
à soumettre simultanément plusieurs requêtes de calcul de fonctions objectifs. Si le nombre d’échan-
tillons à évaluer nb_tr n’est pas un multiple du nombre de calculs simultanés autorisés par MIPTO,
alors le dernier opérateur est activé pour ajuster nb_tr en ajoutant des échantillons à la base BEnr. L’al-
gorithme utilisé par cet opérateur est hérité de la programmation génétique [94] : les nouveaux points
sont générés par des croisements entre les échantillons de Bnb_pMM les plus performants. Cette opération de
croisement respecte également les règles que nous avons établies sur les hyper-sphères. L’ajout de ces
points permet d’une part d’optimiser les ressources de calculs mais bénéficie également des propriétés
d’exploitation des échantillons intéressants.
Une fois que la base de données BEnr est constituée, MIPTO peut alors procéder aux évaluations
de ces nouveaux points de design. Confronté à un problème d’optimisation faisant intervenir des codes
de simulation numérique, il est fort probable que des points de BEnr mènent à des configurations mal
conditionnées qui génèrent des erreurs. Ces points sont alors retirés de BEnr et alimentent la base de
données BErr. Notons que pour éviter à l’algorithme de redemander les évaluations de ces points, BErr
est également utilisée dans les étapes de tri qui suivent les deux premiers opérateurs. Etant donné qu’il
n’existe pas de valeur des fonctions objectifs en ces points, nous avons choisi de ne pas les utiliser pour
la construction des MMs. Une solution envisageable serait de leur assigner des valeurs de fonctions ob-
jectifs pénalisantes judicieusement déterminées. Bien que cette méthodologie permette de rendre compte
de l’exploration de l’espace de design au travers des σ̂f , elle perturbe la qualité des prédictions fˆ . Forres-
ter [219] propose de déterminer les valeurs fˆ des points de BErr à l’aide des MMs construits sur Bnb_pMM
puis de reconstruire les MMs en utilisant Bnb_pMM et BErr avec ces valeurs approchées. Les variances σ̂f
ainsi construites avec cette base corrigée sont ajustées sur l’exploration sans détériorer les prédictions.
Si aucun nouvel échantillon n’est proposé par les trois opérateurs d’apprentissage, la séquence est
avec PAES (Pareto Archived Evolution Strategy) de Knowles et al. [135] et SPEA (Strength Pareto Evolutionary Algorithm) de
Zitzler et al. [265]. Les critères de sélection étaient la qualité des résultats et l’aisance d’intégration dans MIPTO.
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répétée en diminuant la taille des hyper-sphères jusqu’à atteindre une valeur seuil définie par l’utilisateur.
Notons que pour les applications visées, le critère d’arrêt de la méthode sera le plus souvent lié à un
nombre maximum d’évaluations des fonctions objectifs autorisées.
La convergence de la méthode vers les optimums des fonctions objectifs est assurée par la réduc-
tion de la variance moyenne des prédictions des MMs sur l’ensemble du domaine de design (phase
d’exploration). Il en résulte que la convergence globale ne peut être atteinte que si l’ensemble du do-
maine est échantillonné. Nous verrons lors des tests de MIPTO sur des cas analytiques (partie III) que
la méthode possède de bonnes propriétés de convergence en optimisation mono et multi-objectif lorsque
Bnb_pMM devient dense. Bien que les échantillonnages denses ne soient évidemment pas envisageables pour
des applications mettant en jeu des géométries complexes et un solveur de mécanique des fluides, nous
verrons que MIPTO fournit des informations très instructives.
8.5 Post-traitements de la base de données
L’environnement MIPTO est étendu par l’outil de post-traitement des bases de données BMM Post-
MIPTO. Cet outil permet d’observer la convergence de la méthode d’enrichissement vers les optimums
des fonctions objectifs et de localiser le front de Pareto dans le cas de problème d’optimisation multi-
critère. Il donne également des informations sur le comportement des fonctions objectifs par rapport
aux paramètres d’optimisation. Les deux premiers points sont les réponses standard attendues de tout
optimiseur. La troisième fonctionnalité, héritée de l’analyse de risque, l’optimisation robuste et les plans
d’expériences, mérite d’être détaillée.
Pour comprendre les interactions qui existent entre les paramètres d’optimisation et les fonctions ob-
jectifs, il est indispensable de mettre en œuvre des analyses systématiques qui seront très utiles dans
le cas de problèmes de grandes dimensions. Nous allons présenter la stratégie adoptée pour apporter
des réponses à la fameuse question des designers : What if ... ?. Derrière cette question se cachent des
interrogations telles que : comment se comportent les réponses d’un système vis à vis de variations lo-
cales et globales des variables de contrôle, quelles sont les paramètres les plus influents et ceux dont on
peut s’abstenir. Pour répondre à ces dilemmes, Post-MIPTO contient des algorithmes d’analyse statis-
tique de type analyse de sensibilité dont le lecteur trouvera les bases dans les travaux de Morris [176],
Campolongo et al. [33] et Saltelli [222, 223].
La première étape incontournable pour appréhender les nb_obj réponses Fobj = (f1, ...fj , ...fm) d’un
modèle vis à vis de nb_op variables d’entrées V = (v1, ...vi, ...vnb_op) consiste à tracer les répartitions
de chaque réponse par rapport aux variables sur nb_obj×nb_op graphiques différents (scatter plot). Ces
figures permettent d’identifier visuellement les relations complexes ainsi que les dépendances qualitatives
entre les entrées et la sortie du modèle au travers d’une tendance centrale et d’une variance autour de
cette moyenne. Il est toutefois important de souligner qu’il est nécessaire de disposer d’échantillonnages
suffisamment denses afin d’observer les tendances contenues dans les données. Il est également possible
de tracer pour chaque fonction objectif la prédiction des MMs fˆj sur le domaine de design. Notons que
ces études deviennent vite lourdes voir inadaptées lorsque le nombre de variables nb_op est grand.
La phase suivante consiste à étudier plus quantitativement les relations entre les variables et les fonc-
tions objectifs. La recherche de sensibilité la plus intuitive concerne des tendances globales de type
quasi-linéaire sur des réponses supposées monotones (ie croissantes ou décroissante sur l’ensemble du
domaine de design). Pour vérifier si les réponses suivent ce type de comportement, nous nous basons sur
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l’hypothèse qu’elles suivent un modèle de régression de la forme :
fˆj(V ) = b0 +
nb_op∑
i=1
bivi (8.47)
où les bi sont des coefficient à déterminer. La technique la plus communément employée pour obtenir les
coefficients bi vise à minimiser au sens des moindres carrés ordinaires l’erreur entre la prédiction fˆj(V )
et la réponse fj(V ) pour l’ensemble des nb_p points V p où la réponse est connue. La validité du modèle
de régression pour la fonction fj est établie à partir du coefficient de régression qui s’exprime par :
Rjregg = 1−
∑nb_p
p=1
(
fj(V p)− fˆj(V p)
)2
∑nb_p
p=1
(
fj(V p)− fj
)2 (8.48)
avec fj la moyenne de la réponse sur les nb_p points V p. Si Rjregg est proche de 1, l’hypothèse de ré-
gression linéaire pour représenter la relation fj(V ) est valide. Dans ce cas, les coefficients bi renseignent
sur la sensibilité de fj aux variables vi.
L’analyse de régression permet l’étude de la sensibilité globale des réponses vis à vis de l’ensemble
des paramètres. Il est également instructif de rechercher des informations concernant le comportement
des réponses par rapport à chaque variable prise séparément. On entre alors dans le domaine de l’analyse
de corrélation dont le but est d’identifier une tendance linéaire et monotone entre une variable vi et une
réponse fj . Le coefficient de corrélation de Pearson est une bonne indication de ce type de comportement.
Il est définit pour un couple (vi, fj) par :
rpi,j =
∑nb_p
p=1 (v
p
i − vi)
(
fj(vpi )− fj
)
[∑nb_p
p=1 (v
p
i − vi)2
]1/2 [∑nb_p
p=1
(
fj(vpi )− fj
)2]1/2 (8.49)
avec vi la valeur moyenne de la variable vi sur les nb_p observations. r
p
i,j est compris entre [−1; 1]. Une
valeur positive indique qu’une augmentation de vi mène globalement à une augmentation de fj et une
valeur négative à l’effet inverse. Plus la valeur absolue du coefficient de corrélation de Pearson est proche
de 1, plus l’hypothèse de corrélation linéaire entre vi et fj est valide. Usuellement, on considère que la
corrélation linéaire est satisfaisante pour rpi,j ≥
√
3/2 = 0.87.
Le dernier point que nous allons aborder est essentiel pour les designers : il s’agit de classer les
paramètres de contrôle en fonction de leur niveau d’influence sur les réponses. A la suite d’une telle
analyse, nous pouvons par exemple détecter les variables de design qui n’ont pas d’effet sur les objectifs
et simplifier le problème de base en les retirant. La technique que nous utilisons, inspirée des travaux
de Morris [176], repose sur l’analyse de la sensibilité locale d’une réponse par rapport à un paramètre
(notion de one at time, OAT) :
Slij =
(
∂fj(vi)
∂vi
)
l
(8.50)
La finalité étant d’avoir une idée de la sensibilité globale de la réponse sur son domaine de définition,
des opérations de moyenne et variance de Slij sur un ensemble de nb_l points doivent être réalisées. Pour
cela, nous utilisons la base de données BMM pour construire les MMs fˆj des fonctions objectifs. Nous
133
DESCRIPTION DE LA MÉTHODE RETENUE
introduisons alors les mesures de sensibilités suivantes pour la réponse fj et la variable vi :
Sˆlij =
fˆj(vli + ∆i)− fˆj(vli)
∆i
(8.51)
Sˆij =
1
nb_l
nb_l∑
l=1
Sˆlij (8.52)
σSˆij =
[
1
nb_l − 1
nb_l∑
l=1
(
Sˆlij − Sˆij
)2]1/2
(8.53)
Sˆnij =
1
nb_l
nb_l∑
l=1
Sˆlij
σvi
σfj
(8.54)
σSˆnij
=
 1
nb_l − 1
nb_l∑
l=1
(
Sˆlij
σvi
σfj
− Sˆnij
)21/2 (8.55)
Sˆ+ij =
1
nb_l
nb_l∑
l=1
|Sˆlij | (8.56)
Sˆn+ij =
1
nb_l
nb_l∑
l=1
|Sˆlij |
σvi
σfj
(8.57)
avec ∆i une variation du paramètre vi fixée, σvi et σfj respectivement les écarts types de vi et fj calculés
à partir des nb_p observations. Une valeur absolue importante de la moyenne Sˆij témoigne d’une variable
globalement très influente avec une tendance privilégiée selon le signe. Concernant l’écart type σSˆij , une
valeur élevée traduit des interactions entre la variable vi et d’autres variables ou un comportement non
linéaire de fj par rapport à cette variable. Il est à noter que la détermination de σSˆij est très sensible au
choix de ∆i. L’utilisation de Sˆ+ij permet d’identifier plus efficacement que Sˆij des niveaux de sensibilité
sur des fonctions non monotones. Enfin, Sˆnij , σSˆnij et Sˆ
n+
ij sont des versions normées des indicateurs Sˆij ,
σSˆij et Sˆ
+
ij qui permettent de faire des comparaisons quantitatives entre les variables.
Ces analyses peuvent être étendues à l’étude des sensibilités des fonctions objectifs en regard des
corrélations entre les variables de contrôle. Pour cela, la quantité élémentaire est la dérivée seconde
d’une réponse par rapport à deux variables :
Slikj =
(
∂2fj(vi, vk)
∂vi∂vk
)
l
(8.58)
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Les mesures de sensibilité au second ordre s’expriment alors par :
Sˆlikj =
fˆj(vli + ∆i, vlk + ∆k)− fˆj(vli + ∆i, vlk)− fˆj(vli, vlk + ∆k) + fˆj(vli, vlk)
∆i∆k
(8.59)
Sˆikj =
1
nb_l
nb_l∑
l=1
Sˆlikj
Sˆnikj =
1
nb_l
nb_l∑
l=1
Sˆlikj
σviσvk
σfj
Sˆ+ikj =
1
nb_l
nb_l∑
l=1
|Sˆlikj |
Sˆn+ikj =
1
nb_l
nb_l∑
l=1
|Sˆlikj |
σviσvk
σfj
(8.60)
La comparaison des valeurs d’un même type de mesure avec i ∈ [1;nb_op] et k ∈ [1;nb_op] ren-
seigne sur les couples de paramètres qui ont des influences corrélées sur la réponse fj . La somme sur
k ∈ [0;nb_op] d’une mesure peut être comparée à l’indice de sensibilité mono-variable correspondant :
si elle est supérieure, la corrélation est prépondérante par rapport à l’effet solitaire.
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Troisième partie
Validations de la méthode d’optimisation
et résultats

Suite aux descriptions méthodologique et informatique de la partie II, cette partie présente un en-
semble de cas de validation et d’évaluation de l’outil MIPTO.
Nous commencerons par analyser le comportement de la méthode ainsi que les paramètres influents
à partir de problèmes mono-objectifs basés sur des fonctions analytiques. Ensuite, nous confronterons
MIPTO à l’algorithme du Simplexe pour résoudre un problème d’optimisation mono-objectif simple.
Pour évaluer les performances algorithmiques de MIPTO dans le cadre de problèmes multi-objectifs,
nous commencerons par valider son comportement sur différents types de cas référencés. Nous valide-
rons ensuite les capacités informatiques non testées jusqu’alors en considérant le processus de design
multi-critère d’un modèle simplifié de turbomoteur d’hélicoptère.
Finalement, nous démontrerons les intérêts de MITPO en considérant une application sur une confi-
guration de chambre de combustion industrielle.
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Chapitre 9
Optimisations mono-objectifs
9.1 Validations de MIPTO sur des cas analytiques
Avant d’appliquer la méthode d’optimisation à un cas où la fonction objectif est déterminée à partir
de calculs CFD, nous allons analyser l’outil à l’aide de fonctions analytiques. En premier lieu, nous
étudierons son comportement général en se basant sur des fonctions analytiques mono-dimensionnelles.
Ces fonctions présentent des caractéristiques bien déterminées auxquelles nous pourront être confrontés
lors de l’utilisation du solveur numérique. Ensuite, nous verrons l’influence des paramètres qui contrôlent
la méthode sur la qualité des résultats obtenus. Enfin, à la lumière de ces résultats, mettre en évidence les
défauts de MIPTO et proposer des améliorations.
9.1.1 Comportement général de la méthode
L’étude du comportement général de l’outil d’optimisation est réalisé à partir de six fonctions analy-
tiques à une seule variable du type f(x). Cette stratégie doit nous permettre d’appliquer la méthode à des
cas où les difficultés sont bien identifiées et d’appréhender de manière visuelle l’évolution des résultats
obtenus.
Nous analyserons les fonctions suivantes dont les représentations graphiques sont données sur les
figures 9.1
– la fonction unimodale quadratique définie par
f1(x) = x2 avec x ∈ [−5; 5] (9.1)
– la fonction multi-modale définie par
f2(x) = −0.01
(
200− (x2 + 5.5x− 11)2 − (x2 + x− 7)2
)
−
[
2.5 exp
(
−(x− 1.5)2
)
+ 1.3 exp
(
−(x+ 4)2
)]
avec x ∈ [−5; 5] (9.2)
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– la fonction multi-modale bruitée définie par
f3(x) = −0.01
(
200− (x2 + 5.5x− 11)2 − (x2 + x− 7)2
)
−
[
2.5 exp
(
−(x− 1.5)2
)
+ 1.3 exp
(
−(x+ 4)2
)]
+0.25 sin(8pix)
avec x ∈ [−5; 5] (9.3)
– la fonction multi-modale avec une discontinuité définie par
f4(x) = −0.01
(
200− (x2 + 5.5x− 11)2 − (x2 + x− 7)2
)
−
[
2.5 exp
(
−(x− 1.5)2
)
+ 1.3 exp
(
−(x+ 4)2
)]
avec x ∈ [−5; 0.5[
f4(x) = −0.01
(
200− (x2 + 5.5x− 11)2 − (x2 + x− 7)2
)
−
[
2.5 exp
(
−(x− 1.5)2
)
+ 1.3 exp
(
−(x+ 4)2
)]
−5
avec x ∈ [0.5; 5] (9.4)
– la fonction multi-modale avec une région de non définition définie par
f5(x) = −0.01
(
200− (x2 + 5.5x− 11)2 − (x2 + x− 7)2
)
−
[
2.5 exp
(
−(x− 1.5)2
)
+ 1.3 exp
(
−(x+ 4)2
)]
avec x ∈ [−5;−0.5] ∪ [1; 5] (9.5)
– la fonction multi-modale avec le bassin d’attraction de l’optimum global très étroit définie par
f6(x) = −0.01
(
200− (x2 + 5.5x− 11)2 − (x2 + x− 7)2
)
−
[
2.5 exp
(
−(x− 1.5)2
)
+ 1.3 exp
(
−(x+ 4)2
)]
−15 exp
(
−25(x− 4)2
)
avec x ∈ [−5; 5] (9.6)
Nous excluons de notre analyse les fonctions de type Griewank [96], présentant un grand nombre
d’optimums locaux et d’apparence très chaotique, car nous présumons qu’elles ne sont pas représenta-
tives de l’allure des fonctions auxquelles nous pourrions être confrontés durant nos études.
Tous les résultats présentés sont obtenus avec plan d’expériences initial de taille nb_p0 = 2. Le
nombre maximum d’évaluations de la fonction objectif est choisi volontairement élevé (nb_pmax = 200)
afin de valider le comportement asymptotique de la méthode lorsqu’elle continue à trouver de nouveaux
sites enrichissants pour la base de données des MMs. La fonction de mérite utilisée pour la recherche de
nouveaux échantillons est :
fM (x) = fˆ(x)− 10 σ̂f (x) (9.7)
avec fˆ(x) l’estimation de f au point x et σ̂f (x) l’erreur associée à cette prédiction. fˆ(x) et σ̂f (x) sont
obtenues à partir de l’estimateur de Mackay (équations 8.21 et 8.22). Pour chaque test, nous présenterons
sous forme de graphiques l’évolution de l’approximation fˆ(x) et de la fonction de mérite fM (x) au cours
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FIG. 9.1 - Les fonctions analytiques que nous allons étudier.
des itérations it en précisant la position des points de la base de données BitMM . Notons x∗ le minimum
global de la fonction f et xitmin le point de la base de données BitMM à l’itération it tel que :
f
(
xitmin
)
< f
(
xitk
)
∀ xitk ∈ BitMM (9.8)
La convergence de la méthode sera montrée au travers de la représentation de |xitmin− x∗| et |f(xitmin)−
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f(x∗)| en fonction du nombre de points dans la base de données BitMM durant les itérations.
Fonction unimodale simple f1
Cette fonction très académique nous permet de valider la méthode d’enrichissement de la base de
données BMM pour d’une part converger vers un optimum et d’autre part représenter la fonction sur
l’ensemble de l’espace de design.
L’algorithme converge en quatre itérations après avoir fait dix calculs de la fonction objectif. Préci-
sons que nous désignons par convergence de la méthode le fait que l’algorithme ne détecte plus aucun
nouveau point d’enrichissement. Les figures 9.2 montrent l’intérêt d’utiliser la fonction de mérite pour
enrichir la base de données BMM . Il apparaît notamment que fM converge vers fˆ au fur et à mesure des
enrichissements ce qui équivaut à dire que l’erreur de prédiction σ̂f devient négligeable. Deux tendances
principales sont à souligner :
– on observe une plus forte concentration de points dans la zone proche de l’optimum,
– malgré l’utilisation de la fonction de mérite, il existe des zones de l’espace des paramètres qui n’ont
pas été visitées par l’algorithme même à la convergence de la méthode. Dans le cas de l’étude
d’une fonction lisse cette remarque ne pose pas de problème, mais nous verrons que ce manque
d’exploration peut avoir des conséquences néfastes lors de recherche d’optimums sur des fonctions
accidentées.
D’après les figures 9.3, nous voyons que MIPTO identifie l’optimum de la fonction quadratique avec
une précision de 5 10−2 dans l’espace du paramètre et de 2.6 10−3 dans l’espace de la fonction objectif.
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FIG. 9.2 - Évolution de fˆ(x) (traits pleins) et fM (x) (traits discontinus) pour la fonction unimodale quadratique.
(• points des bases de données BitMM ).
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FIG. 9.3 - Convergence de la méthode pour la fonction unimodale quadratique. • représente les positions des
itérations.
Fonction multi-modale f2
Au travers de l’étude de cette fonction, nous voulons nous assurer que la méthode est en mesure
d’identifier la présence de divers optimums locaux sur l’espace de design. En effet, les systèmes que
nous étudierons avec le code CFD sont susceptibles de comporter plusieurs extremums.
MIPTO converge en cinq itérations produisant une base de données finale B5MM composée de vingt
points. Les figures 9.4 mettent en évidence la capacité de la méthode à détecter la présence de plusieurs
bassins d’attractions. L’utilisation de la fonction de mérite aboutit à une assez bonne exploration du
domaine et une concentration de points marquée dans les régions des optimums locaux. Cette inégalité
dans la répartition des points ne détériore pas pour autant la qualité de la prédiction.
Les figures 9.5 permettent d’identifier deux phases dans le processus d’optimisation : la première
phase est liée à l’exploration du domaine alors que la seconde, dite d’exploitation et de raffinement,
aboutit à une convergence de la méthode vers les optimums de la fonction objectif. L’optimum global
est déterminé avec une précision de 1 10−3 dans l’espace du paramètre et de 4 10−6 dans l’espace de la
fonction objectif.
Fonction multi-modale bruitée f3
Le bruit est un compagnon fidèle des physiciens tant expérimentateurs que numériciens. Il peut prove-
nir de sources diverses comme des erreurs de mesure, des simulations stochastiques ou des interactions
avec un utilisateur. Les principales conséquences du bruit dans des processus d’optimisation sont une
réduction de la vitesse de convergence et l’impossibilité d’accéder précisément aux optimums.
Le calcul sur cette fonction analytique a convergé en une cinquantaine d’itération, produisant une base
de donnée finale BMM contenant 166 points. Les figures 9.6, qui présentent l’évolution de la méthode
au cours des six premières itérations pour la dernière itération, montrent que la fonction de mérite fM
ne converge pas entièrement vers fˆ . Le bruit inclus dans la fonction a donc un impact significatif sur la
variance de l’estimateur.
L’effet du bruit sur le processus de recherche d’une solution optimale est nettement visible sur les
figures 9.7 : dans l’espace du paramètre d’optimisation, la méthode semble converger vers le point op-
timum de la fonction bruitée (quatrième itération, correspondant au cinquième •) puis s’en éloigne en
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FIG. 9.4 - Évolution de fˆ(x) (traits pleins) et fM (x) (traits discontinus) pour la fonction multi-modale. (• points
des bases de données BitMM ).
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FIG. 9.5 - Convergence de la méthode pour la fonction multi-modale. • représente les positions des itérations.
identifiant des points de meilleures performances. Le meilleur point de la base de données finale est
atteint en treize itérations après quarante calculs de la fonction objectif. La précision obtenue sur l’opti-
mum dans l’espace de la fonction objectif est de l’ordre de quatre décades moins bonne que la précision
atteinte dans le cas de l’optimisation de la fonction non bruitée.
Ce discours concernant la précision reste toutefois à nuancer par le fait que dans un contexte industriel,
l’optimum recherché n’est pas forcément le point de meilleure performance de la fonction bruitée mais
le point optimum d’une fonction lissée approchant la fonction d’origine. Le problème qui en découle est
le choix effectif de cette approximation.
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FIG. 9.6 - Évolution de fˆ(x) (traits pleins) et fM (x) (traits discontinus) pour la fonction multi-modale bruitée. (•
points des bases de données BitMM ).
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FIG. 9.7 - Convergence de la méthode pour la fonction multi-modale bruitée. • représente les positions des
itérations.
Fonction multi-modale avec discontinuité f4
Les études paramétriques basées sur des phénomènes simulés à partir des équations non linéaires de
la mécanique des fluides peuvent faire apparaître des bifurcations dans les réponses du système. Une147
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bifurcation peut se traduire par une discontinuité dans la fonction utilisée pour évaluer la performance
des paramètres. Les méthodes de krigeage utilisées dans la construction des MMs pour MIPTO sont
censées supporter la présence de discontinuités dans les fonctions qu’elles approchent. Toutefois, il est
indispensable de s’assurer du bon déroulement de la méthode d’optimisation confrontée à ce type de
problème.
Pour cette étude, l’algorithme converge en seize itérations et requiert un total de quatre-vingt-deux
calculs de la fonction objectif. En analysant les figures 9.8 sur lesquelles nous nous sommes limités à
représenter l’initialisation et les onze premières itérations, nous constatons que le MM détecte effective-
ment la discontinuité. Toutefois, celle-ci provoque un ralentissement de la convergence de la fonction de
mérite fM vers l’approximation fˆ . Cet effet peut s’expliquer par le fait que le krigeage est une méthode
globale et que dans le cas traité, la discontinuité qui est un phénomène local, provoque une grande sensi-
bilité de σ̂f sur l’ensemble du domaine. Il en résulte que, lors de l’identification de la discontinuité à la
deuxième itération, la fonction de mérite fM met en évidence un grand nombre de points potentiellement
enrichissants pour BMM . La convergence fine de fM vers fˆ est alors obtenue en payant le lourd tribu
d’enrichir fortement la base de données. Notons toutefois qu’à partir de la cinquième itération (trente
points dans la base de données), la méthode donne une bonne représentation de la fonction objectif.
La convergence du processus d’optimisation vers l’optimum global est présenté sur les figures 9.9.
Les neuf premières itérations (quarante six évaluations de fonction objectif) aboutissent à une solution
du problème avec une précision de 1 10−2 dans l’espace du paramètre et de 3.3 10−4 dans l’espace de la
fonction objectif ce qui est satisfaisant. Les niveaux de σ̂f pilotant l’enrichissement amènent finalement
à un optimum identifié avec une précision de 8 10−4 dans l’espace du paramètre et de 2.3 10−6 dans
l’espace de la fonction objectif.
Fonction multi-modale avec une région de non définition f5
Un processus d’optimisation automatique peut produire des points de design dont l’évaluation par un
code de CFD est vouée à l’échec. Ce défaut est lié soit à un problème durant la mise en donnée du cas
de calcul soit à une divergence du calcul CFD lui même. Afin de mimer ce phénomène et d’évaluer le
comportement de la méthode face à une telle situation, nous testons MIPTO sur une fonction dont le
domaine de définition n’est pas continu.
Pour rappel (voir partie II, chapitre 8) la construction du MM est globale sur l’ensemble de l’espace de
design. Les points où l’évaluation de la fonction objectif a échoué ne participent pas à cette construction.
Les régions de l’espace de recherche concernées par des échecs d’évaluation de la fonction objectif
conservent tout du long du processus d’optimisation une erreur d’estimation σ̂f importante. La recherche
de nouveaux points est donc biaisée par ce comportement. Les figures 9.10 illustrent ce comportement
qui mène à une convergence de la méthode en sept itérations avec vingt-trois calculs de la fonction
objectif.
La proximité de la région de non définition vis à vis de l’optimum global empêche l’algorithme de
converger vers ce point. Les figures 9.11 montrent cette incapacité de la méthode à obtenir l’optimum
global avec une précision supérieure à 6.8 10−2 dans l’espace du paramètre et 1.6 10−2 dans l’espace de
la fonction objectif.
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FIG. 9.8 - Évolution de fˆ(x) (traits pleins) et fM (x) (traits discontinus) pour la fonction multi-modale avec une
discontinuité. (• points des bases de données BitMM ).
Fonction multi-modale avec le bassin d’attraction de l’optimum global très étroit f6
Toutes les fonctions étudiées jusqu’ici possèdent des bassins d’attraction relativement larges permet-
tant à la méthode de les identifier aisément. Toutefois, il n’est pas à exclure que les fonctions obtenues
via les calculs CFD mettent en jeu des optimum globaux au bassin d’attraction étroit en comparaison à
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FIG. 9.9 - Convergence de la méthode pour la fonction multi-modale avec une discontinuité. • représente les
positions des itérations.
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FIG. 9.10 - Évolution de fˆ(x) (traits pleins) et fM (x) (traits discontinus) pour la fonction multi-modale avec une
région de non définition. (• points des bases de données BitMM ).
150
9.1 Validations de MIPTO sur des cas analytiques
5 10 15 20
Taille de la base de données
0.1
1
| x m
i n
 
-
 
x
*
|
5 10 15 20
Taille de la base de données
0.01
1
| f ( x
m
i n
)  -
 f (
x *
) |
FIG. 9.11 - Convergence de la méthode pour la fonction multi-modale avec une région de non définition. •
représente les positions des itérations.
la tendance générale des fonctions sur l’espace de design.
Sur ce problème, la méthode converge en vingt-six itérations après deux cent deux évaluations de la
fonction objectif. D’après les figures 9.12, nous remarquons que la méthode positionne un point dans le
voisinage de l’optimum global à la troisième itération. Le comportement de la variance de l’estimation
est alors analogue au cas de la fonction avec une discontinuité : la fonction de mérite fM informe l’al-
gorithme qu’un grand nombre de points sont susceptibles de contribuer à une bonne amélioration de la
base de données des MM. Il en résulte donc une phase d’apprentissage importante.
Les figures 9.13 mettent en évidence plusieurs cycles comprenant trois phases distinctes :
– identification d’un point de performance largement supérieure à ceux contenus dans BMM ,
– enrichissement important du MM lié au bruit causé dans la variance de l’estimateur par ce nouveau
point,
– enrichissement progressif du MM jusqu’à identifier à nouveau un point améliorant de beaucoup la
meilleure performance.
La précision maximale est obtenue à la onzième itération nécessitant cent quatre évaluations de la
fonction objectif. L’optimum est alors trouvé à 1 10−5 dans l’espace des paramètres et 1 10−7 dans
l’espace de la fonction objectif.
Il est important de préciser que l’identification systématique des optimums globaux dont le bassin
d’attraction est étroit par rapport au comportement général de la fonction objectif impose une explora-
tion de l’espace de design conséquente. Il en résulte des méthodes d’optimisation très chères en temps
de calcul. Notons qu’avec la définition de la fonction de mérite : fM (x) = fˆ(x) − 10 σ̂f (x), certain
des essais réalisés dans l’optique de cette démonstration, avec des échantillonnages initiaux différents,
n’ont pas localisé le bassin d’attraction de l’optimum global. La détection aurait nécessité de choisir un
coefficient plus important pour σ̂f (x) privilégiant le comportement exploratoire de la méthode. Nous
allons préciser dans la sous section 9.1.2 les effets du coefficient ρ définissant la fonction de mérite et de
la taille de la base de données initiale sur le comportement de MIPTO.
9.1.2 Etudes sur les paramètres influents
À priori, les deux paramètres qui contrôlent l’historique de convergence de MIPTO sont le coefficient
ρ qui définit la fonction de mérite fM (X) = fˆ(X)+ρσ̂f (X) ainsi que le nombre de points de la base de
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FIG. 9.12 - Évolution de fˆ(x) (traits pleins) et fM (x) (traits discontinus) pour la fonction multi-modale avec le
bassin d’attraction de l’optimum global très étroit. (• points des bases de données BitMM ).
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données initiale. Dans cette section nous allons vérifier l’influence de ces paramètres et déterminer s’il
existe des valeurs meilleures que d’autres.
Pour cela, nous considérons la fonction analytique multi-modale définie par la relation 9.9 sur l’inter-
valle (x, y) ∈ [−2, 2]× [−2.5, 2.5]. Cette fonction possède trois minimums locaux (figure 9.14) récapi-
tulés dans le tableau 9.1.
f(x, y) = − 0.1(x+ 4)2
− 3(1− x)2exp
(
−x2 − (y + 1)2
)
+ exp
(
−(x+ 1)2 − y2
3
)
+ 10
(
x
5 − x
3 − y5
)
exp
(
−x2 − y2
)
(9.9)
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FIG. 9.14 - Isocontours de la fonction analytique multi-modale définie par l’équation 9.9.
x y f(x, y)
M1 −0.4197 −0.6209 −4.4180
M2 1.3741 −0.0068 −6.2697
M3 0.0532 1.5912 −9.4279
TAB. 9.1 - Minimums locaux de la fonction analytique multi-modale définie par l’équation 9.9.
Effet de la fonction de mérite
Pour mesurer l’impact du coefficient ρ sur la qualité des solutions fournies par MIPTO, nous uti-
lisons le même échantillon composé de dix points de design B10MM pour initialiser quatre processus
d’optimisation pour lesquels ρ prend les valeurs {0,−4,−10,−20}. Nous limitons le nombre maximum
d’évaluations exactes de la fonction objectif à 105. La qualification des résultats repose sur trois critères
qui nous informent, au fur et à mesure des itérations it de MIPTO, sur la précision de la détermination
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de l’optimum global M3, la dispersion des échantillons de la base de données BitMM et la qualité du MM
construit à partir de ces points. En rappelant que X∗ est la position de l’optimum global dans l’espace de
recherche, les indicateurs correspondant à ces critères sont :
– pour la détermination de l’optimum global avec Xmin l’échantillon de BitMM qui minimise f(X),
les deux écarts dans l’espace des paramètres et de la fonction objectif :
|Xmin −X∗| = |Xmin −XM3 | (9.10)
|f (Xmin)− f (X∗) | = |f (Xmin)− f (XM3) | (9.11)
– pour la répartition des points dans l’espace de recherche :
φβ(BfMM ) =

∑
Xi∈BfMM
∑
Xj∈BfMM
Xj 6=Xi
d(Xi, Xj)−β

1/β
(9.12)
Plus l’indicateur φβ est faible et plus les échantillons sont répartis uniformément dans l’espace de
design
– pour la qualité du MM, le critère RMSE est calculé à partir d’une base de données Bnb_tTest indé-
pendante de BitMM :
RMSE =
 1
nb_t
∑
X∈Bnb_tTest
(fˆ(X)− f(X))2

1/2
(9.13)
Des valeurs élevées de RMSE montrent que le MM représente mal la fonction.
Seul le processus pour lequel ρ = 0 est stoppé suite à une convergence au sens de MIPTO, c’est à dire
qu’aucun nouvel échantillon n’est détecté par les opérateurs d’enrichissement. Les trois autres processus
s’arrêtent après avoir atteint le nombre maximum d’évaluations de la fonction objectif.
Les valeurs faibles de |ρ| privilégient la convergence de MIPTO vers l’optimum global de la fonction
étudiée (figures 9.15-a-b). Avec ρ nul, MIPTO est capable de détecter très précisément le minimum
global du problème 9.9. La prise en compte de l’erreur d’estimation σ̂f (X) dans la fonction de mérite
fM (X) dégrade rapidement la capacité de la méthode à localiser efficacement cette solution. En effet,
avec ρ = −4, la précision obtenue sur l’optimum perd presque trois décades par rapport à ρ = 0.
La contrepartie de la convergence de MIPTO vers l’optimum global pour des |ρ| petits est le manque
d’exploration de l’espace de recherche. Pour ρ = 0, les opérateurs d’enrichissement produisent rapi-
dement des échantillonnages très inhomogènes (figure 9.15-c). Au delà de cent échantillons, seules des
valeurs de ρ inférieures ou égales à −10 permettent de garantir des répartitions correctes des points
de design dans l’espace d’état. Quelque soit la valeur de ρ, es historiques d’évolution de l’indicateur
φβ(BitMM ) ont une forme caractéristique que nous allons détailler. Durant une première phase, les er-
reurs d’estimation σ̂f (X) sont telles que leur contribution dans fM est grande : MIPTO cherche donc à
explorer le domaine ce qui se traduit par un comportement linéaire de φβ(BitMM ). Ces opérations mènent
à diminuer la variance de l’estimateur sur le domaine jusqu’au point où le produit ρσ̂f (X) devient né-
gligeable devant fˆ(X). MIPTO entre alors dans une phase d’enrichissement local autour du maximum
global de la fonction f(X) détériorant de manière significative l’indicateur φβ(BitMM ). Cette dernière
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FIG. 9.15 - Evolution des critères de qualité des solutions de MIPTO en fonction de la taille des bases de données
BMM au fur et à mesure des enrichissements pour différentes valeurs de ρ. La position des symboles correspond
aux itérations.
phase débute pour ρ = −10 à l’extrémité droite du graphique 9.15-c et n’a lieu que plus tard pour
ρ = −20.
L’homogénéité de la répartition des échantillons dans l’espace de design impacte drastiquement la
qualité de prédiction du MM. Pour le montrer, la figure 9.15-d reporte l’évolution duRMSE en fonction
de la taille de la base de données BMM au fur et à mesure des enrichissements pour les quatre valeurs
de ρ. Le MM utilisé pour ces calculs correspond au krigeage ordinaire (voir section 8.2) qui se comporte
très mal lorsque l’échantillonnage comporte des points proches dans l’espace d’état. La représentativité
globale des MMs est primordiale pour des études de tendances de réponse sur un domaine de recherche
ou pour le traitement de problèmes multi-objectifs dans lesquels les fonctions coûts sont en conflit. Par
conséquent, on préférera choisir des valeurs de |ρ| assez élevées pour répondre à ces problématiques. Il
sera toujours possible d’affiner les solutions optimales dans une seconde phase en diminuant |ρ|.
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Effet du nombre d’échantillon initial
L’influence de la taille de l’échantillonnage initial nb_p sur la convergence de MIPTO est tes-
tée en considérant quatre processus d’optimisation initialisés avec des plans d’expériences contenant
{5, 10, 20, 40} points de design. La fonction de mérite utilisée pour chacun de ces calculs est fM (X) =
fˆ(X)− 10σ̂f (X). Cette valeur de ρ nous garantit un bon niveau d’exploration du domaine de recherche
ce qui sera notre objectif pour les applications réelles. Le nombre maximum d’évaluations de la fonc-
tion objectif exacte f(X) est fixé à 105 et le nombre de cycles d’enrichissement à 20. Les calculs pour
lesquels nb_p a pour valeur {5, 20, 40} atteignent le nombre maximum d’évaluations avant le nombre
limite d’itérations, ce qui n’est pas le cas du processus avec nb_p = 10, stoppé à 102 évaluations de
f(X).
En comparaison avec les figures 9.15-a-b-c-d, les historiques des indicateurs |Xmin − X∗|,
|f (Xmin) − f (X∗) |, φβ(BitMM ) et RMSE au cours des étapes d’enrichissement (figures 9.16-a-b-
c-d) nous montrent que la convergence de MIPTO n’est pas influencée par la taille de la base de données
d’initialisation. Cette observation nous assure un bon comportement des opérateurs d’enrichissement
dans l’exploration du domaine même en cas d’une initialisation insuffisamment dense.
La conclusion que nous venons de formuler n’est valable que si la valeur de ρ autorise une exploration
conséquente du domaine. En effet, si |ρ| est nul ou faible, la qualité de l’échantillonnage initial ainsi que
la répartition des points dans l’espace de design impactent directement les enrichissements destinés alors
à localiser l’optimum global à partir des informations disponibles.
9.1.3 Améliorations du processus
Ces cas tests mono-dimensionnels nous ont permis de relever un certain nombre de comportements
préjudiciables au bon déroulement de la méthode. Nous allons donc proposer des solutions envisageables
aux problèmes liés à la gestion des données manquantes, aux perturbations dues aux discontinuités et au
bruit ainsi qu’au défaut d’enrichissement pour l’exploration et la convergence vers l’optimum global.
Affinement sur les données manquantes
Le traitement de la fonctionnelle multi-modale avec une région de non définition dans de l’espace de
design nous a montré qu’il est indispensable d’informer l’algorithme sur l’état de cette région. En effet,
si aucun traitement spécifique n’est effectué, les zones d’échec des évaluations des fonctions objectifs
demeurent des parties non explorées pour MIPTO. La principale conséquence est une convergence pré-
maturée de la méthode. L’idée maîtresse d’une amélioration est de réduire l’erreur d’estimation σ̂f dans
ces régions et donc d’inclure des échantillons y appartenant dans la base de données de construction
BMM des MMs.
La méthode la plus intuitive est d’affecter à ces points des valeurs pénalisantes pour les fonctions ob-
jectifs en adéquation avec les échantillons de BMM et de les intégrer dans une base de données corrigée
B∗MM d’apprentissage des MMs. De telles manipulations permettront d’une part de rétablir des niveaux
de variance σ̂2f correspondant à des zones explorées et d’autre part préviendront l’algorithme que ces
régions sont inintéressantes. Cette technique présente l’inconvénient de déformer au moins localement
la réponse des MMs.
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FIG. 9.16 - Evolution des critères de qualité des solutions de MIPTO en fonction de la taille des bases de données
BMM au fur et à mesure des enrichissements pour différentes tailles de bases de données initiales nb_p. La
position des symboles correspond aux itérations.
Une alternative consiste à estimer les fonctions objectifs aux points de non définition à l’aide des
MMs construits avec BMM . Ces échantillons approchés sont alors introduits dans une base de données
corrigée B∗MM pour procéder aux étapes de recherche de nouveaux échantillons. De la même manière
que pour la technique de pénalisation, cette approche rétablit les niveaux de variance σ̂2f mais cette fois
ci sans impacter sur la réponse.
Nous avons testé les deux possibilités en prenant garde d’actualiser les valeurs des pénalités ou des
approximations à chaque itération afin de toujours rester en accord avec les points de BMM . La fonction
de pénalité retenue est une constante qui est égale à la somme de la valeur maximale et de l’écart type de
la fonction objectif des échantillons. L’utilisation de la pénalité introduit des discontinuités très marquées
dans la fonction approchée (figures 9.17-b). Comme nous l’avions constaté lors de l’étude de la fonction
multi-modale, les discontinuités génèrent de fortes oscillations sur les erreurs de prédiction. Il en résulte
que la fonction de mérite fM devient fortement multi-modale et que les étapes d’enrichissement induisent
des échantillonnages très denses. La deuxième solution proposée (figures 9.17-c) est efficace et a donc
été intégrée dans MIPTO.
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FIG. 9.17 - Évolution de fˆ(x) (traits pleins) et fM (x) (traits discontinus) pour la fonction multi-modale avec une
région de non définition. (• points des bases de données BitMM ).
Discontinuité et bruit
Les échantillonnages denses, observés lorsque la fonction objectif présente des singularités, ne sont
pas envisageables lorsque les problèmes traités font intervenir des processus de calcul coûteux en temps
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CPU. Pour y remédier, nous proposons deux solutions. L’utilisation de l’estimateur de krigeage de Mac-
Kay (équation 8.21), en autorisant des valeurs élevées de θ3, permet de limiter dans une certaine mesure
les oscillations de la fonction de mérite. Il est également envisageable de limiter le nombre de nouveaux
échantillons par itération en ne considérant que ceux dont l’erreur de prédiction est la plus élevée.
Enrichissements pour l’exploration et la convergence locale
Le choix de la valeur de ρ à une grande influence sur les capacités d’exploration de la méthode et
elle est intimement liée à la forme de la fonction objectif et donc au problème traité. En effet, comme
nous l’avons vu dans le cas des la fonctions unimodale simple et multi-modale, le paramètre ρ utilisé
laisse de larges plages du domaine de design non explorées. Une fois de plus, deux possibilités s’offrent
à nous. Dans le premier cas, l’ajustement de ρ est laissé à la charge de l’utilisateur au fur et à mesure de
l’évolution du processus d’enrichissement et donc de l’apprentissage du problème. Le second scénario
consiste à subdiviser la minimisation de la fonction de mérite en deux sous étapes :
1. minimisation de la fonction f1M = fˆ ,
2. minimisation de la fonction f2M = −σ̂f .
La fonction f1M assure l’échantillonnage à proximité des optimums potentiels du problème d’opti-
misation alors que la fonction f2M procède à l’exploration sans être affectée par la forme de fˆ . Cette
manière de procéder assure une excellente exploration du domaine de recherche au risque de dépenser
inutilement des ressources informatiques en évaluant des designs non déterminants. Il est donc possible
de limiter le nombre d’évaluations de la fonction objectif en imposant par exemple un seuil sur σ̂f (ou
sur fM ) en dessous duquel l’échantillon est refusé.
En outre, Sasena [227] a montré que l’utilisation de la variance de prédiction σ̂2f dans la construction
de la fonction de mérite pour détecter de nouveaux points d’enrichissement n’est pas le meilleur des
choix. Ses résultats prouvent que des méthodes plus sophistiquées utilisant des espérances d’amélioration
des prédictions des MMs sont plus appropriées tant pour l’exploration du domaine de recherche que pour
la convergence fine vers les optimums.
9.1.4 Conclusion sur les optimisations mono-objectifs de problèmes analytiques
Les cas tests que nous avons présentés nous ont permis de valider le comportement général de la
méthode. Au regard des résultats, nous avons pu dégagé des améliorations dont certaines ont été intégrées
dans l’outil et d’autres ouvrent des voies pour la suite de ces travaux.
Les opérateurs d’enrichissement sont efficaces pour permettre une bonne connaissance de la solution
sur l’ensemble de l’espace de design avec des valeurs de ρ pour la fonction de mérite fM (X) = fˆ(X) +
ρσ̂f (X) de l’ordre de −10. Si le but du processus d’optimisation est de répartir de manière homogène
des échantillons dans l’espace de recherche, alors la solution finale obtenue par MIPTO est indépendante
du plan d’expériences d’initialisation. Au contraire, si MIPTO est utilisé pour localiser un optimum
avec précision, la base de données initiale est cruciale. Dans ce dernier cas, il est conseillé de mener
une première phase d’enrichissement global avec une valeur de |ρ| élevée suivie d’un raffinement local
autour des points optimums. Un alternative consiste à modifier les opérateurs d’enrichissement comme
il a été proposé dans le paragraphe Enrichissements pour l’exploration et la convergence locale.
Etant donné que ces conclusions sont positives, la section suivante présente une utilisation de MIPTO
pour résoudre un problème d’optimisation qui requiert des simulations avec code de dynamique des
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fluides N3S-Natur. Notons dès à présent que, pour les cas analytiques, nous avons autorisé MITPO à
évaluer un grand nombre de fonctions objectifs afin d’observer la convergence de la méthode. Pour les
applications qui font appel au solveur N3S-Natur, la méthode sera stoppée avant sa convergence par le
critère qui réfère au nombre d’évaluation de fonction coût.
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9.2 Validations et évaluations de MITPO sur un dispositif de dilution bi-
dimensionnel
Dans cette section, nous allons présenter un cas de validation de l’outil d’optimisation MIPTO sur
une configuration bidimensionnelle non réactive nécessitant l’utilisation du solveur de mécanique des
fluides N3S-Natur pour évaluer la performance des designs. Afin de montrer l’intérêt de la méthode
basée sur des MMs en terme de gain de temps CPU pour obtenir un optimum global et accéder à des
informations sur l’ensemble de l’espace de design, elle est comparée à la technique du Simplexe. Dans
un premier temps, nous décrirons l’intégration de l’algorithme du Simplexe dans l’outil d’optimisation.
Ensuite, nous détaillerons la configuration étudiée sur un plan physique puis d’optimisation. Enfin, nous
nous attacherons à examiner les résultats donnés par MIPTO avec les méthodes basées sur des MMs et
sur le Simplexe.
9.2.1 Intégration de l’algorithme du Simplexe dans MIPTO
La méthode du Simplexe fait partie des méthodes de recherche directes [112]. La recherche en opti-
misation a fait émerger au cours du temps des solutions efficaces pour un certain nombre de problèmes.
Cependant, on constate que les méthodes de recherche directe sont toujours très utilisées à l’heure ac-
tuelle. Ceci s’explique principalement par les faits suivants :
– elles donnent de bons résultats en pratique,
– elles sont applicables à des problèmes non linéaires et fonctionnent bien là où des techniques plus
sophistiquées échouent,
– souvent, elles sont utilisées en premier recours car elles sont simples d’implantation et d’utilisation,
– elles peuvent permettre de dégrossir un problème et de donner une condition initiale pour des
méthodes plus complexes.
Ces méthodes sont basées sur les quelques concepts suivants qui expliquent leur simplicité et leur ef-
ficacité : elles ne demandent pas d’évaluation de dérivée (zero-order method) et fonctionnent uniquement
sur des comparaisons des valeurs de la fonction coût. Généralement, c’est simplement l’ordre relatif des
points dans l’espace de recherche qui est important (classement par rapport à la valeur de la fonction
objectif en ces points). Dans la recherche d’extrémums, n’importe quel point meilleur que les autres est
accepté sans condition. Pour résumer, elles sont lentes à converger, ne possèdent pas de théorème de
convergence mais sont robustes et très utilisées.
La première version du Simplexe est due à Spendley et al. [240] et fut motivée par une volonté de
réduction du coût (nombre d’évaluations de la fonction objectif) par itéré. nb_op étant la dimension de
l’espace de recherche, les méthodes de recherche directe antérieures nécessitaient de 2nb_op à 2nb_op
évaluations par itération alors qu’il est possible de n’en faire que nb_op + 1. Ce nombre d’évaluations
correspond :
– au nombre de points nécessaires pour faire un plan dans un espace à n dimensions,
– au nombre de points utiles à l’estimation de la dérivée première de la fonction objectif par diffé-
rences finies,
– au nombre de sommets d’un Simplexe dans un espace de dimension nb_op.
Un Simplexe est une figure géométrique qui possède nb_op+1 sommets dans un espace de recherche
de dimension nb_op et qui doit pouvoir être le support d’une base de cet espace pour être considéré
comme non dégénéré. L’idée est donc de construire un Simplexe non dégénéré dans l’espace de re-
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cherche et de s’en servir pour mener la recherche. La convergence vers l’optimum est obtenue suite à
des transformations géométriques du Simplexe organisées dans des séquences précises. La version utili-
sée est celle proposée par Nelder & Mead [183], enrichie par Gurson et al. [98] et qui comprend quatre
opérations de base : la réflexion, l’expansion, la contraction interne et contraction externe (figures 9.18).
Les opérations sont réalisées de manière séquentielle, interdisant les évaluations de fonctions objectifs
simultanées. Torczon [251] a proposé une extension des méthodes du Simplexe qui permet de profiter
des environnements de calcul parallèle en définissant plusieurs directions de recherche simultanées.
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FIG. 9.18 - Les quatre transformations de l’algorithme d’un Simplexe N1N2n3 dans un espace d’état à deux
dimension : réflexion Nref , expansion Nexp, contraction interne Nci et contraction externe Nce.
Comme nous l’avons évoqué dans la partie II, la mise en place d’une application d’optimisation
dans PALM est réalisée par l’assemblage de sous applications. Dans le cas de la génération de l’outil
dédié à l’optimisation par la méthode du Simplexe, nous avons développé une unité Simplexe que nous
avons connecté à une branche de calcul CFD type. La figure 9.19 présente l’architecture informatique de
l’application qui en découle. Dans la suite de cette section, nous appellerons cet outil MIPTO-Simplexe
en opposition à MIPTO-MMs, la version de MIPTO présentée dans la partie II.
9.2.2 Description de la configuration
La configuration étudiée consiste en un canal bidimensionnel de dimensions 0.03m × 0.24m dans
lequel entrent des gaz chauds à Th = 1500 Kelvin. Deux trous de dilution injectent de l’air frais à
Tc = 300 Kelvin pour refroidir l’écoulement avant qu’il ne sorte du domaine de calcul. Ce cas test,
représenté sur la figure 9.20, a la particularité d’être représentatif du système de dilution d’une chambre
de combustion. Sur cet exemple d’apparence simple, la dilution peut être contrôlée par un grand nombre
de paramètres tels que les débits d’air frais et leurs températures d’injection ou alors par des variables
géométriques comme la position, le diamètre et l’angle des jets de dilution. Les critères de sélection des
systèmes de dilution peuvent être variés selon les exigences et les contraintes requises : la température
maximale en sortie, l’écart type du profil de température ou encore l’allure du profil de température.
Les deux premiers critères sont des renseignements très globaux qui peuvent mener à plusieurs designs
optimums de même performance alors que le dernier est plus restrictif.
L’objectif du processus d’optimisation que nous allons présenter est de localiser les positions opti-
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FIG. 9.19 - Architecture informatique de l’application PALM dédiée à l’optimisation par la méthode du Simplexe.
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FIG. 9.20 - Configuration utilisée pour tester MIPTO-MMs et MIPTO-Simplexe sur un processus d’optimisation
mono-objectif.
males des deux jets de dilution pour atteindre un profil de température cible en sortie du système. Le
profil recherché, illustré sur la figure 9.21, est volontairement asymétrique. Ce choix nous permet de
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valider les capacités de la méthodologie à identifier des designs amenant à ce type de profil qui sont in-
téressants pour la tenue thermique des éléments se trouvant en sortie de chambre de combustion. Notons
Lcu et Lcl les positions respectives des injecteurs de refroidissement supérieur et inférieur par rapport à
l’entrée du domaine (admission des gaz chauds). Il est attendu que pour des grandes valeurs de Lcu et
Lcl, traduisant le fait que les trous de dilutions sont placés très en aval de la configuration, la dilution
sera peu efficace du fait de la faible longueur attribuée à la zone de mélange entre les gaz chauds et
l’air de refroidissement. De la même manière, remarquons que dans les cas où Lcu diffère de Lcl et si
les débits injectés dans les jets de dilution sont les mêmes, alors il est possible d’obtenir des profils de
température asymétriques en sortie du domaine. De la même manière, le contrôle de l’asymétrie du profil
de température peut être obtenu en jouant sur les débits d’air frais injectés dans les systèmes de dilution.
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FIG. 9.21 - Profil de température cible pour l’optimisation mono-objectif du système de dilution bidimensionnel.
La manière d’évaluer les designs au travers du post-traitement des calculs de mécanique des fluides
a une importance de premier ordre dans ce type de calcul d’optimisation où la volonté est d’atteindre
une grandeur décrite spacialement. La fonction objectif associée à un jeu de position P = (Lcu, Lcl)
est exprimée en comparant le profil de température obtenu par la simulation pour P et le profil cible au
travers de la relation suivante :
Fobj(P ) =
1
D
∫
D
(
T c(y)− T s(y)
T c(y)
)2
dy (9.14)
avecD le diamètre du canal, T c(y) le profil de température cible et T s(y) le profil de température obtenu
par la simulation numérique. L’expression 9.14 traduit un écart moyen entre les profils cible et calculé. La
mise en œuvre de l’adimensionnement par le profil cible donne une importance relative à l’écart moyen
standard. Il est motivé par le fait que les températures à l’intérieur du domaine de calcul prennent des
valeurs comprises entre 300 et 1500 Kelvin. Des tests, non présentés dans ce manuscrit, ont montré que
l’adimensionnement amène à identifier de meilleurs designs tant en terme de qualité que de vitesse de
convergence.
En résumé, nous sommes confrontés à un problème d’optimisation de dimension nb_op = 2 avec
comme variables de contrôle P = (Lcu;Lcl) ayant pour but de minimiser la fonction objectif Fobj(P ).
Nous délimitons l’espace de design ED en choisissant des bornes aux paramètres d’optimisation :
ED = [0.05; 0.12]nb_op (9.15)
L’espace de recherche autorise des configurations géométriquement très différentes du système de
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Température des gaz chauds Th 1500 K
Débit des gaz chauds Qh 0.212 kg.s−1
Températures de dilution Tc = Tcu = Tcl 300 K
Débit de dilution supérieur Qcu 0.647 kg.s−1
Débit de dilution inférieur Qcl 0.529 kg.s−1
Angles des jets de dilution αc = αcu = αcl 0 rad
Diamètres des jets de dilution Dc = Dcu = Dcl 0.005 m
Pression en sortie Pout 101325 Pa
TAB. 9.2 - Conditions de calcul pour le système de dilution bidimensionnel.
dilution. Etant donné que les changement de formes qui en découlent sont importants, les maillages uti-
lisés pour faire les calculs de dynamique des fluides sont obtenus en utilisant le mailleur de Müller (voir
chapitre 6). Les maillages ainsi générés comportent en moyenne 9 000 nœuds et 17 500 cellules. L’éva-
luation de la fonction objectif (pré-traitement - calcul CFD N3S-Natur - post-traitement) pour un point de
l’espace de design dure environ quinze minutes sur cinq processeurs d’un COMPAQ AlphaServer SC45.
Afin de s’affranchir d’un critère de convergence des calculs N3S-Natur pouvant créer quelques légères
disparités dans les temps de restitution, les simulations sont toutes réalisées sur un nombre d’itérations
prédéfini. Ce nombre est obtenu de manière expérimentale en réalisant préalablement des tests pour des
designs extrêmes de l’espace d’état.
Le tableau 9.2 donne l’ensemble des conditions de calcul utilisées pour générer les maillages, les
conditions aux limites et initiales.
9.2.3 Résultats des processus d’optimisation
En raison des limitations de ressources informatiques au moment de ces calculs, nous avons limité le
nombre maximum d’évaluations de la fonction objectif pour l’utilisation de MIPTO-MMs à 90. Le temps
total réservé aux calculs CFD est alors de l’ordre de 90× 15 minutes = 22.5 heures (toujours sur cinq
processeurs d’un COMPAQ AlphaServer SC45). La fonction de mérite utilisée est :
fM (P ) = fˆ(P )− 5σ̂f (P ) (9.16)
Le plan d’expériences initial est composé de 20 points répartis sur l’espace de design. L’améliora-
tion du MM est réalisée au cours de 5 itérations enrichissant la base de données BMM de 71 points
supplémentaires. Les figures 9.22 illustrent l’apprentissage de la fonction objectif en comparant l’ap-
proximation fˆ(P ) et la fonction de mérite fM sur l’ensemble de l’espace de design à l’initialisation et
après les 5 itérations.
La première chose que l’on note est la forte diminution globale de σ̂f (P ) sur le domaine menant à
une convergence de la fonction de mérite vers l’approximation. Ensuite, le choix de ρ = −5 dans la
définition de la fonction de mérite donne en une répartition homogène des points de la base de données
B91MM sur l’espace d’état. Remarquons également que le nombre de points calculés sur les frontières du
domaine est relativement important. Ceci est lié au fait que la prédiction du MM est mauvaise dans ces
zones puisqu’il n’y a aucune information sur les niveaux de la fonction objectif en dehors de l’espace de
design. Leur exploration est donc privilégiée durant les deux premières itérations de la méthode. Enfin,
comme nous l’attendions, l’outil d’optimisation est en mesure de rendre compte du comportement de
la fonction objectif sur tout le domaine de recherche. Ainsi, on visualise sur la représentation de fˆ(P )
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Logarithme de la fonction de mérite
Logarithme de l’approximation fˆ(P ) fM = fˆ(P )− 5σ̂f (P )
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FIG. 9.22 - Evolution de l’approximation fˆ(P ) et de la fonction de mérite fM entre l’initialisation (au dessus) et
la 5ie`me itération (en dessous).
divers bassins d’attraction d’optimums locaux. La région d’attraction correspondant à l’optimum global
est la plus étendue. Elle a la forme d’une large vallée orientée selon la direction Lcu − Lcl = k, où
k est une constante. Cette observation permet d’affirmer que les caractéristiques générales du profil de
température cible sont liées à un écart k donné entre les jets de dilution. En effet, la perception de la
physique de l’écoulement nous autorise à penser que la forme du profil est dictée par l’écart k entre les
jets et que pour un même k, sa variance est contrôlée par la moyenne des positions des jets (Lcu+Lcl)/2.
Ce type d’analyse basée sur des surfaces de réponse permet d’obtenir des relations entre les variables de
design et de réduire la difficulté d’un problème d’optimisation en limitant l’espace de recherche ou encore
en modifiant les variables d’optimisation.
L’utilisation de l’algorithme du Simplexe dans le cadre de la présente étude repose sur deux objectifs
principaux. D’une part, nous cherchons à valider la réponse donnée par le MM sur une fonction inconnue.
D’autre part, nous voulons profiter de cette occasion pour montrer la supériorité de la méthode assistée
par des MMs par rapport à celle du Simplexe. Nous avons donc mené six processus d’optimisation avec
MIPTO-Simplexe, initialisés avec des points de départ répartis sur l’ensemble du domaine de design.
Pour répondre au premier objectif, nous avons tracé sur la figure 9.23 les historiques de convergence
de cinq des six calculs réalisés avec la méthode du Simplexe sur des iso-contours de log(fˆ(P )) construits
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à partir de B91MM . Nous constatons que ces séquences convergent vers les différents optimums décrits par
le MM. L’étude de cette figure nous donne déjà quelques arguments plaidant en défaveur de la recherche
par Simplexe :
– il s’agit d’un algorithme de recherche local,
– l’historique d’un calcul est très sensible aux conditions initiales : des petites perturbations dans
la taille, l’orientation ou la localisation d’un Simplexe dans l’espace de design conduisent à des
historiques de convergence différents,
– les historiques de convergence ne permettent pas de déduire de propriété globale concernant la
fonction objectif et sont, par conséquent, souvent inexploitables (seul l’optimum trouvé est utile),
– la méthode souffre de problèmes de convergence prématurée dans les cas où les bassins d’attraction
sont des vallées prononcées.
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FIG. 9.23 - Historiques de convergence de divers calculs avec MIPTO-Simplexe (les • caractérisent les points de
départ) reportés sur des iso-contours de log(fˆ(P )) construits avec la base de données B91MM .
La figure 9.24 présente, pour les six calculs avec MIPTO-Simplexe et le calcul avec MIPTO-MMs,
l’évolution de la performance du meilleur point de design détecté par les deux techniques d’optimisation
au cours de leur convergence en fonction du nombre d’évaluations de la fonction objectif. La première
constatation évidente est liée au nombre important d’appels au solveur de mécanique des fluides deman-
dés par l’algorithme du Simplexe pour atteindre des optimums locaux avec un bon niveau de conver-
gence. Ensuite, l’utilisation de MMs permet en moyenne d’accéder à de meilleurs candidats du problème
d’optimisation global. Finalement, la méthode du Simplexe s’avère être chère du point de vue du temps
de calcul pour déterminer des informations uniquement locales vis à vis de la technique basée sur des
MMs, capable de fournir des éléments concernant l’optimum global avec une bonne précision ainsi que
le comportement global de la fonction objectif sur l’ensemble du domaine de recherche.
Nous avons jusqu’ici présenté des résultats sous une lumière purement optimisation sans nous soucier
du respect de l’objectif physique. Il est donc indispensable de prouver que la formulation mathématique
de la fonction coût (équation 9.14) traduit de manière efficace la recherche de positions optimales des
jets de dilution pour atteindre un profil de température donné. Pour cela, la figure 9.25 représente le profil
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FIG. 9.24 - Performance du meilleur point de design en fonction du nombre d’évaluations de la fonction objectif.
Dénomination du point Lcu Lcl
P ∗Sp 0.106 m 0.086 m
P gMMs 0.111 m 0.079 m
P lMMS 0.114 m 0.054 m
TAB. 9.3 - Coordonnées des points de design P ∗Sp, P
g
MMs et P
l
MMS .
de température cible ainsi que les profils de température pour trois différents points de designs obtenus
par les processus d’optimisation :
– le point de meilleur performance issu des six calculs avec MIPTO-Simplexe : P ∗Sp,
– le point de meilleur performance déterminé par MIPTO-MMs : P gMMs,
– un point figurant comme optimum local suite au calcul avec MIPTO-MMs : P lMMS .
Le tableau 9.3 donne les coordonnées de ces points de design dans l’espace de recherche. Nous
constatons que les profils de température correspondant à ces points sont en très bon accord avec le profil
cible nous permettant ainsi de valider l’utilisation de l’expression de la fonction objectif. A titre indicatif,
la figure 9.26 présente quelques profils de température obtenus lors du calcul avec MIPTO-MMs pour
différents designs du système de dilution.
Pour conclure sur cette étude, un dernier avantage très intéressant de la méthode MIPTO-MMs par
rapport à MIPTO-Simplex est lié au fait qu’en cas de changement de fonction objectif en cours d’étude
(par une modification de l’expression mathématique ou par la définition d’un but du processus d’optimi-
sation différent), les efforts de calcul réalisés avec le solveur de dynamique des fluides sont conservés.
En effet, la nouvelle fonction objectif peut être évaluée pour les points de design de la base de données
BMM existante en post-traitant les champs fluides déjà obtenus. Une nouvelle base de données est ainsi
construite et peut être directement utilisée comme initialisation avancée de MIPTO-MMs.
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FIG. 9.26 - Représentation de la diversité des profils de température que peuvent produire les paramètres de
design retenus.
9.2.4 Conclusion sur l’optimisation du dispositif de dilution bidimensionnel
Tout d’abord, nous avons mis en évidence de manière pratique la modularité de l’environnement
MIPTO qui autorise de changer rapidement l’algorithme d’optimisation sans affecter le reste de l’appli-
cation.
Ensuite, nous avons montré les atouts de la méthode basée sur les MMs par rapport à une des tech-
niques du Simplexe, qui sont des approches très répandues dans un contexte d’optimisation sans gradient.
L’utilisation des MMs permet, à moindre coût par rapport à l’algorithme du Simplexe, d’observer le com-
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portement de la fonction objectif sur l’ensemble du domaine de recherche et de localiser avec une bonne
précision l’optimum global du problème d’optimisation. La connaissance des tendances d’un objectif par
rapport aux variables d’optimisation permet de mieux comprendre les relations du problème et au besoin
d’en ajuster la définition.
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Chapitre 10
Optimisations multi-objectifs
10.1 Validations de MIPTO sur des cas analytiques
Cette section a deux principaux buts. Le premier est de valider que les MMs de MIPTO sont ca-
pables de reproduire les fronts de Pareto de problèmes multi-objectifs et le second est de vérifier que
les opérateurs d’enrichissement œuvrent de manière à augmenter la précision des fronts prédits. Nous
allons utiliser MIPTO pour résoudre des problèmes basés sur des fonctions analytiques dont les fronts de
solutions non dominées présentent des caractéristiques spécifiques : fronts de Pareto convexe, avec des
objectifs fortement corrélés, concave et enfin discontinu.
Dans la suite, nous désignerons par :
– front de Pareto du problème, l’ensemble des solutions non dominées du problème multi-objectif
considéré, obtenues avec un algorithme de recherche de front de Pareto,
– front de Pareto à l’itération it, les solutions non dominées obtenues par MIPTO à l’itération it,
– front de Pareto initial, l’estimation du front de Pareto obtenu par MIPTO après la phase d’initiali-
sation des MMs,
– front de Pareto final, l’estimation du front de Pareto obtenu par MIPTO après l’arrêt de la méthode.
Notons respectivement XFP et FFP les solutions non dominées dans l’espace de design et dans l’es-
pace des fonctions objectifs. L’indice it se réfère à l’itération it et l’indice p aux solutions du problème.
La précision d’une estimation (XFPit , FFPit ) est jugée par deux critères qui rendent compte de l’écart
entre cette estimation et le front (XFPp , FFPp ) dans les espaces de design et des fonctions objectifs. L’in-
dicateur ED est la mesure utilisée pour caractériser le front dans l’espace des paramètres et EF dans
l’espace des fonctions objectifs :
ED =
1
nit
nit∑
l=1
min
k∈[1,np]
∣∣∣XFPit,l −XFPp,k ∣∣∣ (10.1)
EF =
1
nit
nit∑
l=1
min
k∈[1,np]
∣∣∣FFPit,l − FFPp,k ∣∣∣ (10.2)
avec np le nombre de points du front de Pareto du problème et nit le nombre de points du front de Pareto
à l’itération it.
Pour chaque problème traité, MIPTO est évalué en utilisant les tracés des évolutions de ED et EF
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en fonction de la taille de la base de données BitMM ainsi que par l’analyse de la position des estimations
initiale et finale du front de Pareto vis à vis du front de Pareto du problème.
Les problèmes considérés comportent deux variables de design X = (x, y) et deux fonctions ob-
jectifs Fobj(X) = (f1(x, y), f2(x, y)). Ils sont issus du regroupement de problèmes multi-objectifs de
référence proposés par Mehnen [168]. Pour leur résolution, MIPTO est initialisé par un plan d’expé-
riences contenant 20 échantillons. La fonction de mérite utilisée pour chaque objectif est donnée par
l’expression :
f iM (X) = fˆi(X)− 10σ̂fi(X) avec i = 1, 2 (10.3)
L’estimateur utilisé est le krigeage ordinaire qui garantit l’interpolation des échantillons et donc de
bons niveaux de précision des fronts obtenus. Le nombre maximum d’évaluation des fonctions objectifs
est fixé à 120.
10.1.1 Front de Pareto convexe
Le front de Pareto du problème 10.4, représenté dans l’espace des fonctions objectifs, a une forme
dite convexe. Dès l’initialisation, MITPO capte très bien la forme et la position du front (figure 10.2).
Après trois itérations d’enrichissement durant lesquelles 78 évaluations des fonctions objectifs ont été
réalisées, les précisions ED et EF des estimations du front de Pareto ont convergé vers des valeurs
raisonnables (figures 10.1). Le front de Pareto final prédit de manière très correcte le front de Pareto du
problème (figure 10.2).
min
X
Fobj(X) = min
(x,y)

f1(x, y) = x2 + y2
f2(x, y) = (x− 5)2 + (y − 5)2
(x, y) ∈ [−5, 10]2
(10.4)
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FIG. 10.1 - Evolutions des critères de précision (a) ED et (b) EF en fonction de la taille des bases de données
pour le problème 10.4. • représente la position des itérations de MIPTO.
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FIG. 10.2 - Front de Pareto du problème 10.4 accompagné des fronts de Pareto initial et final.
10.1.2 Front de Pareto convexe corrélé
Deux fonctions objectifs f1 et f2 sont corrélées si la valeur absolue du coefficient de Pearson r2f1,f2 de
la relation f2 = F(f1) est proche de 1. Lorsque la relation entre les objectifs d’un problème multi-critère
a un coefficient de Pearson de l’ordre de 1, le front de solutions non dominées représente un ensemble
très restreint de l’espace de design, se ramenant à un point si r2f1,f2 = 1. Dans ce dernier cas, il n’y a
aucun intérêt à résoudre ce problème en utilisant un algorithme multi-objectif puisque les objectifs sont
les mêmes.
Le problème 10.5 présente la particularité d’avoir un coefficient de Pearson égal à 0.97. L’identifica-
tion du front de Pareto avec une méthode utilisant des MMs requiert donc une bonne représentativité des
fonctions objectifs sur l’ensemble du domaine de recherche ainsi qu’une précision locale adéquate des
estimations.
min
X
Fobj(X) = min
(x,y)

f1(x, y) = x2 + y2
f2(x, y) = (x+ 0.5)2 + y2
(x, y) ∈ [−5, 5]2
(10.5)
Les historiques de convergence des indicateurs ED et EF (figures 10.3) indiquent la présence de
deux phases bien distinctes dans le processus d’optimisation. Les quatre premières itérations (jusqu’à 86
évaluations des fonctions objectifs) permettent un enrichissement global aboutissant à la localisation du
front de Pareto. Les enrichissements des quatre itérations suivantes (jusqu’à 110 évaluations des fonctions
objectifs) permettent d’affiner la représentation du front jusqu’à une convergence des critères ED et EF .
La figure 10.4 confirme que le front de Pareto initial est éloigné du front de Pareto du problème et qu’à
la fin du processus MIPTO, le front de Pareto final reproduit fidèlement le front du problème.
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FIG. 10.3 - Evolutions des critères de précision (a) ED et (b) EF en fonction de la taille des bases de données
pour le problème 10.5. • représente la position des itérations de MIPTO.
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FIG. 10.4 - Front de Pareto du problème 10.5 accompagné des fronts de Pareto initial et final.
10.1.3 Front de Pareto concave
L’identification de fronts de Pareto concaves dans l’espace des fonctions objectifs soulève certaines
difficultés pour les algorithmes multi-objectifs [54, 154]. Même si NSGA-II (code utilisé pour localiser
les fronts de Pareto dans MIPTO, voir chapitre 8) est à même de caractériser ce type de géométrie, nous
voulons nous assurer que le couplage avec des MMs ne détériore pas cette qualité. Pour le vérifier, le
problème suivant est résolu :
min
X
Fobj(X) = min
(x,y)

f1(x, y) = 1− exp
[
−(x− 1)2 −
(
y − 1√2
)2]
f2(x, y) = 1− exp
[
−(x+ 1)2 −
(
y + 1√2
)2]
(x, y) ∈ [−4, 4]2
(10.6)
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Le front de Pareto initial indique que l’échantillonnage initial de MIPTO n’est pas assez dense pour
rendre compte de la forme concave du front (figure 10.6). En effet, le front initial est convexe et présente
une discontinuité. La capacité d’enrichissement mène toutefois la méthode à converger vers le front du
problème (figures 10.5) jusqu’à l’approcher très précisément : la concavité est détectée après la deuxième
itération (58 évaluations des fonctions objectifs) et les itérations suivantes affinent la connaissance du
front.
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FIG. 10.5 - Evolutions des critères de précision (a) ED et (b) EF en fonction de la taille des bases de données
pour le problème 10.6. • représente la position des itérations de MIPTO.
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FIG. 10.6 - Front de Pareto du problème 10.6 accompagné des fronts de Pareto initial et final.
10.1.4 Front de Pareto discontinu
De la même manière que pour le cas précédent, ce test a pour but de valider le couplage entre NSGA-
II et les MMs de MIPTO pour représenter des fronts de Pareto discontinus. Le problème traité est le
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suivant :
min
X
Fobj(X) = min
(x,y)

f1(x, y) = −3(x− 1)2exp
[−x2 − (y + 1)2]
+10
(
x
5 − x3 − y5
)
exp
(−x2 − y2)
+3exp
[−(x+ 2)2 − y2]− 12(2x+ y)
f2(x, y) = −3(x+ 1)2exp
[−y2 − (x− 1)2]
+10
(y
5 − y3 − x5
)
exp
(−x2 − y2)
+3exp
[−(y − 2)2 − x2]
(x, y) ∈ [−3, 3]2
(10.7)
La base de données initiale est insuffisante pour rendre compte de la forme du front de Pareto du
problème (figure 10.8). La discontinuité est néanmoins repérée par MIPTO après la première itération
(34 évaluations des fonctions objectifs). Les itérations suivantes permettent d’améliorer la qualité des
MMs sur l’espace de design et de reproduire de plus en plus fidèlement le front de Pareto (figures 10.7
et 10.8).
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FIG. 10.7 - Evolutions des critères de précision (a) ED et (b) EF en fonction de la taille des bases de données
pour le problème 10.7. • représente la position des itérations de MIPTO.
10.1.5 Conclusion sur les optimisations multi-objectifs de problèmes analytiques
Les MMs intégrés dans MIPTO sont assez fidèles pour représenter avec précision différentes formes
de front de Pareto. Les opérateurs d’enrichissement, utilisés avec des fonctions de mérite qui privilégient
l’exploration de l’espace de design, permettent d’améliorer la précision des fronts estimés à chaque ité-
ration. Les figures présentées dans cette section montrent des fronts de Pareto finaux très précis, obtenus
avec des bases de données contenant environ 120 échantillons. Conscients que la taille de ces bases de
données, formées pour seulement deux paramètres de contrôles, n’est pas compatible avec des évalua-
tions de fonctions objectifs par un code de CFD, les fronts de Pareto finaux présentés dans la suite de ce
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FIG. 10.8 - Front de Pareto du problème 10.7 accompagné des fronts de Pareto initial et final.
manuscrit seront certainement moins convergés. Concernant ce point, une étude intéressante, qui n’a pas
été menée dans le cadre de ces travaux, consiste à déterminer une loi de précision des fronts de Pareto
estimés en fonction du nombre de paramètres d’optimisation et du nombre d’échantillons. Une telle loi
permettrait de situer la qualité des résultats obtenus durant la résolution d’un problème réel ainsi que de
confronter un potentiel gain de qualité vis à vis du coût de calcul qu’il engendre.
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10.2 Validations et évaluations de MITPO sur une géométrie bidimen-
sionnelle de turbomoteur
10.2.1 Description de la configuration retenue
Le turbopropulseur et le modèle numérique simplifié
La configuration étudiée dans cette section repose sur une simplification d’une chambre de combus-
tion de turbomoteur d’hélicoptère développé par TURBOMECA. Ce moteur, de conception fondamen-
talement différente de ses prédécesseurs, est conçu pour motoriser la nouvelle génération d’hélicoptère
biturbine. Son architecture est simple, modulaire et compacte. Elle s’articule autour d’un générateur de
gaz comportant deux étages de compresseurs centrifuges accouplés à une turbine haute pression (HP)
simple étape dont les pales ne sont pas refroidies. Ne pas refroidir les pales permet de réduire les coûts
de fabrication au prix d’une hausse mineure du poids du moteur. La turbine de puissance est compo-
sée de deux étages. Avec une puissance au décollage de 900 kW, il doit répondre aux missions les plus
exigeantes, en conservant ses performances en altitude et par temps chaud. La coupe schématique de la
figure 10.9 présente ce moteur et identifie les principaux composants.
Compresseur HP
Chambre de combustion
annulaire à contre flux
Turbine HP
Arbres de
puissance
Entrée d’air
frais
Sortie de gaz
chauds
FIG. 10.9 - Présentation du turbopropulseur TURBOMECA.
Le turbopropulseur est équipé d’une chambre de combustion annulaire à flux inversé (figure 10.10).
Ce type de géométrie est couramment utilisé pour motoriser les hélicoptères. Il permet notamment de
diminuer la masse et l’encombrement de la chambre en garantissant une bonne propagation de la flamme.
La chambre est constituée de quinze secteurs identiques dont le fonctionnement individuel peut être décrit
comme suit. Le carburant est injecté en spray sous forme liquide au centre du tourbillonneur. Il est ensuite
mélangé avec l’air traversant le dispositif de giration avant de brûler dans la zone primaire délimitée par
les jets de dilution (figure 10.10). Les gaz brûlés sont dilués avant la sortie de la chambre de combustion
par l’air frais provenant de ces jets et des différents films répartis le long de la géométrie ainsi que de la
courbure du coude. Enfin, divers zones de multi-perforation assurent un refroidissement local des parois.
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FIG. 10.10 - (a) Chambre de combustion annulaire du turbopropulseur - (b) Secteur axi-périodique vue de coté.
Afin de valider la mise en œuvre des séquences CFD automatisées avec l’utilisation du mailleur Gam-
bit et le bon comportement de MIPTO sur des configurations réactives, nous avons choisi de commencer
nos études d’optimisation des systèmes de dilution des foyers aéronautiques par une géométrie bidimen-
sionnelle simplifiée. Le domaine de calcul retenu correspond à la coupe d’un secteur de chambre de
combustion passant par le centre du tourbillonneur (figure 10.11). Il comprend l’admission de l’air par le
contournement ainsi que le tube à flamme. Le système d’injection de carburant ainsi que le tourbillonneur
ne peuvent pas être pris en compte dans ce type de configuration 2D. En remplacement, nous injectons
de l’air et du carburant sous forme parfaitement pré-mélangés. Les flux d’air entre le contournement et le
tube à flamme des jets de dilution et les films du coude et du fond de chambre sont inclus dans le domaine
de calcul. Ainsi, nous aurons une idée globale de la répartition des débits dans la chambre. Notons que
dans ce modèle numérique, nous ne nous intéressons pas aux effets des multi-perforations des parois. En
effet, les parois sont considérées isothermes et imperméables aux flux d’air. Enfin, le domaine est volon-
tairement allongé après la position du distributeur de la turbine HP afin de limiter les effets numériques
néfastes qu’engendrerait la proximité d’une condition aux limites sur ce plan de mesure.
Cette configuration, peu représentative des phénomènes physiques qui ont lieu dans un foyer aéronau-
tique, va nous permettre de préparer les études sur une géométrie tridimensionnelle. En effet, du point de
vue physique, nous pourrons constater de manière qualitative la réponse de la chambre aux paramètres
d’optimisation en terme de répartition de débit et de température. D’autre part, nous pourrons également
déterminer les fonctions objectifs pertinentes ainsi que la façon de les calculer.
Les informations concernant ce turbopropulseur étant confidentielles, nous ne rentrerons pas dans le
détail des caractéristiques géométriques de la chambre ni dans l’explicitation du point de fonctionnement
traité (Pression, température, débit d’air et richesse).
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FIG. 10.11 - Configuration bidimensionnelle retenue pour l’étude d’optimisation.
Définition du problème d’optimisation
Comme nous l’avons abordé dans la partie I traitant de la conception des turbines à gaz aéronautiques,
le design des chambres de combustion est un processus largement multi-objectif. Dans cette étude nous
nous sommes restreints à l’étude de deux aspects majeurs contrôlant la performance et la durée de vie du
moteur.
L’objectif premier d’une chambre de combustion est d’augmenter l’énergie contenue dans un écoule-
ment fluide en brûlant de manière efficace un carburant. Il en résulte une augmentation de la température
moyenne des gaz utilisés dont l’énergie pourra ensuite être transformée en travail utile. Il est désirable
que les foyers aéronautiques fonctionnent de manière stable sur une grande plage de conditions de fonc-
tionnement avec des niveaux d’efficacité de combustion proches de 100%. Pour un design, l’impossi-
bilité d’accéder à des efficacités importantes est considérée comme inacceptable. En effet, l’inefficacité
se manifeste souvent par un gaspillage de carburant et une production accrue de polluants. D’un point
de vue du design, il est intéressant de pouvoir lier l’efficacité de combustion d’un foyer aux points de
fonctionnement (pressions, températures et débits) ainsi qu’à ses dimensions. Toutefois, les nombreux
processus complexes qu’impliquent la combustion dans de tels systèmes ne permettent pas de tirer des
règles triviales générales. Il est malgré tout possible de statuer sur des modèles de performance de la
combustion vis à vis des caractéristiques les plus critiques. Un de ces modèles est basé sur la notion
désormais reconnue que le temps total pour brûler du carburant liquide est la somme des temps requis
pour son évaporation, pour son mélange avec l’oxydant et les produits de combustion ainsi que pour la
réaction chimique [141]. Etant donné que ce temps est aussi inversement proportionnel au débit d’air,
l’efficacité de combustion peut s’exprimer par :
ηc = f(m˙a)−1
( 1
te
+ 1
tm
+ 1
tr
)−1
(10.8)
avec m˙a le débit d’air et te, tm, tr des temps d’évaporation, de mélange et de réaction. En pratique, sous
certaines conditions de fonctionnement, la combustion peut être principalement guidée soit par l’évapo-
ration, le mélange ou par les réactions chimiques, mais rarement par les trois à la fois. Dans le contexte
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de cette approximation, la chambre TURBOMECA peut être considérée comme un système contrôlé
par la réaction. En conséquence, nous établissons l’efficacité de combustion à partir du modèle appelé
Stirred Reactor régi par l’hypothèse selon laquelle le carburant et l’air se mélangent instantanément à
un taux constant dans la zone primaire et que les produits de combustion quittent la région de réaction
avec une composition, un débit et une température constants. L’efficacité de combustion devient alors
une fonction croissante d’un paramètre θ dont l’expression est la suivante [141] :
ηθ = f(θ) = f
(
Pn3 Vc exp (T3/Tref )
m˙a
)
(10.9)
avec P3 et T3 les pression et température en entrée de la chambre, n une constante, Vc le volume de
la zone primaire, m˙a le débit d’air entrant dans Vc et Tref = 300K une température de référence. La
recherche d’une efficacité de combustion maximale revient donc à maximiser le paramètre θ.
La recherche de meilleurs rendements thermiques a conduit à une augmentation continue de la tem-
pérature dans les chambres de combustion. Les températures atteintes étant au delà des limites de fusion
des matériaux employés, la contrainte technologique majeure concerne le contrôle des flux de gaz chauds
afin d’assurer la tenue des éléments de la chambre de combustion ainsi que du premier étage de la turbine
en sortie de foyer. Un des challenges les plus importants et en même temps parmi les plus complexes
concerne l’obtention d’une distribution satisfaisante et uniforme de la température de l’écoulement qui
impacte le distributeur et la turbine haute pression. La température atteinte par un volume élémentaire
de gaz en sortie de chambre dépend de son histoire depuis la sortie du compresseur. Lors du passage
de ce volume élémentaire dans le foyer, sa température et sa composition changent rapidement sous
l’influence de la combustion, des transferts thermiques et des processus de mélange. Pour un point de
fonctionnement donné, l’ensemble des caractéristiques géométriques de la chambre joue des rôles cou-
plés dans la composition du mélange final. Sur la configuration bidimensionnelle étudiée, un paramètre
qui relate efficacement la distorsion du profil de température en sortie de chambre est le facteur de profil
qui s’exprime de la manière suivante :
Prf =
Tmax4 − T4
T4 − T3 (10.10)
où T3 est la température de l’air en sortie du compresseur, T4 et Tmax4 sont respectivement la tempé-
rature moyenne et maximale en sortie de chambre. Généralement, T4 est une somme pondérée par le
profil de débit conférant ainsi une importance relative de la répartition de débit au profil de température.
L’obtention du profil de température le plus homogène se traduit donc par une minimisation de Prf .
Intuitivement, nous sentons le conflit entre les deux objectifs : minimiser θ−1 se traduit par augmenter
le volume de la zone primaire ce qui aboutit à réduire la distance réservée à la dilution des gaz chauds, et
induit donc une moins bonne homogénéisation du mélange. L’effet de la répartition des débits d’air sur
les objectifs est plus complexe à quantifier. D’une part la réduction du débit d’air entrant dans la zone
primaire contribue à la minimisation de θ−1 et apporte une plus grande quantité d’air pour le contrôle
du profil de température en sortie de la chambre. D’autre part, la richesse de la zone primaire et donc les
températures atteintes sont directement liées à la quantité d’air qui y est injectée (figure 10.12).
Pour chercher les minimums des grandeurs θ−1 et Prf en conservant l’allure géométrique générale
de la configuration, nous avons retenu les trois paramètres de contrôle suivants (figure 10.13) :
– pe : la position axiale du trou de dilution externe par rapport au design de référence fourni par
TURBOMECA,
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FIG. 10.12 - Evolution de la température adiabatique de fin de combustion en fonction de la richesse d’un
mélange air-carburant.
– pi : la position axiale du trou de dilution interne par rapport au design de référence fourni par
TURBOMECA,
– pd : le diamètre des deux trous de dilution.
Finalement, en considérant des contraintes de borne sur les variables de design, le problème d’opti-
misation s’écrit :
min (Fobj(pe, pi, pd)) = min
 Prf (pe, pi, pd)
θ−1 (pe, pi, pd)
 avec P =

pe ∈ [ple, pue ]
pi ∈ [pli, pui ]
pd ∈ [pld, pud ]
(10.11)
10.2.2 Mise en place du processus d’optimisation
Pré- et post-traitement des calculs CFD
Une stratégie de remaillage automatique basée sur Gambit (voir chapitre 6) est utilisée pour générer
les maillages correspondant aux points de design. Les maillages non-structurés ainsi produits sont com-
posés en moyenne de 22 000 noeuds et 42 000 cellules internes. La solution initiale des calculs CFD est
obtenue en projetant sur ces maillages les champs fluides obtenus sur la géométrie de référence fournie
par TURBOMECA.
Les calculs des fonctions objectifs θ−1 et Prf font intervenir les variables T3, T4, Tmax4 , P3, Vc et m˙a
qu’il est donc nécessaire d’extraire à partir des maillages et des champs fluides par des post-traitements
adéquats. Les variables portant l’indice 3 sont obtenues par un senseur localisé dans l’alimentation d’air
débouchant sur le contournement. Le volume de la zone primaire Vc est estimé en sommant les aires des
cellules comprises entre le fond de chambre et les jets de dilution (figure 10.13). Le débit d’air m˙a est
calculé en sommant les débits passant par les sections numérotées de s1 à s6 sur la figure 10.13. Enfin,
les informations concernant les profils de sortie (indice 4) sont extraites en interpolant les grandeurs
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FIG. 10.13 - Sections de passage de l’air pour l’alimentation de la zone primaire de volume Vc - s5 et s6
correspondent aux jets de dilution.
physiques sur le plan représentant la position de la turbine HP puis calculées comme suit :
T4 =
∫
ρ(r)u(r)T (r)dr∫
ρ(r)u(r)dr (10.12)
(10.13)
Tmax4 = maxr (T (r)) (10.14)
avec ρ(r) la densité au point de rayon r, u(r) sa vitesse normale au plan et T sa température.
Calculs de mécanique des fluides réactifs
En réalisant les tests préliminaires sur la configuration de base fournie par TURBOMECA, nous
avons constaté que les champs aérodynamiques convergent très rapidement alors que le processus réactif
accompagné des transferts de chaleur et de mélange au sein du fluide est plus long à s’établir. Nous
nous sommes donc intéressés à déterminer le nombre d’itérations convenables nous assurant d’avoir les
bonnes tendances des fonctions objectifs sur le domaine de recherche sans pour autant faire converger
les calculs CFD de manière poussée.
Pour cette étude, nous avons réduit la complexité du problème en ne considérant que deux variables
de contrôle : la position commune des trous de dilution pe = pi = pe−i et leur diamètre pd. A partir d’un
même plan d’expériences composé de vingt points répartis sur l’espace d’état associé à ces paramètres,
nous avons construit des bases de données
(B20MM)it basées sur les fonctions objectifs Prf et θ−1 en
augmentant successivement le nombre it d’itérations des calculs CFD.
Les figures 10.14 présentent l’évolution de Pˆ rf (pe−i, pd) sur l’espace de design lorsque le nombre
d’itérations des calculs fluides augmente. Il apparaît clairement qu’en dessous de 25 000 itérations, les
champs fluides ne sont pas assez convergés pour rendre compte de manière convenable de Prf sur le
domaine d’étude. Au contraire, le tracé de θˆ−1(pe−i, pd) en fonction du nombre d’itérations du solveur
CFD, présenté sur les figures 10.15, tend à prouver que l’aérodynamique exprimée dans la fonction θ−1
atteint rapidement un état stationnaire. Pour conclure sur cette étude de sensibilité, nous avons représenté
sur la figure 10.16 l’influence du nombre d’itérations sur la forme du front de Pareto. Le front obtenu
pour 10 000 itérations n’est pas présent sur ce graphique car il est trop loin des autres et perturberait la
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lisibilité de la figure. Nous retrouvons que les niveaux de la fonction θ−1 sont correctement prédits tôt
dans la convergence des calculs CFD alors que la bonne estimation globale de la fonction Prf nécessite
au moins 40 000 itérations. Après ce nombre critique d’itérations, les variations des fonctions objectifs
sont minimes. Par conséquent, nous baserons les calculs fluides réactifs sur cette limite.
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FIG. 10.14 - Evolution de l’approximation Pˆ rf (pe−i, pd) en fonction du nombre d’itérations des calculs CFD.
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FIG. 10.15 - Evolution de l’approximation θˆ−1(pe−i, pd) en fonction du nombre d’itérations des calculs CFD.
En considérant la taille du maillage et le nombre d’itérations, le temps CPU pour faire une évaluation
des fonctions objectifs pour un point de design est de l’ordre de 30 heures sur un IBM JS1 équipé de
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FIG. 10.16 - Evolution du font de Pareto en fonction du nombre d’itérations des calculs CFD.
processeurs power 5 à 1.5 GHz. Pour cette application, nous avons autorisé MIPTO à faire quatre calculs
de fonctions coûts sur 7 processeurs chacun en même temps.
10.2.3 Résultats numériques
Pour cette étude, la base de données initiale BMM des métamodèles est composée de 30 points répar-
tis sur l’espace de design et le nombre maximum d’évaluations de la fonction objectif est fixé à 100. En
employant des fonctions de mérite de la forme fM (P ) = fˆ(P ) − 10σ̂f (P ), MIPTO réalise 5 itérations
durant lesquelles le solveur CFD est utilisé 104 fois. Sur ce total de points de design, 101 configura-
tions sont utilisées pour construire la base de données B101MM à partir de laquelle nous allons mener les
réflexions dans la suite de cette section. Concernant les trois designs non retenus, MIPTO a détecté des
anomalies dans les champs fluides de type :
– température maximale aberrante dans le domaine de calcul,
– débit et température moyenne en sortie non conformes au cas de calcul, traduisant un problème de
convergence du code CFD.
L’intégration de ces points dans la base de données mènerait à des incohérences et des discontinuités
dans les MMs. Les MMs seraient donc moins précis et comme nous l’avons vu dans la section 9.1, le
processus de recherche de nouveaux points serait perturbé par le bruit induit.
Afin de tirer un maximum d’information des résultats obtenus par ce processus d’optimisation, nous
allons suivre la méthodologie suivante : tout d’abord, nous analyserons la base de données B101MM à
l’aide des outils statistiques de Post-MIPTO. Cette étape nous permettra de déterminer les influences des
paramètres de design sur les objectifs. Ensuite, nous nous pencherons sur les designs les plus prometteurs
vis à vis des fonctions coût utilisées. Enfin, nous survolerons une procédure qui nous permettra d’étendre
les connaissances acquises sur la configuration étudiée.
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Dans la suite, la présentation des résultats est basée sur un adimensionnement des fonctions objectifs
par rapport au design de base portant l’exposant b :
(Prf )a =
Prf − (Prf )b
(Prf )b
(10.15)
(
θ−1
)a
= θ
−1 − (θ−1)b
(θ−1)b
(10.16)
Ainsi, une valeur positive d’une fonction objectif adimensionnée traduira une détérioration de la qua-
lité du design pour l’objectif correspondant et une valeur négative une amélioration. Afin de simplifier
les notations, nous omettrons la référence à l’adimensionnement (.)a. Soulignons que des expressions
du type de 10.15 et 10.16 seront utilisées pour représenter les grandeurs physiques dont nous souhaitons
conserver la confidentialité.
Analyse de la base de données B101MM
Même si le nombre de variables de contrôle reste limité, la quantité de données qui résulte de l’exé-
cution de MIPTO est importante. Pour cela, nous allons suivre la procédure détaillée au chapitre 8,
section 8.5 concernant l’utilisation de Post-MIPTO.
Les figures 10.17 montrent les répartitions des points de B101MM pour les fonctions Prf et θ−1 rela-
tivement aux paramètres pe, pi et pd. La sensibilité des objectifs est analysée en repérant une tendance
centrale et un éparpillement autour de cette moyenne. Il apparaît que :
– décaler la position du trou de dilution externe vers l’aval de la chambre conduit à détériorer Prf et
à améliorer θ−1,
– la même opération sur le trou de dilution interne ne semble pas avoir d’effet significatif sur Prf et
tend aussi à minimiser θ−1,
– élargir les trous de dilution mène à diminuer Prf et à augmenter θ−1.
Pour tous les tracés, la variance autour de la tendance moyenne est assez grande ce qui signifie qu’il
n’y a pas de paramètre fortement prépondérant par rapport aux autres et que tous agissent de manière
corrélée sur les objectifs. Afin d’avoir déjà une idée sur les améliorations envisageables du design de
base, les points lui correspondant ont été reportés sur les graphiques.
Le tableau 10.1 présente les résultats des analyses de régression sur les fonctions objectifs. Il en res-
sort que le modèle de régression linéaire n’explique pas de manière satisfaisante les relations entre les
paramètres d’optimisation et l’objectif Prf . L’adéquation entre la régression linéaire et la fonction θ−1
est plus marquée mais reste tout de même modérée. Les sensibilités bi des objectifs vis à vis des va-
riables confirment les tendances explicitées par l’étude des figures 10.17. Remarquons que les niveaux
élevés des facteurs bpd par rapport à bpe et bpi sont simplement liés aux échelles caractéristiques diffé-
rentes des paramètres de contrôle et ne permettent pas de conclure sur l’importance des variables sur le
comportement des fonctions objectifs.
Les valeurs des coefficients de Pearson rpi,j résultant des analyses de corrélation pour les fonctions
Prf et θ−1 sont présentées dans le tableau 10.2. Nous y retrouvons les sensibilités globales des fonctions
par rapport aux variables évoquées durant les analyses précédentes. Les valeurs absolues des rpi,j sous
entendent deux phénomènes : d’une part des comportements non linéaires des objectifs par rapport aux
paramètres et d’autre part l’absence de variable dominante dans le comportement des fonctions objectifs.
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FIG. 10.17 - Répartitions des points de la base de données B101MM dans les espaces (vi;Fj) avec vi = {pe; pi; pd}
et Fj = {Prf ; θ−1}.
Le tableau 10.3 donne les valeurs des indicateurs de sensibilité des fonctions objectifs par rapport aux
paramètres d’optimisation. Les plus instructifs sont Sˆn+ij et σSˆnij qui nous permettent d’affirmer que :
– d’après les valeurs de Sˆn+ij , la fonction Prf est principalement contrôlée par pe et pd,
– de la même manière, les paramètres pe et pi jouent un rôle de même ampleur dans les variations de
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Rregg b0 bpe bpi bpd
Prf 0.88 0.094 10.70 −3.48 −70.00
θ−1 0.94 −0.22 −14.77 −14.68 71.83
TAB. 10.1 - Résultats de l’analyse de régression pour les fonctions Prf et θ−1.
pe pi pd
Prf 0.68 −0.25 −0.64
θ−1 −0.64 −0.59 0.41
TAB. 10.2 - Résultats de l’analyse de corrélation pour les fonctions Prf et θ−1.
la fonction θ−1. La sensibilité de cette fonction vis à vis de pd est relativement moins importante,
– le niveau élevé de l’écart type σSˆnpe,Prf
indique un comportement non linéaire de la relation
Prf (pe). Plus globalement, les écarts types pour les trois paramètres montrent qu’ils interagissent
fortement dans le calcul de Prf ,
– au contraire, les valeurs plus faibles des σSˆn
i,θ−1
soulignent un comportement plus linéaire de la
fonction θ−1 et des corrélations moins importantes entre les variables.
Prf pe pi pd
Sˆij 10.92 −4.18 −70.72
σSˆij 10.66 3.27 36.73
Sˆnij 0.67 −0.25 −0.60
σSˆnij
0.65 0.20 0.31
Sˆ+ij 13.17 4.52 70.77
Sˆn+ij 0.80 0.27 0.60
θ−1 pe pi pd
Sˆij −15.49 −15.43 76.12
σSˆij 5.85 5.94 14.24
Sˆnij −0.65 −0.65 0.45
σSˆnij
0.25 0.25 0.08
Sˆ+ij 15.49 15.43 76.12
Sˆn+ij 0.65 0.65 0.45
TAB. 10.3 - Indicateurs de sensibilité des objectifs Prf et θ−1 par rapport aux paramètres de contrôle pe, pi et
pd.
Considérations multi-objectifs
Après avoir éclairé les relations entre les fonctions objectifs et les paramètres d’optimisation, nous
pouvons nous attacher à identifier les configurations intéressantes du point de vue du problème consi-
déré. La figure 10.18 montre de manière synthétique les principaux résultats obtenus par le processus
d’optimisation dans l’espace des fonctions objectifs
(
Prf ; θ−1
)
:
– la position du design de référence,
– les points de design de la base de données B101MM (Calculs CFD),
– le domaine théoriquement admissible par les points de design obtenu par les MMs Pˆ rf et θˆ−1,
– le front de Pareto déterminé à partir des approximations Pˆ rf et θˆ−1.
Le conflit entre les fonctions objectifs est clairement illustré par la figure 10.18. Parmi les 101 points
de la base de données B101MM , nous identifions deux designs extrêmes pour le problème d’optimisation
considéré. Le premier, que nous nommerons DPrf , minimise la fonction Prf avec une amélioration de
45% de la valeur (Prf )b et une détérioration de 4.4% de
(
θ−1
)b. Le deuxième, Dθ−1 , est l’optimum
de l’objectif θ−1. Dθ−1 divise par deux
(
θ−1
)b avec un sacrifice de 6% sur (Prf )b. La question qui
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FIG. 10.18 - Résultats issus du processus d’optimisation présentés dans l’espace des fonctions objectifs(
Prf ; θ−1
)
.
suit toute optimisation multi-objectif concerne le choix final d’un unique design. Pour y répondre, nous
devons analyser la forme du front de Pareto afin de dégager un jeu de paramètres d’optimisation qui
présente un bon compromis entre les objectifs.
Le front de Pareto construit par les MMs est situé dans un domaine de l’espace des fonctions objectifs
qui conduit à une amélioration de θ−1. Seulement une petite partie du front propose des designs qui
détériorent l’objectif Prf . Ces deux premières remarques sont prometteuses vis à vis des possibilités
d’améliorations conjointes des deux objectifs. Ensuite, nous observons que le front est discontinu et
pratiquement linéaire par morceaux. Nous pouvons alors le décrire selon deux zones de régression :
– Z1 : θ−1 = β1 + α1Prf , avec Prf compris dans l’intervalle [−0.45;−0.2],
– Z2 : θ−1 = β2 + α2Prf , avec Prf compris dans l’intervalle [−0.2; 0.06].
avec α1 et α2 deux coefficients négatifs tels que |α1| > |α2|. En comparaison de la zone Z1, une amélio-
ration de Prf dans la région Z2 n’induit pas de détérioration de θ−1 significative. À priori, les designs
les plus à même de satisfaire un bon compromis entre les deux objectifs se trouvent sur l’extrémité basse
de la zone Z1. A titre d’exemple, nous proposons comme solution le point de design dont les valeurs des
fonctions objectifs adimensionnées sont
(
Prf ; θ−1
)
= (−0.22;−0.26). Nous l’appellerons par la suite
DC .
Les figures 10.19 montrent les champs de température pour les trois points de design DPrf , Dθ−1 et
DC que nous venons de mettre en évidence. Nous y avons également reporté un graphique comportant les
profils de température adimensionnée de sortie de chambre FRT (r) = (T−T4)/(T4−T3). La différence
de distance de pénétration des jets interne et externe dans la chambre mène à une forte dissymétrie du
profil de température adimensionnée.
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Design optimum de Prf Design optimum de θ−1
Compromis
0
FRT(r)
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-1
 : Dθ−1
Minimum de Prf : DPrf
Compromis sur le front de Pareto : DC
FIG. 10.19 - Champs de température pour les trois points de design DPrf , Dθ−1 et DC .
La configuration Dθ−1 maximise le volume de la zone primaire (pe = pue et pi = pui ) et tend à réduire
autant que possible le débit d’air passant par les jets de dilution en prenant la valeur minimale admise
pour le diamètre des trous correspondants (pd = pld) (voir la section suivante correspondant aux études
additionnelles pour la mise en évidence de la relation entre le paramètre pd et le débit d’air entrant dans
la zone primaire).
Le point DPrf donne à l’écoulement une distance de mélange des gaz chauds avec l’air de refroidis-
sement confortable en imposant à la variable pe (dont nous connaissons désormais l’importance dans les
variations de Prf ) de prendre la valeur minimale admissible ple du problème d’optimisation. Le débit
d’air de refroidissement passant par les jets de dilution et participant à ce mélange est maximisé par le
choix du diamètre maximum pd = pud .
Concernant le design DC , la position pe du trou de dilution externe, proche du fond de chambre,
contribue à améliorer l’objectif Prf . Celle du jet interne pi, moins influente sur cette fonction objectif
du fait de la topologie de l’écoulement, participe à l’augmentation du volume de la zone primaire et donc
à la minimisation de θ−1. Le diamètre des trous de dilution participe au compromis entre les fonctions
objectifs avec une valeur intermédiaire située à 58% de l’intervalle [pld; pud ].
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Etudes additionnelles
Durant une étude paramétrique, le concepteur peut être amené à chercher d’autres informations que
celles produites directement par les outils d’optimisation (MIPTO) et de post-traitement (Post-MIPTO).
Nous pouvons distinguer au moins deux volontés différentes dans ces recherches :
– l’expression mathématique des fonctions objectifs fait intervenir plusieurs composantes, ou va-
riables intermédiaires, obtenues par le post-traitement des champs fluides. L’étude de ces variables
intermédiaires permet d’expliquer de manière plus fine les mécanismes qui génèrent les tendances
observées durant les analyses de sensibilité. Ce type de description a pour but de mieux maîtriser
les fonctions objectifs et d’ajuster au besoin le nombre, la forme, le type et le domaine de définition
des paramètres d’optimisation,
– comme nous l’avons déjà évoqué dans ce manuscrit, les spécifications et les cibles d’un processus
de design peuvent changer en cours d’étude. Le designer doit donc être réactif et pouvoir adapter
ses recherches en remplaçant ou en modifiant les objectifs et les paramètres de contrôle.
Nous allons montrer dans la suite un exemple d’application par cas de figure. Nous nous intéresse-
rons tout d’abord à affiner notre compréhension des effets des paramètres d’optimisation sur la fonction
objectif θ−1. Puis nous analyserons l’objectif de minimisation de la perte de charge au travers de la
configuration.
Pour analyser plus précisément l’effet des paramètres d’optimisation sur la fonction objectif θ−1,
commençons par détailler les différents termes qui composent son expression mathématique :
θ−1 = m˙a
Pn3 Vc exp (T3/Tref )
(10.17)
Dans l’équation 10.17, Tref et n sont deux constantes. La température T3 dépend principalement du
point de fonctionnement et de la géométrie globale de la chambre de combustion. Le volume Vc de la
zone primaire est directement lié aux positions des jets de dilution interne et externe. En étudiant de près
la géométrie, ce volume peut se mettre sous la forme :
Vc = V rc + aepe + aipi (10.18)
avec V rc le volume résiduel de la zone primaire lorsque les paramètres pi et pe correspondent à ceux
de la configuration de base, ae et ai deux constantes qui dépendent de la géométrie. La relation 10.18
rend compte d’un effet linéaire purement additif entre le volume et les variables (pe; pi). La répartition
des points de la base de données B101MM dans l’espace (pd; m˙a) (figure 10.20-a) montre que le débit d’air
entrant dans la zone primaire est uniquement piloté par le diamètre des trous de dilution. Ce comporte-
ment s’explique par l’ouverture d’un passage plus large pour l’écoulement entre le contournement et le
tube à flamme lorsque pd augmente. L’air circule alors en plus grande quantité dans les trous de dilution
au détriment des autres orifices de refroidissement (films) répartis le long du coude de la chambre. La
pression P3 est également fortement corrélée au diamètre pd (figure 10.20-b). En conséquence le rapport
m˙a/P
n
3 est essentiellement sensible aux variations du paramètre pd (figure 10.20-c). Le coefficient de
Pearson de la relation (dp; m˙a/Pn3 ) est de 0.998 indiquant une excellente corrélation linéaire entre ces
deux grandeurs. En résumé, la sensibilité de l’objectif θ−1 peut être approchée par :
Sθ−1 ∼
[pd]
[pe] + [pi]
(10.19)
Nous retrouvons dans la relation 10.19 les signes des sensibilités de θ−1 par rapport aux variables
d’optimisation ainsi que la formalisation mathématique de son comportement quasiment linaire.
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FIG. 10.20 - Répartition des points de la base de données B101MM dans les espaces (pd; m˙a), (pd;P3) et
(pd; m˙a/Pn3 ).
Les deux objectifs que nous avons étudiés dans cette section sont décisifs dans les processus de design
des chambres de combustion aéronautiques. Toutefois, ils figurent parmi une longue liste de critères
(voir partie I) dont la plupart ne sont pas accessibles par l’outil de simulation numérique utilisé. Il est
notamment indispensable de minimiser aussi la perte de charge ∆P ∗ (équation 10.20) entre l’entrée et
la sortie de la chambre afin de maintenir une poussée du moteur optimale.
∆P ∗ = ∆P3−4
P3
= P3 − P4
P3
(10.20)
La perte de charge dépend en grande majorité du diamètre des trous de dilution pd (figure 10.21) selon
un comportement presque linéaire (tableau 10.4). En diminuant pd, la surface totale de passage entre le
contournement et la chambre diminue ce qui contribue certainement à augmenter les pertes de charge
singulières dans les orifices de la configuration. Pour le vérifier, considérons un débit fixé. Les pertes de
charge singulières ∆Ps peuvent alors s’exprimer en fonction de la surface de passage sp par une relation
du type :
∆Ps ∼ 1
s2p
(10.21)
En prenant le logarithme de l’équivalence 10.21, on trouve théoriquement une relation linéaire entre
ln (∆Ps) et ln (sp). Une analyse de corrélation entre les quantités ln (∆P ∗) et ln (pd) nous amène à un
coefficient de Pearson de rp = −0.996. Cette valeur valide l’importance des pertes de charge singulières
dans les niveaux de ∆P ∗ obtenus, ainsi que la sensibilité de ∆P ∗ rapport à pd.
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FIG. 10.21 - Répartition des points de la base de données B101MM dans les espaces (pe; ∆P ∗), (pi; ∆P ∗) et
(pd; ∆P ∗).
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∆P ∗ pe pi pd
bi −0.84 −0.12 −100.54
Rregg 0.94
rpi,j −0.02 −0.07 0.97
Sˆij −1.05 −0.25 −104.25
σSˆij 1.98 0.45 46.27
Sˆnij −0.07 −0.02 −1.01
σSˆnij
0.14 0.03 0.45
Sˆ+ij 1.61 0.40 104.25
Sˆn+ij 0.11 0.03 1.01
TAB. 10.4 - Indicateurs de sensibilité de ∆P ∗ par rapport aux paramètres de contrôle pe, pi et pd.
L’ajout de l’objectif ∆P ∗ dans le problème d’optimisation nous amène à rechercher la surface de
Pareto dans l’espace (Prf ; θ−1; ∆P ∗). Ce nouveau but affecte peu le front des solutions non dominées
que nous avions identifié dans l’espace (Prf ; θ−1) (figure 10.22-a). La pente du front de Pareto projeté
dans l’espace (Prf ; ∆P ∗) (figure 10.22-b) indique que le conflit mis en jeu n’est pas primordial pour
le problème multi-objectif. Il en résulte que Prf peut prendre des valeurs entre −0.18 et −0.5 sans
que ∆P ∗ ne soit dégradé de manière significative. Dans une moindre mesure, l’objectif ∆P ∗ peut être
fortement amélioré sans trop affecter l’objectif θ−1 (figure 10.22-c). La position du design de base dans
l’espace des fonctions objectifs étant éloignée du front de Pareto, le choix d’un design appartenant aux
solutions non dominées améliorera de façon conséquente les fonctions coûts.
Pour conclure, le design Dc continue d’appartenir aux solutions non dominées de ce nou-
veau problème. Ses coordonnées dans l’espace des fonctions objectifs sont
(
Prf ; θ−1; ∆P ∗
)
=
(−0.22;−0.26;−0.01). Le designer peut être amené à retenir un design qui améliore de manière plus
efficace la perte de charge au détriment des deux autres objectifs. Dans ce cas, un nouveau point éligible
est D′c =
(
Prf ; θ−1; ∆P ∗
)
= (−0.216;−0.222;−0.078) (figures 10.22). Pour ce design, le diamètre
Pd est égale à pud ce qui permet d’atteindre une réduction de ∆P ∗ quasiment optimale sur le domaine de
recherche. La position du trou de dilution inférieur est à sa borne supérieure assurant ainsi de contreba-
lancer l’effet néfaste de pd = pud sur θ−1. Finalement, la position du jet externe est à la moitié de son
intervalle de variation assurant le compromis entre Prf et θ−1.
10.2.4 Conclusion sur l’optimisation multi-objectif de turbomoteur simplifié
La résolution du problème d’optimisation multi-objectif de moteur d’hélicoptère bidimensionnel a
montré les intérêts de MIPTO et de Post-MIPTO. D’une part, les analyses de sensibilité autorisent une
compréhension plus poussée du problème traité et ouvre des perspectives pour étudier de nouvelles
relations entre les grandeurs qui contrôlent la physique de la configuration. D’autre part, MIPTO est en
mesure d’identifier un ensemble de solutions qui améliorent la configuration de base vis à vis des divers
objectifs.
Au travers de cette application, nous avons également souligné la nécessité d’utiliser des simulations
suffisamment convergées pour capter la sensibilité des phénomènes réactifs et thermiques par rapport
aux paramètres de contrôle. Pour réduire au maximum les temps de calcul, une stratégie analogue doit
être entreprise pour appréhender l’impact du déraffinement de maillage sur la sensibilité des phénomènes
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(a) (b)
(c)
FIG. 10.22 - Projection du front de Pareto dans les espaces (Prf ; θ−1), (Prf ; ∆P ∗) et (θ−1; ∆P ∗).
physiques.
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Chapitre 11
Application de MIPTO à une chambre de
combustion industrielle
11.1 Description de la configuration
Dans ce chapitre, l’environnement MIPTO est appliqué à un modèle tridimensionnel de la chambre de
combustion du turbomoteur de TURBOMECA présenté dans la section 10.2 (figures 10.9 et 10.10). La
configuration des calculs consiste en un unique secteur ne comprenant que le tube à flamme (figure 11.1-
a). Les flux d’air et de carburant entrant dans la chambre sont directement imposés en tant que conditions
aux limites. La figure 11.1-b montre la position des trois plans qui seront utilisés pour décrire la confi-
guration et les résultats : le premier est le plan de symétrie de la chambre joignant le système d’injection
à la sortie, le second est perpendiculaire au premier et passe par le centre de l’injecteur, le troisième est
situé dans la zone de dilution en amont du coude et le dernier est positionné au niveau du distributeur
haute pression.
Turbine haute
pression
Films de
refroidissement
Plaques multi-
perforées
Injection d’air
tourbillonant
+
Spray de
carburant
Sortie du domaine
de calcul
Jets de dilution
internes
Jets de dilution
externes
Films de
refroidissement
Plan 1
Plan 4
Plan 3
Plan 2
(a) (b)
FIG. 11.1 - Géométrie du modèle numérique - (a) représentation des principales conditions aux limites - (b) plans
d’intérêts utilisés dans cette section.
APPLICATION DE MIPTO À UNE CHAMBRE DE COMBUSTION INDUSTRIELLE
11.1.1 Conditions de simulation
Le système d’injection utilisé sur cette chambre est composé de deux vrilles contra-rotatives. Ce
montage a pour but d’augmenter le mélange du carburant avec l’air ainsi que d’assurer un écoulement
fortement tourbillonnaire dans la chambre de combustion et ainsi garantir une combustion complète.
Des profils de vitesse adéquats sont imposés sur les conditions aux limites correspondant à la sortie
du tourbillonneur dans la chambre (figure 11.2-a). L’injection de carburant liquide est mimée par une
couronne de gouttes positionnée au centre du dispositif d’injection. Un module diphasique lagrangien
permet au solveur N3S-Natur de suivre la trajectoire et l’évaporation de ces gouttes couplées au champ
aérodynamique. L’apport en air de la zone de combustion est complété par les trous primaires situés sur
la partie interne et externe de la chambre de combustion. Des films refroidissent les parois externes et
internes de la zone de combustion. En aval des jets primaires, les parois sont refroidies par des multi-
perforations qui imposent une mouvement de giration dans la chambre (figure 11.2-b). Un ensemble de
films de refroidissement et de centrage sont positionnés sur les parties externes et internes du coude.
Toutes les parois de la chambre sont traitées par des conditions isothermes. Enfin, les limites azimutales
du secteur sont traitées par une condition d’axi-périodicité.
La géométrie étant restreinte au tube à flamme, les pertes de charge entre le contournement et la
chambre ne sont pas contenues dans les calculs. Les répartitions de débit entre les différents orifices
sont donc imposées par les conditions aux limites et resteront constantes tout au long du processus
d’optimisation. Il en sera de même pour les angles des jets primaires qui sont normalement contrôlés par
leur position axiale. Il est important de souligner que les conditions aux limites gérant l’injection d’air
par les trous primaires sont approchées par des profils de vitesse plats. D’après la bibliographie sur les
jets transverses [205], cette forme éloignée de la topologie des jets de dilution réels aura certainement un
impact sur la prédictivité des simulations.
(a) (b)
FIG. 11.2 - (a) Conditions aux limites tourbillonnantes issues du système d’injection - (b) Observation de la
giration dans le plan 3.
Les maillages utilisés sont entièrement non structurés. Ils sont composés en moyenne de 1 130 000
cellules tétraédriques et 210 000 noeuds (figure 11.3).
11.1.2 Analyse des résultats sur la configuration de base
D’un point de vue global, l’activité aérodynamique se concentre dans la zone primaire de la chambre
de combustion. Dans cette région, l’écoulement se caractérise par la présence d’une large zone où les
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FIG. 11.3 - Visualisation des éléments du maillage de la configuration de base.
gaz sont fortement re-circulés. Ce volume se positionne directement en sortie du tourbillonneur (fi-
gures 11.4). Ce phénomène est particulièrement bien mis en évidence sur les figures 11.4-c où le champ
moyen de vitesse axiale sur les plans 1 et 2 est présenté. A noter également que les jets primaires de la
paroi externe semblent alimenter en gaz la bulle re-circulante. Cet effet est moins clair pour les jets situés
sur la paroi interne de la chambre.
Plan 1
Plan 2
(a) (b) (c)
FIG. 11.4 - Champs aérodynamiques adimensionnés dans les plans 1 et 2 : (a) amplitude de la vitesse - (b)
vecteurs vitesses - (c) vitesse axiale avec isoligne de vitesse axiale nulle.
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La zone de re-circulation observée dans l’analyse aérodynamique permet une évaporation et un mé-
lange rapide du carburant avec l’air provenant des jets primaires supérieurs et des parois multi-perforées
de fond de chambre (figures 11.5-a). Une des résultantes de la présence de la forte zone de re-circulation
et de son alimentation en gaz frais est le positionnement du taux de réaction dans cette région de la
géométrie. La combustion se focalise dans la zone primaire (figures 11.5-b) sur le principe RQL (Rich
Quench Lean-burn). Une flamme riche se positionne très près du tourbillonneur et consomme tout l’air
disponible dans cette région. Le carburant restant est alors consommé par des flammes localisées à proxi-
mité des sources d’air. Ces apports d’air dans la zone primaire assurent une combustion complète. La
figure 11.5-c montre le champ de température dans les plans 1 et 2. Ces diagnostics permettent de vi-
sualiser les trajectoires des gaz chauds qui sont principalement évacués de la zone de combustion sur les
côtés de la zone de re-circulation et en moins grande quantité entre les jets primaires de la paroi externe.
Plan 1
Plan 2
(a) (b) (c)
FIG. 11.5 - Champs de combustion adimensionnés dans les plans 1 et 2 : (a) répartition du carburant - (b) taux
de réaction - (c) champ de température.
Finalement, l’aérodynamique globale de la chambre couplée au processus de combustion fournit une
distribution de température non homogène en sortie de foyer (figure 11.6). De manière standard pour un
tel système, le profil radial de température est maximum vers le centre de la veine et minimum sur les
parois. La répartition azimutale de température présente également des irrégularités avec la présence de
pics chauds. Ces extremums de température ne sont pas centrés azimutalement en raison du mouvement
de giration imprimé par les multi-perforations de la zone de dilution.
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FIG. 11.6 - Champ de température adimensionné sur le plan de sortie (plan 4).
11.2 Mise en place du processus d’optimisation
11.2.1 Définition du problème d’optimisation
Les objectifs de ce processus d’optimisation sont similaires à l’étude de la géométrie bidimensionnelle
présentée dans la section 10.2. Nous souhaitons tout d’abord maximiser l’efficacité de combustion ce qui
équivaut à minimiser le paramètre θ−1 défini par :
θ−1 = m˙a
Pn3 Vc exp (T3/Tref )
(11.1)
avec P3 et T3 les pression et température en entrée de la chambre, n une constante, Vc le volume de la
zone primaire, m˙a le débit d’air entrant dans Vc et Tref = 300K une température de référence. Notre
but concerne également la tenue thermique des éléments en aval de la chambre de combustion. Deux
facteurs sont déterminants pour cette analyse. Le premier, que nous avons introduit dans la section 10.2
comme le facteur de profil, s’exprime par :
Prf =
Tmax4 − T4
T4 − T3 (11.2)
où T3 est la température de l’air en sortie du compresseur, T4 et Tmax4 sont respectivement la température
moyenne pondérée par le débit et la température maximale en sortie de chambre. Sur une configuration
tridimensionnelle, le facteur de profil ainsi défini rend compte de l’impact des gaz chauds sur le stator du
moteur. Nous le nommerons donc Prsf pour le différencier du facteur qui mesure l’effet de l’écoulement
sur le rotor Prrf . Cette deuxième mesure intègre la rotation de la partie tournante en moyennant la
température de sortie azimutalement pour divers rayons :
Prrf =
(T4(r))max − T4
T4 − T3 (11.3)
avec T4(r) le profil de température radial obtenu en moyennant pour chaque position r les contributions
des températures azimutales pondérées par le débit (figure 11.7). Notons que les motoristes s’intéressent
au profil de température radial adimensionné FRT (Facteur Radial de Température) :
FRT (r) = T4(r)− T4
T4 − T3 (11.4)
dont le maximum correspond au critère Prrf . L’autre profil adimensionné qui retient leur attention est le
FLT (Facteur Local de Température) défini par :
FLT (r) = maxα(T4(r, α))− T4
T4 − T3 (11.5)
199
APPLICATION DE MIPTO À UNE CHAMBRE DE COMBUSTION INDUSTRIELLE
avec maxα(T4(r, α)) la température maximale sur le rayon r. Le critère Prsf est le maximum du profil
FLT (r). Les durées de vie du stator et du rotor sont augmentées si l’on minimise respectivement Prsf
et Prrf .
1
0
FIG. 11.7 - Construction du profil de température radial moyen.
Les paramètres de contrôle utilisés pour minimiser les objectifs sont de deux types : une variable
géométrique définit la position des jets primaires et deux variables permettent de contrôler les flux d’air
débouchant du tourbillonneur et des parois multi-perforées internes et externes situées en aval des trous
primaires. En utilisant l’exposant b pour les grandeurs relatives au design de base fourni par TURBO-
MECA, il résulte la définition suivante pour ces paramètres de design (figure 11.8) :
– ppi : la position des trous primaires externes et internes par rapport au design de base pbpi,
– pdt : le pourcentage du débit du design de base entrant dans la chambre par le tourbillonneur QbT ,
– pmp : la répartition de débit QMP entre les multi-perforations externes et internes.
FIG. 11.8 - Détails sur les paramètres de contrôle.
Afin de conserver le débit d’air total entrant dans la chambre, le pourcentage de QbT qui ne passe pas
par le tourbillonneur est injecté dans les multi-perforations concernées par le processus d’optimisation.
Le débit QMP est ainsi mis à jour pour chaque point de design. Trois débits doivent donc être ajustés :
– le débit injecté par le tourbillonneur obtenu par une homothétie sur les profils de vitesse :
QT = QbT × pdt (11.6)
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– le débit injecté par la paroi multi-perforée interne :
QiMP = pmp ×
(
(1− pdt)QbT +QbMP
)
(11.7)
– le débit injecté par la paroi multi-perforée externe :
QeMP = (1− pmp)×
(
(1− pdt)QbT +QbMP
)
(11.8)
De plus, dans le solveur N3S-Natur, les conditions aux limites de parois multi-perforées sont paramé-
trées par un débit Q et une porosité σ qui est le rapport entre la surface débitante et la surface totale de
la paroi. Le débit d’air de densité ρ injecté à une vitesse V par une paroi multi-perforée de surface S et
de porosité σ est donné par :
Q = ρ S V σ (11.9)
Dans notre cas, les surfaces Si et Se des parois multi-perforées internes et externes dépendent du para-
mètre ppi gérant la position des trous primaires. Pour obtenir un même débit Q en faisant varier S, il
est possible de modifier soit la vitesse V soit la porosité σ. Nous avons imposé comme contrainte sup-
plémentaire de conserver la surface de passage totale et donc d’adapter les porosités. Par conséquent, il
vient les expressions suivantes pour les porosités des parois multi-perforées externes et internes :
σi(ppi, pdt, pmp) =
QiMP (pdt, pmp)
Si(ppi)
QbMP p
b
mp
Sbi σ
b
i
(11.10)
σe(ppi, pdt, pmp) =
QeMP (pdt, pmp)
Se(ppi)
QbMP (1−pbmp)
Sbeσ
b
e
(11.11)
Le problème d’optimisation que nous allons traiter peut donc se mettre sous la forme :
min

Prsf
θ−1
avec

ppi ∈ [0; pupi]
pdt ∈ [pldt; 1]
pmp ∈ [plmp; pump]
(11.12)
11.2.2 Conditions de calcul
Pré- et post-traitement des calculs CFD
Pour générer les maillages en adéquation avec la position des jets de dilution ppi, nous avons comparé
les méthodes automatiques de déformation et de re-génération de maillage intégrées dans MIPTO (voir
chapitre 6). Le maillage de référence utilisé est celui de la configuration de base pour lequel ppi = 0. La
première limitation de la technique de déformation est qu’elle ne permet d’avoir accès qu’à environ 85%
de l’intervalle de variation du paramètre ppi. Notons qu’il est possible de remédier à cette défaillance en
utilisant un maillage de référence basé sur une valeur centrale du paramètre ppi dans l’intervalle [0; pupi].
La qualité des maillages obtenus avec le mailleur commercial ainsi que son temps d’exécution (envi-
ron deux minutes par génération) sont également deux avantages de poids pour son utilisation pour cette
étude. La figure 11.9 illustre l’impact du maillage à partir de quelques points du plan d’expériences d’ini-
tialisation de MIPTO. Le choix de la méthode de génération affecte de manière significative l’objectif lié
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au mélange Prsf . N’ayant pas à disposition les éléments nécessaires pour valider les tendances données
par ces méthodes, nous avons estimé que la technique de remaillage était plus sûre et plus robuste pour
ce travail.
FIG. 11.9 - Comparaison des techniques de mouvement de maillage et de remaillage dans l’espace des fonctions
objectifs (Prsf , θ−1).
La solution de champs fluides utilisée pour initialiser les calculs CFD pour tous les points de design
correspond à la solution du design de base fournit par TURBOMECA décrite dans la section 11.1.
Le calcul de la fonction objectif θ−1 fait intervenir les grandeurs m˙a, P3, T3 et Vc. La pression P3
et la température T3 sont imposées directement par rapport au point de fonctionnement étudié. Le débit
d’air m˙a est ajusté en fonction du coefficient pdt et le volume de la zone primaire Vc est déterminé en
intégrant le volume des cellules du maillage en fonction de la position des jets primaires ppi. L’extraction
de l’objectif Prsf est réalisée à partir de la projection des champs fluides du plan 4 sur une grille structurée
(r, α). La température maximale Tmax4 , le profil radial T4(r) et la température moyenne sur ce plan T4
sont alors obtenus par les expressions :
Tmax4 = max
r∈[rmin,rmax]
α∈[α1,α2]
(T4(r, α)) (11.13)
T4(r) =
∫ α2
α1
ρ(r, α)u(r, α)T4(r, α) dα∫ α2
α1
ρ(r, α)u(r, α) dα (11.14)
T4 =
∫ rmax
rmin
∫ α2
α1
ρ(r, α)u(r, α)T4(r, α) dα dr∫ rmax
rmin
∫ α2
α1
ρ(r, α)u(r, α) dα dr (11.15)
Calculs de mécanique des fluides réactifs
Dans le but de conserver des temps de restitution acceptables, il est nécessaire de s’intéresser au
niveau de convergence minimum requis par les calculs de dynamique des fluides réactifs. Trois niveaux
de convergence ont été étudiés à partir de deux des points de design éloignés dans l’espace de recherche.
Le premier niveauN1 correspond à des simulations menées sur n itérations avec un pas de temps global.
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N1 N2 N3
∂Prsf
∂ppi
- + +
∂Prsf
∂pdt
+ - -
∂Prsf
∂pmp
+ - -
TAB. 11.1 - Sensibilité de l’objectif Prsf par rapport aux paramètres de contrôle.
Pour le second niveau N2, nous avons doublé le nombre d’itérations et donc le temps CPU. Le dernier
niveau N3 est basé sur une stratégie de pas de temps local avec un nombre d’itérations tel que le temps
CPU d’un calcul soit le même que celui du premier niveau. Les profils de température de sortie obtenus
avec N1 pour les deux points de design se superposent indiquant clairement le manque de convergence
des calculs. Une différentiation des profils de température pour les deux points de design commence à se
faire sentir à partir de N2 et est nettement marquée avec N3 (figures 11.10). L’impact de la convergence
sur la fonction objectif Prsf est reporté dans le tableau 11.1. En résumé, il apparaît que les niveaux ainsi
que les tendances de Prsf sur l’espace de design sont largement dépendants de la convergence atteinte.
Point de design 1 Point de design 2
0
T(r)
0
0.2
0.4
0.6
0.8
1
r
Pas de temps global - n itérations (N1)
Pas de temps global - 2n itérations (N2)
Pas de temps local (N3)
0
T(r)
0
0.2
0.4
0.6
0.8
1
r
Pas de temps global - n itérations (N1)
Pas de temps global - 2n itérations (N2)
Pas de temps local (N3)
FIG. 11.10 - Profils de température de sortie pour deux points de design avec trois niveaux de convergence N1,
N2 et N3.
Même si l’utilisation d’une méthodologie basée sur des pas de temps locaux est critiquable lorsque
la convergence n’est pas atteinte,N3 permet d’obtenir des niveaux de convergence satisfaisants en terme
de résidus du solveur N3S-Natur (moins trois décades sur le résidu de la densité) ainsi que des bilans de
débit et d’enthalpie. Avec les tailles moyennes des maillages générés (1 130 000 cellules tétraédriques
et 210 000 noeuds), le temps CPU pour faire une évaluation avec le code N3S-Natur est d’environ 168
heures sur un IBM JS1 équipé de processeurs power 5 à 1.5 GHz. Pour cette application, MIPTO est
autorisé à réaliser deux évaluations de fonctions coûts en même temps sur 14 processeurs chacune.
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11.3 Résultats numériques
Le processus d’optimisation présenté dans ce chapitre est initialisé avec une base de données BMM
de taille 30 et le nombre de calculs de mécanique des fluides réactifs est limité à 100. Avec des fonctions
de mérite de la forme fm = fˆ − 10σ̂f , MIPTO réalise 6 itérations d’enrichissement durant lesquelles le
solveur N3S-Natur est requis 102 fois. Parmi ces points de design, seulement 88 sont exploitables pour
former l’échantillonnage d’étude final B88MM . Les 14 autres points présentent des problèmes détectables
par les historiques de convergence des résidus, les températures maximales atteintes dans le domaine de
calcul ainsi que les débits et températures moyennes en sortie de foyer.
L’exploitation des résultats va suivre la méthodologie suivante : tout d’abord, nous analyserons la
base de données B88MM en vue de déterminer les sensibilités des fonctions objectifs par rapport aux
variables de contrôle. Ensuite, nous analyserons les performances des designs produits selon une vision
multi-objectif. Finalement, nous enrichirons les buts et les contraintes du problème d’optimisation en
considérant de nouvelles grandeurs.
Dans ce chapitre, la présentation des résultats est basée sur l’adimensionnement des fonctions objec-
tifs par rapport au design de base portant l’exposant b :
(
Prsf
)a
=
Prsf −
(
Prsf
)b
(
Prsf
)b (11.16)
(
θ−1
)a
= θ
−1 − (θ−1)b
(θ−1)b
(11.17)
Ainsi, une valeur positive d’une fonction objectif adimensionnée traduira une détérioration de la qualité
du design pour l’objectif correspondant et une valeur négative une amélioration. Afin de simplifier les
notations, nous omettrons la référence à l’adimensionnement (.)a. Soulignons que des expressions du
type de 11.16 et 11.17 seront utilisées pour représenter les grandeurs physiques dont nous souhaitons
conserver la confidentialité.
11.3.1 Analyse de la base de donnée B88MM
D’après les diagnostics graphiques (figures 11.11) et les indicateurs de sensibilité (tableaux 11.2),
les paramètres ppi et pdt contrôlent l’objectif Prsf de manière corrélée alors que la répartition de débit
dans les multi-perforations pmp ne l’affecte pas. Un décalage des trous de dilution vers l’aval de la
chambre de combustion tend à détériorer le critère de tenu thermique du stator. Ce comportement est
lié à une dégradation de l’homogénéisation du mélange gazeux quand ppi augmente. L’effet du débit
d’air injecté dans la chambre par le tourbillonneur est plus complexe. En effet, en dessous d’un seuil pcdt,
l’augmentation de pdt conduit à une augmentation de Prsf . Ensuite, accroître pdt mène à diminuer Pr
s
f .
Nous pouvons expliquer ce comportement de la manière suivante. Quand pdt appartient à l’intervalle
[pldt; pcdt], l’air injecté dans la zone primaire et le volume de gaz re-circulant ne permettent pas de brûler
intégralement le carburant. L’excès de carburant est alors consommé lorsqu’il rencontre l’air provenant
des jets de dilution. Le mélange généré par les trous primaires est donc moins efficace. Pour des valeurs
de pdt dans l’intervalle, [pcdt; pudt], l’apport d’air privilégie une combustion complète du carburant dans
la zone primaire et les jets de dilution jouent alors un rôle plus important dans l’homogénéisation du
mélange gazeux. L’évolution de la température moyenne des gaz dans la zone primaire en fonction de
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pdt (figure 11.12-b) illustre cette tendance. Soulignons que la consommation de carburant dans la zone
primaire est également dépendante du volume de cette région et de l’intensité de la zone de re-circulation,
eux même facteurs de la position des jets primaires et du débit d’air entrant dans la zone primaire. Nous
sentons les effets antagonistes du paramètre ppi qui en s’accroissant diminue la longueur de dilution
des gaz chauds mais augmente le volume de la zone primaire et favorise une combustion complète du
carburant (figure 11.12-a).
Selon l’équation 11.1, l’efficacité de combustion est essentiellement pilotée par la position des trous
primaires ppi et dans une moindre mesure par le débit d’air injecté dans la chambre par le tourbillonneur
(figures 11.11 et tableaux 11.2).
Prsf θ
−1
ppi pdt pmp
bi 14.21 −0.67 −0.14
Rregg 0.75
rpi,j 0.60 −0.67 −0.12
Sˆij 17.85 −0.71 −0.03
σSˆij 27.46 0.98 0.44
Sˆnij 0.67 −0.67 −0.03
σSˆnij
1.02 0.93 0.45
Sˆ+ij 25.71 1.03 0.34
Sˆn+ij 0.96 0.97 0.35
ppi pdt pmp
bi −22.28 0.22 0.003
Rregg 0.97
rpi,j −0.96 0.32 −0.05
Sˆij −21.99 0.21 −0.0006
σSˆij 6.58 0.03 0.006
Sˆnij −0.93 0.23 −0.0007
σSˆnij
0.28 0.04 0.007
Sˆ+ij 21.99 0.21 0.0034
Sˆn+ij 0.93 0.23 0.004
TAB. 11.2 - Indicateurs de sensibilité des paramètres de contrôle sur les objectifs Prsf et θ
−1.
11.3.2 Résultats multi-objectifs
La définition du problème d’optimisation multi-objectif 11.12 est une manière d’identifier l’impact
sur le critère Prsf des améliorations de la configuration de base vis à vis de l’objectif θ
−1. En effet, le
design de base défini par (pbpi, pbdt, pbmp) = (0, 1, pbmp) est le plus défavorable pour θ−1 dont l’optimum
est atteint par la famille de designs (pupi, pldt, pmp). La figure 11.13 nous apprend que le design de base
est quasiment optimal pour l’objectif Prsf et que les gains importants en performance sur θ
−1 se tra-
duisent par une détérioration du critère Prsf . La forme allongée du domaine des réalisables indique une
corrélation marquée entre les deux objectifs.
Le front de Pareto peut être décomposé en plusieurs zones en fonction de la pente ∂θ
−1
∂Prs
f
en partant du
minimum de Prsf :
1. une région de forte diminution de l’objectif θ−1 sans que Prsf ne soit trop dégradé. Le compromis
intéressant que nous retiendrons de cette partie est D1C de coordonnées (−0.0023,−0.17) dans
l’espace des fonctions objectifs,
2. un premier palier de détérioration conséquent de Prsf qui ne génère pas de profit consé-
quent de l’objectif θ−1. Nous nommerons D2C le compromis éligible de cette zone définie par
(0.086,−0.31),
3. une nouvelle zone de forte diminution de θ−1 de laquelle nous pouvons extraire le design D3C de
coordonnées (0.14,−0.39),
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FIG. 11.11 - Répartitions des points de la base de données B88MM dans les espaces (vi;Fj) avec
vi = {ppi; pdt; pmp} et Fj = {Prsf ; θ−1}.
4. une région sur laquelle les faibles gains sur la fonction objectif θ−1 entraînent une dégradation
importante de Prsf . Sur cette zone, nous nous intéresserons au design Dθ−1 de coordonnées
(0.44,−0.52) qui minimise θ−1 sur le domaine de recherche.
Le tableau 11.3 résume les coordonnées des designs Db (le design de base), D1C , D
2
C , D
3
C et Dθ−1
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FIG. 11.12 - Température moyenne de la zone primaire T zpmoy en fonction de ppi et pdt.
FIG. 11.13 - Résultats issus du processus d’optimisation présentés dans l’espace des fonctions objectifs(
Prsf ; θ−1
)
.
dans les espaces d’état et des fonctions objectifs. Nous retrouvons pour ces points particuliers les ten-
dances des objectifs exprimées dans la section 11.3.1.
Les topologies des écoulements de ces cinq points de design (figures 11.15 et 11.16) présentent des
différences importantes au niveau des re-circulations de la zone primaire. Ces différences impactent de
manière significative le mélange entre l’air et le carburant (figure 11.17) et par conséquent le champs
de température de la zone primaire (figure 11.18). Le déplacement des jets de dilution vers l’aval de la
chambre ne change pas de manière importante leur dynamique globale : les jets s’impactent à peu près
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au niveau du même rayon dans le tube à flamme et la forme générale des jets est la même. A contrario,
la position des jets contrôle la dynamique de l’écoulement juste en amont du coude : plus les jets sont
éloignés du système d’injection de carburant et plus la zone de re-circulation en aval des jets externes
est petite alors que celle en aval des jets internes gagne en intensité. La zone de re-circulation externe
a tendance à limiter la pénétration des jets internes et favorise la dilution des gaz chauds. La zone de
re-circulation interne repousse les jets d’air provenant des trous de dilution internes vers le centre de la
chambre. Il se forme alors une large zone de gaz frais qui sont évacués de la chambre sans participer de
manière efficace au processus de dilution.
Les profils de FLT (équation 11.5) de ces cinq designs ont sensiblement la même forme (fi-
gure 11.19), indiquant que les répartitions de température sont analogues sur le plan de sortie. La forme
du champ de température au niveau du stator est en réalité pilotée par la géométrie du coude de la
chambre. Pour le mettre en évidence, intéressons nous à une vision mono-dimensionnelle du foyer se-
lon la coordonnée curviligne s définie sur la figure 11.19-a. Les grandeurs auxquelles nous allons nous
attacher sont moyennées par tranches curvilignes le long de s. Le tracé de la quantité de mouvement
moyenne en fonction de s (figure 11.19-b) montre les effets de pdt en s = 0. La position des jets pri-
maires est également détectée par cette opération de moyennage curviligne. L’écoulement avant le coude
est donc influencé par les deux variables pdt et ppi. A partir du début du coude, l’écoulement est large-
ment contraint par la géométrie de la chambre et les courbes de quantités de mouvement s’y superposent
(figures 11.19-b-c). Il en résulte que la température moyenne avant le coude dépend des variables de
design pdt et ppi. Ensuite, son évolution dans le coude est rythmée par les films de refroidissement (fi-
gure 11.19-d). Remarquons que les températures moyennes au niveau du stator (s = 1) pour les cinq
designs ne sont pas égales. Nous pouvons expliquer ces différences par les pertes thermiques sur les
parois de la chambre, plus particulièrement au niveau de la zone primaire, qui sont considérées comme
isothermes. Le coude impose ainsi la topologie de l’écoulement en sortie de foyer en transportant les
effets thermiques issus de l’historique en amont de la chambre.
%[0; pupi] %[pldt; 1] %[plmp; pump] Prsf θ−1
Db 0.0 100.0 61.1 0.0 0.0
D1C 26.3 99.7 22.6 -0.0023 -0.17
D2C 53,6 84,9 43,6 0.086 -0.31
D3C 70.9 56.9 100.0 0.14 -0.39
Dθ−1 100.0 0.0 100.0 0.44 -0.52
TAB. 11.3 - Coordonnées des points de design Db, D1C , D
2
C , D
3
C et Dθ−1 dans les espaces de recherche et des
fonctions objectifs.
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FIG. 11.14 - Facteur Local de Température pour les designs Db, D1C , D
2
C , D
3
C et Dθ−1 .
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Design Db Design D1C
Design D2C Design D
3
C
Design Dθ−1
FIG. 11.15 - Champs de vitesse adimensionnés sur le plan 1 pour les points de design Db, D1C , D2C , D3C et Dθ−1 .
Les échelles utilisées sur chaque figure sont les mêmes.
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Design Db Design D1C
Design D2C Design D
3
C
Design Dθ−1
FIG. 11.16 - Lignes de courant sur le plan 1 pour les points de design Db, D1C , D2C , D3C et Dθ−1 .
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Design Db Design D1C
Design D2C Design D
3
C
Design Dθ−1
FIG. 11.17 - Champs de FAR (Fuel Air Ratio : rapport carburant sur comburant) adimensionnés sur le plan 1
pour les points de design Db, D1C , D
2
C , D
3
C et Dθ−1 . Les échelles utilisées sur chaque figure sont les mêmes.
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Design Db Design D1C
Design D2C Design D
3
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Design Dθ−1
FIG. 11.18 - Champs de température adimensionnés sur le plan 1 pour les points de design Db, D1C , D2C , D3C et
Dθ−1 . Les échelles utilisées sur chaque figure sont les mêmes.
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FIG. 11.19 - Evolutions des grandeurs physiques le long de l’abscisse curviligne de la chambre définie sur (a) :
(b) la quantité de mouvement moyenne, (c) zoom de (b) au niveau du coude de la géométrie, (d) la température
moyenne.
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11.4 Etudes additionnelles
Les études additionnelles que nous allons mener sur la configuration tridimensionnelle de chambre de
combustion concernent l’impact des paramètres d’optimisation sur d’autres critères. Nous allons aborder
dans un premier temps le conflit entre les critères de tenue thermique du stator Prsf et du rotor Pr
r
f en
considérant les points de la base de données B88MM . Nous utiliserons ensuite les champs fluides obte-
nus par le processus d’optimisation pour déterminer les fréquences des modes propres acoustiques des
designs correspondants.
11.4.1 Conflit entre les tenues thermiques du stator et du rotor
L’indicateur relatif aux flux thermiques auxquels est soumis le rotor Prrf est contrôlé en majorité
par la répartition d’air entre les multi-perforations externes et internes (figure 11.20). Sur l’intervalle de
recherche [plmp; pump], augmenter le débit d’air des multi-perforations internes au détriment de la paroi
externe a un effet défavorable sur le facteur radial de température. En s’intéressant à la topologie de
l’écoulement dans la chambre, on constate que l’air frais apporté par les multi-perforations externes
participe d’avantage à la dilution des gaz chauds que l’air provenant de la face interne. Ces derniers ont
tendance à être captés par les zones de re-circulation, qui se forment en aval des jets primaires internes,
puis à être évacués directement de la chambre.
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FIG. 11.20 - Facteur radial de température maximum Prrf en fonction des paramètres de design ppi, pdt et pmp.
D’après les figures 11.20, il est possible d’améliorer les performances du design de base vis à vis
du critère Prrf . Le tracé du front de Pareto du problème multi-objectif basé sur les fonctions coûts
Prsf et Pr
r
f (figure 11.21-a) nous montre que les améliorations des performances thermiques sur le
rotor peuvent se traduire par des dégradations sur le stator. Il existe néanmoins une partie du front des
solutions non dominées qui fournie des designs aptes à améliorer les deux critères simultanément vis
à vis du design de base. La figure 11.21-b nous indique que ces points ne sont pas favorables si l’on
considère l’efficacité de combustion au travers de θ−1. Notons à titre indicatif que le front de Pareto
représenté sur les figures 11.21 est peu précis étant donné qu’il est construit à partir de MMs enrichis sur
un couple de fonctions objectifs différent.
11.4.2 Détermination des modes propres acoustiques des designs de B88MM
La plupart des méthodes employées pour réduire les émissions polluantes des foyers aéronautiques
présentent l’inconvénient majeur de favoriser les instabilités de combustion et plus particulièrement les
instabilités thermoacoustiques. Le terme d’instabilité thermoacoustique désigne le phénomène par lequel
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FIG. 11.21 - Designs de l’échantillonnage B88MM dans l’espace des fonctions objectifs (Prsf , P rrf ). (a)
Représentation avec le domaine des réalisables et le front de Pareto - (b) Echantillons colorés par le critère θ−1.
le couplage entre les fluctuations de dégagement de chaleur et les fluctuations acoustiques engendre des
oscillations auto-entretenues voire amplifiées des différentes grandeurs de l’écoulement [155]. Ce type
d’instabilité est particulièrement susceptible d’apparaître dans des situations où une flamme demeure
confinée dans une cavité. Dans un contexte de turbine à gaz, ces instabilités se manifestent concrète-
ment par des fluctuations de pression d’amplitude inacceptable entraînant la fatigue et parfois la rupture
des matériaux, ainsi que par une déstabilisation de la flamme qui peut être fatale pour la chambre de
combustion.
Mise en place de la procédure de détermination des modes propres acoustiques
L’outil numérique AVSP [187] d’analyse acoustique a pour but de réaliser des prédictions concernant
les instabilités thermoacoustiques. Ce code de Helmholtz multi-dimensionnel résout les équations des
ondes acoustiques linéarisées dans l’espace de Fourier. Il permet d’avoir accès aux fréquences complexes
et aux structures spatiales des modes propres acoustiques des configurations. L’équation de Helmholtz
est obtenue en linéarisant les équations de Navier-Stokes réactives sous les hypothèses suivantes :
– le nombre de Mach faible,
– pas de force de volume,
– les phénomènes acoustiques sont linéaires,
– les fluctuations ont une grande échelle (grandes longueurs d’onde),
– la pression moyenne est homogène,
En omettant les effets de la flamme, le champ de pression fluctuant p′ est donné par l’équation des
ondes :
~∇ ·
(
c2~∇p′
)
+ ω2p′ = 0 (11.18)
avec ω la fréquence complexe du mode propre et c =
√
γrT la vitesse du son dans la configuration. Les
conditions aux limites de l’équation 11.18 sont données par des impédances de la forme :
Z(ω) = p
′
ρ c ~∇p′ · ~n (11.19)
216
11.4 Etudes additionnelles
Le système composé de 11.18 et 11.19 est discrétisé en utilisant une formulation de type éléments finis
appliquée à des domaines de calcul décomposés en éléments P1 linéaires permettant ainsi de traiter des
géométries complexes. Le problème discrétisé prend la forme suivante (avec [.] la désignation d’une
matrice et {.} celle d’un vecteur) :
[A]{p′}+ ω[B](ω){p′}+ ω2[C]{p′} = 0 (11.20)
Le problème matriciel 11.20 est un problème de recherche de valeurs propres non linéaire qui peut être
reformulé pour être linéaire. Sa résolution est obtenue par une implémentation parallèle de la méthode
d’Arnoldi [142]. Comparé à la résolution des équations dans le domaine spatio-temporel, un solveur de
Helmoltz tel que AVSP est plus rapide pour fournir directement la fréquence et la structure des modes
acoustiques. De plus, ces codes peuvent aisément intégrer des conditions aux limites complexes qui
varient avec la fréquence, ce qui est difficile à réaliser dans le cas de géométries complexes pour des
résolutions temporelles.
Curieux de connaître l’effet des paramètres de design ppi, pdt et pmp sur la partie réelle des fréquences
des modes acoustiques de la chambre étudiée, nous avons post-traité les champs de vitesse du son pour
tous les designs de la base de données B88MM à l’aide de AVSP. Les conditions aux limites imposées sur
tous les bords du domaine de calcul sont des conditions de vitesses nulles (impédance Z infinie). Ce type
de condition est bien représentative des parois mais commence à être discutable pour les entrées et les
sorties dont le traitement nécessite la mise en place d’impédances complexes. Les conditions d’impé-
dances complexes permettent notamment de déterminer les modes qui peuvent mener à des instabilités
thermoacoustiques. Leur détermination demande de mettre en œuvre des études plus approfondies sur
les limites du domaine de calcul par l’intermédiaire par exemple du code pseudo-1D de tuyère Nozzle
développé au CERFACS [139]. Nozzle a pour but de modéliser l’effet des systèmes amonts et avals sur
les conditions aux limites acoustiques de la géométrie connue par AVSP.
(a) (b)
FIG. 11.22 - Structure en variation de pression adimensionnée du premier mode longitudinal 1L (a) et du premier
mode transversal 1T (b).
Le premier mode longitudinal 1L, de fréquence 2046 Hz, est le mode de plus basse fréquence dé-
tecté par AVSP. Il s’agit d’un mode trois quarts d’onde qui s’étend de l’injecteur à la sortie du domaine
de calcul (figure 11.22-a). Le premier mode transverse 1T , de fréquence 9360Hz, présente une structure
demi-onde localisée dans la zone primaire (figure 11.22-b). Nous allons nous attacher à étudier unique-
ment les sensibilités de ces deux modes par rapport aux variables de contrôle. Les modes azimutaux
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constituent également des informations importantes mais ne peuvent être captés que sur un domaine de
calcul intégrant l’ensemble des secteurs de la chambre annulaire.
Influences des paramètres de design sur les modes propres
Les trois variables de contrôle affectent de manière différente la fréquence des modes propres 1L et
1T de la chambre de combustion (figures 11.23). Rappelons que ces fréquences sont intimement liées à
la répartition de la vitesse du son dans le domaine et donc au champ de température.
La position des jets primaires agissant dans l’axe de la chambre, la grande sensibilité du mode 1L à
ce paramètre est intuitive. L’effet du débit d’air injecté par le tourbillonneur sur la fréquence des modes
1L, notée F−1L, s’explique par le fait qu’une augmentation de pdt se traduit par une augmentation de la
température moyenne dans la zone primaire T zpmoy et donc une augmentation de F − 1L (figure 11.24-b).
La répartition d’air dans les multi-perforations en aval des jets de dilution a un effet stabilisateur sur la
variance des fréquences du mode 1L obtenue pour tous les designs.
La fréquence du mode 1T , notée F − 1T est principalement affectée par le débit d’air provenant de
l’injecteur. Nous retrouvons donc une bonne corrélation entre pdt et F − 1T expliquée par la corrélation
entre T zpmoy et F − 1T (figure 11.24-b). L’accroissement du volume de la zone primaire et donc de la
partie du domaine la plus chaude en moyenne tend à augmenter la variance de la fréquence du mode
1T . Le paramètre pmp n’agit pas sur la zone primaire de la chambre et n’a donc pas d’effet clairement
identifiable sur la fréquence du mode 1T .
ppi
1975
2000
2025
2050
2075
F  -
 1 L
pdt
1975
2000
2025
2050
2075
F  -
 1 L
pmp
1975
2000
2025
2050
2075
F  -
 1 L
ppi
8700
8850
9000
9150
9300
9450
F  -
 1 T
pdt
8700
8850
9000
9150
9300
9450
F  -
 1 T
pmp
8700
8850
9000
9150
9300
9450
F  -
 1 T
FIG. 11.23 - Sensibilités des fréquences des modes 1L et 1T en fonction des paramètres ppi, pdt et pmp.
Conclusions et perspectives sur l’utilisation d’un code acoustique
Cette application simplifiée du solveur de Helmoltz AVSP a permis de mettre en évidence la sensibi-
lité des fréquences des modes propres acoustiques à la position des jets primaires, au débit d’air injecté
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FIG. 11.24 - Corrélations entre la température moyenne de la zone primaire T zpmoy et la fréquence des modes 1L
et 1T .
par le tourbillonneur ainsi qu’à la répartition d’air dans les multi-perforations. La prédictivité effective
des calculs est néanmoins limitée par :
– le domaine de calcul utilisé qui ne prend pas en compte les interactions acoustiques entre la
chambre et son contournement,
– les conditions aux limites avales au niveau du distributeur haute pression.
Une perspective de ces travaux est d’intégrer une procédure d’analyse acoustique des chambres de
combustion par l’intermédiaire des codes AVSP et Nozzle dans l’outil MIPTO. Les résultats permet-
traient de contraindre le problème d’optimisation soit pour éviter certaines fréquences propres néfastes
pour les éléments structurels soit pour pénaliser les designs présentant des modes instables. De tels diag-
nostiques requièrent la mise en place d’une méthodologie de post-traitement automatique des résultats
du solveur de Helmoltz qui n’est pas évidente.
11.5 Conclusion sur l’optimisation multi-objectif d’une chambre de com-
bustion industrielle
Nous avons montré dans ce chapitre que l’utilisation conjointe d’un code de simulation de mécanique
de fluides réactif et d’une méthode d’optimisation adaptée permet de donner des éléments de réponse
pour la conception du tube à flamme d’une chambre de combustion industrielle. La quantité d’informa-
tion générée durant le processus guide les choix de conception, dégage les paramètres les plus influents
sur les objectifs fixés et invite donc à de nouvelles voies d’exploration. Par exemple, le paramètre pmp
qui contrôle la répartition de débit entre les multi-perforations externes et internes n’affecte pas l’ob-
jectif lié à la tenue thermique du stator. Pour conserver le même nombre de paramètres d’optimisation,
il est possible d’éliminer pmp et d’introduire la possibilité de contrôler la position des jets de dilution
par deux variables et non plus une seule. La première pour contrôler la position des jets externes et la
deuxième pour les jets internes. Une telle étude permettrait d’analyser de manière systématique l’impact
de la position relative des jets externes et internes sur la qualité de la dilution. La méthode est également
en mesure de fournir un ensemble de solutions pertinentes vis à vis des objectifs fixés. Finalement, elle
permet d’étendre les objectifs à moindre coût en ré-utilisant les informations recueillies sur les designs
prospectés.
Les résultats du processus d’optimisation sur un secteur de chambre industrielle ont été obtenus grâce
à un accès à une machine de calcul de relativement puissante. La question qui se pose est de connaître
approximativement le temps de restitution d’une telle application et sa compatibilité avec le monde indus-
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triel. Pour y répondre, considérons que pour résoudre un problème d’optimisation multi-objectif donné,
150 évaluations de design sont nécessaires et qu’un calcul de dynamique des fluides réactif requiert en-
viron 168 heures CPU. En considérant une application idéale, pour laquelle le temps de restitution est
divisé par deux lorsque les ressources informatiques sont doublées (speed up idéal), la figure 11.25 pré-
sente l’évolution du temps de restitution en fonction du nombre de processeurs utilisés. En reprenant les
conditions de calcul utilisées pour l’étude présentée dans ce chapitre, nous constatons qu’avec 32 proces-
seurs, la résolution du problème de base demande environ un mois de calcul à temps plein. Comme nous
l’avons déjà évoqué, l’inclusion du contournement au modèle numérique est indispensable pour prédire
de manière correcte les répartitions de débit, les pertes de charges, l’orientation et la distance de pénétra-
tion des jets de dilution ainsi que l’acoustique d’une chambre de combustion. L’ajout du contournement
porte le temps de restitution de un mois à environ 43 jours. Si on continue à pousser le raisonnement, la
simulation d’un chambre annulaire complète donnerait des résultats plus prédictifs. Dans ce cas, le temps
de restitution avec 32 processeurs est de l’ordre de 1 an et 275 jours. Ces trois temps sont bien entendu
prohibitifs du point de vue des contraintes industrielles. L’utilisation d’infrastructures informatiques ba-
sées sur des architectures massivement parallèle se présente donc comme un passage incontournable pour
réduire ces durées. A partir de 128 processeurs, il est possible de résoudre des problèmes d’optimisation
sur un secteur de foyer de combustion en moins d’une dizaine de jours alors qu’il faut 2048 processeurs
pour ramener le temps des processus d’optimisation d’une chambre annulaire complète dans ces délais.
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FIG. 11.25 - Estimation des temps de restitution d’une application d’optimisation pour traiter une configuration
industrielle de complexité croissante en fonction du nombre de processeurs disponibles. Les temps grisés
correspondent à des durées acceptables du point de vue industriel.
Nous avons abordé la production massive de données par son côté bénéfique (vision du comportement
de divers objectifs sur l’ensemble du domaine de recherche, réutilisation pour de nouveaux calculs ...)
sans nous soucier de ses désagréments autres que les temps de calcul. Or il est indispensable de prévoir
des ressources de stockage conséquentes puisqu’en première estimation, le même processus d’optimisa-
tion que celui défini auparavant appliqué à un secteur du tube à flamme génère environ 6 000 méga-octets
de données, à un secteur comprenant le tube à flamme et son contournement à peu près 78 000 méga-
octets, et enfin à une chambre annulaire complète 117 000 méga-octets.
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Conclusions
Les normes environnementales de plus en plus contraignantes sur la réduction des émissions pol-
luantes, associées à une volonté de diminution des temps de conception ont poussé les constructeurs de
moteur aéronautique à revoir les designs des chambres de combustion ainsi que les méthodes de concep-
tion. Avec la croissance de la puissance de calcul disponible, les outils de simulation numérique sont
aujourd’hui aptes à être intégrés dans les processus de conception de systèmes complexes. La façon
d’utiliser ces codes est un point clé pour produire des environnements efficaces qui permettent de guider
les décisions des concepteurs.
Les travaux résumés dans ce manuscrit investiguent la voie de l’optimisation pour proposer un outil
automatique d’aide à la décision et au design. L’idée de base est de fournir une plate-forme flexible et
performante pour évaluer les caractéristiques de configurations industrielles. MIPTO (Management of an
Integrated Platform for auTomatic Optimization), l’outil développé dans le cadre de ces réflexions, offre
la possibilité de gérer des évaluations de design par le biais de codes de simulation numérique en considé-
rant des variables géométriques et des conditions de fonctionnement. Par ailleurs, le nombre d’exigences
de développement des chambres de combustion impose de travailler dans un contexte multi-objectif. En
effet, un design peut être très performant pour divers critères tout en dégradant les performances d’autres
objectifs. Pour choisir le meilleur des compromis, le concepteur doit donc avoir connaissance des conflits
entre les critères de sélection ainsi que des tendances de ces critères sur les plages de variation des para-
mètres de contrôle.
En considérant l’évolution des méthodes de conception (partie I) et l’outil numérique de mécanique
des fluides réactif (CFD) utilisé pour évaluer les designs des chambres de combustion (partie II - cha-
pitre 4), une revue bibliographique (partie II - chapitre 7) nous a mené à proposer les concepts de MIPTO
(partie II - chapitre 8 et annexe A). La principale contrainte de l’utilisation de solveurs de mécanique des
fluides dans un cadre d’optimisation repose sur les temps de restitution qui peuvent devenir prohibitifs.
En effet, la plupart du temps, les algorithmes d’optimisation font appel à un grand nombre d’évalua-
tion des fonctions objectifs pour converger. Pour palier à cette limitation, MIPTO repose sur l’utilisation
de méta-modèles (MMs), sensés reproduire le plus fidèlement possible les réponses du solveur numé-
rique vis à vis des paramètres d’optimisation, et d’un coupleur de codes parallèles visant à profiter des
environnements massivement parallèles.
Les principales difficultés adressées durant la réalisation de MIPTO concernent :
1. la gestion automatique de la mise en données des calculs de simulation numérique en fonction des
paramètres d’optimisation : mise en place des conditions aux limites et initiales (chapitre 5) ainsi
que la génération automatique de maillages pour des géométries complexes par des méthodes de
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déformation d’une discrétisation existante ou de remaillage (chapitre 6). La manière de réaliser ces
étapes est déterminante puisque les différentes paramétrisations utilisées contrôlent les résultats
obtenus par le processus d’optimisation.
2. le lancement des calculs CFD et l’extraction des critères d’évaluations des designs par le post-
traitement des champs fluides (chapitre 5).
3. le choix de MMs précis pour approcher les fonctions objectifs en s’attachant à : déterminer la
manière d’ajuster et d’entraîner les MMs pour optimiser leur représentativité, s’assurer de leur
comportement vis à vis de particularités telles que le bruit ou les discontinuités contenus dans
les fonctions coûts et enfin, utiliser au mieux les informations disponibles d’après la formulation
mathématique des MMs (chapitre 8).
4. le choix et l’intégration d’une technique d’optimisation assistée par des MMs (chapitre 8). L’algo-
rithme d’optimisation de MIPTO repose sur une stratégie d’enrichissement d’une base de données
d’apprentissage des MMs. Ce processus requière tout d’abord l’initialisation de la base de données
dont le but est de former un plan d’expériences présentant de bonnes caractéristiques d’orthogona-
lité et de dispersion des échantillons dans l’espace de recherche. Le processus demande également
la définition d’opérateurs d’enrichissement qui contrôlent la recherche de nouveaux échantillons
avec des perspectives d’exploration du domaine de recherche ou de convergence vers les opti-
mums.
5. le post-traitement des bases de données issues des historiques de convergence de MIPTO : l’outil
post-MIPTO est utilisé pour détecter et comprendre les relations entre les variables de contrôle et
les objectifs des problèmes d’optimisation. Pour cela, post-MIPTO intègre des techniques d’études
statistiques à posteriori, héritées de l’analyse de sensibilité.
6. l’encapsulation de l’ensemble des composants (optimiseur, code de simulation numérique et envi-
ronnement associé de pré- et post-traitement) de manière robuste, flexible et modulaire ainsi que
l’automatisation de leur exécution. Cette tâche est rendue possible par l’emploi d’un coupleur de
codes (Annexe A).
7. l’utilisation appropriée des ressources informatiques sur des architectures de calcul haute perfor-
mance : parallélisation des composants et parallélisation des tâches par des évaluations simultanées
de différents designs.
La partie III montre les capacités de MIPTO au travers de cas de validations analytiques mono et
multi-objectifs. Ces tests valident le comportement de la méthode sur des problèmes présentant des
spécificités identifiées. La méthode est ensuite évaluée et comparée à l’algorithme du Simplexe à partir
d’une géométrie basique représentative du système de dilution d’une chambre de combustion et en ne
considérant qu’une seule fonction coût. Une étude multi-objectif sur une configuration bidimensionnelle
de turbomoteur finalise l’évaluation des outils MIPTO et post-MIPTO. Encouragé par ces résultats, le
chapitre 11 expose les résultats de l’application de l’environnement d’optimisation sur une chambre de
combustion étudiée dans l’industrie. L’outil fournit un ensemble de données permettant de comprendre
les relations entre les paramètres d’optimisation et les fonctions objectifs, de proposer des compromis
dont les performances sont améliorées par rapport au design de base et d’étendre les réflexions sur les
critères de sélection des designs.
En conclusion, les travaux de cette thèse apportent la preuve que les techniques d’optimisation
peuvent être utilisées avec des codes de simulation numérique pour répondre à des problèmes de concep-
tion sur des chambres de combustion industrielles. Le seul bémol pour une utilisation dans un contexte
industriel concerne le temps de restitution de l’outil lorsqu’il est utilisé pour des configurations évoluées.
Cette limitation sera certainement surmontée dans les prochaines années avec l’évolution continue des
supercalculateurs et des environnements logiciels disponibles sur ces plates-formes de calcul.
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Perspectives
Les travaux menés durant cette thèse ouvrent à de nombreuses perspectives que l’on peut classer en
deux catégories. La première concerne des améliorations des méthodes de MIPTO alors que la seconde
repose sur des extensions des modèles numériques utilisés pour évaluer les designs.
Améliorations envisageables de la méthodologie de MIPTO
1. Afin de valider la méthode développée dans MIPTO et, au besoin, de l’améliorer, des tests de
robustesse ainsi que des vérifications plus poussées de la convergence globale vers les optimums
des fonctions objectifs sont à mener. Pour étendre l’utilisation de l’outil à des cas plus complexes,
des études sur son comportement lorsque le nombre de paramètres de contrôle ainsi que le nombre
d’objectifs deviennent grands sont également à entreprendre.
2. La conception de systèmes complexes est soumise à un ensemble de contraintes incontournables
qui réduisent l’espace de design. A l’heure actuelle, le formalisme de MIPTO ne permet pas la prise
en compte de contraintes si ce n’est par l’ajout de fonctions objectifs traduisant judicieusement ces
exigences. Une telle méthodologie reste toutefois limitée et il est indispensable, pour pérenniser
l’outil, d’intégrer des techniques de gestion de contraintes de type égalité ou inégalité. Dans le
contexte d’optimisation assistée par des MMs, la voie naturelle est d’associer à chaque contrainte
une représentation approchée par MM, utilisable directement par les algorithmes d’optimisation.
Le principal problème concernera alors la précision de ces approximations pour permettre à l’outil
de fournir un ensemble de solutions optimales réalisables [227, 82].
3. Les processus d’optimisation décrits dans ce manuscrit ont pour but de fournir des solutions opti-
males en tenant compte de fonctions objectifs classiques. Le problème que peut présenter ce type
d’analyse est que les fonctions objectifs peuvent être instables par rapport aux variations des pa-
ramètres de contrôle au niveau des optimums (figure 11.26). Les techniques dites d’optimisation
robuste offrent la possibilité d’intégrer dans le choix des optimums des mesures d’incertitudes sur
la réalisation des variables d’optimisation (liées à des contraintes de fabrication technologiques
par exemple) et de prendre en compte l’instabilité des extremums sur la définition des fonctions
objectifs [227, 254].
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FIG. 11.26 - Du point de vue de l’optimisation robuste, l’optimum local Vl est préférable à l’optimum global Vg .
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Extensions des modèles numériques
Parmi les nombreuses perspectives d’extension des modèles numériques utilisés dans des processus
d’optimisation nous pouvons retenir les suivantes :
1. Les approches multi-physiques ou multi-composants ont récemment fait naître de nombreuses ini-
tiatives pour accroître la prévision des phénomènes physiques ayant lieu dans les turbines à gaz.
Les calculs couplés intégrant des physiques différentes permettent d’accéder à de meilleurs résul-
tats ainsi qu’à une plus longue liste de critères d’évaluation des designs (voir l’annexe B sur la mise
en place d’une chaîne de prévision des températures de paroi des chambres de combustion). De la
même manière, la simulation des chambres de combustion dans leur environnement, en intégrant
les étages de compresseur et de turbine, fournit de précieuses informations sur le comportement
des différents composants et sur leurs interactions [167]. La généralisation de ces calculs dans
des processus de conception des turbines à gaz pourra être faite par le biais d’outils automatiques
d’optimisation.
2. Les calculs d’optimisation présentés dans ce manuscrit sont uniquement basés sur une approche
stationnaire des écoulements. L’étude de certains phénomènes comme l’allumage, l’extinction ou
les instabilités thermo-acoustiques requièrent de mettre en place des stratégies de calcul instation-
naire. L’étude des techniques de contrôle de ces phénomènes demande donc d’utiliser des codes
de simulation numérique capable de capter les instationnarités ainsi que des environnements de
pré-traitement (génération de maillage, conditions aux limites et initiales) et de post-traitement
(pour rendre compte des objectifs à atteindre) adaptés.
Basé sur un coupleur de codes parallèles, le développement informatique de MIPTO autorise la réa-
lisation de ces perspectives en garantissant la performance des applications, au travers de l’utilisation de
machines de calcul haute performance, ainsi que leur flexibilité, par la possibilité de développer indé-
pendamment les différents composants puis de les assembler dans un système complexe.
Le mot de la fin : suite à ces travaux, l’auteur de ce manuscrit conseille fortement
d’automatiser les tâches répétitives et d’utiliser dès que possible,
sans parcimonie mais avec attention, les techniques d’optimisation
(Voir l’exemple présenté dans l’annexe C)
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Annexes

Annexe A
Architecture informatique de MIPTO
Nous avons vu lors description de la méthode d’optimisation dans la partie II que la mise en œuvre
d’un outil d’aide à la conception basé sur un code de simulation numérique fait intervenir de nom-
breux composants. D’une part, l’automatisation des calculs physiques demande des outils de pré- et
post-traitements adaptés ainsi qu’une encapsulation adaptée du solveur. D’autre part, l’algorithme d’op-
timisation associé au pilotage des évaluations des points de design inclut des tâches disparates.
La manière d’assembler ces composants est un point clef pour assurer la cohérence, la performance,
la maintenabilité et les possibilités d’évolution de l’application. Pour répondre à ces difficultés, nos
travaux sont basés sur l’utilisation d’un coupleur : les éléments sont développés indépendamment et sont
finalement unis pour former un ensemble fonctionnel. Cette annexe est introduite par des considérations
sur le couplage multi-physique qui est un cas particulier du couplage de modèles indépendants. Cette
discipline a fortement contribué aux développements des coupleurs. Ensuite, nous donnerons une brève
description des caractéristiques de l’outil de couplage utilisé pour supporter MIPTO en insistant sur les
aspects les plus attrayants qui participent à l’originalité de MIPTO. A partir de cette description, nous
détaillerons la construction de l’outil d’aide au design.
A.1 Introduction
A.1.1 Le besoin d’un outil de supervision
Historiquement, les différentes disciplines de la physique moderne sont nées séparément pour com-
prendre et expliquer les phénomènes naturels. Les hommes ont souvent fait des observations puis ont
tenté de les reproduire pour les expliquer. Par exemple, dans l’observation de phénomènes se reprodui-
sant en cycles (diurne, lunaire ou annuel), la découverte d’invariants constitue un début de raisonnement
scientifique : le monde obéit à des règles et il est probable que l’on puisse les utiliser. Les mathéma-
tiques sont alors apparues comme le support pour la modélisation de ces règles. De nos jours, la liste des
physiques ainsi étudiées est longue : mécanique des solides, astrophysique, électromagnétisme, méca-
nique quantique, acoustique, thermodynamique, dynamique des fluides, géophysique, chimie ou encore
optique. Dans chacune de ces disciplines, il existe des spécialistes qui travaillent dans un contexte de
recherche afin de comprendre et de modéliser finement les phénomènes, et des industriels qui appliquent
ces modèles à des fins de développement et de production. Hormis quelques cas particuliers où les phé-
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nomènes étudiés font intervenir de façon très liée des physiques différentes et complémentaires, les
spécialistes des disciplines interagissent relativement peu entre eux. Cette constatation se vérifie tant au
niveau de la recherche que de l’industrie.
En commençant par l’invention des premiers outils, l’être humain a toujours cherché à décharger son
corps de tâches harassantes et à multiplier ses forces. Plus tard, l’exploitation de l’énergie animale ou na-
turelle l’a progressivement transformé en contrôleur d’instruments et de machines plutôt qu’en exécutant
direct. Remarquons que les tâches mentales, reliées au calcul ou au traitement plus général de l’informa-
tion, sont les cibles ultimes de l’outillage. Au travers d’une progression technologique particulièrement
accentuée depuis la fin de la deuxième guerre mondiale et en rapport étroit avec la science moderne, l’être
humain a su prolonger ses capacités cognitives à un degré insoupçonné il y a deux générations à peine.
Les machines de calcul haute performance modernes (figure A.1) sont le résultat actuel des travaux me-
nés dans ce domaine. Avec l’avènement de ces calculateurs et le développement de logiciels spécialisés,
les physiciens ont aujourd’hui la possibilité de simuler numériquement des systèmes complexes.
FIG. A.1 - A gauche, l’ENIAC (Electronic Numerical Integrator Analyser and Computer), premier grand
calculateur entièrement électronique conçu par Presper Eckert et John W. Mauchly et mis en service en 1946. A
droite, l’IBM BlueGene/L, machine numéro 1 au top 500 mondial (http ://www.top500.org/) installé en 2005 a
Lawrence Livermore National Laboratory.
Par conséquent, la simulation numérique est devenue un domaine d’activité à part entière dans les
sciences. Les modélisations de plus en plus fines ont fait naître des outils dédiés au traitement de phé-
nomènes particuliers. La maturité de ces outils du point de vue de la prédictibilité ainsi que l’accès aux
machines de calcul haute performance amènent les chercheurs et les industriels à les utiliser en com-
plément voire même en remplacement des études expérimentales plus onéreuses. Lorsque la complexité
des processus simulés augmente, la première cause de défaillance des codes de calcul à prédire avec
exactitude les phénomènes physiques est liée aux modèles mêmes des lois physiques qu’ils contiennent.
Toutefois, ces modèles étant de plus en plus précis, la limitation qui devient primordiale concerne les
interactions qui existent entre différentes physiques au sein d’un même système et qui ne sont pas prises
en compte dans les simulations. Récemment, de nombreux travaux ont portés sur les méthodes pour in-
tégrer plusieurs physiques dans un même calcul. Par exemple, l’aéroélasticité cherche à prédire le com-
portement de structures soumises à des écoulements fluides pour des applications de génie civil (ponts
souples, cheminées), de transports aéronautiques ou terrestres et pour le secteur de l’énergie. Des efforts
similaires sont aussi réalisés pour mener des études multi-échelles, multi-composants ou encore multi-
mathématiques. Bien que philosophiquement très disparates, ces travaux concernent tous l’amélioration
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des capacités prédictives des outils existants en essayant de les faire interagir. Dans la suite, nous parle-
rons essentiellement de multi-physique, mais le même discours est transposable à toutes ces approches
multi-codes.
La première idée pour traiter un système de manière multi-physique est de développer un nouveau
code unique qui prend en compte les interactions entre les divers phénomènes. Cette approche est utilisée
par exemple dans l’étude des foyers de combustion dans lesquels ont lieu de forts couplages entre la
dynamique des fluides, la chimie et l’acoustique [235]. Cependant, cette méthode reste limitée à certaines
études car elle se heurte aux problèmes suivants :
– elle ne préserve pas les efforts de développement et de validation réalisés sur les codes existants,
– elle ne préserve pas le savoir faire acquis sur ces codes,
– elle n’est pas du tout flexible et évolutive vis à vis des changements de modèles physiques et des
interactions entre ces physiques,
– si les caractéristiques intrinsèques des physiques sont très différentes (temps caractéristiques,
échelles spatiales), il n’est pas forcément possible d’unir les approches dans un modèle global,
– la communication entre les équipes de développement travaillant sur ces diverses physiques n’est
pas toujours très active.
Une seconde méthode consiste à conserver les codes existants et à les intégrer dans un seul code en
utilisant une méthode hiérarchique. Dans ce cas, un des programmes est désigné comme étant le maître.
Les autres solveurs sont alors appelés en tant que sous programmes par des instructions de contrôle
propres au langage informatique utilisé. Cette technique impose de déterminer le code maître, de placer
les appels aux autres solveurs aux moments opportuns (gestions des termes sources, des conditions aux
limites) et de gérer une structure de données pour les passages des grandeurs du code maître aux sous-
routines. Bien que très performante d’un point de vue du temps de calcul et de la gestion de la mémoire,
cette solution impose d’importants développements pour les transferts d’informations d’un code à l’autre.
En outre, elle n’est pas flexible vis à vis du remplacement d’un code, de la mise à jour des codes ainsi
que de l’évolution des algorithmes de couplage. Pour finir, elle peut générer des conflits informatiques
portant sur des structures de données globales des codes ou encore sur des sous programmes ayant les
mêmes dénominations.
Enfin, face à ces difficultés, une dernière approche est de conserver les codes existants, de les exécuter
séparément et de mettre en place des protocoles d’échange de données physiques. On parle alors de façon
générique de couplage de codes. De manière générale, le couplage de codes a pour objectif d’améliorer
la qualité logicielle en prônant la réutilisabilité des modèles. Dans cette approche, chaque code peut
être assimilé à un module ou à un composant, dont la conception, le développement et le déploiement
doivent pouvoir s’effectuer de manière relativement indépendante des autres composants. Cette méthode
répond à tous les points bloquants cités précédemment mais soulève des problèmes de types physiques,
algorithmiques et informatiques fortement liés.
Concernant la physique, il est nécessaire de déterminer les quantités représentatives à échanger entre
les codes. Il faut également des algorithmes permettant de conserver des grandeurs critiques, telle que
l’énergie globale du système, tout en assurant une stabilité et une précision du schéma de couplage.
Enfin, un important travail informatique doit être réalisé afin de permettre l’exécution des codes et leurs
échanges de données. La figure A.2 illustre des choix potentiels en comparant le couplage de codes
à proprement parler et le chaînage de codes. Dans la suite, on parlera de couplage de codes lorsque
plusieurs modèles s’exécutent en même temps et échangent des informations en cours de calcul. Le
couplage de codes en ce sens est généralement utilisé pour l’étude de phénomènes instationnaires. Une
application de chaînage de codes consiste en l’exécution successive de codes dont les jeux de données
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vont dépendre des résultats des autres codes. Un processus de chaînage de codes est souvent un processus
itératif dans lequel on cherche la solution convergée d’un problème multi-physique. Les algorithmes
d’échange d’informations et les implémentations informatiques du chaînage et du couplage de codes
sont donc totalement différents. Les enjeux physiques étudiés sont aussi très distincts.
Code A Code B
Code A
Code B
Echange de données Sens de l'exécution
Couplage de codes Chaînage de codes
FIG. A.2 - Distinction entre couplage de codes et chaînage de codes.
Dans l’industrie, durant les phases de conception, les ingénieurs utilisent des processus d’optimisation
dont le but est de trouver des designs optimums vis à vis de critères obtenus grâce à des codes de simu-
lation numérique. Comme l’illustre la figure A.3, une application d’optimisation de systèmes complexes
qui s’appuie sur des codes de calcul pour estimer les fonctions objectifs peut être considérée comme
un couplage entre une méthode d’optimisation et ces divers modèles. Dans ce cadre, un calcul multi-
physique peut être utilisé d’une part pour améliorer les prédictions des codes et d’autre part pour fournir
des informations caractéristiques des différentes physiques utilisables comme critères de sélection des
designs.
Processus
d’optimisation
Paramètres d’optimisation
Valeurs des fonctions objectifs
ou
FIG. A.3 - Encapsulation d’une application multi-physique dans un processus d’optimisation.
La réalisation informatique de couplages et de chaînages de codes est une tâche qui requiert beaucoup
d’attention. En effet, ces applications mettent en jeu de nombreux processus de granularités variées. Le
premier point important est la gestion du lancement des processus qui peuvent être séquentiels ou paral-
lèles comme beaucoup de codes de mécanique des fluides, mécanique des structures ou de rayonnement.
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Ensuite, chacun de ces processus consomme des données avec lesquelles il réalise des opérations pour
produire de nouvelles données. Ces données peuvent être de différents types et de tailles variables dans
une même application. Par exemple, un point de l’espace de design constitue un petit tableau comparé
à des champs physiques tridimensionnels. Il est donc crucial d’assurer de manière robuste ces flots de
données entre les modèles. Enfin, pour garantir les performances de chacun des codes ainsi que pour fa-
ciliter le suivi de leur mise à jour et leur maintenance, les interfaces contenant les instructions permettant
les échanges de données avec le reste de l’application doivent être le moins intrusives possible dans les
fichiers sources des programmes informatiques.
En considérant ces divers points, dont le plus délicat pour des physiciens est certainement la mise en
œuvre informatique, l’utilisation d’un superviseur pour contrôler l’exécution des codes et les échanges
de données est indispensable. Avec un tel outil, les modèles deviennent des composants logiciels de
l’application qui n’interagissent avec les autres codes qu’au niveau de leurs interfaces.
A.1.2 Développer son propre superviseur
Confrontée au besoin d’un outil de supervision, la communauté scientifique a pour premier réflexe de
développer une maquette simple du dispositif de contrôle. Pour cela, chacun choisira son langage préféré
tel que Matlab, Python, SHELL ou Fortran avec, si l’expertise le permet, l’implémentation d’instructions
parallèles au travers de librairies de communications (MPI ou PVM).
De tels développements deviennent vite très importants si l’on souhaite donner au superviseur une
flexibilité d’utilisation satisfaisante en s’affranchissant des couplages de types bilatéraux comme pré-
sentés sur la figure A.4. En effet, il est confortable de conserver les développements réalisés pour un
superviseur lors du traitement de divers problèmes, la mise à jour ou le remplacement de codes dans une
application, les tests de différents modèles ou algorithmes. Pour cela, il est indispensable de rendre l’ou-
til de supervision indépendant des processus qu’il contrôle. De la même manière, les modèles doivent
rester indépendants les uns des autres afin de garantir leur généricité et leur réutilisabilité (figure A.4). La
seule dépendance est celle des codes vis à vis du coupleur via les interfaces d’échange de données. De
plus, les difficultés de gestion des processus et des échanges de données vont augmenter à mesure que la
taille (nombre de codes à coupler) et la complexité des applications vont croître. Enfin, les contraintes de
performance des applications ainsi supervisées peuvent venir jouer un rôle déterminant.
Dans ce contexte, il apparaît clairement que l’utilisation d’un outil dédié à la supervision est incon-
tournable.
A.1.3 Utiliser un superviseur dédié
Au même titre qu’en multi-physique, les avancées sur le calcul haute performance ont fait naître
de nouvelles disciplines de plus en plus complexes et gourmandes en ressources informatiques. Dans
ces domaines, les solveurs sont difficiles à développer et à maintenir. Il en résulte que les applications
concernant par exemple la réalité virtuelle [6] ou la simulation interactive (couplage entre simulation
et visualisation) [70] ont aussi fortement besoin de superviseurs afin de diviser le problème global en
sous tâches de complexité réduite. Devant cette demande croissante de superviseurs, un grand nombre
de coupleurs ont été développés. Ces logiciels ont pour but de faciliter le développement d’applications
multi-codes. Dans ce type de logiciel, une application se compose le plus souvent d’un ensemble de com-
posants logiciels (les codes et leur interface) intégrés dans un processus gérant la connexion des modèles
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Code A
Code C
Code B
Code D
Couplage bilatéral Couplage générique
Code A
Code C
Code B
Code D
Coupleur
FIG. A.4 - Dans un couplage bilatéral, les codes communiquent directement entre eux et doivent par conséquent
se connaître à l’avance. Dans un couplage générique, les codes communiquent par le biais du coupleur qui
centralise et distribue les échanges de données.
entre eux, les communications via des interfaces spécifiées et la coordination globale de l’exécution. Les
coupleurs sont en quelque sorte des spécialisations ou des surcouches de la librairie de communication
(MPI) pour le couplage des codes de calcul (figure A.5). Ils contiennent des interfaces simplifiées utili-
sables facilement par les utilisateurs et derrière lesquelles se cachent tous les processus d’échange entre
les codes. Selon les coupleurs, ils sont agrémentés ou non d’outils de gestion des codes et des données
échangées. Ces outils peuvent être plus ou moins perfectionnés et gérer par exemple le problème délicat
de redistribution des données lors d’échanges entre programmes parallèles exécutés sur des nombres de
processeurs différents.
Code A Code C
Coupleur
MPI
Code B
FIG. A.5 - Organisation informatique d’un couplage vis à vis d’une librairie de communication parallèle MPI.
Certains de ces logiciels sont spécifiques à un domaine particulier comme par exemple en simulation
climatique où les chercheurs se sont aperçus très tôt de l’intérêt du couplage pour traiter les différents
composants du système terre (océan, atmosphère, glace de mer ...). Parmi les nombreux superviseurs
développés par cette communauté, on peut citer : CCSM (Community Climate System Model) 1, OASIS
(Ocean Atmosphere Sea Ice Soil) 2 ou ESMF (Earth System Modeling Framework) 3. D’autres logiciels
1CCSM : http ://www.ccsm.ucar.edu
2OASIS : http ://www.cerfacs.fr/globc/software/oasis/oasis.html
3ESMF : http ://www.esmf.ucar.edu
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comme PAWS (Parallel Application Work Space) [15], MpCCI (Mesh-based parallel Code Coupling In-
terface) [99], MCT (Model Coupling Toolkit) 4, CACTUS 5, MDICE (Matlab-based Distributed Compu-
ting Environment) 6, CHIMPS [231] ou Salomé 7 offrent des solutions plus génériques pour le couplage
de codes.
Le coupleur MpCCI est largement utilisé dans la communauté des mécaniciens des fluides et des
structures [39]. Des distributeurs de codes commerciaux comme Fluent 8 et Abaqus 9 proposent même
dans leurs codes des interfaces de communication spécifiques pour MpCCI qui permettent le couplage
direct de ces codes entre eux. Le principal intérêt de MpCCI est lié au fait qu’il gère automatiquement
les échanges d’informations aux interfaces géométriques des domaines physiques simulés par les codes.
En effet, MpCCI permet d’échanger des données entre des maillages éventuellement non coïncidents par
des interpolations surfaciques et volumiques sans intervention trop lourde de la part de l’utilisateur.
Il existe des outils de supervision qui proposent des librairies d’optimisation. C’est le cas par exemple
de iSIGHT 10, Optimus 11, modeFrontier 12 ou DAKOTA 13. Le but premier de ces logiciels n’est pas de
coupler de codes mais de proposer un ensemble de méthodes performantes du point de vue de l’optimisa-
tion et de l’analyse de sensibilité. Par conséquent, ils ne possèdent pas les qualités d’un coupleur capable
de gérer des codes parallèles qui s’exécutent simultanément en échangeant des données. A contrario, ils
permettent le chaînage de codes qui peuvent alors communiquer par fichiers.
Le CERFACS possède une expérience d’une quinzaine d’années dans le domaine du couplage de
codes. Cette expertise a été acquise tout d’abord lors du développement du coupleur OASIS commencé
en 1991 et supporté depuis quelques années par le projet PRISM (PRogram for Integrated Earth System
Modelling) 14 dans le cadre de la recherche sur le climat. Plus récemment, le coupleur PALM (Projet
d’Assimilation par Logiciel Multiméthode) a été développé pour les besoins du projet d’assimilation de
données opérationnel MERCATOR 15. PALM ayant été conçu pour être performant et flexible, il a trouvé
de nombreuses applications notamment en CFD.
A.2 Présentation de PALM
Description des concepts et des choix d’intégration de PALM
PALM repose sur l’idée directrice que toute tâche complexe peut être décomposée en divers pro-
blèmes indépendants de difficulté réduite. Selon la décomposition de la tâche initiale, les problèmes
peuvent être résolus simultanément et/ou successivement en utilisant les informations disponibles ré-
sultant des autres processus. Le coupleur a été développé en attachant une importance particulière aux
contraintes de :
4MCT : http ://www-unix.mcs.anl.gov/mct/
5CACTUS : http ://www.cactuscode.org
6MDICE : http ://www.fh-kaernten.at/mdice/
7Salomé : http ://www.salome-platform.org/home/presentation/overview/
8Fluent : http ://www.fluent.com/
9Abaqus : http ://www.simulia.com/
10iSIGHT : http ://www.engineous.com/index.htm
11Optimus : http ://www.noesissolutions.com/
12modeFrontier : http ://network.modefrontier.eu/
13Dakota : http ://www.cs.sandia.gov/DAKOTA/software.html
14PRISM : http ://prism.enes.org/
15MERCATOR : http ://www.mercator.com.fr.
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1. modularité : PALM assure la synchronisation et la communication entre composants hétérogènes
tout en garantissant la facilité d’intégration des parties déjà codées sans trop de modifications.
Cette modularité transparaît grâce à un mécanisme de lancement d’exécutables indépendants, et à
un protocole de communication qui impose seulement des spécifications d’interface, sans imposer
de spécification au niveau du codage des composants,
2. portabilité : PALM est exécutable sur les plate-formes informatiques de calcul haute performance
actuellement disponibles et sur celles des prochaines générations,
3. performance : le logiciel PALM est employé dans deux configurations, en mode recherche et en
mode opérationnel. Le mode recherche permet la mise en œuvre des algorithmes et privilégie donc
la flexibilité et la facilité d’intégration de modules hétérogènes. Par contre, en mode opérationnel,
la configuration étant figée, les performances sont optimisées.
Le coupleur permet d’organiser des composants informatiques, parallèles ou non, au sein d’algo-
rithmes de couplage avancés. Le modèle de programmation sous-jacent est appelé non-hiérarchique 16
plaçant tous les composants d’une application au même niveau. Dans le jargon de PALM, les briques
élémentaires d’un algorithme de couplage sont des unités. Les unités sont séquencées dans des branches
qui autorisent des exécutions conditionnelles ou répétitives (figure A.6). Cette caractéristique éloigne
PALM de tous les autres coupleurs qui sont statiques [99] : ils lancent tous les codes à coupler au début
de l’application et assurent les échanges d’informations jusqu’à ce que les processus se finissent. PALM
est un coupleur dynamique, capable de lancer des composants en même temps ou successivement, dans
des boucles et avec des dépendances conditionnelles. La réalisation informatique de cette spécificité est
obtenue au travers d’une programmation basée sur un paradigme MPMD (Multiple Program Multiple
Data) 17. Le standard de programmation parallèle MPI-2 apporte toutes les fonctionnalités requises par
un codage de type MPMD, avec en particulier la possibilité de mettre en œuvre une activation dynamique
de processus (spawn) en série ou en parallèle, leur synchronisation et la gestion de leurs communications.
De manière basique, toutes les unités sont traduites par PALM en exécutables indépendants dont le lan-
cement et le déroulement sont gérés par le programme principal de PALM. Si la programmation des
unités d’une séquence le permet 18, il est possible de les assembler dans des blocs pour lesquels un seul
exécutable sera généré (figure A.7). Cette optimisation permet par exemple d’annuler des temps de com-
munications entre unités en passant directement par la mémoire de l’exécutable. Elle est aussi très utile
lorsque des unités sont intégrées dans une boucle : en formant un seul exécutable qui inclue la boucle,
on évite ainsi le chargement répétitif du même exécutable.
16Le codage d’un logiciel modulaire peut passer par deux philosophies différentes. La première, appelée approche hiérarchi-
sée, prévoit une chaîne d’appels en cascade où les unités du premier niveau communiquent avec les unités du même niveau et
avec celles du deuxième niveau. A leur tour, les unités du second niveau communiquent avec celles du second et du troisième
niveau et ainsi de suite. Il s’agit du codage classique du langage fortran, où les unités du programme correspondent à des
sous-programmes et où la structure des appels peut créer n’importe quelle arborescence. Cette approche permet de réaliser des
structures de code très performantes, mais elle rend difficile la gestion d’un code évolutif dans lequel les composantes doivent
être facilement repérées et remplacées. Une méthode non hiérarchisée cherche au contraire à répondre à cet objectif. Dans ce
cas, un composant maître s’occupe de gérer la séquence temporelle des appels aux sous-programmes ainsi que leurs communi-
cations. Les composants sont ainsi isolés au point de permettre la réalisation d’un exécutable indépendant pour chacun d’eux.
Toutefois, le problème de la gestion des ressources de calcul s’impose.
17Dans le modèle SPMD (Single Program Multiple Data) un même programme est répliqué sur plusieurs processeurs de
traitement alors que dans le modèle MPMD (Multiple Program Multiple Data) plusieurs programmes distincts sont déployés
entre plusieurs processeurs de traitement.
18Certains codes contiennent par exemple des fichiers d’entrée/sortie qui ne sont pas fermés ou encore des variables globales
non désallouées. Leur intégration dans une boucle au sein d’un bloc entraînerait des fautes graves lors de l’exécution du
programme. Il se peut aussi que les unités que l’on souhaite fusionner dans un même bloc comportent des noms de sous-
programmes ou de variables globales identiques ce qui provoque des conflit lors de la génération de l’exécutable correspondant
au bloc.
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Code A
Code B
ENDDO
DO
Code C
ENDIF
IF
Code B
FIG. A.6 - Organisation des unités au sein de deux branches de calcul d’une même application. Mise en évidence
des deux niveaux de parallélisme de PALM : les branches sont exécutées en même temps et les unités A, B et C
sont distribuées.
Code A
Code B
ENDDO
DO
Code C
ENDIF
IF
Code B
Bloc
FIG. A.7 - Application de la figure A.6 optimisée par l’utilisation d’un bloc.
La recomposition de problèmes à partir de composants indépendants requiert de gérer des échanges
de données, des objets au sens de PALM, entre les unités. Les objets sont transférés d’une unité à l’autre
par l’appel à des primitives PALM insérées dans le code source des unités : PALM_put pour une donnée
produite et PALM_get pour une donnée requise. Les échanges de données impliquent donc d’instrumenter
les sources des codes à coupler ce qui est classique lors de l’utilisation de coupleurs [99]. La méthode
d’échange de données de PALM a été pensée pour accéder au plus haut niveau de modularité tout en
minimisant les pertes de performances. La modularité ne peut être assurée que si le code d’une unité
est indépendant des schémas de communication de l’application. En d’autres termes, il ne doit pas y
avoir, dans les unités, de références concernant l’expéditeur dans le cas d’une réception de données et
le destinataire pour un envoi. Pour cette raison, PALM a été conçu comme un courtier dans un espace
de communication (figure A.8). Ce protocole d’échange de données est connu sous le nom de end-point.
Une communication a lieu lorsque la source invoque l’instruction PALM_put, injectant ainsi un objet dans
l’espace de communication, que la cible invoque l’instruction PALM_get sur un objet informatiquement
compatible, et que l’utilisateur a défini un schéma de communication entre ces unités et sur cet objet. Il est
intéressant de noter qu’à une unité source peut correspondre plusieurs unités cibles. La source et la cible
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peuvent être des unités parallèles gérant des tableaux distribués différemment à l’envoi et à la réception.
PALM est alors en mesure de redistribuer automatiquement les données lors de ces communications. La
gestion de la taille des objets échangés est également une spécificité du coupleur. Il est possible que cette
information ne soit pas connue au début de l’application ou alors qu’elle évolue au fur et à mesure de
son exécution. PALM permet de gérer de manière dynamique la taille des objets échangés évitant ainsi
de sur-dimensionner inutilement des tableaux.
Unité A Unité B
Espace de
communication
PALM_put (Objet) PALM_get (Objet)
Courtier
Mise en relation
des requêtes
FIG. A.8 - Protocole de communication avec courtier de type end-point.
PALM dispose d’une interface graphique, PrePALM, qui aide l’utilisateur à construire les branches,
à définir les communications entre les unités et à gérer la distribution des ressources informatiques as-
sociées aux composants de l’application. L’interface génère automatiquement les sources informatiques
des applications pour créer les exécutables, ainsi que les sauvegardes de ces applications dans son format
natif. Ces sauvegardes permettent d’une part de revenir sur une application existante mais également
fusionner plusieurs applications pour former une nouvelle. Dans la suite, nous désignerons par appli les
sauvegardes des applications dans le format natif de PALM.
Intérêts d’utiliser PALM pour MIPTO
PALM a atteint aujourd’hui un degré de maturité suffisant pour être utilisé pour des applications de
recherche et de production [29]. Les concepts et les développements intégrés dans le coupleur repré-
sentent un grand nombre d’atouts dans le cadre de la mise en place d’une plate-forme d’optimisation qui
s’appuie sur des codes de calcul pour extraire des critères de performance des designs.
Le premier avantage d’utiliser PALM est directement lié à ses caractéristiques de flexibilité, mo-
dularité et maniabilité. Ces atouts permettent de traiter séparément des problèmes complexes puis de
les assembler efficacement dans des systèmes qui sont très évolutifs. En effet, il est possible de créer
d’une part une bibliothèque de fichiers appli qui intègre des algorithmes d’optimisation variés. D’autre
part, les séquences permettant les évaluations des fonctions objectifs correspondant à des jeux de pa-
ramètres d’optimisation peuvent faire l’objet d’une autre base de fichiers appli. Ainsi, pour valider les
performances des algorithmes d’optimisation, cette deuxième base de données peut contenir des fichiers
constitués d’unités qui implémentent des fonctions analytiques. Concernant les calculs d’optimisation
basés sur des codes de physique, chaque phénomène particulier à étudier, qu’il soit mono ou multi-
physique, peut être l’objet d’un fichier appli. Ces séquences de calcul sont généralement constituées en
premier lieu des étapes de pré-processing pour définir les géométries, les maillages, les conditions ini-
tiales et les conditions aux limites du cas de calcul correspondant au point de fonctionnement décrit par
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les paramètres d’optimisation. Ensuite, elles contiennent le lancement de l’unité (ou des unités en cas
d’étude multi-physique) qui correspond(ent) au(x) code(s) de calcul. Enfin, elles intègrent les éléments
qui permettent de post-processer les solutions obtenues afin d’en extraire les critères de performance des
paramètres d’optimisation.
Tous ces fichiers appli conservent la modularité de PALM en terme d’intégration, de changement,
mise à jour, ou réutilisation des unités qui les composent et apportent une maniabilité supplémentaire.
Cette maniabilité est héritée de l’opération de fusion des fichiers appli par laquelle il devient plus aisé de
construire des applications d’optimisation complexes en réunissant un fichier de la base de données d’op-
timisation et un fichier de la base de données des calculs de fonctions objectifs. L’étape finale d’intégra-
tion complète d’un processus consiste alors à compléter les communications entre ces deux sous-parties.
Si l’algorithme d’optimisation utilisé dans une application autorise plusieurs évaluations de fonctions
objectifs en même temps (comme c’est le cas des algorithmes génétiques basés sur le concept de géné-
rations ou encore de l’algorithme conçu autour de métamodèles proposé dans le cadre de cette thèse)
alors plusieurs instances du même fichier appli de calcul des fonctions critères peuvent être unies dans
le processus final. La maintenance des différents appli ainsi que des systèmes formés en les combinant
est assurée efficacement par l’utilisation du pré-processeur graphique PrePALM.
Un aspect très attractif de PALM vient du fait qu’il est à l’heure actuelle le seul coupleur à être
dynamique, basé sur un mode de programmation MPMD. Cet avantage est indispensable pour concevoir
des applications d’optimisation dans lesquelles il y a plusieurs requêtes aux évaluations des fonctions
objectifs réalisées par des processus de calcul lourds.
Ensuite, le choix des machines cibles de calcul haute performance pour l’exécution de PALM est
en accord avec la direction prise par la communauté scientifique concernée par le calcul numérique.
En effet, la seule possibilité pour traiter des configurations de plus en plus réalistes est d’augmenter
le nombre de degrés de liberté et de réaliser des calculs de grandes tailles. L’utilisation de machines
massivement parallèles est incontournable pour réduire les temps de restitution de ces calculs et de les
rendre acceptables d’un point de vue industriel. Il existe toutefois un bémol qui nous a limité dans les
applications de MIPTO : bien que très performante, la norme MPI-2 tarde à faire son apparition sur toutes
les machines de calcul. La principale raison est liée aux capacités de lancement dynamique de processus
en cours d’exécution. En effet, dans le cadre de l’utilisation de telles machines dotées de queues de calcul
auxquelles sont associées un nombre de processeurs bien déterminé, la gestion dynamique de l’exécution
de nouveaux processus n’est pas immédiate du point de vue architecture informatique. Il en résulte une
première difficulté due à la nécessité pour les administrateurs de ces machines de comptabiliser les temps
CPU consommés par les utilisateurs. Le temps CPU étant le produit du temps de calcul par le nombre de
processeurs, la procédure de comptage doit être en mesure de détecter l’apparition et la disparition des
processus dynamiques. Un autre point bloquant réside dans le fait que si le code maître de l’application
disparaît (erreur de calcul ou arrêt brutal demandé par l’utilisateur) les autres processus n’en seront pas
forcément avertis. Leur exécution se poursuit alors de manière infinie en produisant des données ou en
attendant des instructions de la part du maître, diminuant ainsi drastiquement les performances de la
machine de calcul.
Enfin, le coupleur PALM est développé au CERFACS par une équipe toujours très active et à la
pointe sur la thématique du couplage de codes. Un tel système de fonctionnement permet au coupleur de
continuer à évoluer puisque ses développeurs proposent régulièrement de nouvelles versions comprenant
des améliorations, l’ajout de fonctionnalités et la maintenance du logiciel.
Pour conclure sur les intérêts d’utiliser PALM pour réaliser un environnement d’optimisation, le dé-
veloppement de MIPTO est globalement comparable à une utilisation conjointe d’un logiciel d’optimi-
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sation tel qu’Optimus qui serait en mesure de lancer des exécutions de systèmes couplés implantés par
un coupleur de type MpCCI.
A.3 Architecture de MIPTO
Cette section présente la stratégie informatique retenue pour la réalisation de l’outil d’optimisa-
tion avec PALM. La méthodologie générale de MIPTO est présentée sous forme schématique sur la
figure A.9. Cette forme fait apparaître les deux principales étapes de l’algorithme d’optimisation assisté
par des méta-modèles (MMs) : une phase d’initialisation suivie d’un processus itératif d’enrichissement
des MMs. La manière d’implémenter un tel algorithme dépend d’un grand nombre de paramètres et de
contraintes. L’étude de la figure A.9 et la réflexion qui s’en suit permet de décider du découpage de
l’application en différentes unités indépendantes de complexité réduite qui vont échanger des données.
Initialisation de la base de données des MM
- Plan d’expérience (DOE) pour déterminer un
ensemble de paramètres d’optimisation
- Calcul CFD pour chacun des points de
fonctionnement correspondant au DOE
- Extraction des valeurs des fonctions objectifs
par post-traitement des calculs CFD
- Reprise d’un calcul avec relecture de la base
de données existante
ou
Initialisation des MMs
- Apprentissage des hyper-paramètres à partir
de la base de données pour chaque fonction
objectif
Optimisations sur les MM
- Détermination des minimums locaux des
fonctions de mérite basées sur chacun des MMs
par un algorithme à gradients
- Localisation du front de Pareto à partir des
MMs par un algorithme génétique
- Identification des points intéressants parmi
ceux trouvés dans les deux étapes précédentes
Enrichissement de la base de données des MM
- Calcul CFD pour chacun des points de design
identifiés comme intéressants
- Extraction des valeurs des fonctions objectifs
par post-traitement des calculs CFD
Boucle Principale : Répéter jusqu’à convergence, nombre de boucles
maximum réalisées ou nombre de calculs CFD
maximum réalisés
FIG. A.9 - Algorithme général de MIPTO - MM = Méta-Modèle.
Un premier découpage apparaît naturellement entre une partie optimisation et une partie correspon-
dant au solveur de mécanique des fluides. En séparant ainsi la partie mathématique de la partie physique,
on assure leur indépendance ce qui permettra par exemple de changer efficacement de solveur ou le calcul
des fonctions objectifs lors du post-traitement des données physiques.
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Nous allons aborder l’intégration des séquences de calcul de mécanique des fluides avec le code
N3S-Natur puis l’intégration de l’algorithme d’optimisation.
A.3.1 Intégration des séquences de calcul CFD
Les séquences de calcul CFD peuvent être décomposées en trois principales étapes : le pré-traitement,
le calcul physique et le post-traitement.
Intégration du pré-traitement
La phase de pré-traitement est elle même constituée de deux opérations : la mise en données du cas
de calcul en correspondance avec les paramètres d’optimisation et le partitionnement de cette mise en
données.
L’étape de mise en données est une opération délicate qui comprend la génération des conditions
aux limites, du maillage et de la solution initiale. Ce travail de mise en données est réalisé par une unité
PALM Mise_en_données qui reçoit comme entrée de la part du reste de l’application un jeu de paramètres
d’optimisation et fournit les conditions de calculs, un maillage et une solution physique correspondant à
ce maillage. Cette unité intègre différentes méthodes de création de maillages non structurés paramétrés
par des variables géométriques (voir chapitre 6). L’utilisateur a le choix selon le type d’étude entre :
– diverses méthodes de déformation d’un maillage de référence implantées pour des configurations
2D et 3D,
– un mailleur de géométries 2D,
– le mailleur du commerce Gambit pour des études 2D et 3D.
Dans les deux premiers cas, les maillages sont générés par des logiciels dont les sources sont dispo-
nibles. Ces deux codes ont donc été interfacés avec l’unité Mise_en_données afin de créer un exécutable
unique. L’utilisation du mailleur Gambit se fait de manière externe à l’unité de mise en données. L’unité
génère les fichiers paramétrés par les variables géométriques au format du mailleur puis lance une re-
quête auprès d’un serveur dédié au maillage. En effet, la machine cible pour l’exécution de l’application
d’optimisation est un calculateur parallèle qui ne dispose pas de l’accès aux licences de Gambit. Cette re-
quête comprend donc les événements suivants : l’unité Mise_en_données interroge le serveur de maillage
afin de déterminer si une licence de Gambit est libre (par des commandes rsh). Si aucune licence n’est
disponible, l’unité prévient l’utilisateur et se met en attente avant de recommencer de manière périodique
l’interrogation du serveur de maillage. Une fois qu’une licence lui est accordée, elle transfère les données
indispensables à Gambit sur le serveur (par des commandes rcp) puis procède à l’exécution du mailleur
à partir des fichiers de données paramétrés. Une fois le maillage généré et la licence libérée, l’unité
rapatrie le maillage sur le disque du calculateur (par des commandes rcp) pour finalement en prendre
connaissance par lecture du fichier informatique correspondant.
La génération de la solution de champs fluides servant à initialiser le calcul N3S-Natur est obtenue
à partir d’une solution calculée sur un maillage de référence. Cette solution peut être soit utilisée di-
rectement lorsque les méthodes de déformation de maillage sont employées, soit être géométriquement
projetée du maillage de référence sur le nouveau maillage. La technique de projection est utilisable quelle
que soit la manière de générer le nouveau maillage.
L’outil utilisé pour partitionner les maillages est le logiciel MS3D, propriété de la société Incka-
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Simulog. En partenariat avec cette société, nous avons créé une unité PALM MS3D. Cette unité
consomme un maillage non structuré défini par une entête descriptive, un tableau de coordonnées des
nœuds, des tables de connectivité volumique et surfacique, les références des surfaces de conditions
aux limites ainsi que des informations concernant d’éventuelles périodicités. L’utilisateur fixe le nombre
de partitions au travers du nombre de processeurs alloués pour l’exécution du code N3S-Natur. MS3D
produit alors autant de sous maillages non structurés avec le même type de définition que le maillage
initial. L’unité de partitionnement de maillage fournit également des informations d’indirection qui re-
transcrivent la manière dont le maillage a été partitionné.
Enfin, la dernière unité développée dans le cadre du pré-traitement des calculs CFD est l’unité dis-
tribution. Elle permet le partitionnement de la solution initiale selon les données d’indirection fournies
par MS3D. Elle réalise également l’agencement des objets PALM correspondant aux différents partion-
nements dans des objets uniques qualifiés de distribués [175]. La notion de distributeurs permet dans une
application PALM d’échanger directement un objet entre deux unités lancées sur un nombre de processus
différents. Le composant distribution reçoit donc les objets de description du maillage et du partionne-
ment produits par MS3D et met à disposition les objets distribués concernant le maillage et la solution
initiale.
La figure A.10 résume l’intégration des unités pour la phase de pré-traitement ainsi que les échanges
d’informations.
Mise en donnée MS3D Distribution
Paramètres
d’optimisation
Requête sur le
serveur de maillage
Maillage
Solution
initiale
Nombre de
partitions
Maillages (Mi) et solutions
initiales (Si) sous formes
partitionnées
Données
d’indirections
M1
M2
Mn
S1
S2
Sn
Maillages (Mi) et solutions
initiales (Si)sous formes
distribuées
M1 M2 Mn…
S1 S2 Sn…
Maillage et solution
de référence
FIG. A.10 - Intégration des unités et échanges d’informations intervenant dans la phase de pré-traitement.
Afin d’optimiser les transferts de données et de réduire le nombre total d’exécutables de l’application,
les unités MS3D et distribution sont assemblées sous PALM dans un bloc partageant un espace de mé-
moire commun. Cette opération ne peut englober l’unité Mise_en_données car elle possède des routines
qui portent le même nom que des routines de l’unité MS3D.
Intégration du calcul physique
Le code de calcul parallèle N3S-Natur est intégré dans la séquence de calcul en tant qu’unité PALM.
L’unité N3S-Natur qui en découle reçoit sous forme d’objets distribués le maillage partitionné ainsi que
la solution initiale partionnée. Elle reçoit également le vecteur de paramètres d’optimisation dont elle
traduit les variables de conditions de fonctionnement en conditions aux limites. Nous avons préféré cette
option plutôt que celle qui consisterait à ce que l’unité Mise_en_données agisse directement sur les
fichiers d’entrée du code N3S-Natur car elle est plus souple, plus efficace et laisse moins de place aux
erreurs de manipulations informatiques. Notons tout de même que ce second mode de fonctionnement
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peut être intégré rapidement sans impacter le reste de l’application.
A la fin de son exécution, l’unité N3S-Natur produit un objet distribué et partitionné qui contient une
solution de champs physiques. L’utilisateur est libre de choisir les champs qu’il souhaite obtenir en vue
du post-traitement et du calcul des fonctions objectifs.
Intégration du post-traitement
Le post-traitement des données issues du calcul fluide est réalisé par l’unité post_N3S-Natur. Cette
unité reçoit les paramètres d’optimisation, le maillage envoyé par l’unité Mise_en_données, les données
d’indirection de la part de l’unité MS3D et enfin les champs fluides partitionnés issus du calcul N3S-
Natur. A partir de ces informations, post_N3S-Natur est en mesure de reconstituer les champs physiques
sur la géométrie complète. L’utilisateur peut alors à sa guise coder le calcul des fonctions objectifs à
partir des paramètres d’optimisation, des données géométriques du maillage ainsi que des divers champs
fluides. L’envoi de l’objet correspondant aux fonctions objectifs finalise l’exécution de l’unité post_N3S-
Natur.
Intégration de la séquence de calcul CFD complète
La séquence de calcul CFD complète est présentée de manière simplifiée sur la figure A.11. Les quatre
unités que nous avons introduites précédemment y sont représentées en mettant en avant que les unités
Mise_en_données et N3S-Natur sont parallèles et que les unités MS3D et distribution sont réunies au sein
d’un bloc PALM. Cette séquence est intégrée dans PALM sous la forme d’une branche dont l’exécution
séquentielle est schématisée par une flèche descendante.
Nous avons vus lors de la description du coupleur PALM qu’il est possible d’insérer des structures
de contrôle dans les branches de calcul. L’instruction logique Si est utilisée dans la construction de la
séquence de calcul afin de conditionner le lancement des unités MS3D, distribution et N3S-Natur par la
réussite de l’étape de mise en données. En effet, il est possible par exemple que les paramètres d’opti-
misation conduisent à des maillages impossibles à construire avec l’outil choisi par l’utilisateur. Si un
tel événement survient, l’unité Mise_en_données prévient la branche qu’une anomalie s’est produite et
envoi un signal d’erreur à l’unité post_N3S-Natur. Le partitionnement des données et le calcul fluide
n’ont alors pas lieu. L’unité post_N3S-Natur transmet à l’algorithme d’optimisation des valeurs prédéfi-
nies pour les fonctions objectifs l’avertissant que le design correspondant aux variables de contrôles n’a
pas été évalué correctement.
Toute la séquence de calcul est imbriquée dans une boucle de type Répéter ce qui permet à la branche
d’effectuer successivement plusieurs évaluations de fonctions objectifs pour différents paramètres.
Multi instanciation de la séquence de calcul CFD
L’instanciation est un concept clé de la programmation orientée objet. Le terme provient de l’angli-
cisme instance qui signifie cas ou exemple. Il s’agit d’une opération qui consiste à définir un programme
à partir d’un modèle, à fixer les valeurs des variables d’initialisation et à exécuter le tout. En d’autres
termes, une instanciation revient à créer une copie exécutable du modèle.
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MS3D
distribution
N3S-Natur
Paramètres
d’optimisation
post_N3S-Natur
Valeurs des
fonctions objectifs
Mise_en_donnée
Répéter
Fin Répéter
Séquence i en
attente
Fin Si
Si
La mise en
donnée a réussi
FIG. A.11 - Représentation graphique simplifiée de la séquence de calcul CFD.
En considérant comme modèle la séquence de calcul CFD que nous venons de décrire, notre but est
d’intégrer plusieurs copies de ce modèle dans l’application. Les instances ainsi produites vont pouvoir
s’exécuter simultanément de manière indépendante sur des jeux de paramètres d’optimisation différents.
Dans PALM, le processus d’instanciation de séquences des unités n’est pas dynamique. En effet, en
cas de besoin et si les ressources informatiques de calcul le permettent, l’application ne peut pas créer
de manière autonome une séquence à partir d’un modèle existant. Pour y palier, nous avons intégré
dans MIPTO un nombre critique d’instances de la séquence de calcul CFD qui peut être ajusté très
facilement en éditant l’application avec le préprocesseur PrePALM. Lors des phases d’évaluation des
fonctions objectifs, l’application détecte automatiquement les instances de la séquence de calcul CFD
qui ne travaillent pas. Si les ressources informatiques sont disponibles, elle leur soumet des paramètres
d’optimisation à tester.
La multi instanciation d’une telle séquence demande d’une part de traiter soigneusement la gestion
des demandes de licences de Gambit au serveur de maillage, et d’autre part de gérer les éventuels conflits
concernant les accès en lecture et écriture des fichiers informatiques des différents codes. En effet, l’exé-
cution des instances étant concurrentielle, certaines opérations du même type risquent de se faire en
même temps et de perturber le bon déroulement de l’application. Pour traiter ces deux points, les règles
suivantes ont été adoptées :
– à un moment donné, il ne peut y avoir de la part de l’application en cours de calcul qu’un seul test
visant à déterminer si une licence de Gambit est libre. Cette règle n’interdit en rien la possibilité
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d’accéder à plusieurs licences du mailleur en même temps si celles-ci sont disponibles,
– un numéro unique est associé à chaque instance de la séquence de calcul qui dispose ainsi d’un
répertoire informatique portant ce numéro et dans lequel se feront tous les accès disques en lecture
et écriture des unités de cette instance.
A.3.2 Intégration de la méthode d’optimisation
Pour simplifier le discours en référence à la description de la méthode d’optimisation présentée au
chapitre 8, nous désignerons par :
– fonction objectif, la valeur d’une fonction coût évaluée par le modèle physique pour un point de
l’espace de design,
– base de données des points de design, l’ensemble formé des valeurs des paramètres d’optimisation
et des fonctions objectifs associées,
– approximation d’une fonction objectif, le résultat donné par un MM pour la prédiction d’une valeur
de fonction objectif à un point de design,
– erreur associée à l’approximation d’une fonction objectif, la racine carrée de la variance estimée
par le MM sur la prédiction d’une fonction objectif,
– fonction de mérite, la valeur de la fonction construite par un MM en utilisant une combinaison
linéaire entre l’approximation d’une fonction objectif et de l’erreur associée à cette approximation.
Selon la figure A.9, l’algorithme d’optimisation est composé d’un ensemble d’éléments structurés
autour d’un tronçon principal que nous nommerons programme maître. Le programme maître fait appel
à des procédures complexes de manière répétitive durant la phase d’initialisation des MMs et le cycle
itératif d’enrichissement de ces MMs. Afin de rendre le développement de MIPTO flexible et évolutif,
nous avons tenu à rendre génériques les procédures suivantes :
– la détermination de plans d’expériences utilisée pour initialiser la base de données des MMs, pour
sélectionner divers points de départ lors de la recherche des minimums des fonctions de mérite ou
encore de l’optimisation des hyper-paramètres des MMs,
– les techniques d’optimisation basées sur des algorithmes à gradients,
– les méthodes de recherche de front de Pareto par algorithmes génétiques,
– la construction des MMs pour représenter les fonctions objectifs,
– le contrôle du lancement des séquences de calculs CFD.
Pour chacun des quatre premiers points, nous avons développé des librairies de routines intégrant
diverses techniques reconnues dans les bibliographies spécialisées. L’accès aux méthodes se fait de ma-
nière standardisée par des appels aux interfaces des procédures. Cette manière de fonctionner permet de
faciliter les appels aux procédures et de pouvoir les utiliser à n’importe quel moment dans les codes.
Ensuite, elle autorise les développements dans les librairies sans pour autant impacter le codage des élé-
ments qui y font appel. Enfin, elle permet de tester et comparer facilement les différentes techniques
codées dans ces librairies.
Le programme maître intègre de manière hiérarchique les appels aux procédures d’initialisation de la
base de données des MMs et de recherche de nouveaux points intéressants pour l’enrichissement de ces
bases de données par les deux étapes d’optimisation. Enfin, il procède aux requêtes pour les évaluations
des fonctions objectifs correspondant à ces points de design. Afin d’alléger le codage et de garder une
grande souplesse d’utilisation, la création des MMs est intégrée de manière non hiérarchique par rapport
au programme maître. De la même manière, le contrôle du lancement des calculs de mécanique des
fluides est réalisé dans un module indépendant du programme maître.
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Intégration du programme maître
L’unité MMs_based_optimisation, pour optimisation basée sur des MMs, intègre l’algorithme du pro-
gramme maître tel qu’il est présenté sur la figure A.9. L’exécutable correspondant à MMs_based_ opti-
misation est édité à l’aide des librairies possédant les fonctionnalités relatives à la génération de plans
d’expériences, d’optimisation par des méthodes avec gradients et de recherche de front de Pareto.
MMs_based_optimisation produit des objets PALM lui permettant d’accéder aux valeurs des fonc-
tions objectifs ou à des approximations de celles-ci pour des jeux de paramètres d’optimisation. Le choix
du mode de calcul dépend de l’étape dans laquelle la requête est émise. Lors de l’initialisation et de l’en-
richissement de la base de données des MMs, les branches de calcul CFD sont sollicitées. Les calculs
qui font intervenir les MMs ont lieu durant les recherches de nouveaux points par les méthodes d’opti-
misation à gradients et détection de front de Pareto. Notons que la construction des MMs nécessite que
l’unité MMs_based_optimisation transmette la base de données des points de design au composant en
charge des MMs.
En retour, l’unité MMs_based_optimisation reçoit les valeurs des fonctions objectifs de la part de
l’unité post_N3S-Natur si des évaluations de nouveaux points de design ont été demandées. Pendant
la recherche des minimums des fonctions de mérite, MMs_based_optimisation reçoit les valeurs des
fonctions de mérite ainsi que leurs gradients émis par l’unité qui gère les MMs. Enfin, elle reçoit de cette
même unité uniquement les valeurs des approximations des fonctions objectifs et des erreurs associées
lors de la phase de recherche du front de Pareto.
Intégration de la librairie de méta-modèles
La librairie contenant la définition des MMs est intégrée dans l’application MIPTO sous la forme de
l’unité Méta-Modèles. Elle consomme des objets PALM correspondant à la base de données des points de
design émis par l’unité MMs_based_optimisation. Les approximations des fonctions objectifs sont alors
construites à partir de cette base de données selon une méthode choisie par l’utilisateur (voir chapitre 8.1
section 8.2).
L’unité Méta-Modèles reçoit les points de design pour lesquels MMs_based_optimisation lance des
requêtes concernant l’évaluation des fonctions de mérite et de leurs gradients ou des approximations des
fonctions objectifs et des erreurs associées. Ces différentes valeurs sont alors envoyées par des objets
PALM de l’unité Méta-Modèles à l’unité MMs_based_optimisation.
Il est intéressant de souligner l’intérêt d’utiliser des objets de taille dynamique proposés par le cou-
pleur PALM pour gérer les échanges de données entre les unités MMs_based_optimisation et Méta-
Modèles. En premier lieu, la base de données des points de design est par définition dynamique puisque
sa taille ne va cesser d’augmenter au fur et à mesure de son enrichissement. Remarquons qu’il est im-
possible de prédire à l’avance l’évolution du nombre de points contenus dans la base de données et
donc de dimensionner en conséquence les objets qui y réfèrent en début de calcul. Une alternative se-
rait de sur-dimensionner la taille des objets concernés. D’autre part, les deux méthodes utilisées par
MMs_based_optimisation pour identifier des points enrichissants de la base de données permettent de
solliciter les Méta-Modèles différement. En effet, la convergence des algorithmes à gradients ne requiert
l’évaluation des fonctions et de leurs gradients qu’en un seul point à la fois alors que les algorithmes
génétiques utilisés pour la détermination des fronts de Pareto sont des méthodes dites à population qui
autorisent des évaluations de fonctions sur une génération entière de points simultanément. Il est donc
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recommandé de regrouper les points dont les évaluations peuvent être réalisées simultanément dans des
objets dont la taille est adaptée dynamiquement au cours de l’exécution de l’application. L’envoi des
valeurs des fonctions calculées par les MMs sont groupées de la même manière. Ces opérations per-
mettent de minimiser les échanges de données entre les unités concernées et par conséquent d’optimiser
les performances de l’application.
Intégration du lanceur des séquences de calcul CFD
Le contrôle du lancement des séquences de calcul CFD est réalisé par l’unité CFD_launcher. L’in-
tégration de cette unité permet de rendre la gestion des calculs de mécanique des fluides complètement
transparente pour l’algorithme d’optimisation.
CFD_launcher reçoit de l’unité MMs_based_optimisation les points de design dont les fonctions
objectifs sont à évaluer. Etant donné que le nombre de points est différent d’une itération à l’autre et
qu’il n’est pas possible de le prévoir avant l’exécution de l’application, le concept d’objet dynamique
est aussi utilisé pour ces communications. CFD_launcher gère la distribution des points de design aux
branches de calcul CFD en fonction des ressources informatiques affectées à l’application et des branches
disponibles.
Résumé de l’intégration de la méthode d’optimisation
La figure A.12 reprend de manière graphique les choix d’intégration de la méthode d’optimisation.
Elle fait apparaître les unités décrites précédemment séquencées dans des branches PALM ainsi que
les principales communications. Des instructions de contrôle au niveau des branches sont utilisées pour
permettre au programme maître MMs_based_optimisation de choisir entre une évaluation par MMs et
par calcul CFD. Les unités Méta-Modèles et CFD_launcher sont encapsulées dans une boucle de type
Répéter au sein d’un bloc. L’unique exécutable qui en découle sera donc lancé une seule fois et restera
actif tout au long du déroulement de l’application.
Valeurs des fonctions
objectifs
Paramètres
d’optimisation
Base de données
Fonctions de
mérite et gradients
Approximation et
erreur
Séquence i en attente
Paramètres
d’optimisation
MM CFD
Méta-Modèles CFD_launcher
Si
Fin Si
Fin Répéter
Répéter
Choix du type
d’évaluation
MMs_based_optimisation
FIG. A.12 - Intégration de la méthode d’optimisation.
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A.3.3 Application MIPTO
La réalisation finale de MIPTO consiste à assembler les parties liées à l’optimisation et au calcul
physique que nous avons étudiées dans les sections précédentes. Remarquons que les développements
et intégrations réalisés pour cet algorithme d’optimisation et le code N3S-Natur peuvent être fait pour
n’importe quelle méthode d’optimisation et n’importe quel solveur. L’opération d’assemblage a pour
but de fusionner les fichiers PrePALM à l’aide du pré-processeur graphique du coupleur et de mettre en
place les communications nécessaires. Ces communications concernent notamment la réception des pa-
ramètres d’optimisation par la séquence de calcul CFD et la réception des valeurs des fonctions objectifs
correspondantes par le programme d’optimisation.
La figure A.13 montre l’architecture de l’application MIPTO composée de l’algorithme d’optimisa-
tion basé sur des MMs et de trois branches de calcul N3S-Natur.
MS3D
distribution
N3S-Natur
Paramètres
d’optimisation
post_N3S-Natur
Valeurs des
fonctions objectifs
Mise_en_donnée
Répéter
Fin Répéter
Séquence i en
attente
Fin Si
Si
MS3D
distribution
N3S-Natur
Paramètres
d’optimisation
post_N3S-Natur
Valeurs des
fonctions objectifs
Mise_en_donnée
Répéter
Fin Répéter
Séquence i en
attente
Fin Si
Si
Méta-Modèles CFD_launcher
Si
Fin Si
Fin Répéter
Répéter
MMs_based_optimisation
MS3D
distribution
N3S-Natur
Paramètres
d’optimisation
post_N3S-Natur
Valeurs des
fonctions objectifs
Mise_en_donnée
Répéter
Fin Répéter
Séquence i en
attente
Fin Si
Si
FIG. A.13 - Architecture informatique de MIPTO.
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Annexe B
Chaîne thermique développée pour
SNECMA
B.1 Introduction
La prévision des températures de paroi est un problème d’ordre majeur pour le choix des matériaux,
le design et l’estimation de la durée de vie d’une chambre de combustion d’un moteur aéronautique. La
prédiction de la thermique de ces parois met en jeux divers phénomènes physiques complexes qui sont
fortement couplés. Dans cette optique, SNECMA réalise des calculs d’équilibre thermique dans lesquels
interviennent des flux convectifs, radiatifs et conductifs.
Pour prendre en compte ces phénomènes, les codes de simulation numérique principalement utilisés
en combustion à SNECMA sont N3S-Natur [158] pour les calculs fluides réactifs, ASTRE [250] pour
les calculs radiatifs et ABAQUS [109] pour les calculs thermiques solides. Dans ce type d’application
multi-physique, les solveurs s’influencent mutuellement. Plutôt que de mettre en œuvre une stratégie de
couplage fort, coûteuse en temps de calcul et souvent difficile à mettre en place, SNECMA a choisi de
réaliser un processus de chaînage itératif de ces trois codes. Ce choix est d’autant plus justifié par la
finalité de ces calculs qui est de trouver un état stationnaire convergé de la thermique globale.
Une méthodologie de chaînage de N3S-Natur, ASTRE et ABAQUS a donc été mise en place [169].
Les ingénieurs en charge de ces calculs exécutent à la main de manière séquentielle les différents codes
selon la procédure présentée sur la figure B.1. Les étapes de post-traitement des calculs et de mise en
données sont réalisées soit par des utilitaires périphériques, soit directement à la main dans les fichiers
cibles. Au delà de son aspect très fastidieux, un tel calcul consomme beaucoup de temps ingénieur ainsi
que de temps machine et laisse place à une grande incertitude liée à la manipulation humaine des données.
Devant la complexité de gestion de cette application et les difficultés pour la faire évoluer ou encore
tester de manière simple et efficace la sensibilité des résultats aux quantités échangées, SNECMA a
décidé de porter la chaîne sous PALM.
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Mise en donnée d’un calcul fluide
réactif N3S-Natur
- maillage
- condition initiale
- conditions aux limites
- termes sources
Lancement du calcul N3S-Natur
Post-traitement du calcul
N3S-Natur
Mise en donnée d’un calcul de
rayonnement ASTRE
- même maillage que N3S-Natur
- conditions de calculs
Lancement du calcul ASTRE
Post-traitement du calcul
ASTRE
Mise en donnée d’un calcul de
thermique solide ABAQUS
- maillage
- conditions aux limites
Post-traitement du calcul
ABAQUS
Test d’arrêt : convergence des
températures de parois
FIG. B.1 - Procédure de calcul thermique des parois des chambres de combustion SNECMA.
B.2 Quelques aspects de la thermique des chambres de combustion
Les transferts thermiques au sein d’une chambre de combustion annulaire sont schématisés sur la
figure B.2. A l’intérieur du tube à flamme, les gaz chauds et les suies rayonnent vers les parois. Des phé-
nomènes de convection entre les gaz chauds et les parois contribuent également à élever la température
des parois. La chaleur est alors transmise radialement, par conduction dans les parois, de l’intérieur vers
l’extérieur de la chambre, ainsi qu’axialement vers l’aval de la chambre. L’air frais qui passe dans le
contournement, entre le tube à flamme et les carters, pompe de la chaleur par convection aux parois de la
chambre. Enfin, le refroidissement est également assuré par rayonnement entre l’extérieur de la chambre
et les carters.
Malgré ces flux thermiques, les températures élevées atteintes par les gaz dans la zone de combustion
sont incompatibles avec la bonne tenue des matériaux de la chambre. Afin d’assurer une durée de vie
raisonnable aux moteurs, il est indispensable de mettre en œuvre des dispositifs de refroidissements
efficaces.
Différentes technologies de refroidissement sont utilisées pour ramener ces températures à des ni-
veaux acceptables. Dans tous les cas, le principe est de prélever de l’air frais au flux de contournement
pour l’insuffler le long des parois en utilisant la différence de pression totale pour générer l’écoulement.
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interne
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flamme
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Rayonnement Convection Conduction
FIG. B.2 - Schématisation des flux thermiques dans une chambre de combustion.
Parmis ces techniques, les suivantes présentent des caractéristiques intéressantes [141] :
– les films de refroidissement : historiquement, le film de refroidissement est la première technique
qui a été développée. Il s’agit de créer un film par injection d’air frais tangentiellement à la paroi.
En pratique, la chambre de combustion est formée de sections dont le diamètre change avec la dis-
tance au font de chambre (figure B.2). Les intervalles créés deux sections constituent l’épaisseur
des films. Outre une très grande simplicité et donc un coût très faible, ce dispositif présente l’avan-
tage de fournir une quantité d’air de refroidissement suffisante même si la différence de pression
statique de part et d’autre de la paroi est faible. En revanche, le débit est très sensible au régime de
fonctionnement du moteur. Enfin, du fait de la destruction rapide du film (son efficacité se dégrade
rapidement le long de la paroi), une alimentation régulière est nécessaire. Ces technologies sont
donc à la fois gourmandes en air de refroidissement et génèrent un mélange important qui risque
de figer localement la combustion et ainsi créer des imbrûlés,
– l’impact : la paroi de la chambre de combustion est une double peau, celle interne est aveugle,
alors que la peau externe est multi-perforée. Le flux d’air de refroidissement traversant les multi-
perforations externes vient impacter la paroi interne. Un phénomène de convection forcée dans le
canal formé par les deux peaux assure le refroidissement de la paroi interne. Ensuite, l’air est éjecté
dans la chambre de combustion sous la forme d’un film de coupelle tangentiel à la paroi. Ce type
de technologie induit une masse et un coût de fabrication élevés,
– la multi-perforation : le principe de la multi-perforation est de créer une fine couche d’air frais
qui protège la paroi intérieure de la chambre des gaz brûlés. Pour cela, les parois sont percées
de trous inclinés de faible diamètre (de l’ordre du millimètre) par lesquels de l’air est injecté. Le
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développement des techniques de perçage par faisceau d’électrons ou laser, a permis la réalisation
de ce type de matériau qui présente une rigidité structurelle très convenable tant que la surface des
multi-perforations reste très inférieure à celle du métal. Faible consommatrice d’air pour une bonne
efficacité de refroidissement, cette technique est séduisante,
– la transpiration : pour réaliser cette solution, la paroi de la chambre de combustion est constituée
d’un matériau poreux réalisé par frittage de microbilles de métal. La surface d’échange entre l’air
et le métal est ainsi optimisée. De plus, les micro jets issus des porosités du matériau coalescent
en surface pour former un film très fin et très homogène qui assure une excellente protection ther-
mique de la paroi évitant l’apparition de points chauds destructeurs. D’un point de vue purement
thermique, il s’agit sans doute de la meilleure technique. Toutefois, le risque d’obturation à court
terme par des poussières et micro particules aspirées par le réacteur ainsi que la faible résistante
structurelle du matériau limite son emploi dans les turbines à gaz,
– les matériaux laminés : ils sont constitués par assemblage de plusieurs feuilles de métal présen-
tant en surface des canaux dans lesquels circule l’air de refroidissement. Ce dernier traverse les
successions de canaux avant de déboucher dans la chambre au travers d’une multi-perforation. Le
contrôle des débits traversant le matériau dépend intégralement de la conception du réseau de ca-
naux. Ces matériaux ont une efficacité importante et une résistance structurelle sans rapport avec
les matériaux poreux mais leur coût de fabrication exorbitant freine leurs utilisations.
Actuellement, les techniques de refroidissement les plus utilisées sur les parois des chambres de
combustion SNECMA sont le film, la multi-perforation ainsi que l’impact en fond de chambre. Les
simulations numériques sont aujourd’hui un bon moyen pour optimiser l’emploi de ces technologies et
prédire leur influence traduite en terme de durée de vie des parois.
B.3 Interactions entre les physiques
La prédiction numérique des températures de parois des chambres de combustion amène à étudier
les interactions entre des milieux fluides et un milieu solide. Pour cela, trois domaines de calculs sont
à prendre en compte : le domaine fluide dans lequel ont lieu les phénomènes d’aéro-combustion et de
rayonnement, le domaine solide au sein duquel se produit la conduction thermique et enfin le milieu
fluide correspondant au contournement.
Dans le milieu fluide, le code N3S-Natur résout les équations de Navier-Stokes couplées à un module
de combustion et le code ASTRE résout l’équation de transfert radiatif. Pour bien prendre en compte les
effets thermiques dans le calcul aéro-combustion, N3S-Natur doit disposer des informations concernant
les températures des parois TSP ainsi que des puissances radiatives volumiques P
R
V ol. Les températures
TSP , fournies par ABAQUS, sont des conditions aux limites du calcul CFD et les puissance radiatives
PRV ol, solutions du calcul ASTRE, interviennent en tant que termes sources dans l’équation d’énergie du
code CFD. Le calcul radiatif requiert la composition (XFCO, XFCO2 , X
F
H2O, X
F
suies), la température TF et
la pression PF du mélange gazeux issu du calcul N3S-Natur ainsi que les températures des parois TSP .
L’équation de la chaleur est résolue dans le domaine solide par le solveur thermo-mécanique ABA-
QUS. Les conditions aux limites de ce calcul de conduction sont données par des informations provenant
d’une part du tube à flamme et d’autre part du contournement. Du côté chaud du tube à flamme, ABA-
QUS dispose des flux convectifs ΦFConv calculés par N3S-Natur et des flux radiatifs ΦRRad provenant du
calcul ASTRE. Pour le traitement du coté froid de la chambre, SNECMA dispose d’outils métier 1D
permettant d’évaluer les pertes thermiques par convection ainsi que les échanges thermiques des parois
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avec les carters. SNECMA dispose également de corrélations pour prendre en compte le refroidissement
des parois multi-perforées par convection avec le fluide les traversant.
D’un point de vue informatique, les codes N3S-Natur et ASTRE utilisant le même maillage, les seules
manipulations à gérer sont liées aux extractions des informations à échanger et aux formats des données
lues ou écrites par les codes. Au contraire, les transferts des quantités du domaine fluide vers le domaine
solide, et vice versa, font intervenir des étapes de projections surfaciques. SNECMA dispose d’outils
validés pour toutes ces opérations.
B.4 La chaîne de calcul thermique automatique sous PALM
Afin d’automatiser les séquences de calcul, la chaîne thermique a été portée sous PALM. Disposant
des fichiers sources pour les programmes N3S-Natur et ASTRE, ils ont été intégrés en tant qu’unités. Le
travail effectué pour la PALMérisation du code N3S-Natur dans le cadre de l’application d’optimisation
MIPTO a donc pu être utilisé et adapté pour les besoins de la chaîne de calcul. Concernant le solveur
ABAQUS qui est un code commercial, il a été implanté dans la chaîne en tant qu’exécutable lancé par
des commandes systèmes. De la même manière, afin de faciliter la mise en œuvre de la première version
PALM de la chaîne thermique, les utilitaires d’extraction et projection des données d’un code vers les
autres ont été intégrés en tant qu’exécutables. Ces utilitaires ne concernent toutefois pas les échanges
entre N3S-Natur et ASTRE qui se font directement par des communications PALM entre les unités
correspondantes. Une unité de test de convergence a été ajoutée au processus. La figure B.3 présente
l’outil sous la forme d’un canevas PrePALM.
La chaîne de calcul fournit à SNECMA est constituée d’une arborescence informatique dans laquelle
on retrouve les exécutables des programmes nécessaires, les sources des unités “PALMérisées” ainsi que
des utilitaires de gestion de la chaîne. Ces utilitaires ont pour but d’aider l’utilisateur dans :
– la configuration générale de la chaîne de calcul : définition des variables d’environnement, options
de compilation selon la machine cible, localisation des sources d’origine des codes N3S-Natur et
ASTRE ...
– la mise en place d’un nouveau cas de calcul,
– la paramétrisation de la chaîne pour ce nouveau cas,
– la compilation de l’application correspondant au calcul,
– la soumission du calcul sur une machine à gestion de queues,
– le suivi de l’exécution du calcul,
– la reprise éventuelle d’un calcul.
B.5 Application sur un cas industriel
B.5.1 Configuration de l’étude
La mise en place et les premiers tests de la chaîne thermique sous PALM ont été réalisés sur une confi-
guration simple. Il s’agit d’une plaque multi-perforée étudiée expérimentalement. Par la suite, la chaîne
a été appliquée à un cas plus proche d’un foyer industriel : le démonstrateur DEM21. Le DEM21 est
un démonstrateur de corps haute pression civil de nouvelle génération, développé par SNECMA depuis
1999. Il est destiné à intégrer les technologies les plus avancées. Il est composé d’un compresseur haute
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1) Initialisation de la chaîne de calcul : sh
2) Boucle de convergence
3) Finalisation de chaîne de calcul : sh
a) Préparation du calcul fluide réactif : sh
b) Lecture du maillage fluide et de la solution de
reprise : unité lecn3s
c) Partitionnement du maillage : unités ms3d et distrib
d) Calcul fluide réactif : unité n3snatur_s
e) Post-traitement du calcul fluide réactif : unité
postn3s
f) Mise en place du calcul radiatif : sh
g) Calcul radiatif : unité ASTRE
i) Post-traitement du calcul radiatif et mise en place du
calcul de thermique solide : sh
j) Calcul de thermique solide ABAQUS : sh
k) Post-traitement du calcul de thermique solide
l) Etude de convergence du calcul : unité converg
FIG. B.3 - Canevas PrePALM de l’application thermique. sh signalise les opérations réalisées par des scripts
SHELL.
pression à six étages permettant d’avoir un taux de compression élevé, d’une chambre de combustion à
faibles émissions polluantes et d’une turbine haute pression mono étage avancée avec contrôle actif des
jeux. La chambre de combustion du DEM21 est annulaire, constituée de 18 brûleurs identiques de 20
degrés chacun. Les calculs sont donc réalisés sur un seul secteur avec des conditions de périodicité.
B.5.2 Stratégie de calcul
Comme le souligne la figure B.4, la majeure partie du temps CPU consommé par la chaîne est liée
à l’exécution du code fluide réactif. Dans cette application, N3S-Natur est le seul solveur dont on peut
contrôler le niveau de convergence. En effet, le lancement des codes ASTRE et ABAQUS implique un
temps CPU induit principalement par la taille des maillages utilisés et la résolution en fréquence pour le
calcul radiatif. Comme il est important de conserver des temps de restitution acceptables de la chaîne,
la convergence des calculs N3S-Natur ne doit pas être obtenue à chaque itérations du chaînage. Les
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codes s’impactant mutuellement, la convergence approfondie du domaine fluide à chaque itération est
inutile. Pour réduire le temps total, l’idée est de faire converger l’ensemble du système multi-physique
en même temps. Par conséquent, le nombre d’itérations de N3S-Natur est fonction du numéro d’itération
du chaînage. L’optimisation de ces séquences est dépendante du cas étudié et doit être approfondie par
SNECMA.
FIG. B.4 - Répartition des temps CPU d’exécutions des différents composants de la chaîne thermique.
La stratégie du calcul présenté dans cette annexe est la suivante :
– un calcul N3S-Natur convergé avec des conditions aux limites de type adiabatique sur les parois
dont on souhaite connaître la température est mené indépendamment de la chaîne thermique,
– le calcul thermique multi-physique est initialisé avec le champ fluide convergé obtenu précédem-
ment et avec des températures uniformes imposées sur les parois dont on cherche à prédire la
thermique,
– le processus itératif est lancé sur six itérations de chaînage avec un nombre d’itérations constant
pour N3S-Natur. Ce nombre est choisi inférieur à celui qu’il faudrait pour que le solveur converge
à chaque cycle du chaînage mais de manière à ce que le résultat final soit convergé par effets
d’histoire et d’accumulation.
B.5.3 Résultats
Le but de ce calcul multi-physique est de déterminer les températures des parois de la chambre
DEM21 en partant d’une température imposée uniforme. Des tests de robustesse sur la configuration
de la plaque multi-percée ont montré que quelque soit la valeur de cette température d’initialisation, le
calcul thermique converge vers une même répartition des températures de parois [169]. Les critères de
convergence de la thermique des parois sont basés sur les écarts maximums, minimums et moyens des
températures de l’itération courante par rapport à la précédente. La figure B.5 présente l’évolution du
maximum et de la moyenne des écarts de température en fonction des cycles de chaînage. On observe
une nette décroissance du maximum de différence de température jusqu’à la troisième itération, puis une
stabilisation au delà de la cinquième itération.
La figure B.6 sur laquelle sont représentés des champs de température de parois après les trois pre-
mières itérations, corrobore cette convergence en quelques cycles de chaînage. Cette convergence rapide
des températures de parois est liée aux convergences des flux convectifs et radiatifs qui se stabilisent
en quatre itérations. A convergence, les flux radiatifs sont homogènes sur les parois de la chambre. Au
contraire, les flux de convection sont fortement dépendants de la localisation des multi-perforations et
des trous de dilution ce qui contribue à expliquer les zones chaudes. Du fait de la technologie employée
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FIG. B.5 - Evolution du maximum et de la moyenne des écarts de température en fonction des cycles de chaînage.
pour usiner les trous de dilution et de l’interaction entre l’écoulement principal et les jets, l’air de re-
froidissement abaisse la température en aval des trous sans contribuer au mélange azimutalement. En
conséquence, des points chauds se forment entre les trous de dilution du coté du tube à flamme. La prise
en compte des flux convectifs, radiatifs et conductifs tendent à homogénéiser la température des parois à
l’intérieur de la chambre et à diminuer l’importance relative des zones chaudes.
Afin de valider le caractère prédictif de la chaîne, des comparaisons entre les résultats numériques
avec des résultats expérimentaux ont été entreprises. Ces comparaisons, non présentées dans ce manus-
crit, montrent l’intérêt d’intégrer les différents phénomènes thermiques pour évaluer les températures
de parois des chambres de combustion. Ces croisements entre les expérimentations et les calculs numé-
riques montrent également les points critiques des modèles et des conditions aux limites employées dans
les simulations.
B.6 Conclusions et perspectives
La chaîne thermique développée avec PALM présente l’avantage d’être complètement automatisée.
Les validations à venir doivent permettre de vérifier plus en détail les prédictions des températures de
parois des foyers aéronautiques. Par la suite, des études d’optimisation des procédures de calcul pourront
être entreprises afin de déterminer les influences des diverses physiques sur les quantités recherchées. En
particulier, les vitesses de convergence des différents flux sont à appréhender afin d’éviter des calculs su-
perflus. Par exemple, une grande partie du temps passé dans ASTRE est consacrée à la détermination des
puissance radiatives PRV ol. Cette grandeur, terme source des équations de N3S-Natur devient rapidement
stable et impacte très peu les champs aéro-combustion.
A plus long terme et dans le cadre même de la recherche présentée dans ce manuscrit, la chaîne
thermique multi-physique qui a été développée pourra être intégrée dans un processus d’optimisation de
design des chambres de combustion du type de MIPTO.
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Itération 3
FIG. B.6 - Evolution des champs de température au cours des itérations de chaînage.
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Annexe C
Optimisation des coefficients de schémas
numériques d’ordre élevé pour la
Simulation aux Grandes Echelles par
algorithme génétique
C.1 Introduction
Cette annexe présente le travail conjoint de Nicolas Lamarque [138] et de l’auteur de ce manuscrit. Il
s’agit d’un exercice mettant en commun des notions d’optimisation et d’analyse numérique.
Colin et Rudgyard [50] ont présenté une famille de schémas numériques d’ordre élevé pour réaliser
des Simulations aux Grandes Échelles dans des géométries complexes. La construction de ces schémas de
convection fait intervenir des combinaisons linéaires des valeurs du vecteur solution dont les coefficients
déterminent à la fois la précision et le temps de calcul. En appliquant certaines règles et compromis, ils
proposent des jeux de paramètres permettant de retrouver des schémas classiques de la littérature comme
TTG3 ou TTG4A et en introduisent un nouveau : TTGC.
Notre but est de mettre en œuvre une méthodologie systématique qui nous permettra de vérifier que
ces schémas sont optimums vis à vis des règles et compromis que leurs auteurs se sont fixés. Nous
souhaitons également utiliser cette stratégie pour explorer de manière flexible les possibilités de proposer
de nouveaux schémas en modifiant les objectifs et les contraintes.
La systématisation des tâches par le biais d’algorithmes d’optimisation est une approche intéressante
qui permet d’améliorer des solutions connues et d’explorer de nouveaux jeux de paramètres. Le prin-
cipal effort réside alors dans la définition des problèmes d’optimisation à partir du but recherché et des
contraintes qui en découlent. Souvent rédhibitoire, cette étape contrôle le processus de recherche des
solutions optimales ainsi que la qualité des optimums.
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C.2 L’optimisation par algorithmes génétiques
Il existe un grand nombre de méthodes qui permettent d’obtenir les optimums de problèmes. Ces
méthodes, aussi diverses qu’elles soient, sont le plus souvent nées pour répondre à une problématique
précise. De fait, il n’existe pas de méthode d’optimisation qui soit performante pour toutes les applica-
tions. Néanmoins, l’optimisation moderne a vu apparaître une nouvelle classe de méthodologies, géné-
ralement nommées évolutionnaires, qui sont très robustes et dont la convergence peut être montrée par
des considérations statistiques [144]. Leur principale faiblesse est leur relative lenteur de convergence
qui nécessite un grand nombre d’évaluations des fonctions objectifs.
Bien souvent, lorsque l’on est confronté à un problème d’optimisation, il apparaît plusieurs objectifs
dont on souhaite connaître les optimums. On parle alors d’optimisation multi-objectif. Le problème se
complique ardemment si ces objectifs n’ont pas d’optimum en commun dans l’espace des paramètres
d’optimisation. Il n’y a pas alors un point optimum mais un ensemble de points que l’on appelle front de
Pareto [195]. La construction d’un front de Pareto sous-entend la définition de la notion de dominance :
un point de l’espace des paramètres d’optimisation domine un autre s’il a toutes les valeurs de ses fonc-
tions objectifs meilleures que ce deuxième point. Les points non dominés forment le front de Pareto,
traduction de l’équilibre entre les différentes fonctions objectifs. De nombreuses études sur l’optimisa-
tion multi-critère ont montré la qualité des algorithmes évolutionnaires pour déterminer efficacement des
fronts de Pareto [48].
Les algorithmes génétiques font partie des algorithmes évolutionnaires. Leur principe de fonctionne-
ment est calqué sur l’évolution d’une population naturelle soumise à son environnement : d’une généra-
tion à l’autre, les individus les plus adaptés au milieu (ceux qui ont des meilleures performances en terme
de fonctions objectifs et de non dominance) verront statistiquement leur potentiel génétique (paramètres
d’optimisation) conservé. Les principaux opérateurs de ces algorithmes sont :
– les croisements : ils permettent d’évoluer vers des individus mieux adaptés au milieu à partir d’indi-
vidus performants (notion d’exploitation des données disponibles afin d’accélérer la convergence),
– les mutations : elles donnent de nouvelles pistes vers des types d’individus inexistants et potentiel-
lement performants (notion d’exploration de l’espace des paramètres d’optimisation afin de trouver
les optimums globaux),
– l’élitisme : il permet de conserver les individus les mieux adaptés à l’environnement.
Pour cette étude, nous utilisons le code NSGA-II (Non Dominated Shorting Genetic Algorithm version
2 [55]). Comme l’indique son acronyme, NSGA-II est un code basé sur un algorithme génétique multi-
objectif dans lequel la recherche du front de Pareto se fait par une méthode de détection de non dominance
optimisée. Il permet en outre de trouver des fronts de Pareto pour des problèmes ayant des contraintes
d’inégalité et d’égalité de tous types.
C.3 Schémas Taylor-Galerkin pour une équation de convection linéaire
mono-dimensionnelle et à coefficients constants
Nous fournissons ici une brève description des schémas numériques qui servent de base à ce travail
et qu’ont décrits Colin et Rudgyard en détails [50].
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C.3.1 Détermination de la famille de schémas
L’analyse que nous entreprenons est basée sur l’équation de convection monodimensionnelle, linéaire
et à coefficient constant :
∂u
∂t
+ c∂u
∂x
= 0 (C.1)
où u = u(x, t) est un champ scalaire et c est une constante non nulle. Les schémas Taylor-Galerkin ont
été introduits par Donea [63] en partant de deux constats :
– les schémas de convection, centrés en espace, obtenus en utilisant la méthode des éléments finis de
Galerkin présentent une erreur de dispersion beaucoup plus faible que leurs homologues construits
avec la méthode des différences finies, grâce à l’ajout de la matrice de masse,
– associé à une méthode des lignes comme les schémas de Runge-Kutta ou d’Adams, le domaine de
stabilité des éléments finis de Galerkin est réduit par rapport aux différences centrées classiques (à
cause de la matrice de masse). Par ailleurs, ces schémas sont très sujets aux oscillations noeud à
noeud (wiggles).
Pour contourner ces problèmes, Donea est parti des idées de Lax et Wendroff [140]. Le terme ∂tu
de l’équation (C.1) est écrit sous forme d’une série de Taylor en temps à l’ordre 4 puis les dérivées
temporelles sont remplacées par des dérivées spatiales en utilisant l’équation (C.1). Celles-ci sont ensuite
discrétisées via la méthode des éléments finis de Galerkin et le schéma obtenu, nommé Euler-Taylor-
Galerkin ou parfois Lax-Wendroff-Taylor-Galerkin [64], est précis à l’ordre 3 en espace et en temps. Ce
schéma est très peu dispersif, ne souffre pas ou peu d’oscillations hautes-fréquences et a un domaine de
stabilité accru par rapport à un schéma Lax-Wendroff éléments finis.
L’inconvénient majeur de ce schéma reste le traitement des systèmes d’équations de convection non-
linéaires et multi-dimensionnelles comme l’évoque Selmin [234] (le domaine de stabilité se réduit quand
le nombre de dimensions augmente). Pour remédier à ce problème, Selmin réécrit la série de Taylor en
temps de départ en 2 étapes (une de prédiction, l’autre de correction) et créé le premier schéma two
step Taylor Galerkin (TTG). D’autres schémas sont par la suite présentés dans la littérature (TTG4A,
TTG4B) [207] et des schémas multi-étapes, inconditionnellement stables, sont introduits [221]. Nous ne
nous intéressons toutefois qu’aux schémas 2 étapes, pour des raisons de coût de calcul et de faisabilité
dans le code AVBP 1. Colin et Rudgyard [50] ont généralisé la formulation des schémas TTG et ont
réécrit ceux-ci en une famille de schémas définis par six paramètres (α, β, θ1, θ2, 1, 2) :
u˜n = un + α∆t ∂tun + β∆t2 ∂ttun
un+1 = un + ∆t ∂t(θ1un + θ2u˜n) + ∆t2 ∂tt(1un + 2u˜n)
(C.2)
Après discrétisation de ces équations en utilisant des éléments linéaires et un schéma de Galerkin,
une analyse spectrale donne le coefficient d’amplification G(ξ) :
G˜(ξ) = 1 + 1
Mˆ
(−αν∆ˆ0 + βν2δˆ2)
G(ξ) = 1 + 1
Mˆ
[−(θ1 + θ2G˜)ν∆ˆ0 + (1 + 2G˜)ν2δˆ2]
(C.3)
avec ∆ˆ0, δˆ2, Mˆ respectivement les transformées de Fourier des opérateurs de différentiation spatiale
centrés du premier et second ordre et de la matrice de masse données par :
1AVBP : Code de Simulation aux Grandes Échelles des écoulements turbulents réactifs développé par le CERFACS
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∆ˆ0(ξ) = i sin(ξ) (C.4)
δˆ2(ξ) = −4 sin2
(
ξ
2
)
(C.5)
Mˆ(ξ) = 1− 23 sin
2
(
ξ
2
)
(C.6)
avec ξ = kh est le nombre d’onde adimensionné (k étant le nombre d’onde et h le pas d’espace) et
ν = c∆t/∆x le nombre de Courant-Friedrichs-Lewy. Le module |G(ξ)| et la phase αgρgG(ξ) du fac-
teur d’amplification permettent respectivement de déterminer l’amplification ou l’amortissement et le
déplacement d’une onde monochromatique de nombre d’onde adimensionné ξ en un pas de temps ∆t.
Une amplification différente de 1 introduit une erreur d’amplitude (erreur de diffusion ou dissipation)
dans la solution discrète. Une différence de phase αgρg [G(ξ)]−νξ/pi traduit une erreur de phase (erreur
de dispersion)2.
Le développement de Taylor du facteur d’amplificationG(ξ) à un certain ordre impose des contraintes
sur les paramètres du schéma. Ainsi, nous obtenons :
– Contrainte de premier ordre en temps : θ1 + θ2 = 1,
– Contrainte de second ordre en temps : 1 + 2 + αθ2 = 1/2,
– Contrainte de troisième ordre en temps : βθ2 + α2 = 1/6,
– Contrainte de quatrième ordre en temps : β2 = 1/24.
Lorsque les trois premières contraintes sont respectées, le schéma est également précis au troisième
ordre en espace (les expressions des contraintes sont différentes de celles fournies par Colin et Rud-
gyard [50] mais sont équivalentes).
C.3.2 Les schémas TTGC et TTG4A
La classe des schémas TTGC(γ), d’ordre 3 en espace et en temps, est définie par le jeu de paramètres
suivant :
θ1 = 0; θ2 = 1; 1 = γ; 2 = 0; α = 1/2− γ; β = 1/6 (C.7)
avec γ ∈ [0, 1/2].
Le schéma TTG4A, d’ordre 4 en temps, est défini par :
θ1 = 1; θ2 = 0; 1 = 0; 2 = 1/2; α = 1/3; β = 1/12 (C.8)
La figure C.8 fournit un exemple de la variation du module du coefficient d’amplification (dissipation)
et de la vitesse de phase modifiée adimensionnée (dipsersion) des schémas TTG4A et TTGC(γ) en
fonction du nombre d’onde adimensionné et pour un CFL de 0.3. En terme de dissipation, il apparaît
clairement que les schémas TTGC(γ = 0) et TTGC(γ = 0.5) encadrent les autres schémas. Le premier
est le moins dissipatif de tous. Le second, au contraire, a le taux d’amortissement le plus fort. En
ce qui concerne la dispersion, les conclusions sont à l’opposée. Le schéma le moins dispersif est
2En général, l’erreur de dispersion est exprimée comme une erreur de vitesse de phase donnée par : c
∗
R
c
= −αgρg [G(ξ)]
νξ
ou
sous forme d’un nombre d’onde modifié : k
∗
R
k
= −αgρg [G(ξ)]
νh
et c∗R et k
∗
R sont la vitesse et le nombre d’onde modifiés (parties
réelles).
276
C.3 Schémas Taylor-Galerkin pour une équation de convection linéaire mono-dimensionnelle et à
coefficients constants
0 0.5 1 1.5 2 2.5 3
Nombre d'onde adimensionné (kh)
0.5
0.6
0.7
0.8
0.9
1
M
od
ule
 d
u 
co
ef
fic
ien
t d
'am
pli
fic
at
ion
 |G
|
TTG4A
TTGC(0)
TTGC(0.01)
TTGC(0.5)
0 0.5 1 1.5 2 2.5 3
Nombre d'onde adimensionné (kh)
0
0.2
0.4
0.6
0.8
1
Vi
te
ss
e 
de
 p
ha
se
 a
dim
en
sio
nn
ée
 (c
*/c
)
TTG4A
TTGC(0)
TTGC(0.01)
TTGC(0.5)
(a) (b)
FIG. C.1 - (a) Module |G| et (b) vitesse de phase c∗Rc modifiée des schéma TTG4A et TTGC(γ) pour
γ = {0, 0.01, 0.5}. Le CFL est de 0.3.
TTGC(γ = 0.5). TTGC(γ = 0) a les moins bonnes performances en ce qui concerne la phase.
Globalement, la figure C.8 montre que les schémas TTG présentés ici sont très précis. Leur compor-
tement pour des longueurs d’onde supérieures à 4h est excellent.
C.3.3 Mise en place du problème d’optimisation sur des schémas d’ordre 3 en espace
Nous allons utiliser l’algorithme d’optimisation NSGA-II pour identifier les valeurs optimales des
paramètres (α, β, θ1, θ2, 1, 2) dans diverses conditions et toujours de manière à :
– maximiser la plage de fréquences ξ pour laquelle la dissipation est comprise entre [Dissipm, 1],
avec Dissipm une dissipation minimale désignée comme critique,
– maximiser la plage de fréquences ξ pour laquelle la dispersion est comprise entre [Disperm, 1],
avec Disperm une dispersion minimale désignée comme critique.
Pour cela, les fonctions objectifs à minimiser sont de la forme :
– (pi−ξm)dissip, où ξm est la fréquence au delà de laquelle la dissipation est inférieure à la dissipation
critique Dissipm (figure C.2-a),
– (pi−ξm)disper, où ξm est la fréquence au delà de laquelle la dispersion est inférieure à la dispersion
critique Disperm (figure C.2-b).
Ce problème à deux objectifs et six paramètres est soumis à un ensemble de contraintes qui traduisent
l’ordre 3 en espace des schémas. Le jeu de six paramètres (θ1, θ2, 1, 2, α, β) est contraint par les trois
relations : 
θ1 + θ2 = 1
1 + 2 + αθ2 = 1/2
βθ2 + α2 = 1/6
(C.9)
Deux stratégies d’optimisation sont alors possibles : partir sur une optimisation avec six paramètres et
trois contraintes ou alors ne garder que trois paramètres libres comme variables d’optimisation et déduire
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FIG. C.2 - Détermination des fréquences pm correspondant à Dissipm (a) et Disperm (b)
les autres paramètres de ces trois variables. Le premier choix n’est pas évident dans notre cas puisqu’il
s’agit de contraintes d’égalité qui sont, par nature, difficiles à satisfaire. Nous avons donc opté pour la
deuxième possibilité en choisissant comme variables d’optimisation (θ1, 1, α) et en exprimant les trois
autres paramètres par les équations C.9 :
θ2 = 1− θ1
2 = 1/2− 1 − αθ2
β = (1/6− α2)/θ2
(C.10)
Afin de conserver les valeurs des six paramètres (θ1, θ2, 1, 2, α, β) comprises entre 0 et 1, il est
impératif de délimiter l’espace de recherche par des contraintes de bord sur les variables (θ1, 1, α) ∈
[0, 1]3 ainsi que des contraintes d’inégalité pour assurer (2, β) ∈ [0; 1]2. Certains jeux de paramètres
peuvent mener à des schémas instables. Ces schémas se caractérisent par une dissipation supérieure à
1 sur une gamme de fréquence. Nous avons décidé d’inclure une dernière contrainte qui éliminera les
schémas qui présentent ces comportements.
Finalement, le problème d’optimisation généralisé peut se mettre sous la forme :
min

(pi − ξm)dissip
(pi − ξm)disper
ξ ∈ [0;pi]
avec

θ1 ∈ [0; 1]
1 ∈ [0; 1]
α ∈ [0; 1]
et

|2| ≤ 1
|β| ≤ 1
Max(Dissip) ≤ 1
(C.11)
Confronté à ce problème d’optimisation somme toute complexe, nous disposons d’une part du code
DRPs3 qui calcule la dissipation et la dispersion des schémas numériques de la famille C.2 pour divers
jeux de paramètres (θ1, θ2, 1, 2, α, β). D’autre part, le code NSGA-II est bien adapté à ce type d’exer-
cice d’optimisation sous contraintes. De manière classique, le développement d’un outil pour répondre à
ce type d’optimisation se fait en intégrant une version modifiée de DRPs, qui calcul les valeurs des fonc-
tions objectifs et des contraintes, dans NSGA-II. Ce modèle de programmation est appelé hiérarchique et
constitue un programme monolithique.
3DRPs = Dispersion Relation Preservation study
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Pour simplifier l’intégration informatique de cet outil, nous avons choisi d’utiliser une approche par
couplage. De cette manière, les codes restent totalement indépendants et échangent les données dont ils
ont besoin : les paramètres d’optimisation (coefficients des schémas numériques), les fonctions objectifs
(tailles des plages de fréquences caractéristiques pour la dissipation et la dispersion) et les contraintes
(validations sur les coefficients et sur la stabilité du schéma). L’utilisation d’un coupleur nous dispense
des problèmes de compatibilité entre les codes au niveau des noms de sous-programmes, des variables
globales, ou encore des conflits d’accès aux fichiers en lecture et écriture. Cette stratégie est également
beaucoup plus souple que le codage monolithique. Elle nous permettra de réaliser différentes études sans
avoir à reconstruire intégralement l’outil.
C.4 Résultats numériques
C.4.1 Problème d’optimisation de base
La résolution du problème C.11 pour différents nombres de Courant (CFL) compris dans l’intervalle
[0.1; 0.7] mène à plusieurs fronts de Pareto (figures C.3-a). Ces fronts mettent en évidence le conflit entre
les qualités de dissipation et de dispersion des schémas numériques de la famille C.2. Pour des CFL allant
de 0.1 à 0.3, il est possible d’améliorer considérablement la dissipation sans trop dégrader la dispersion.
Au delà d’un CFL de 0.4, c’est l’effet inverse qui se produit : les gains en dispersion n’entraînent que de
faibles dégradation des propriétés de dissipation.
Quelque soit le CFL dans le domaine étudié, le schéma TTGC(γ = 0) est quasiment optimal au
sens de Pareto (figures C.3-b), privilégiant les qualités de dissipation au détriment des propriétés de
dispersion. Le schéma TTGC(γ = 0.5) est aussi optimal au sens de Pareto pour des CFL compris dans
la gamme [0.1; 0.4], donnant au contraire plus d’importance aux caractéristiques de dispersion.
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FIG. C.3 - Solutions non dominées du problème C.11 pour des CFL compris dans l’intervalle [0.1; 0.7].
Comparaison avec les schémas TTG de Colin et Rudgyard. (Carré : TTG4A, Triangle : TTGC(0), Triangle
gauche : TTGC(0.5))
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C.4.2 Optimisation avec une contrainte sur la dissipation des hautes fréquences
L’analyse du facteur d’amplification des schémas TTG (figures C.1) montre que dans plusieurs cas
de figure, les phénomènes hautes fréquences (lorsque ξ tend vers pi) sont moins dissipés que les phéno-
mènes discrétisés sur un plus grand nombre de nœuds. Le schéma TTGC(γ = 0.5) présente un compor-
tement extrême puisqu’à partir d’un CFL de l’ordre de 0.5, il devient instable lorsque certaines hautes
fréquences apparaissent dans la solution numérique. Ceci confirme les observations de Colin et Rud-
gyard [50] concernant la réduction du domaine de stabilité quand γ augmente. La plupart du temps, les
hautes fréquences (2∆x ou 4∆x) sont des artefacts numériques qui ne traduisent pas la physique si-
mulée. Ces ondes numériques, appelées généralement wiggles, naissent sur des singularités des calculs
(conditions aux limites, discontinuités physiques) et peuvent polluer les solutions, voire faire diverger les
simulations.
Conscients des problèmes causés par les wiggles dans les simulations aux grandes échelles de la
combustion turbulente dans les foyers aéronautiques, nous voulons évaluer les propriétés de dissipation
et de dispersion des schémas TTG dissipant les hautes fréquences. Le problème d’optimisation sur lequel
nous aboutissons est le problème C.11 auquel nous ajoutons une contrainte qui privilégie les schémas
dont la dissipation est monotone sur l’intervalle [0;pi] :
min

(pi − ξm)dissip
(pi − ξm)disper
ξ ∈ [0;pi]
avec

θ1 ∈ [0; 1]
1 ∈ [0; 1]
α ∈ [0; 1]
et

|2| ≤ 1
|β| ≤ 1
Max(Dissip) ≤ 1
∂(Dissip)
∂ξ ≤ 0 ξ ∈ [0;pi]
(C.12)
Les fronts de Pareto obtenus pour les différents CFL testés dans la plage [0.1; 0.6] sont des restrictions
des fronts de Pareto du problème C.11 (figure C.4). En effet, l’ajout de la contrainte sur la monotonie
de la dissipation élimine du domaine des réalisables les schémas qui ont les meilleurs performances en
terme de dissipation. La contrainte agit de manière plus brutale lorsque le CFL vaut 0.7.
0 0.5 1 1.5 2 2.5
( π -  ξ ) dissip
0
0.5
1
1.5
2
2.5
3
(  π
 -  ξ
 )  d
i s p
e r
CFL 0.1
CFL 0.2
CFL 0.3
CFL 0.4
CFL 0.5
CFL 0.6
CFL 0.7
FIG. C.4 - Solutions non dominées du problème C.12 pour des CFL compris dans l’intervalle [0.1; 0.7].
Comparaison avec les schémas TTG de Colin et Rudgyard. (Carré : TTG4A, Triangle : TTGC(0), Triangle
gauche : TTGC(0.5))
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C.4.3 Exemple de sélection d’un schéma performant la SGE
Comme nous l’avons vu jusqu’ici, le choix d’un schéma se fait en étudiant le compromis entre ses
qualités de dissipation et de dispersion pour différents CFL. L’exercice final consiste à intégrer le CFL
dans le processus d’optimisation afin de fournir un ensemble de schémas optimums au sens de Pareto
pour une gamme de CFL donnée. Le problème d’optimisation de base devient :
min

1
nb_cfl
∑
C
(
pi − ξCm
)
dissip
1
nb_cfl
∑
C
(
pi − ξCm
)
disper
ξ ∈ [0;pi]
C ∈ [0.1; 0.7]
avec

θ1 ∈ [0; 1]
1 ∈ [0; 1]
α ∈ [0; 1]
et

|2| ≤ 1
|β| ≤ 1
Max(DissipC) ≤ 1
ξ ∈ [0;pi]
C ∈ [0.1; 0.7]
(C.13)
Et en considérant la contrainte sur la dissipation des hautes fréquences :
C.13 avec

∂(DissipC)
∂ξ ≤ 0
ξ ∈ [0;pi]
C ∈ [0.1; 0.7]
(C.14)
La figure C.5 présente les solutions non dominées des problèmes multi-objectifs C.13 et C.14. Nous
retrouvons que le schéma TTGC(γ = 0) est une solution optimale au sens de Pareto du problème C.13,
privilégiant uniquement la performance sur la dissipation. Le front de Pareto du problème C.14 est beau-
coup plus restreint et apporte un ensemble de solutions dont les performances sont dégradées par rapport
au problème C.13. Cette diminution de qualité est liée à l’effet mis en évidence sur la figure C.4 pour un
CFL de 0.7.
Pour la suite, notons TTG(Dissip) et TTG(Disper) les deux schémas extrêmes du front de Pareto
correspondant au problème C.14, et qui sont respectivement le meilleur schéma en terme de dissipation
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FIG. C.5 - Solutions non dominées des problèmes C.13 et C.14. Comparaison avec les schémas TTG de Colin et
Rudgyard. (Carré : TTG4A, Triangle : TTGC(0), Triangle gauche : TTGC(0.5)) et Lax Wendroff (Cercle)
et de dispersion. Les coefficients de ces schémas sont :
TTG(Dissip)

θ1 = 0.236
θ2 = 1− θ1
1 = 0.173
2 = 12 − 1 − αθ2
α = 0.426
β =
(
1
6 − α2
)
1
θ2
TTG(Disper)

θ1 = 0.476
θ2 = 1− θ1
1 = 0.217
2 = 12 − 1 − αθ2
α = 0.355
β =
(
1
6 − α2
)
1
θ2
(C.15)
Pour valider le comportement des schémas TTG(Dissip) et TTG(Disper) par rapport aux schémas
de Colin et Rudgyard, nous avons mené un test de convection d’une onde gaussienne perturbée par des
wiggles (figure C.6). La vitesse de convection c est prise égale à 1. Le domaine de calcul monodimension-
nel s’étend de 0 à 1 et est discrétisé par 100 points uniformément répartis. Une condition de périodicité
entre les bords du domaine permet à l’onde convectée de se retrouver, théoriquement, à sa position de
départ à tous les temps entiers. Le CFL de la simulation est de 0.55 et le temps final de 120.
+ =
FIG. C.6 - Onde gaussienne perturbée par des wiggles
La figure C.7 présente les résultats obtenus à l’issus du temps final. La première remarque que nous
pouvons formuler concerne la qualité des résultats après autant d’itérations. Un schéma d’ordre 2 clas-
sique aurait fortement dispersé les différentes composantes spectrales de la solution, ce qui n’est pas
282
C.4 Résultats numériques
du tout le cas ici. Le maximum de la solution est exactement à l’abscisse où on s’attend à le trouver.
La solution est en outre très peu dissipée : l’amplitude du maximum est proche de celle de la solution
initiale non perturbée. Comme nous pouvons le constater, seul le schéma TTGC(γ = 0) n’a pas dissipé
les wiggles ajoutés à la solution initiale. Ce schéma n’est donc pas dissipatif au sens de Kreiss, ce qui
l’élimine définitivement pour la discrétisation d’une équation non-linéaire, du fait de l’aliasing. En re-
vanche, il est globalement le schéma qui présente le résultat le moins dissipé (ce qui ne contre-balance
pas la remarque précédente !). Tous les schémas présentent des minima de part et d’autre de la gaussienne
indiquant qu’ils ne sont pas positifs. Ceci est typique d’une hyperdiffusion d’ordre 4 (diffusion d’ordre
élévée), qui correspond au premier terme de l’erreur de troncature des schémas étudiés. Ce phénomène
est plus marqué pour les schéma les plus dissipatifs, comme TTGC(γ = 0.5), mais globalement peu
sensible sur ce cas test. Soulignons que les deux schémas optimums, TTG(Dissip) et TTG(Disper), en
souffrent moins que TTG4A et TTGC(γ = 0.5). En outre, mis à part TTGC(γ = 0), que nous avons
éliminé, TTG(Dissip) et TTG(Disper) sont les schémas les moins dissipatifs mais ont cependant tota-
lement éliminé les wiggles comme nous le souhaitions.
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FIG. C.7 - Résultats obtenus après 120 tours de la pulsation gaussienne pour différents schémas numériques.
La figure C.8-a confirme les constatations précédentes. Il apparaît de façon encore plus évidente que
le schéma TTGC(γ = 0) n’est pas dissipatif au sens de Kreiss (|G(pi)| = 1 !). De la même manière,
le schéma TTGC(γ = 0.5) est très peu dissipatif au sens de Kreiss, ce qui paraît surprenant car il est
globalement le schéma le plus dissipatif. Sur 120 tours, les wiggles ont disparu mais cette remarque
indique qu’ils ne disparaissent que très lentement. Ainsi, nous pouvons considérer que ces analyses font
du schéma TTGC(γ = 0.5) un candidat susceptible de devenir instable dans des cas non linéaires. Il
est très intéressant de noter que les schémas optimums ont le comportement que nous souhaitions : ils
sont moins dissipatifs que TTG4A et relativement proche de TTGC(γ = 0) à basse fréquence (là où ce
dernier est excellent). En outre, ils sont bien plus dissipatifs au sens de Kreiss, ce que nous souhaitions
également.
Les deux schémas les plus dissipatifs (TTG4A et TTGC(γ = 0.5)) sont en avance de phase (c∗R/c >
1), ce qui n’est pas forcément un désavantage. Cependant, nous n’aborderons pas plus en détail ce sujet
car il ne présente pas d’intérêt pour l’étude que nous menons, en tout cas pour le moment. En s’intéressant
uniquement à la valeur absolue de la vitesse de phase modifiée, la figure C.8-b confirme la grande qualité
des schémas TTG en terme de dispersion. Les schémas optimums sont, comme attendu, les meilleurs
283
OPTIMISATION DES COEFFICIENTS DE SCHÉMAS NUMÉRIQUES D’ORDRE ÉLEVÉ POUR LA SIMULATION
AUX GRANDES ECHELLES PAR ALGORITHME GÉNÉTIQUE
pour ce CFL de 0.55. Le schéma TTG(Disper) présente ici un résultat particulièrement impressionnant
(au niveau d’un schéma de Padé d’ordre 6 !).
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FIG. C.8 - Module |G| et vitesse de phase c∗Rc modifiée des schéma TTG4A, TTGC(γ = 0.01), TTG(Dissip) et
TTG(Disper) . Le CFL est de 0.55.
C.5 Conclusions et perspectives
Cette annexe représente un exercice intéressant dont le but est d’optimiser les coefficients
(α, β, θ1, θ2, 1, 2) de la famille des schémas TTG, afin d’obtenir les performances optimales en terme
de dissipation et de dispersion. Les résultats obtenus par les schémas TTG(Dissip) et TTG(Disper)
démontrent l’intérêt d’une telle étude. Les objectifs fixés ici ne sont qu’un exemple mais ils donnent
déjà satisfaction.
Nous pouvons imaginer optimiser les schémas TTG de manières différentes.
– La préservation de la relation de dispersion peut être réalisée en minimisant la norme L2 de l’erreur
sur la partie réelle du nombre d’onde modifié sur un intervalle [kmin, kmax], soit :
L2(k∗R) =
∫ kmax
kmin
|k − k∗R(k)|2 dk.
Il est aussi possible de réaliser la même chose pour la partie imaginaire du nombre d’onde modifié
pour diminuer la dissipation, tout en préservant la contrainte d’être suffisamment dissipatif au sens
de Kreiss (pour assurer la stabilité dans le cas non-linéaire).
– L’erreur de troncature peut également être utilisée et nous pouvons choisir de minimiser les pre-
miers termes de celle-ci.
– En multidimensionnel, d’autres propriétés peuvent être recherchées. Il est notamment envisageable
de rechercher le domaine de stabilité le plus grand possible ou bien encore identifier un schéma le
plus isotrope possible.
Il y a encore bien d’autres possibilités à tester. Le passage à un système d’équations (Euler) et à une
étude multidimensionnelle reste à faire et à tester. Ces étapes pourront être faites rapidement dans la
mesure où le codage de tels schémas, dont la structure est très similaire aux schémas TTG4A et TTG4B,
est aisée dans AVBP.
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