Introduction
In transient now through porous media, the Partial Differential Equation (PDE) to be solved is obtained by combining appropriate forms of Darcy's Law and the equation of masS conservation, yielding:
a Decomposition stage and a Reconstitution stage. In the Eq. 1 is generally nonlinear, and in all but the siInplest DecompOSition stage the original PDE is decomposed by problems is solved numerically. The basic concept of any using a Laplace transform for time, and successive levels numerical method is the substitution of a set of algebraic of finite integral transforms for space. Each level of finite equations for the original PDE. Instead of solving for the integral transform eliminates one active dimenSion, until a continuous smooth function p(x, y, z, t), the space domain small set of algebraic equations remain. The original PDE (x, y, z) is subdivided in ND subdomains, and the. tinte t is thus oecomposed into much simpler algebraiC equations, is discretized in NT timesteps; NT sets of approximations for which solutions are obtained in the transformed space. p of the solution are obtained at the N D predetermined
In the Reconstitution stage, solutions in space and time points in space. A PDE problem with a continuous smooth are obtained by applying succesive levels of inverse trans-solution surface is thus reduced to· a set of algebraic forms. In contrast to traditional numerical techniques, the equations, which are easier to solve and provide a solution . lD method requires no discretization of time and only a. arithmetically "close" to the true solution, from which they very coarse space discretization for stability and accuracy. differ by the truncation error e = p _ p. _ The TD method is tested against results from one-and Despite their power and flexibility, numerical solutwo-dimensional test cases obtained from a standard Finite tions have some serious drawbacks. Minimization of the Difference (FD) simulator, as well as from analytical mod-error introduced by the numerical approximation of the spaels. The TD method may significantly reduce the computer tial derivatives in the PDE's dictates the discretization of memory requirements because discretization in time is not the space domain into a large number of subdomains at all needed, and a very coarse grid -corresponding to inhomo-of which solutions must be obtained (whether desired or geneous regions -suffices for the space discretization.· Ex-not). This increases the execution time requirements and ecution times may be substantially reduced because smaller requires a large amount of computer memory, especially matrices are inverted in the TD method, and solutions are when direct matrix solvers are used. The approximation obtained at the desired points in space and time only, while of the time derivatives in the PDE's is one of the most in standard numerical methods solutions are necessary at important sources of instability and error. Accuracy and all of the points of the discretized time and space domains. stability considerations necessitate a large number of small timesteps between observation times; solutions must be obtained at all these intermediate times, increasing the execu-tion times and the roundoff errors. The problem of restriction on the size of 6.t is exacerbated by the nonlinearity of the PDE, which is caused by the pressure dependence of the liquid density and the formation porosity. This necessitates even shorter timesteps, dictates internal iterations within each timestep until a. convergence criterion is met, and adds significantly to the computational load. The Transformational Decomposition (ID) method is a new method which addresses the aforementioned shortcomings of traditional numerical techniques. The TO method was first applied to the solution of the diffusiontype (parabolic) PDE of incompressible flow through porous media 1. It is based on successive integral transforms, and is an extension of the approach used by Goode and Thambynayagam 2 in the analysis of pressure response of horizontal wells~ ne major advantage of the 1D method is that it requires no time discretization and a very coarse . space discretization to yield an accurate, stable solution which is semi-analytical in time and analytical in space.
In this paper, the 1D method is formulated to address the problem of slightly compressible, single-phase liquid flow through porous media. The mathematical basis of the method is develqped, and its performance is evaluated against analytical solutions and standard FD models.
The Transformational Decomposition (TO) Method
If gravity is negelected and porosity is considered constant, then Eq. 1 becomes successive levels of integral transforms. The first step in this stage involves the application of the Laplace transform to eliminate the time dependency oCthe original PDE. The resulting equation is then subjected to successive finite integral (for space) transforms. Since virtually all boundaries in petroleum reservoirs are "no-flow" (Le. Dirichlet-type), the finite cosine transform is employed. Each level of finite cosine transform eliminates one active dimension, until .single point equations remain. The original PDE is thus decomposed into much simpler point algebraic equations, for which solutions are obtained in the transformed space. In the Reconstitution stage, solutions in space and time are obtained by applying succesive levels of inverse transforms. The development of the TO method is described in detail in the following sections.
Step 1: The Laplace Transform of the PDE_ The Laplace transform of Eq. 3 yields
where AO is the operator defined in Eq. 5, 8 is the Laplace domain parameter, reO) is the distribution of rat t = 0, 
The TO Method in One Dimension
The boundary conditions in the one-dimensional problem depicted in Fig. 1 are
indicating no-Howat the outermost boundaries, and 
and
where
and fi = ~/~+1' These boundary conditions incorporate the tangent law at the boundary (continuity of fluxes).
Step 
. and .reU denotes the FCT of the .. quantity in the brackets. It should be pointed out that riCO) need not be a constant; any known function of Xi for which a FCT exists is acceptable. As for the source/sink term qit ifq =/: ° for Xib $ Xi $ Xie (see Fig.   1 ), then the properties of the F'CT yield
The flexibility which Eq. 15 affords is obvious, as it allows the positioning of wells anywhere in the subdomains. Eq. 13 then yields 
Fl(S)
The analytically available Iimits 5 of the series in Eqs. Steps I through 3 represent the Decomposition stage. The 22 through 25 result in the closed forms Reconstitution stage is described in Steps 4 and 5.
and are trivial to compute. Similarly, the closed form of CiT is
s .
Step 5: The Solution at Time t. To obtain a solution at a time t at a number of desired points Xl. all vectors
The unknown vector r at time t is obtained by using the Stebfest algorithm 6 • 1 to numerically invert the Laplace solutions ~II' The procedure is described by the following equations:
where V" = (-I)~+". Lo = ~(v + I). and LM =
Step 2: The Finite Integral Transrorms. Taking the FCf , min{v, l!f}. ii is then computed as of Eq. 43 with respect to Y yields
where f is the unit vector. The pressure vector p can be obtained from Eq. 3 as P = Po + Ci 1 InR. It must be noted that because of its formulation, the 1D method provides semi-analytical solutions which are fully differentiable and integral; continuous velocity fields are thus easily determined, and mass balance calculations over the subdomains become trivial.
The TO Method in Two Dimensions
For the two-dimensional domain in Fig. 2 the boundary conditions are
indicating no-How across the reservoir perimeter, and
describing unknown internal boundaries. Eq. 42 represents
and 'l1'(Yi+l = 0) are easily obtained by applying the tangent law as f ix 'l1'(X i +S) and f iy'l1'(Xi+O) respectively.
Neglecting gravity, in the locally homogeneous subdomain 1 the Laplace-transformed equation of How is with boundary conditions 
where <PI = <PI (s, m, n). 
Eq. 52 is a simple, single-point algebraic equation, and representS the decomposed form of the original PDE. The same form will be obtained regardless of the path of integral transforms, i.e. of whether the order of the FCf is (y, x) or (x, y). This property will be used in the next subsection. If all the boundary conditions are known (as in the case of a single domain), the decomposition stage ends 
(57)
where the analysis described in the one-dimensional problem yields 1 (58)
Lor m > . The equality of pressures at the Y1 = Y1, Y4 = ° boundary (Fig. 2) between subdomains 1 and 4 dictates that e 1 (Y1 = Y1) = e 4 (Y4 = 0). We follow the same procedure described in the development of the boundary equations along the axis of x. However, in this case we apply the inverse FCT transform to the Eq. 52 derived from the FCT transformation through the path (x, Y), as opposed to the path (y,x) used previously. Following the same analysis described above, we obtain the equation at the 5th internal boundary (described by 05) as
_ sinh(w2:J: 7r -0"2x X 2e)] sinh(w2x7r) .
(61) where 1
. (valid for this type of power series) can then be used to significantly accelerate the convergence of the series in Eq. 76.
Step 5: The Solution at Time t. The solution at a time t is obtained by following the same procedure described in detail in the one-dimensional problem.
The 1D method eliminates the stability and accuracy problems caused by the treatment of the space and time derivatives in standard FD simulators. Because of the Laplace transform formulation. an unlimited timestep size is possible. In -a standard FD· method. there are three sources of error: the time-related truncation error. the space-related truncation error. and the roundoff error. Because the time domain is not discretized, there is no timerelated truncation error in the 1D method. The use of finite integral transforms requires only a very coarse grid which does not introduce any space-related truncation error. The sources of error in the 1D method are the error attributed to the numerical inversion of the Laplace solution. the error introduced by the inverse FCT's. and the roundoff error.
The numerical inversion of the Laplace transforms creates very little (if any) error3, which for smo?th time functions can be at the level of machine accuracy: The inversion of the FITs introduces an error (stemming mainly from the ) truncation of the corresponding infinite series) which can be extremely small, and is' ! reduced by increasingNT. The ability to use an unlimited timestep size bounds the accumulation of roundoff error by an upper limit defined as the roundoff error accumulated after the N s solutions of the Compared to a standard FD model, the 1D method reduces the computer memory requirements, because discretization in time is not needed, and a very coarse grid suffices for the space discretization. Execution times may be significantly reduced because the inverted matrices in 'the 1D method are usually small, and solutions are obtained at the desired points in space and time only, while in standard numerical methods solutions are necessary at all of the points of the discretized time and space domains.
The TO Method in Three Dimensions
Extension of the 1D method to three dimensions follows the same procedure. The problem is decomposed from a three-dimensional PDE to a single-point algebraic equation by applying (a) first a Laplace transform, and (b) successive levels of FCT's. By equating pressures at the boundary planes, the transformed boundary conditions are de-. termined, and are used to calculate W at any point of the domain by applying inverse FCT's. The solution at time t is obtained by. inverting W using the Stehfest algorithm.
Gravitational Effects and Internal Iterations
The one-dimensional case will be discussed here. Extension to 2 and 3 dimensions is entirely an'alogous. If gravity is included, the Laplace-transformed equation of flow is (77) with boundary conditions described by Eqs. 11 and 12. Eq. 77 describes either an inclined or a vertical system (when x is taken in the vertical direction). 
where (87) -, 
A similar equation is provided by the elimination of 6 i from Eq. 86. The first equation of the boundary is obtained by equating the ' 11 (provided by Eq. 91) at the boundary. The second equation of the boundary is obtained from the tan~ gent law relationship (Eq. 85), in which the ' 11 is provided by Eq. 91 and the w' from the equation obtained from the elimination of 6 i from Eq. 86 . If there N subdivisions in the domain, there are only 2 known boundary conditions (at the outermost domain boundaries). For no-flow outermost boundaries, the domain has N -1 unknown boundary 'Z's and N + 1 unknown boundary W's, for a total of NEQ = 2N unknowns. Inclusion of gravitational effects thus doubles the number of simultaneous equations. In the resulting Eq. 31 M is of order NEQ = 2 x N, and the solution a includes both ' 11 and '11' at the internal boundaries. ' 11 which can be detennined at any point Xi in the subdomain i by inverting the FCT of Eq. 91.
Inner Iterations. These are required. only when the approximations of C T 3 and of C p in Eq. 5 are not acceptably accurate. The TO method addresses the problems posed by these weak ilonlinearities through an iteration procedure entirely analogous to the treatment of such nonlinearities in FD. The process involves a limited number of inner iterations (2 to 4), during which the values of CT and C p are updated and an improved solution r is obtained until a desired convergence criterion is met.
Verification and Test Problems
The 1D method was tested using three test problems. The ill solution for the first and third problems were verified through comparison with available analytical solutions. No analytical solutions exist for the second test problem. In all three cases the results obtained with the TO method (TOM) were tested against results obtained using a standard, commercially available implicit FD simulator 9 • Double preci-. sion variables with 16 6 .pmax used in the test problems, as well as the number of timesteps and matrix solutions (i.e. the number of times the system of simultaneous equations in the FD simulator had to be solved) in the simulations. Because of internal iterations, the number of matrix solutions is significantly larger than the number of timesteps.
Verification and Test Problem 1. Test Problem 1 was a problem of flow to a well located at a vertical fracture of length L (perpendicular to the x axis) and depth h in a rectangular (one-dimensional) reservoir. Table 2 shows the fluid properties. Reservoir properties and dimenSions, and discretization information for the FD and TO simulations appear in 
The term X is the length of the reservoir, and A is the crosssection in the direction of flow (= L x h). This solution is a Laplace space solution, and needs to be inverted to obtain the solution in the dimensionless time tD. We investigated two subproblems. In Problem la we obtained the 1D solution using the equation for a single homogeneous domain (as specified). In problem Ib we tested the performance of the 1D concept by subdividing .the domain (5000 ft) into two subdomains (300 and4200 ft), and comparing the solution to the one from Problem la. .The two 1D solutions were virtually identical, differing in the 8th or 9th decimal place. This confirmed the validity of the concept. All results in Test Problem I correspond to both subproblems and are presented together. Fig. 4 shows the 1D solutions at a number of times. The measure of the accuracy of the 1D method is given by Fig. 5 , which compares the 1D results to the analytical solution. The observed deviations are extremely small, and the 1D method is shown to be practically insensitive to the size of the time increment (thus allowing an unlimited timestep).
. In Fig. 6 we investigate the performance of the 1D method as affected by the number of summation terms is that the method is very efficient because a limited number of summation terms is needed, thus reducing the computational requirements. Although the 1D method seems to be slightly more sensitive to the vlilue of Ns than in the eiFD method 3 (where a Ns = 8 was sufficient for most applications), for practical purposes a Ns = 10 provides a highly accurate solution; the additional accuracy for Ns > 12 is marginal. Unless otherwise specified, a Ns = 12 is used in the simulations. Table 3 . To minimize the contribution of time-related truncation error to the FD solutions, a very fine time discretization is used, requiring 543 timesteps and 1117 matrix inversions. With an increasingly fine space discretization, the FD solutions approach the 1D solution. The superiority of the 1D is obvious, as it is capable of delivering a more accurate solution with a single (or none at all) algebraic equation (which has to be solved N s times) than a FD scheme which needs to invert 1117 times a matrix of order 111. This reduces the computational effort by orders of magnitude.
In Fig. 7a the 1D method is compared to FD solutions which use increaSingly fine time discretizations. To minimize the effects of space-related truncation errors, a fine space discretization (111 gridblocks) is used. A pattern similar to the one observed in Fig. 7 is evident: with an increasingly fine time discretization, the FD solutions tend towards the analytical and the 1D solutions, further attesting to the power of the method. The 1D solution exhibits a very small deviation from the analytical solution, and is consistently superior to the FD solution. The superiority of 1D persisted even when a very fine time discretization (263 timesteps, and a total of 541 matrix solutions) was used in the FD simulation. The corresponding 1D computational effort to achieve this level of accuracy is essentially trivial: either direct substitution into Eqs. 26 through 29 at the desired time and location, or (in the case of the 2 subdomains of subproblem 1 b) solution of the single point algebraic Eq. 21 Ns times, followed by the direct substitution.
Verification and Test Problem 2. Test Problem 2 involves flow in a heterogeneous one-dimensional system composed of five locally homogeneous subdomains. The fluid properties remain as in Problem 1. There are seven wells in the reservoir. The reservoir geometry, dimensions, and properties, as well as the well rates and the well locations, are presented in Table 4 . A fine spatial discretization was used in the FD simulation because of the number of the wells (7) and the existence of numerous interfaces of different permeability.
The power and flexibility of the 1D method is clearly demonstrated in Fig. 8 , where the variation of the pressure drop (from the initial pressure of 5000) with distance at t = 200 days is illustrated. Using a single timestep, the 1D solution easily captures the sharp peaks (associated with the presence of wells), as well as the abrupt changes in the pressure profile caused by permeability differences at the interfaces of the various subregions. This is achieved by solving a matrix of order 4 (i.e. the number of unknown internal boundaries) Ns times. For the same effect, the FD simulation requires the solution of the coefficient matrix (of order 178) 447 times (213 timesteps), and needs execution times larger by orders of magnitude.
Verification and Test Problem 3. Test Problem 3 involves two-dimensional flow towards a well at the center of a bounded square reservoir with an infinite conductivity vertical fracture at the center of the square. The fluid properties remain as in Test Problem 1. Table 5 presents the reservoir properties and dimenSions, as well as the grid discretization (a total of 960 gridblocks) used in the FD simulations. Fig. 9 shows the reservoir geometry and the domain discretization used in the 1D method, in which two subdomains (defined by the extent of the vertical fracture 'and indicated in the schematic) and a single unknown boundary are involved. The well pressure is maintained at 3000 psi. We used the analytical solution of Gringarten et altO (which predicts the unsteady-state pressure at the well) as a reference.
In Fig. 10 we compare the 1D and analytical solutions at the well at 9 observation times. We let Ns = 12 in the 1D simulations. We observed a pattern similar to the , .
one in Test Problem 1. The two solutions coincided regardless of the magnitude of observation time. This testifies to the power and accuracy of the TO method, and confirms the complete insensitivity of the method to the size of the time increment. Analytical solutions of the pressure distribution in the formation do not exist for this problem. In Fig. 11 we compare the TO solution to 4 FD solutions along the y axis at x = 0.025 ft at t =365 days. We observe the established pattern: with an incr~ing number of t::.t's the FD solutions tend to the 1D solution, and, consequently, the difference between the two solutions decreases. Using a very fine time discretization (79 timesteps, and a total of 231 inversions of a matrix of order 960), the FD yielded a solution within 0.1 psi of the TO solution. The corresponding computational requirements of the ID method were minimal: (1) a single equation (Eq. 66) had to be solved NT = 200 times to provide the U 1 (n), n = 1, ... , NT at the unknown boundary, (2) the process was repeated Ns times, and (3) the solution at the desired locations (Xl, Yl) in the Laplace space was obtained from the accelerated Eq. 76, and (4) the solution at t = 365 days was obtained from Eq. 38.
In Fig. 12 we study the effect of Ns on the performance of ID along the same axis and at the same time by comparing the absolute difference between the TO so- 2. Because TO uses a Laplace transform formulation, it eliminates the need for time discretization and allows an unlimited timestep size without loss of stability or accuracy. By using Finite Cosine Transforms, the method drastically reduces the need for space discretization, requiring only a small number of large subdomains for an accurate solution.
3. The ID method provides semi-analytical solutions in space and time by decomposing the original PDE into a small number of algebraic equations, and equating and solving for conditions at internal boundaries. These solutions are fully differentiable and integrable, allowing the determination of continuous velocity maps and easy mass balance calculations.
4. Three test problems were investigated. With finer . space and time discretizations, the FD solutions tend to \ approach the TO solution. The TO method provides a solution generally more accurate than the FD solution. This was expected because the elimination of the traditional time and space discretizations limit the truncation error.
5. We established that 10 ~ N s ~ 12 is sufficient to provide an extremely accurate solution. Although the accuracy increases with increasing Ns for N s ~ 20, the improvement is insufficient to justify the additional execution time.
6. The TO method may significantly reduce the computer memory requirements because discretization in time is· not needed, and a very coarse grid suffices for the space discretization.
7. Execution times may be substantially reduced because smaller . matrices are inverted in the TO method, and solutions are obtained at the desired points in space and time only, while in standard numerical methods solutions are necessary at all of the points of the discretized time and space domains.
. 
