We propose a novel parametric macromodeling method for systems described by scattering parameters, which depend on multiple design variables such as geometrical layout or substrate features. The new concept of internal nonexpansivity for bounded real systems is introduced. It is used in combination with suitable interpolation schemes to interpolate a set of state-space matrices, and hence poles and residues indirectly, to build accurate parametric macromodels. Stability and passivity are guaranteed by construction over the design space of interest. Pertinent numerical examples validate the proposed parametric macromodeling method.
INTRODUCTION
Efficient design space exploration, design optimization, and sensitivity analysis of electromagnetic (EM) systems call for the development of robust parametric macromodeling techniques. Performing these design activities by means of multiple EM simulations may often be not feasible because of the high computational cost per simulation. Parametric macromodels are able to describe the behavior of EM systems that typically depend on frequency (or time) and several design parameters, such as geometrical or substrate features.
Different parametric macromodeling techniques have been developed over the last years. Both poles and residues are parameterized in some approaches [1, 2] , and this full parameterization allows to model dynamic multivariate data samples. Unfortunately, these techniques are not able to guarantee overall stability and passivity of parametric macromodels. In other formulations, only residues are parameterized [3] [4] [5] [6] ; this reduces the modeling capability compared with other techniques [1, 2] but guarantees the stability and passivity of parametric macromodels. This paper proposes a new parametric macromodeling technique for scattering (S) representations, which indirectly parameterizes poles and residues and is able to guarantee stability and passivity over the entire design space, thereby overcoming the limitations in [1, 2] and [3] [4] [5] [6] . Concerning scattering representations, passivity implies strict stability (all poles have a negative real part) [7] ; therefore, in what follows, we refer to strict stability concerning the concept of stability. Because a direct parameterization of poles and residues is difficult to accomplish, because of their possible highly nonsmooth behavior with respect to design parameters, we opt for an indirect approach that instead parameterizes state-space matrices. The vector fitting (VF) technique [8] is initially used to build a set of univariate frequency-dependent macromodels for different combinations of the design variables, as in [4] [5] [6] . These initial univariate macromodels are called root macromodels. Stability for each root macromodel is enforced by pole flipping [8] , whereas passivity is checked and enforced by means of standard techniques (e.g., [9, 10] ). Next, a conversion from the pole-residue form obtained by means of VF to a barycentric form [2, 11] is implemented for each root macromodel. It avoids the direct fitting of poles and residues, when a set of state-space matrices is interpolated to build a parametric macromodel. Afterwards, a state-space realization is obtained for each stable and passive root macromodel, and the matrix solution of the bounded real lemma linear matrix inequality (LMI) [7, 12] is used to convert each root macromodel from its standard state-space form to an internally nonexpansive realization. The new concept of internally nonexpansive realization is introduced in this paper. It is related to the concept of internal passivity described in [13] . Finally, suitable interpolation schemes are used to parameterize the state-space matrices of the internally nonexpansive realizations while preserving overall stability and passivity. Using an internally nonexpansive realization for each root macromodel allows to interpolate a set of state-space matrices {A, B, C, D}, instead of dealing with descriptor state-space systems where the LMI matrix solution [12] has to be explicitly modeled as a function of design parameters. A similar approach has been proposed in [14, 15] , but some key differences can be pointed out. Concerning the method proposed in [14, 15] ,
• no particular attention is given to the choice of the state-space realization of root macromodels, which has an influence on the accuracy of final parametric macromodels; • a standard LMI formulation is used;
• no proof of the passivity-preserving property is provided;
• an optimization step is used. It can be computationally expensive because matrices with row and column dimensions equal to the length of the state vector are involved in the optimization step; • no explanations are given on how to extend the method to handle more than one design parameter in addition to frequency
The new technique proposed in this paper has some key novelties and advantages with respect to [14, 15] :
• It uses barycentric state-space realizations;
• The new concept of internally nonexpansive realization is introduced in our paper. Using an internally nonexpansive realization for each root macromodel allows to interpolate a set of state-space matrices {A, B, C, D}, instead of dealing with descriptor state-space systems where the LMI matrix solution has to be explicitly modeled as a function of design parameters; • It can be proven to be passivity preserving over the entire design space of interest. Our paper reports the proof of the passivity-preserving property at the end of Section 2.3; • It does not use any optimization step;
• It is applicable to any number of design parameters Some pertinent numerical examples validate the proposed technique and compare it with respect to that in [14, 15] .
PARAMETRIC MACROMODELING
The goal of the present algorithm is to build a parametric representation R(s, g) that accurately models a set of data samples s;
and guarantees stability and passivity over the entire design space. These data samples depend on the complex frequency s = jo and several design vari-
, such as layout features or substrate parameters. A parametric macromodel in the form
is computed by the proposed parametric macromodeling method. The state-space matrices are parameterized by suitable interpolation schemes that are able to guarantee overall stability and passivity.
The design space D(g) is considered as the parameter space P s; g ð Þwithout frequency. The parameter space P s; g ð Þ contains all parameters (s, g). If the parameter space is (M + 1)-dimensional, the design space is M-dimensional. Two data grids are used in the modeling process: an estimation grid and a validation grid. The estimation grid is utilized to build the root macromodels. The validation grid is used to validate the modeling capability of the parametric macromodel in a set of points of the design space previously not used for the construction of the root macromodels. The validation grid is contained in the convex hull of the estimation grid to avoid extrapolation.
Root macromodels
Starting from a set of data samples s;
, a set of frequency-dependent rational macromodels is built for some design space points by means of the VF technique [8] . A pole-flipping scheme is used to enforce stability [8] , whereas passivity assessment and enforcement can be accomplished using the robust standard techniques [9, 10] . The result of this initial procedure is a set of rational univariate macromodels, stable and passive, that we call root macromodels. These are the starting points to build a parametric macromodel. Each root macromodel is related to a generic
in the design space and is converted from the rational pole-residue form
obtained by means of VF, into the barycentric form [2,11]
The fixed barycentric poles a n f g N n¼1 affect the numerical conditioning of the basis functions f n (s) and the conversion from the VF form (2) to the barycentric form (3). The set of rational functions (4) is well conditioned if the basis poles are linearly distributed over the frequency range of interest [8] . A state-space realization [2] is obtained for each root macromodel after the conversion from the VF form (2) to the barycentric form (3)
Note that we avoid the direct fitting of poles and residues when the state-space matrices are interpolated to build a parametric macromodel by selecting the barycentric form (3) for each root macromodel.
Internally nonexpansive realization
Concerning scattering parameters, it is known that, although a passive system is also stable (all poles have a negative real part), the reverse is not necessarily true [7, 16] . For a more detailed discussion on passivity of scattering parameters (e.g., for lossless systems), the reader can refer to [7] . Passivity is crucial when the macromodel is utilized in a circuit simulator (e.g., SPICE [17] ) for transient analysis. The passivity of scattering input-output representations is also called nonexpansivity [18] . After a state-space form (5) is obtained for each stable and passive root macromodel, a conversion from (5) to an internally nonexpansive realization is implemented using the following steps. First, the solution
is obtained. The LMI (6) can be solved via convex optimization [18] because it is a convex formulation. Each matrix P g k is factorized as S T g k S g k by taking S g k as the unique positive square root of
Next, we consider the projected LMI
where the matrix U is given by
After some algebra, we easily find that the projected LMI (7) is equivalent to
The LMI (9) defines the internally nonexpansive format by means of the similarity transform
Hence, in the internally nonexpansive format, the LMI (6) simply becomes
Finally, the set of internally nonexpansive matrices
is interpolated, as explained in Section 2.3, by suitable interpolation schemes, to build parametric macromodels stable and passive over the design space of interest. Another approach, less elegant however than the internally nonexpansive approach, is to convert (5) to the descriptor state-space form
where
for each root macromodel. Then, the set of descriptor state-space matrices
. Note that, LMI (6) is equivalent to the classic
Passivity preserving interpolation
Once a set of internally nonexpansive realizations for the root macromodels is obtained, multivariate interpolation is used to parameterize the corresponding state-space matrices. It is able to guarantee stability and passivity over the entire design space by preserving the negative semidefiniteness of the LMI (11) for all g values. Multivariate interpolation can be realized by means of tensor product [19] or tessellation [20] methods. Tensor product multivariate interpolation methods require the data points distributed on a filled but not necessarily equidistant rectangular grid, whereas tessellation-based multivariate interpolation methods can handle scattered or irregularly distributed data points. Any interpolation scheme based on a class of positive interpolation operators [21] can be used to interpolate
where K 1 represents the number of root macromodels and each interpolation kernel ' k g ð Þ is a scalar function satisfying the following constraints:
A possible choice is to select ' k g ð Þ as in piecewise linear interpolation
0 ; otherwise : (21) The bivariate formulation can easily be generalized to the multivariate case by using multivariate interpolation methods that belong to the general class of positive interpolation operators, for example, the piecewise multilinear and multivariate simplicial methods [22] . Note that the interpolation kernel functions of these methods only depend on the design space grid points, and their computation does not require the solution of a linear system to impose an interpolation constraint. In the case of piecewise multilinear interpolation, each interpolated matrix T g
where each
. . . ; M satisfies constraints (16)- (18) and is selected as in piecewise linear interpolation. Concerning multivariate scattered interpolation, a tessellation-based linear interpolation scheme can be used [6] to build a parametric macromodel. This interpolation method belongs to the class of positive interpolation operators [21] . It is straightforward to prove that, if the matrices e A g k ; e B g k ; e C g k ; e D g k n o are interpolated by the same positive interpolation scheme with interpolation kernel functions that only depend on the design space points, it is equivalent to directly interpolate the LMI (11) with the same interpolation scheme. Because any non-negative linear combination of negative semidefinite real matrices is a negative semidefinite real matrix, the interpolated LMI (11) is always negative semidefinite, thereby guaranteeing stability and passivity of the parametric macromodel over the entire design space. These positive interpolation schemes have been already used in [4] [5] [6] , where a parametric macromodel is built by interpolating a set of root macromodels treated as input-output systems while preserving overall stability and passivity. In the present new parametric macromodeling technique, the interpolation process is applied to the internal state-space matrices of the root macromodels, therefore at a deeper level than in the transfer function-based interpolation approaches [4] [5] [6] . The present method allows to parameterize both poles and residues, hence the modeling capability of the proposed algorithm is increased with respect to [4] [5] [6] , where only residues are parameterized.
NUMERICAL EXAMPLES
The proposed numerical examples were implemented in MATLAB R2009A [23] and were carried out on Windows platform equipped with Intel Core2 Extreme CPU Q9300 2.53 GHz and 4 GB RAM.
Two coupled microstrips with variable spacing
Two coupled microstrips (length L = 2 cm) have been modeled in this example. The cross section is shown in Figure 1 . The conductors have width W = 500 mm, and the dielectric is 800 mm thick. A bivariate macromodel is built as a function of the spacing between the microstrips and the frequency. Their corresponding ranges are shown in Table I . The scattering parameters have been computed by means of a full-wave solver on the basis of the Partial Element Equivalent Circuit method [24] over a grid of 200 Â 15 samples for frequency and spacing, respectively. We have built root macromodels for eight values of the spacing by means of VF, each with an order equal to eight. The validation grid is composed of the remaining seven spacing values. The passivity of each model has been verified by checking the eigenvalues of the Hamiltonian matrix [18] and enforced, if needed. Then, the numerical manipulations described in Section 2 are used to obtain an internally nonexpansive state-space form for each root macromodel. Finally, a bivariate macromodel is obtained by linear interpolation of the corresponding state-space matrices. Figure 2 shows the magnitude of the parametric macromodel of S 11 (s, S). Figure 3 compares S 11 (s, S) and its macromodel for the spacing values S = {1.1, 2, 2.9} mm that have not been used for the generation of the root macromodels. The maximum absolute error over the validation grid for the parametric macromodel of the scattering matrix is bounded by À54 dB. The parametric macromodel captures the behavior of the system very accurately while preserving stability and passivity over the entire design space. Figure 4 shows the distribution of the poles of the parametric macromodel in the s-plane as a function of the spacing S. A bifurcation effect on a couple of poles is visible; two real poles move to each other and become a complex pole pair, causing the derivatives of the corresponding trajectory to be discontinuous. This example shows that the direct parameterization of poles should be avoided because of the possible nonsmooth behavior with respect to design parameters. So far, we have presented the results obtained using the barycentric form (3) for each root macromodel that is confirmed to be able to handle nonsmooth pole trajectories. Instead, if we use the VF form (2) for each root macromodel, the bifurcation effect is not well described as visible in Figure 5 , and the accuracy of the parametric macromodel is damaged as shown in Figure 6 . The maximum absolute error over the validation grid for the parametric macromodel of the scattering matrix is bounded by À15 dB, when the VF form (2) for each root macromodel is used. 
PARAMETRIC MACROMODELING FOR S-PARAMETER DATA
A comparison between the proposed technique and that of [14, 15] has been performed for this example, which has one parameter in addition to frequency. We have assumed that the state-space realization used in [14, 15] is that one of the VF method (Gilbert realization starting from a pole-residue model) because no specific state-space realization is mentioned in [14, 15] and the VF algorithm is used to build the root macromodels. Anyway, we tried the approach in [14, 15] also with the barycentric realization that we discuss and use for our method. On the basis of [14, 15] , the matrices used for optimizations and following congruence transformations have been chosen to be diagonal. The LMI equations have been solved using the CVX package [25, 26] . Table II shows some comparison measures.
The use of a suitable state-space realization for the root macromodels is fundamental for the accuracy of parametric macromodels, and the optimization step proposed in [14, 15] does not lead to improve accuracy but it leads to an increased computational complexity.
Double-folded stub microstrip bandstop filter
The double-folded stub microstrip bandstop filter under study is shown in Figure 7 . The substrate is 0.1270 mm thick with a relative dielectric constant e r = 9.9 and a loss tangent tand = 0.003. The [14, 15] À2 dB 8 min and 39 s Barycentric realization [14, 15] À46 dB 9 min and 34 s parametric macromodel of the scattering matrix is built as a function of the length of each folded segment, the spacing between a folded stub and the main line and the frequency. Their corresponding ranges are shown in Table III . All data are simulated by ADS Momentum (Momentum EEsof EDA, Agilent Technologies, Santa Rosa, CA) over a grid of 151 Â 25 Â 25 samples (freq, L, S).
We have built root macromodels for nine values of the length and ten values of the spacing by means of VF, each with an order equal to nine. The validation grid is composed of the remaining length and spacing values. The passivity of each model has been verified by checking the eigenvalues of the Hamiltonian matrix [18] and enforced, if needed. Then, the numerical manipulations described in Section 2 are used to obtain an internally nonexpansive state-space form for each root macromodel. Finally, a trivariate macromodel is obtained by multilinear interpolation of the corresponding state-space matrices. Figure 8 shows the magnitude of the parametric macromodels of S 11 (s, L, S) and S 21 (s, L, S) for the length values L = {1.97, 2.24} mm. Figures 9 and 10 compare S 11 (s, L, S), S 21 (s, L, S) and their macromodels for the spacing values S = {0.123, 0.175, 0.238} mm and the length value L = 2.09 mm that have not been used for the generation of the root macromodels. The maximum absolute error over the validation grid for the parametric macromodel of the scattering matrix is bounded by À56 dB. The parametric macromodel is able to accurately describe the behavior of the system, whereas stability and passivity are guaranteed over the entire design space. Figure 11 shows the distribution of the poles of the parametric macromodel in the s-plane as a function of the length and spacing (L, S). In this example, no bifurcation effect affects the pole trajectories that are clustered in different parts of the s-plane. Using the VF form (2) or the barycentric form (3) for each root macromodel leads to obtain similar numerical results and accuracy.
No comparison has been performed for this example because the method in [14, 15] is described only for one parameter in addition to frequency and no explanations are given on how to deal with multiple parameters in addition to frequency. 
CONCLUSIONS
We have presented a novel parametric macromodeling method for scattering representations. The new concept of internal nonexpansivity is introduced. Overall stability and passivity are guaranteed by applying positive interpolation schemes on a set of state-space matrices of internally nonexpansive Figure 11 . Model poles as a function of (L, S) (barycentric form (3) for each root macromodel).
realizations while poles and residues are parameterized indirectly. Numerical simulations confirm the capability of the proposed method of accurately describing dynamic EM systems while preserving stability and passivity over the complete design space.
APPENDIX A

Equivalence between LMI formulations
The equivalence between LMI formulations
and
is due to the Schur complement for nonstrict inequalities [18] . Let us consider a real symmetric matrix M that is partitioned as
with Q symmetric and R nonsingular symmetric. The condition
is equivalent to that in [18] R≤ 0; Q À SR À1 S T ≤ 0: (27) With the insertion of the following matrices
in (27), it is easily seen that (23) and (24) are equivalent.
