Abstract. A class of reaction-diffusion systems is investigated. This class is motivated by some diffusive epidemic models, which serve to modelise the spread of Feline Immunodeficiency Virus (FIV) in the cat population, and sexually transmitted diseases. We obtain exponential convergence rates for a system with unbounded time dependent coefficients.
Introduction
We consider the problem u t = d 1 ∆u − r 1 (t)f 1 (u)w We will study global existence, asymptotic behavior and convergence rates for solutions of problem (1) .
If f i (y) = y (i = 1, 2, 3, 4) and γ = η = σ = ρ = 1, then we find the problem studied by Fitzgibbon et al. [2] . This system modelises the circulation of a disease within a population which is confined to a bounded region. More precisely, it describes the spread of Feline Immunodeficiency Virus (FIV) in the cat population or sexually transmitted disease. The entities u, w, v, z represent the susceptible males, infective males, susceptible females and infective females, respectively. See [2] and references therein for further explanations and related problems. In fact, in [2] the authors considered the system with age dependence and arrived at the conclusion that FIV (for the proposed model) is not endemic unless a significant source of new susceptibles is inserted in the system.
The following problem similar (in some sense) to ours was studied in [6] by H. Hoshino:
The author considered the case 1 ≤ n ≤ m and proved exponential convergence of the solution to (S ∞ , 0, R ∞ ) (the equilibrium state) when n = 1 and polynomial convergence when n > 1. The convergence is shown in C
with µ ∈ [0, 2).
In our case, we use ideas from [9 -11] to study convergence rates for solutions of problem (1) . We should mention that global existence and convergence of solutions present no new difficulties with respect to previous results. However, the arguments in [6] leading to exponential decay are no longer valid. [5] ) and generating analytic semigroups {e
Notation and preliminaries
where |Ω| is the volume of Ω.
It is then clear that for p ∈ (1, ∞) the operators A p+ and F p+ generate analytic semigroups {e −tA p+ } t≥0 and {e −tF p+ } t≥0 , respectively. The fractional powers of the above operators are defined in the usual way (see [5] ). In fact, we will need the fractional powers of the operators A p+ , B p , F p+ and G p .
Next, we prepare some lemmas that will be needed in the sequel.
Let λ denote the least positive eigenvalue of the Laplacian with homogeneous Neumann boundary condition and p ∈ (1, ∞). For every
where θ satisfies 
See [7] for the proof of this lemma.
where C is a constant independent of z.
See [9] 
where
is the inverse of H and T 1 > 0 is such that
See [1] for the proof of this lemma.
Existence and asymptotic behavior
In this section we shall state without proofs some results on the existence and asymptotic behavior of solutions of problem (1) . Let us first make the following assumptions: 
and
The local existence and positivity may be proved in a standard manner (see [5: Chapter 3] . The continuation of the solution follows from the uniform a priori boundedness. The boundedness of u and v follow from the maximum principle. As mentioned in [6] we may use the argument by Haraux and Youkana [4] to show that the positive functionals
and 
The proof is similar to that of [6: Theorem 2.2] (combined with the new Lemma 2.5) and is therefore omitted.
Convergence rates
In this section we state and prove our main theorem. Let us set
Observe that m 1 = m 2 − 1 and from assumption (H)/(iv) we have m 2 = max{γ, ρ}. Let q and q * be conjugate exponents, i.e. 
(t → +∞).
Moreover: 
The other cases are treated similarly.
Proof. Let us consider the integral equations associated to (1) 2 and (1) 4
Using Lemma 2.2 we can see that
Multiplying both sides of (4) - (5) by e at and taking into account assumption (H)/(ii) and (3) we find
Let 1 < l < min{γ, η, σ, ρ} = min{η, σ}. We have by Lemma 2.3
Choose θ 1 such that θ 1 γ = l, i.e. θ 1 = l γ . This choice is possible by our assumptions on p and α. Then
Choosing θ 2 such that θ 1 η = l, i.e. θ 2 = l η , we find
In the same fashion we obtain
Using these relations in (6) - (7) it appears that
Let us now set
We see that
Let us estimate the integrals I 1 , I 2 in (8) and I 3 , I 4 in (9) separately.
(i) Suppose that y > 1. Then 1 − 2α > 0, i.e. α < 1 2 . Applying the Cauchy-Schwarz inequality we get 
In the same manner we obtain
(11)
Substituting estimates (10) - (13) into (8) - (9) we find
Summing up (14) and (15) 
Hence
where h(t) = max{g 2 i (t) : i = 1, 2, 3, 4}. From Lemma 2.6 we infer
The first assertion of the theorem follows.
Next, as in [6] , we write u(t) − u ∞ = (Q 0 u(t) − u ∞ ) + Q + u(t) and estimate both terms on the right-hand side separately. Integrating the first equation (1) 
Therefore,
From (3), assumption (H)/(ii) and the previous estimates of w and z it follows that
Here and below C will denote a generic constant which may change from line to line. By the definition of the Euler gamma function it is clear that
for any t ≥ t 1 > 0, provided that 1 + 2(k 1 − γα) > 0 and 1 + 2(k 2 − ηα) > 0. Note that these conditions are satisfied by our assumptions. Concerning Q + u, since we are working away from 0, it is convenient to apply A α p+ Q + to the integral equation
Thus, for t ≥ t 1 > 0 we have from Lemma 2.2 The boundedness of u and assumption (H)/(ii) imply that
dτ .
As k 1 − γα > −1 and k 2 − ηα > −1 (by our assumptions) we may use Lemma 2.5 to get the following: .
(ii) In the case y ≤ 1, the argument is similar to that of the case (i) except we use Hölder's inequality instead of the Cauchy-Schwarz inequality. So, for instance, 
