1 Models of population dynamics generally neglect the presence of males. While this 2 assumption holds under many circumstances, behavioural ecology increasingly tells 3 us that the presence (or absence) of males may have an impact on female fitness, and 4 hence population sizes. Here we ask the question of whether males matter to 5 population dynamics, operationally defined as a dependency of population growth on 6 the relative density of males. We provide simple models, and evaluate the current 7 empirical evidence for them, that illustrate various mechanisms of such male 8 influence: mate searching behavior, male resource use (including effects of sexual 9 dimorphism), sexual harassment and sexual segregation. In each case, theory predicts 10 that males can have an effect on population densities, and in some extreme cases a 11 positive feedback between an increasingly male-biased sex ratio and the effects on 12 female harassment may theoretically even bring about population extinction. The 13 results of this study, and the literature reviewed, show that the males can have a 14 substantial effect on population dynamics, particularly so when human influences 15 result in biased sex ratios. 16
Introduction

1
The majority of population dynamical models only view the population from the 2 female point of view (Caswell 2001 ). This assumption makes life rather simple, and 3 allows for mathematical tractability in more complicated models of populations (May 4 1976 ). The logic behind the assumption is that males will be born and die at the same 5 rate as females. This means that the sex ratio is always even, and the female density 6 therefore constitutes half of the total population density. 7
The assumptions used in single-sex models hold under limited conditions, where 8 models assume that male availability does not limit female reproduction, the sex-ratio 9 is even, and male life history does not differ from that of females (Caswell and It is now increasing recognised that the presence and behaviour of males may matter 19 to population processes. Even in a 'null model' in which males do not impact female 20 fitness directly, if male and female numbers contribute equally to density-dependence 21 removing males will increase the population density as there will be more room for 22 females (e.g. Clutton-Brock et al. 2002) . Table 1 details other ways in which males 23 density dependent death rates of males and females are written as g M and g F , 1
respectively. Birth will depend on the primary sex ratio r, the maximum birth rate of a 2 fully fertilised female b, weighted by the probability that a given female will be 3 fertilised. The general dynamics of males and females is therefore 4 ( ) where birth depends, most importantly, on the number of females and the fertilisation 6 probability f(F,M), but will also be affected by the number of males M and thus by the 7 primary sex ratio r. Density dependent death is given by the function ( )
where i represents the mortality of either males (M) or females (F), and will depend 9 on the total number of individuals in the population, i.e. both F and M. 10 Assuming that males and females consume identical amounts of resources, we can 11 write the death rate as a function of the sum M+F. The simplest function is of the 12 form ( ) ( ) If there are costs of mating, these will depend not only on the sex ratio and density of 1 individuals, but will be inextricably linked to the mating system; if matings impose 2 costs on females, those mating with only one male should suffer less than multiply 3 mating females. 4 We therefore extend the simple model above to account for male harassment. The 5 same assumptions about both males and females apply as above. However, now we 6 introduce the function h to describe additional female mortality due to male 7 harassment. The dynamics are now described by the following equations: 8 ( )
Equations 2a and 2b describe the dynamics of both males and females, respectively. 11
The first expressions deal with birth, and the latter deal with death, in a manner 12 similar to equation (1) . In this model we are interested in how the mating rate affects 13 female survival, and so we must take into account the fact that an increasing mating 14 rate has a negative impact on survival. The per capita mortality h due to harassment 15 of females is determined by the density of males and females, and we provide an 16 example that makes use of the following function: 17
Here k scales the intensity of harassment. One could envisage that the harassmentexperienced by females depends either on the sex ratio or, alternatively, more directly 1 on male density irrespective of the number of males per female. To be able to model 2 either extreme as well as intermediate cases, we include the parameter α that 3 measures the extent to which the mating system depends on either sex ratio or male 4 density (α = 0 denotes a sex-ratio determined mating system, and α = 1 denotes a 5 mating system determined by male density). The parameter γ determines how strongly 6 harassment depends on either of the factors mentioned above. When γ = 0, then 7 harassment occurs independently of either the proportion or number of males in the 8 population. 9
The model can be investigated for varying levels of male mortality M ( Figure 2 ). As 10 male mortality decreases, the population becomes more male-biased, and there is an 11 increase in female mortality which causes the overall population size to decline 12 ( Figure 2a) . The model described here incorporates a positive feedback between male 13 density and population density (Crespi 2004); the more males there are in the 14 population, the more females will suffer from harassment females. This reduces the 15 number of females in the population relative to males, which increases the level of 16 harassment, and the process may continue until population persistence is threatened. 17
The final outcome depends on the mating system (Figure 2a ). Catastrophic outcomes 18 can occur if the mating system is influenced more strongly by the proportion of males 19 in the population, rather than absolute density. This results in the complete extinction 20 of the population, where harassment drives reaches disproportionate levels where the 21 population can no longer be sustained (Figure 2a, III) . This is in stark contrast to the 22 somewhat unrealistic case where the level of harassment is independent of the 23 proportion or density of males ( = 0, Figure 2a, I ). In this case the population densityremains unchanged regardless of the density of males; in such a case an asexual 1 approximation would be appropriate. 2
As discussed above, our model shows that the results of harassment should depend 3 very much on the extent to which the mating rate depends on the sex ratio or 4 population density. This has long been realised in behavioural ecology, and several 5 studies of sexual conflict have manipulated male harassment by simply altering the 6 sex ratio (e.g. Holland and Rice 1999, Wigby and Chapman 2004) . Obviously, 7 manipulating the mating rate is one way in which females can reduce the impact of 8 male harassment (Arnqvist and Nilsson 2000) , and in systems in which sexual conflict 9 is prevalent, an increase in the mating rate will impose more costs on the females, 10 subsequently reducing population density. If costs increase with mating rate, females The extent to which sexual conflict affects population processes is still in its infancy. The prevalence of sexual conflict in the animal kingdom leads to the inevitable 8 question of how male harassment can persist, given that it has the potential to impose 9 extreme costs on the population. Population ecology itself may offer one explanation. between population processes and behaviour may be an important factor influencing 19 the behaviour, and further study is much needed. 20
Mating with many partners inevitably increases the risk of contracting sexually 21 transmitted diseases (STDs), a factor which can be seen as having the same effect as 22 male harassment when it reduces female lifespan or fecundity. The model presented 23 above can also be interpreted in terms of the risk to a female of contracting a sexuallytransmitted disease, where a higher mating rate will lead to more individuals 1 becoming infected with STDs, and thus a lower population density. Sexually 2 transmitted diseases are often expected to be more prevalent in females than in males, 3 mainly due to the variance in male reproductive success that leaves some males 4 without a chance to mate (Thrall et al. 2000) . The sex of a host can also make a 5 difference to the transmission of parasites, thus male behaviour can also matter in the 6 spread of disease in general and not just in the context of STDs (Skorping and Jensen 7 2004). 8
Infanticide 9
Another way in which male behaviour may negatively affect female fitness is 10 infanticide. In the above examples we have seen that removing males can, under some 11 circumstances, lead to higher population densities through freeing resources and 12 Infanticide, in combination with the possibility of sperm limitation, could exacerbate 17 the effects of selectively hunting males, as fecundity is reduced both by decreasing the 18 probability that a female is fertilized and an increased likelihood of infanticide. In the 19 barn swallow, Hirundo rustica, for example, male quality was negatively associated 20 with the degree of infanticide in the population due to the ability of males to defend 21 nests against infanticidal males (Møller 2004 ). However, the same study also found 22 that, at lower population densities, infanticide was less prevalent, most like due to a 23 relatively higher proportion of males that are able to find a mate (Møller 2004 ). Sucha density-dependent effect could potentially reduce the risk that infanticide poses to 1 the population by reducing its prevalence as the population approaches low density 2
(see also Kokko and Rankin 2006). 3
Not all males are nasty 4
As a caveat, it should be noted that males can also influence female fitness in a 5 positive way, by providing direct benefits for females they mate with (Møller and 6 Jennions 2001). In this paper we have contrasted the fundamental reason why females 7 require males, i.e. their fertilization ability, with several potential negative effects that 8 males can have on female fitness. 9
In species with biparental care (Trivers 1972) , removing the social mate can have 10 particularly negative impacts, as the social mate is probably the only male willing to 11 provide paternal care, and he may also defend the female against other male intruders 12 2b ). In such a case, we find that density 9 increases with the proportion of males, and again this depends on whether the mating 10 rate is based on the sex ratio or the absolute density of males. Interestingly, after a 11 certain amount of male mortality, male deaths no longer have a discernable influence 12 on the absolute density, suggesting that the effects of direct benefits are mostly 13 important when there are very many males in the population (figure 2b). 14 Sexual dimorphism and resource use 15 In Figures 1 and 2 , we assumed a simple form of density dependence in which males 16 and females had equal effects on the carrying capacity: adding one individual of either 17 sex diminishes resource availability equally between both sexes. However, sexual 18 selection often leads to size dimorphism (Fairbairn 1997 
If sexes do not differ in their mortalities, we predict that high values of diminish 12 equilibrium population sizes: male-biased sexual size dimorphism has a negative 13 effect on populations (Figure 3a) . However, large body size often also means higher 14 mortality under resource limitation. Males that allocate disproportionately to 15 ornaments or weapons, are larger, or behave more aggressively than females put any effect of a difference in resource consumption may be buffered by males dyingoff at a larger rate than females at higher densities (Figure 3b) . 1 Kokko & Brooks (2003) showed in a similar model that increased male vulnerability 2 can increase population sizes when males consume a larger proportion of resources 3 than females. This will compensate for their negative effect on population growth, and 4 may even mean that strong male-biased SSD increases equilibrium population sizes 5 compared with a one-sex model (Figure 3b ). The equivalent effects happen with 6 female-biased SSD, but as a mirror image: if large females die at high density due to 7 their high energy requirements, the resulting male-biased populations do not allow 8 high population growth, and the population will equilibrate sooner (i.e. at lower 9 density). between sex-ratio and population density was observed, and it was found that males 16 were smaller when sex-ratios were more female biased (Solberg and Saether 1994) . 17 Other taxa appear to have attracted less interest in this respect, but given the ubiquity 18 of SSD, resource use should provide ample opportunities for study. For example, an 19 interesting case is provided by hermit crabs Diogenes nitidimanus that rely on sand 20 snail shells (Umbonium moniliferum) for shelter (Asakura 1995) . Male crabs are 21 larger than females, and appear to be less discriminating in their shell use. Males also 22 seem to be stronger intraspecific competitors for vacant shells than females, which 23 may restrict female growth as shell-limited individuals restrain growth until a larger 1 shell is available. Males, however, also have higher mortality, which may indicate 2 greater sensitivity to shell-limitation stress, and the natural populations are 3 consequently female-biased (Asakura 1995 
Female traits as correlated responses to selection on males 9
Sexually selected traits are characteristics that improve the access to reproductive 10 partners. Unless both sexes suffer from limited access to mates (e.g. due to low 11 mobility), such selective pressures should be felt by one sex only. However, perfect where bill shape and length differ widely between the sexes, the female's bill being 19 long and curved, the male's strong and short. This does not necessarily mean that the 20 feeding niches evolved to be separate, however: it has been hypothesized that the bird 21 foraged in pairs, the male breaking up rotting tree trunks and the female gaining 22 access to insect prey using the thin curved bill. 'activity budget' hypotheses mostly discussed in the ungulate literature. 3 A likely determinant of sexual segregation is that males (particularly when they are 4 the larger sex) are also behaviourally dominant, and drive females into using poorer 5 microhabitats. Good evidence for this exists e.g. in wintering migratory birds: stable 6 isotope studies have revealed that male American redstarts Setophaga ruticilla occupy 7 the best (mangrove) habitat, forcing females and juveniles to over-winter in sites 8 (inland scrub) that do not allow for good performance (Marra 2000 ). An experiment 9 that removed old, dominant males led to females and juveniles upgrading to 10 mangrove. These birds maintained body mass from winter to spring, departed earlier 11 on spring migration, and returned at a higher rate in the following winter (Studds and 12 being the more vulnerable sex in the presence of predators, avoid these dangerous 7 areas, which highlights the complexity of ways in which sexual dimorphism can 8 impact female fitness. 9
Sexual segregation may diminish the effect of males on population densities, as 10 resource partitioning means that males and females will not be in direct competition 11 for resources. However, this conclusion is reversed if segregation occurs as a result of 12 dominant males who prevent females from using preferred resources. Ours is not 13 meant to be an exhaustive list of sexual segregation and the associated differences in 14 habitat or resource use, but it highlights the various possibilities how intraspecific 15 competition can alter the resources available to female reproduction. Insofar this 16 means poorer resources for females, the effect of males is likely to be negative; if this 17 leads to higher mortality of females too, the effect might be amplified, as females then 18 have to compete for resources in a male-biased population. 19
Discussion
20
We have shown that males can have a diverse range of effects on models of 21 population density: resource use alone predicts that the relative density of males will 22 often influence population growth, and there are several other mechanisms that imply 23 that "males matter". The direction of the change depends on the behaviour of the 1 sexes, and the extent to which each sex contributes to density-dependent processes. One-sex models of population dynamics are highly competent at describing 3 population dynamics. Based on our simple models and the view from the literature, 4
we can expect surprising deviations from the predicted if male dependence of 5 population dynamics has not been incorporated in the dynamical explanation. 6
Empirically derived graphs depicting changes in population growth (or more 7 explicitly still, changes in the numbers of females and males separately) at various 8 male and female densities would be a welcome sight in the literature. 9
Future directions 10
Very few studies have actively looked at how the adult sex ratio has had an impact on 11 population size, and the examples covered in this paper show that removing males can 12 range from having no effect (e. What should be clear from our paper is that, with the exception of studies on 17 ungulates, the vast majority of situations in which males might "matter" have been 18 studied by their influence on individual female fitness rather than population-wide 19 reproductive output. The strength of density-dependence in birth and death rates is 20 likely to affect the extent to which higher female productivity will increase population 21 density. As a result, rather than just looking at per female productivity, we strongly 22 advocate investigating the role of males on population dynamics in a population 23 setting. 24
Model limitations 1
The models presented in the chapters are illustrative, but certainly simplistic. This 2 reflects the lack of two-sex models describing how different aspects of male 3 behaviour can influence population densities. There have been a number of two-sex 4 models of population dynamics, but these have generally focused on the specific 5 and the mixed results on stability make sense in the light of our current results: we 10 generally find that various aspects of male behaviour can either promote or hinder 11 population growth, thus future models should be explicit about considering a wide 12 enough range of processes if they are to make general conclusions. 13
Our study concentrated on direct costs and benefits provided by males. 14 Recombination is known to have many benefits for the population, and has been used All models are always approximations (Levins 1966) and ecology and evolution has 2 certainly progressed substantially with single-sex models. However, with our 3 increasing understanding of the effects that individual behaviour has on population 4 dynamics (Sutherland 1996) and the pressing need to be able to adequately predict 5 how populations will respond to anthropogenic change, it is increasingly necessary to 6 consider that males male also have an important role in population processes. This is 7 particularly important if populations exist at sex ratios or densities that have not been 8 frequently encountered in the evolutionary past. Whether planning actions of 9 conservation management or pest control, one should not forget the potential of males 10 in influencing the dynamics of those populations. We thus encourage more systematic 11 study to the effects that males have on population dynamics. 12
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