For instance, the polymerized phase (infinite polymerization index) is dilute (zero density of chemical bonds).
I. INTRODUCTION The equilibrium polymerization process in a grandcanonical ensemble of self-avoiding walks is solved exactly on an extremely inhomogeneous lattice, the diamond hierarchical lattice. Previous exact solutions of the polymerization process were obtained for the one-dimensional and for the Bethe lattices' and for the equivalentneighbor lattice.
Unlike these and Bravais lattices, where all vertices are equivalent to each other, the vertices of the diamond hierarchical lattice can be classified in an infinity of equivalence classes, with each class containing a vanishingly small fraction of all vertices.
Hierarchical lattices are in general inhomogeneous, and this feature makes them crude models for disordered systems. Hierarchical structures have been used to model the dynamics of glassy materials, spin glasses in equilibrium, and the backbone of the percolating cluster. It is our hope that this study will provide insights into a subject of considerable current interest: polymers in an inhomogeneous medium (such as the percolating cluster).
The recursion equations which exactly solve a statistical model on the diamond hierarchical lattice constitute the Migdal-Kadanoff renormalization-group approximation for the same model defined now on a twodimensional (2D) Bravais lattice, as first observed by Berker and Ostlund. ' The drastic geometric differences between hierarchical and Bravais lattices cause important differences" in the thermodynamics of a given model when defined on these lattices. Other features, however, do not differ qualitatively.
For example, the phase diagram for the polymerization problem on the diamond hierarchical lattice is the same as the expected phase diagram for regular lattices. We develop in this paper a computational framework for quantities such as the number of polymers, length of polymers, and their fluctuations, which can be used in the whole parameter space. By contrast, previous studies, such as e expansion, ' scaling theory, ' and conformal invariance for two dimensions' have focused on the thermodynamic behavior in the vicinity of the polymerization critical point.
The diamond hierarchical lattice can accommodate no Hamilton walk (a self-avoiding walk covering a unit fraction of all vertices). In fact, the longest single selfavoiding walk occupies a vanishingly small fraction of all vertices in the thermodynamic limit. The maximum coverage (largest possible fraction of vertices on polymers) is achieved only with a nonzero density of polymers (macroscopically large numbers of polymers). The polyrnerization index (average number of bonds per polymer) lies in this case between 2 and 4; i.e. , the maximum coverage is achieved mainly with small polymers. These features, unexpected from our experience with homogeneous lattices, which can accommodate Hamilton walks, are rooted in the geometry of the diamond hierarchical lattice. For the latter lattice all long self-avoiding paths are funneled through some high-coordinated vertices whose occupation by a polymer blocks all other paths through these vertices. We expect this bottleneck effect to also hold on the hierarchical lattice which serves as a model for the percolating backbone. In the polymerized phase the polymerization index (average size of a polymer), as expected, is infinite. However, unlike expectations based on homogeneous lattices such as the one-dimensional (1D) and the equivalent-neighbor lattices, the bond density is zero in the thermodynamic limit.
Close to the critical polymerization point, the critical amplitude of the singular part of the free energy is equal to a constant plus an oscillatory contribution. Such oscillations are rooted in the self-similar character of the lattice, and have been studied before for other models. ' Unlike those previous studies we find the osci11ations to To obtain the recursion equations for the diamond hierarchical lattice we have to square Eq. (13) .01
where Jc = -, '. We estimate n from Eqs. (21) and (22):
Since, for the first n iterations A = 1, see Eq. (14), 
