It can be viewed as heat flow with unit heat capacity and conductivity (1+ |{u| 2 ) &1Â2 ; u is the temperature and f is the heat source. In the study of evolution equations, the term``local'' refers to the existence of the solution on some finite interval to the right of t=0. The solution is said to blow up in finite time if the maximal interval of existence is bounded; this happens if the solution or some of its derivatives becomes unbounded in some norm. The term``global'' means that the solution exists on any finite time interval.
Blow-up of solutions of reaction-diffusion equations has been the object of continued investigation over the past two decades [BBE, DK, FKL, article no. DE973289 FM, GK, La, Le, LLM, Me, MM] . In particular there has been a great deal of attention focused on the nonlinear heat equations of semilinear type [BBE, FM, GK, La, Me, W] . Sufficient conditions for the solution to blow up in finite time, the profile near blow-up time, and the structure of the blow-up set have been fairly well understood.
For the more general nonlinear parabolic equations, the boundedness of the solutions to equations like u t &2(|u| m&1 u)=|u| p&1 u
has been studied by a number of authors [Fl, Gg, NST] . The blow-up of solutions to quasilinear parabolic equations has received increasingly attention in recent years. However so far there are only limited treatments in the literature. In [LT] Lichnewsky and Temam considered (0.1) (0.3) without source term f. Through a regularization to mean curvature operator, the authors established the existence of generalized solutions of (0.1) (0.3). They also studied the asymptotic behavior as t Ä of such solutions in connection with a nonparametric Plateau problem. Marcellini and Miller [MM] investigated (0.1), where f is a function of x only. They illustrated an interesting phenomenon in which the solution may develop a``rising elliptic cap'' on a geometrically identifiable set. The characterization of such a set in a special case where f is constant induces an isoperimetric problem. This isoperimetric problem also arises in the context of elastic failure under pressure [K, Ln, St] . In [LLM] the authors studied (0.1) with f (x, u)= u p . They classified the critical exponent for p for the solution to blow up in finite time.
For the time-independent solutions of (0.1), there is a sizable literature [APS, C, CZ, Gi, KS, NS, PS, S] on the study of surfaces of prescribed mean curvature. The simplest case is the minimal surface problem. Also, a great deal of attention has been focused on the analysis of capillary surfaces [Fi] . In that context, the singular solutions [CF] are of particular interest.
In this paper, we study the solutions of (0.1) (0.3), where 0 is a bounded convex domain. Under certain assumptions, it will be shown that the solution exists for all time. However in case of one spatial variable, we obtain an interesting result that the gradient of the solution tends to infinity as time goes to infinity, even though the L -norm of the solution may remain uniformly bounded. This phenomenon is in contrast with the well-known estimates of C 1 -norm in terms of L -norm for semilinear equations. The global existence of the solution to (0.1) (0.3) will be proved in Section 1. The conditions for the function f for the solution to blow up will be detailed in Sections 2 4. The solutions considered here are not necessary to be of one sign.
THE GLOBAL EXISTENCE OF THE SOLUTION
Let 0 be a bounded convex open set with smooth boundary 0. Let Q T =0_(0, T ) and Q=0_(0, ). Following the notation of [LSU] , for a given positive number l, we denote by H l (0 ) and H l, lÂ2 (Q T ) the standard Ho lder spaces in 0 and Q T , respectively.
It is assumed that 0 is of class H 2+: , 0<:<1, and there is a function : 0 _[0, ) Ä R such that (x, t)= (x) if t=0 and (x, t)=0 if x # 0. Furthermore and f satisfy the following conditions:
( 1) (x, t) # H 2+:, 1+:Â2 (Q T ) for every T>0 and satisfies
Theorem 1. If ( 1) and ( f 1) are satisfied, then for any T>0, there is a unique solution u(x, t) to problem (0.1) (0.3). Moreover u # H 2+:, 1+:Â2
Theorem 1 follows from an application of Leray Schauder fixed point theorem. It requires some a priori estimates stated as follows.
Lemma 1. There are continuous functions C 1 (t) and C 2 (t) such that if u(x, t) is a solution of (0.1) (0.3) then
where & is the unit outer normal vector to 0.
The proof of Lemma 1 essentially follows from the maximum principle (see e.g., [F, PW] ). For convenience in later use, we state two propositions which are immediate consequences of the maximum principle. Let
Assume that there are
Then u 0 on Q T . Moreover, either u>0 on Q T or u#0.
Then u v on 0 T .
The proofs of Propositions 1 and 2 can be found in [P, F] .
Proof of Lemma 1. Let x^be an arbitrary point on 0. Since 0 is convex, there is a hyperplane P tangent to 0 at x^. We may assume, without loss of generality, that x^is the origin, P=[(x 1 , x 2 , ...,
, where k is a positive number. Pick k=k(x^) large enough so that
Moreover, for x # 0 and t 0, it is clear that v(x, t) 0=u(x, t).
It follows from Proposition 2 that
Then (1.2) follows by letting
Proof of Theorem 1. Let T be any fixed positive number. By Theorem 3.1 of [E] and Lemma 1, there is a positive number M=M(T) such that
if u # H 2+:, 1+:Â2 (Q T ) and satisfies (0.1) (0.3). Consequently, as far as the solution u is concerned, (1.7) indicates that (0.1) can be viewed as a uniformly parabolic equation. With a slight modification, the argument used to prove [LSU, Chapter 5, Theorem 6 .1] applies here as well.
BLOW-UP OF POSITIVE SOLUTIONS
We now investigate the asymptotic behavior of the solution u(x, t ; ) to problem (0.1) (0.3) in the case of one spatial variable
The dynamical system generated by (2.1) (2.3) has a Liapunov function
where
Indeed, multiplying (2.1) by u t and integrating by parts yield
For the semilinear parabolic problem
Matano [M1] proved that if a(x)>0 and
then w(x, t) must approach as t Ä to an equilibrium of (2.7) and (2.8). However, the situation is more delicate in dealing with non-uniformly parabolic problem like (0.1). Indeed, for the solution u(x, t, ) of (2.1) (2.3), we are going to show a phenomenon of blow-up at infinite time.
We now give a sufficient condition for the solution to blow up at infinite time:
( f 2) There are ;>0, *>0 and an odd function f (`) such that
Note that the number * in ( f 2) will be specified later. Let + k =(k?Â2b) 2 , which is the k th eigenvalue of
The arguments used below require more regularity on u at some points. This can be achieved by assuming additional regularity on and f (see e.g., [F] Chapter 3). When it is necessary in what follows, additional regularity will be assumed without further comment.
Theorem 2. In addition to ( 1) and ( f 1), assume that f Â x=0 and ( f 2) is satisfied, where *=+ 1 . Suppose 0 and 0. If u(x, t, ) is the solution of (2.1) (2.3), then there is a sequence [(x m , t m )]/Q such that lim m Ä t m = and
(2.11) Remark 1. As a more concrete example which satisfies ( f 2), one can take To prove the theorem, we need to study the equilibria of (2.1), (2.2). We are led to consider the boundary value problem 13) where the prime denotes differentiation with respect to x.
Theorem 3. Suppose f Â x=0 and ( f 1), ( f 2) are satisfied where *=+ 1 . Then there is no function v which is positive on (&b, b) and satisfies (2.12) and (2.13).
Proof of Theorem 2. We argue indirectly. Suppose (2.11) is false. Then there is a constant K 1 such that
(2.14)
This implies that Combining (2.14) with (2.17), we deduce from (2.4) that [E[u(x, t) ]] t 0 is bounded. Since 18) it follows that
Therefore, there is a sequence t l Ä such that
We know from (2.1) that
This together with (2.14), (2.17), and (2.20) yields 
It follows from standard regularity argument that v # C 2 [&b, b] and satisfies (2.12) and (2.13). By the basic existence and uniqueness theorem for the initial value problem, all zeros of v are simple zeros unless v#0. Since 0 and 0, it follows from the maximum principle that u(x, t)>0 if t>0 and x # (&b, b). Furthermore, we know that u x (&b, t)>0 and u x (b, t)<0. For t 0 >0, if = is sufficiently small then
Let q(x, t)== cos(?xÂ2b), where = # (0, ;). Then it follows from ( f 2) that
(2.27) Applying Proposition 2 yields u(x, t+t 0 ) q(x, t)== cos(?xÂ2b) for all t>0. Consequently v must be positive on (&b, b) . This is contrary to Theorem 3 and thus completes the proof.
Proof of Theorem 3. We argue by contradiction. Suppose there is a function v, which is positive on (&b, b) and satisfies (2.12) and (2.13). Let
Since f Â x=0, it follows from (2.12) that
This together with v(b)=0 yields
and consequently
Then it follows from ( f 2) again that f(x, v(x))>0 for x # (&b, b). This together with (2.12) yields
for x # (&b, b). Moreover, it is easy to check that v(&x)=v(x) and v$(x){0 if x{0. Consequently we see from (2.12) that inequality (2.33) is strict on (&b, 0) _ (0, b). Let ' 1 (x)=; cos(?xÂ2b), which is an eigenfunction corresponding to + 1 . Since ' 1 (0)=;>v(0) and ' 1 >v on (b 1 , b 2 ) . Moreover, we know from ( f 2) that 
Since ; ' 1 (x)>v(x)>0 for x # (b 1 , b 2 ), it follows from ( f 2) that the right hand side of (2.35) is non-positive. On the other hand, we know that
Hence the left hand side of (2.35) is nonnegative. We thus obtain a contradiction which completes the proof.
Although we have proved (2.11), &u& L (Q) may remain bounded.
Theorem 4. Suppose that there is a ; >; such that f (x, ; )<0 for
Remark 2. Example (ii) mentioned in Remark 1 satisfies the hypothesis of Theorem 4.
Proof. Suppose &u& L (Q) >; . Then there is tÃ # (0, ) and xÄ # (&b, b) such that u(xÄ , tÃ )=; and u(x, t)<; if (x, t) # [&b, b]_[0, tÃ ). It follows that u t (xÄ , tÃ ) 0, u xx (xÄ , tÃ ) 0 and f(x, u(xÄ , tÃ ))<0. This is impossible since
Thus (2.36) must be valid.
BLOW-UP SET OF POSITIVE SOLUTIONS
In this section we investigate the blow-up set of positive solutions of (2.1). Let f be defined as in ( f 2) and * = f $(0). Let h(`)=* `& f (`). Assume that (h1) h$ is nondecreasing and
It will be shown that, for any initial data 0 and 0, the end points of the interval [&b, b] are blow-up points. The proof of Theorem 5 will be based on comparison arguments. In the first step of the proof, we study (2.1) (2.3) in the case f (x, y)= f ( y). The solution of (2.1) (2.3) in this case will be denoted by u(x, t, , f ). We have the following proposition which will be used to prove Theorem 5.
Proposition 3. Assume that (h1) is satisfied. If =>0 and (x)= = cos(?xÂ2b), then for any fixed t>0,
and u x (x, t, , f ) is a strictly decreasing function of x. For 0 and 0, it follows from the maximum principle that u(x, t, , f )>0 if t>0 and x # (&b, b). Moreover, we know that u x (&b, t, , f )>0 and u x (b, t, , f )<0. For t 0 >0, if = is sufficiently small then
It follows from Proposition 2 and (2.27) that
Using (3.6) and repeating the above argument, we get
for all t 1 t 0 and t>0. Hence, for all t 1 t 0 ,
This together with (3.5) shows that (3.1) holds in case f (x,`)= f (`). If f (x,`) f (`) and u(x, t, , f ) is the solution of (2.1) (2.3), then it follows from Proposition 2 that
for all x and t. This completes the proof.
Proof of Proposition 3. For simplicity in notation, we suppress the dependence of and f from u. For fixed T>0 and z # (&b, 0), let
In 1(z), set uÄ (x, t)=u(2z&x, t) and |(x, t, z)=uÄ (x, t)&u(x, t).
Let g(s)=(sÂ-1+s
2 ). Define
and
Then | satisfies
On the parabolic boundary of 1(z), it is clear that
Indeed, (3.8) follows from u(x, t)>0 if x # (&b, b). Since g is of C and h is of C 1 , it follows that a 1 , a 2 and a 3 are bounded functions on 1(z). Applying Proposition 1, we infer that
|>0
on 1(z) (3.10) if z # (&b, 0). Since |(x, t, z)>0 for (x, t) # 1(z) and |(z, t, z)=0, applying the Hopf maximum principle at the boundary, x=z, of 1(z) yields 0>| x (z, t, z)=&2u x (z, t) for every z<0.
(3.11) By (3.10) we know that u(x, t)<u(2z&x, t) if z # (&b, 0). Letting z Ä 0, we conclude by continuity that
Replacing x by &x, we obtain the reversed inequality. Therefore (3.2) holds and u x (0, t)=0.
Having shown that u x (x, t)>0 if x # [&b, 0), we next prove that u xx (x, t)<0 if x # (&b, 0). Define u~(x, t)=u (x&b, t) if 0 x b (3.12) and u~(x, t)=&u~(&x, t) if &b x<0.
(3.13)
It is easy to check that u~satisfies (2.1) and u~#
(3.14)
Then v satisfies
Then . satisfies
. t &b 1 (x, t) . xx &b 2 (x, t) . x &b 3 (x, t) .=(h$(u~)&h$(u^))v, where
For &b<x<z<0, since u(x, t)=u(&x, t) and h$ is nondecreasing, it is easy to check that h$(u~(x, t))&h$(u^(x, t)) 0.
This together with v(x, t) 0 implies that
Then we may apply the maximum principle and proceed as above to conclude that .(z, t, z)=0 and .(x, t, z)>0 if (x, t) # 1(z). Invoking the Hopf maximum principle yields 0>. x (z, t, z)=&2v x (z, t) for every z # (&b, 0).
Then for z # (&b, 0), since x # (&b, 0) if x=&z&b, it follows from (3.12) (3.14) that
This together with (3.2) completes the proof of (3.3).
The understanding of blow-up set also yields an advance of our blow-up results as follows. For a<b, let +^1=(?Â(a+b)) 2 , which is the first eigenvalue of &+"=+', &b<x<a, (3.15)
Instead of ( f 2) and ( f 3), it is assumed that f and f satisfy the following conditions.
( f 4) There is a ;>0 such that
Theorem 6. Assume that ( 1), (h1), ( f 1), ( f 4) and ( f 5) are satisfied. Suppose 0 and 0. If u(x, t, , f ) is a solution of (2.1) (2.3), then for any M>0 there is a T=T(M) such that
Proof. Let w(x, t) be the solution of
where =>0 and '^is a eigenfunction corresponding to +^1 . Since 0 and 0, by the maximum principle there is a t 0 >0 such that if = is sufficiently small then u(x, t 0 , , f ) w(x, 0).
It follows from Proposition 2 that
u(x, t 0 +t, , f ) w(x, t) for all t>0 and x # [&b, a]. Then (3.17) follows from Theorem 5 and u x (x, t 0 +t, , f ) w x (x, t).
BLOW-UP RESULTS FOR SOLUTIONS WHICH ARE NOT OF ONE-SIGN
For (x) 0, we define Z[ ] to be the supremum over all j such that there exists &b<x 1 <x 2 < } } } <x j <b with (4.1)
To show Theorem 7, we first prove a nonexistence result for the equilibria of (2.1), (2.2).
Theorem 8. Assume that fÂ x=0 and f (x, &`)=&f (x,`). Suppose ( f 2) is satisfied where *=+ k . Then there is no function v which satisfies (2.12) and (2.13) and has less than k&1 zeros in (&b, b).
Proof. Suppose that v satisfies (2.12), (2.13) and has j zeros at Proof of Theorem 7. Suppose (4.1) is false. Then the arguments used to prove Theorem 2 imply that there is a function v which satisfies (2.12) and (2.13). It is known (e.g., [A] , [M2] ) that, for each t>0, the zero set of u( } , t) is a discrete set and Z[u( }, t)] is a nonincreasing function of t. Since Z[ ] k, we conclude that u( }, t) has at most k&1 zeros in (&b, b) for all t>0. This together with (2.24) implies that either v#0 or v has at most k&1 zeros in (&b, b). Suppose v#0. Since 0, invoking (2.6) yields
which is absurd. The later case is also not possible since it is contrary to Theorem 8. Thus the proof is complete.
With the aid of Theorem 5, the following result can be obtained by the same proof as above. Proof. By the uniqueness of the solution of (2.1) (2.3), we know that u(&b+(2blÂ( j+1)), t, )=0 for all t>0, where l=0, 1, ..., j+1. Then (4.5) easily follows from Theorem 5.
