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ABSTRACT 
 The project objective is to improve clinical assessment and diagnosis of the voice 
disorder, vocal hyperfunction (VH). VH is a condition characterized by excessive 
laryngeal and paralaryngeal tension, and is assumed to be the underlying cause of the 
majority of voice disorders. Current clinical assessment of VH is subjective and 
demonstrates poor inter-rater reliability. Recent work indicates that a new acoustic 
measure, relative fundamental frequency (RFF) is sensitive to the maladaptive functional 
behaviors associated with VH and can potentially be used to objectively characterize VH.  
 Here, we explored and enhanced the potential for RFF as a measure of VH in 
three ways. First, the current protocol for RFF estimation was optimized to simplify the 
recording procedure and reduce estimation time. Second, RFF was compared with the 
current state-of-the-art measures of VH – listener perception of vocal effort and the 
aerodynamic ratio of sound pressure level to subglottal pressure level. Third, an 
automated algorithm that utilized the optimized recording protocol was developed and 
validated against manual estimation methods and listener perception. This work enables 
	  	   vii 
large-scale studies on RFF to determine the specific physiological elements that 
contribute to the measure’s ability to capture VH and may potentially provide a non-
invasive and readily implemented solution for this long-standing clinical issue. 
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PREFACE 
This dissertation is organized as five self-contained manuscripts with a common 
underlying goal of examining and improving the utility of the acoustic measure, relative 
fundamental frequency for the assessment of vocal hyperfunction. The first chapter 
(Chapter 1) is a general introduction on voice and the assessment of voice disorder with a 
focus on vocal hyperfunction. Readers who are familiar with these topics may choose to 
skip this chapter. Chapters 2-6 are manuscripts written in preparation for journal 
publications. More detailed information about each manuscript is listed below. There 
may be some overlap of information and references as each manuscript is intended for 
independent publication. The last chapter (Chapter 7) summarizes the major finding of 
each manuscript and points to future work.  
Chapter 2: Yu-An S. Lien, Caitlin I. Gattuccio, Cara E. Stepp (2014). “Effects of 
phonetic context on relative fundamental frequency”. Journal of Speech, Language, and 
Hearing Research, 57(4), 1259-67. 
Chapter 3: Yu-An S. Lien, Cara E. Stepp (2014). “Comparison of voice relative 
fundamental frequency estimates derived from an accelerometer signal and low-pass 
filtered and unprocessed microphone signals”. Journal of the Acoustical Society of 
America, 135(5), 2977-85. 
Chapter 4: Yu-An S. Lien, Carolyn R. Calabrese, Carolyn M. Michener, Elizabeth 
Heller Murray, Jarrad H. Van Stan, Daryush D. Mehta, Robert E. Hillman, J. Pieter 
Noordzij, Cara E. Stepp. “Voice relative fundamental frequency via neck-skin 
acceleration in individuals with voice disorders”.  Journal of Speech, Language, and 
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Hearing Research, In press. 
Chapter 5: Yu-An S. Lien, Carolyn M. Michener, Tanya L. Eadie, Cara E. Stepp. 
“Individual monitoring of vocal effort with relative fundamental frequency: Relationships 
with aerodynamics and listener perception”. Journal of Speech, Language, and Hearing 
Research, 58, 566-75. 
Chapter 6: Yu-An S. Lien, Carolyn Calabrese, Carolyn M. Michener, Elizabeth 
Heller Murray, Jarrad H. Van Stan, Daryush D. Mehta, Robert E. Hillman, J. Pierter 
Noordzij, Cara E. Stepp. “Development and validation of an algorithm for automated 
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CHAPTER ONE: INTRODUCTION 
Voice and speech production 
The larynx is a structure composed of five cartilages (thyroid cartilage, cricoid 
cartilage, arytenoid cartilage, epiglottis, and corniculate cartilage) and a hyoid bone that 
allows for breathing, voice production, and protection of the trachea against aspiration of 
foreign materials (Hixon, Weismer, & Hoit, 2014). The vocal folds are pliant structures 
that attach posteriorly to the arytenoid cartilage and anteriorly to the thyroid cartilage. 
The position of the vocal folds are largely controlled by the balance of the intrinsic 
muscles of the larynx (Hunter, Titze, & Alipour, 2004).  
For the production of voiced sounds, the adductors (interarytenoid, thyroarytenoid, 
and lateral cricothyroid muscles) are relatively contracted and the abductors (posterior 
cricothyroid muscles) are comparatively relaxed, causing the vocal folds to adduct or 
move close together. The process for the generation of voiced sounds is described by the 
van den Berg’s myoelastic aerodynamic theory of voice production (Van den Berg, 1958). 
First, the adducted vocal folds allow subglottal pressure (pressure below the glottis), 
which is generated by the pulmonary apparatus and chest wall, to build up. As the 
subglottal pressure increases to a threshold above the supraglottal pressure (pressure 
above the glottis), a driving force is created that opens the vocal folds. The opening of the 
vocal folds causes rapid airflow through the narrow glottal opening at the level of the 
vocal folds. According to the Bernoulli principle, an increase in airflow will result in a 
decrease in pressure. This negative pressure drives the pliant vocal folds to close. The 
process is repeated, generating a series of air puffs that passes through the vocal tract. 
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This is known as the glottal source. The frequency of the glottal source determines the 
fundamental frequency of voiced sounds and its perceptual correlate, pitch. The spectrum 
of the glottal source is composed of the harmonics of the fundamental frequency. The 
glottal source is then modified as it passes through the pharynx, oral cavity, and nasal 
cavity. Consequently, these structures are thought of as the vocal tract filter (Fant, 1970). 
The vocal tract filter emphasizes certain frequency bands, for example vowel formants, 
while attenuating others. The perception of different voiced phonemes is created by 
shifting the formants via altering the length, shape, and volume of the vocal tract filter. 
On the other hand, for the production of voiceless sounds, the adductors are 
relatively relaxed and the abductors are comparatively contracted, causing the vocal folds 
to abduct or move apart. At the same time, the speaker modifies the vocal tract to create 
one or more constrictions. The constriction allows air pressure to build up until the 
airstream becomes turbulent. The spectrum of the noise source is dependent on the 
interaction between the airstream and constriction (Fant, 1970; Hixon, Minifie, & Tait, 
1967; Minifie, Hixon, & Williams, 1973; Stevens, 2000). Again, the noise source is 
modified by the vocal tract filter to emphasize and attenuate certain frequency bands. 
Accordingly, the vocal tract is tightly regulated to produce specific types of voiced and 
voiceless sounds during meaningful speech production.  
 
Voice disorders 
According to the National Institute on Deafness and Other Communication 
Disorders, an estimated 7.5 million individuals in the United States, or approximately 
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2.4% of the population, have trouble using their voices (National Institute on Deafness 
and Other Communication Disorders, 2010). Likewise, another source has estimated that 
the prevalence of voice disorder is “probably in the neighborhood of 3 percent” (Hixon, 
Shriberg, & Saxman, 1980, p313). However, the exact numbers are difficult to estimate 
since the number of cases depends on the methodology and definition used by the 
investigator and is dependent on factors, such as age, vocal use, and occupation (Aronson 
& Bless, 2009). For instance, it has been shown that individuals in occupations that 
require heavy voice demands and people in occupations that require talking over loud 
ambient noise tend to be at a higher risk of developing voice disorders (Stemple, Glaze, 
& Klaben, 2010).  
Voice disorders are generally associated with abnormal voice quality; however, 
what composes a normal or an abnormal voice quality is difficult to define. It has been 
proposed that the criteria for normal voice include pleasant quality, appropriate pitch, 
appropriate loudness, adequate flexibility, and adequate sustainability (Johnson, Brown, 
Curtis, Edney, & Keaster, 1965). In contrast, an abnormal voice is defined as “any voice 
that calls attention to itself, does not meet the occupational or social needs of the speaker, 
or is inappropriate to age, gender, or situation” (Aronson & Bless, 2009, p3). However, 
when these definitions are applied by people, the classification of whether a voice is 
normal or abnormal is not clear-cut and is highly dependent on the listener who is making 
the judgment. 
The identification of a voice problem, or an abnormal voice, is typically first 
detected by the patient, the patient’s family members, or by a clinician during routine 
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screening (Stemple et al., 2010). Symptoms that patients often complain about are 
hoarseness, vocal fatigue, breathy voice, reduced pitch variability, aphonia, pitch breaks 
or inappropriately high pitch, strain/struggle voice, tremor, and pain or other physical 
sensations (Colton, Casper, & Leonard, 2011). Following identification of the problem, 
the patient may visit an otolaryngologist, who will examine the laryngeal mechanism and 
make a diagnosis. The patient may also be examined by a speech-language pathologist, 
who will evaluate the vocal symptoms and carry out voice therapy.  
 
Vocal hyperfunction 
It has been hypothesized that vocal hyperfunction (VH) is associated with the 
majority of voice disorders (Boone & McFarlane, 1988). VH has been defined as 
“conditions of abuse and/or misuse of the vocal mechanism due to excessive and/or 
‘imbalanced’ muscular forces” (Hillman, Holmberg, Perkell, Walsh, & Vaughan, 1989, 
p373). It has been hypothesized that there are two mechanisms in which VH can develop 
(Hillman et al., 1989). The first mechanism involves stiff and tightly approximated vocal 
folds. For individuals with this type of VH, it is hypothesized that the heightened muscle 
tension during vocal fold collision may initially cause vocal fatigue. Furthermore, 
following prolonged voice use, that the condition will subsequently develop into 
inflammation and edema and eventually transition into lesion formation (nodules, polyps, 
contact ulcers). Perceptually, the voices of these individuals are described as strained, 
hoarse, and/or breathy. This type of VH will be referred to as phonotraumatic VH. The 
second proposed mechanism involves stiff vocal folds that are not completely closed. 
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This form of VH is also associated with muscle fatigue. However, following prolonged 
voice use, it is hypothesized that there are no organic changes to the vocal folds due to 
the lack of vocal fold collision. Perceptually, the voices of these individuals are described 
as breathy and/or hoarse. This type of VH is often diagnosed as primary “muscle tension 
dysphonia” (Roy & Bless, 2000; Van Houtte, Van Lierde, & Claeys, 2011) and will be 
referred to as non-phonotraumatic VH. The focus of this thesis is to improve the 
assessment of VH. 
 
Subjective measures of VH 
Clinical diagnosis and assessment of VH is primarily evaluated based on patient 
history, psychological evaluations, auditory perception, visual perception, and palpation 
of neck musculature (Morrison, Nichol, & Rammage, 1986). Patient history and 
psychological evaluations can be gathered during patient interview or collected with 
surveys like the Voice Handicap Index (Jacobson et al., 1997). It has been suggested that 
the significant factors in patient history and psychological evaluations that contribute to 
VH are gastroesophageal reflux, high stress levels, excessive voice use, occupational 
voice use, excessive loudness demands, and an “uptight” attitude (Altman, Atkinson, & 
Lazarus, 2005; Morrison et al., 1986).  
During auditory perceptual evaluations, a clinician assesses the patient’s vocal 
quality and problems based on what the clinician hears. In addition, the clinician may 
choose to use an established rating scale to indicate the severity. An example of an 
established rating scale is the Consensus Auditory-Perceptual Evaluation of Voice 
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(CAPE-V; American Speech-Language-Hearing Association, 2002), which is a type of 
visual analog scale. Using this scale, the clinician is asked to make a mark on a 100 mm 
line to indicate the severity of the vocal quality of interest. Another option is to use an 
equal appearing interval, in which the clinician is asked to give a score based on a 
categorical rating scale (e.g., rate 1-3 to indicate mild, moderate, or severe). An example 
of a commonly used equal appearing scale is the Grade, Roughness, Breathiness, 
Asthenia, Strain (GRBAS; Hirano, 1981). Both CAPE-V and GRBAS scales require 
listeners to rate discrete parameters of vocal quality, such as roughness, breathiness, or 
strain. Hyperfunctional voices are primarily characterized by the latter two features, 
strain and breathiness, and are often accompanied by stridency, pitch breaks, creaky 
voice, hard glottal attack, and inappropriate pitch (Boone & McFarlane, 1988; Hillman et 
al., 1989; Morrison, Rammage, & Emami, 1999; Morrison et al., 1986).  
The problem with perceptual judgments is that they are unreliable due to 
differences in internal standards (Chan & Yiu, 2002; Kreiman, Gerratt, Kempster, Erman, 
& Berke, 1993). In fact, a study by Zraick et al. (2011) that examined the rater 
reliabilities for CAPE-V and GRBAS scales found low to moderate intra-rater and inter-
rater reliabilities for the perception of strain. Intra-rater reliability is a measure of how 
reliable a person is compared to themselves, while inter-rater reliability is a measure of 
how reliable a person is compared to others. In the Zraick et al. (2011) study, the inter-
rater reliabilities were 0.35 and 0.53 for CAPE-V and GRBAS, respectively, and the 
intra-rater reliabilities were 0.56 and 0.48 for CAPE-V and GRBAS, respectively. In 
general, the rater reliabilities for most percepts were higher when collected with the 
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CAPE-V rather than the GRBAS (Zraick et al., 2011). 
Another clinical measure, the visual perceptual evaluation is often performed 
using either a rigid transoral endoscope (rigid endoscopy) or a flexible transnasal 
endoscope (flexible endoscopy). Compared to flexible endoscopy, rigid endoscopy has a 
higher optical resolution, but may induce the gag reflex and can only be used for limited 
speech measures as execution of the task involves holding the participant’s tongue still 
(Hartnick & Zeitels, 2005). Both rigid and flexible endoscopy can capture images of the 
vibratory cycle with stroboscopy, which is a technique that flashes a stroboscopic light 
and captures images of the vocal folds at different phases of the vocal cycle. Accordingly, 
these tools can be used to detect the presence of organic pathologies, which may be 
induced by frequent hyperfunctional voice usage. For individuals with muscle tension 
dysphonia, clinicians base their evaluations on the presence of an uneven mucosal layer, 
irregular mucosal wave, vessel dilation, abnormal glottal closure, phase or amplitude 
asymmetry, exaggerated posterior glottal chink, and supraglottic compression (Hsiao, Liu, 
Hsu, Lee, & Lin, 2001; Morrison et al., 1999; Morrison et al., 1986). However, although 
the prevalence of these aforementioned factors is higher in individuals with disordered 
voices, some of the symptoms also occur in individuals with healthy voices (Linville, 
1992; Stager, Bielamowicz, Regnell, Gupta, & Barkmeier, 2000).   
Although objective measures based on endoscopy have been developed and tested 
under laboratory conditions, they are currently not in the clinical standards (Speyer et al., 
2002; Woo, 2014). As a consequence, along with auditory perceptual assessments, 
clinical visual perceptual assessments are also subject to issues of reliability. A study that 
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investigated the inter-rater reliability of rigid videostroboscopic examinations found that 
the reliabilities for vertical level, glottal closure, phase closure, phase symmetry, and 
regularity were so low that the authors suggested that stroboscopy should not be used for 
the assessment of these features (Nawka & Konerding, 2012). Furthermore, a more recent 
study has found that rigid videostroboscopic examinations are adequately reliable for 
evaluating lesion size, anteroposterior supraglottic compression, and glottal closure, but 
not for evaluating the amplitude of vocal fold vibrations and mediolateral supraglottic 
compression (Yiu, Lau, Ma, Chan, & Barrett, 2014). Compared to rigid 
videostroboscopic examinations, flexible videostroboscopic examinations have been 
shown to be more sensitive but less specific (Milstein et al., 2005). Similar to rigid 
videostroboscopic examinations, flexible stroboscopic examinations also generally yield 
low inter-rater reliability (Milstein et al., 2005).  
Another advancement in clinical visual perceptual evaluation that is also under 
research is the use of high-speed digital imaging for voice assessments. High-speed 
digital imaging is a visualization technology that can capture up to 4000 frames per 
second, whereas traditional videostroboscopy can only record at a maximum of 30 frames 
per second (Hertegård, Larsson, & Wittenberg, 2003). The benefit of using high-speed 
imaging is that it can be used for disordered voices with moderate to severe aperiodicity, 
unlike traditional videostroboscopic technology (Patel, Dailey, & Bless, 2008; Woo, 
1996). However, high-speed digital imaging is almost never implemented in voice clinics 
because until recently there were no commercial systems available. Currently, the cost of 
a commercially available high-speed digital imaging system, the KayPENTAX Color 
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High-Speed Video System (KayPENTAX, 2011) is about 15% higher than the cost of a 
basic stroboscopic system. Research is underway to determine whether high-speed digital 
imaging provides additional clinical value to warrant the increase in cost. Comparison of 
high-speed digital imaging to videostroboscopy revealed that in individuals with glottal 
disorders, analysis of vibratory function could only be performed on 62% of the 
participants using stroboscopy, whereas it could be evaluated on all participants using 
high-speed digital imaging (Patel et al., 2008). It has also been noted that high-speed 
digital imaging requires less assessment time, causes fewer methodological errors, and is 
more reliable at detecting functional deficits (Olthoff, Woywod, & Kruse, 2007). A more 
recent study that examined high-speed digital imaging in an adolescent population 
confirmed that high-speed digital imaging permitted faster evaluation compared to 
videostroboscopy, but there was no difference in diagnostic accuracy, and five out of 
eight clinicians in the study preferred videostroboscopy to high-speed digital imaging 
(Shinghal et al., 2014).  
Lastly, palpation of extrinsic laryngeal and superficial neck musculature is often 
used in clinical evaluation of VH. Patients with hyperfunctional voices tend to have 
palpable increased suprahyoid tension and thyrohyoid tension; atlanto-occipital extension 
with increased pitch; and tongue retraction and reduced mandible use with phonation 
(Angsuwarangsee & Morrison, 2002; Morrison et al., 1986). Unfortunately, palpation has 
also been shown to have low inter-rater reliability and cannot adequately capture within-
session the improvement in hyperfunctional voice as a result of voice therapy (Stepp, 
Heaton, et al., 2011). 
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Objective measures of VH 
The low rater reliabilities of the aforementioned subjective, clinical measures of 
VH undermine their potential as valid assessments and measures to document 
improvement. Development of objective measures of VH assessment is clearly warranted. 
The use of acoustics, electroglottography, neck-placed accelerometry, and aerodynamics 
for the assessment of VH has been examined under research settings, but thus far none 
have yielded convincing evidence that these measures are useful for the assessment of 
VH.   
Acoustic analysis is commonly used for voice assessments, because it is non-
invasive and can capture components of the excitation signal (i.e relative amplitude and 
frequency of the glottal source). However, acoustic measures may be difficult to interpret 
unless they are in some way related to physiological or perceptual measures. Developing 
acoustic correlates for different perceptual dimensions may also facilitate the 
interpretations of voice evaluations completed across clinicians. To this end, research has 
been carried out to develop acoustic measures that correlate with perceptual dimensions 
of CAPE-V. For instance, sound pressure level and fundamental frequency are the 
acoustic correlates for loudness and pitch, respectively (Gerhard, 2003; Lane, Catania, & 
Stevens, 1961). A five-factor model incorporating spectral and cepstral-based acoustic 
measures and gender has been shown to be highly correlated with perceived overall 
severity (Awan, Roy, Jetté, Meltzner, & Hillman, 2010). Furthermore, the commercially 
available digital acoustic analysis program, Multi-Dimensional Voice Program (MDVP; 
KayPENTAX Corporation, , 2006), was designed to measure several acoustic measures 
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including the noise-to-harmonic ratio, which is estimated as the average ratio of energy in 
the non-harmonic components within 1500–4500 Hz to the energy of harmonics within 
70–4500 Hz, and soft phonation index, which is calculated as the average ratio of energy 
of harmonics within 70–1600 Hz to the energy of harmonics within 1600–4500 Hz (Di 
Nicola, Fiorella, Spinelli, & Fiorella, 2006; KayPENTAX Corporation, , 2006). These 
measures have been shown to statistically significantly correlate with listener perception 
of roughness and breathiness, respectively (Bhuta, Patrick, & Garnett, 2004). Yet, the 
same study also found that none of the MDVP measures significantly correlate with the 
perception of strain (Bhuta et al., 2004), a percept that is defined in the CAPE-V as “the 
perception of excessive vocal effort (hyperfunction)” (American Speech-Language-
Hearing Association, 2002). More recent studies that examined spectral and cepstral 
measures and their correlation with the perception of strain have found mixed results 
(Brinca, Batista, Tavares, Gonçalves, & Moreno, 2014; Lowell, Kelley, Awan, Colton, & 
Chan, 2012); Lowell et al. (2012) found that spectral and cepstral measures were 
significantly correlated with the perception of strain, whereas Brinca et al. (2014) did not. 
A possible explanation for the disparity may be that the Lowell et al. (2012) study 
examined a homogeneous group of dysphonic speakers whose dysphonia was 
characterized predominantly by strain whereas the study by Brinca et al. (2014) examined 
a heterogeneous group of dysphonic speakers as well as healthy speakers. Since spectral 
and cepstral measures were initially developed for the assessment of overall severity, the 
acoustic measures might have been capturing overall severity rather than strain in the 
Lowell et al. study (Awan & Roy, 2009; Lowell et al., 2012).  
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Similar to acoustics, electroglottography and neck-placed accelerometry can also 
be used to capture the relative amplitude and frequency of the glottal source. 
Electroglottography is performed by measuring the impedance across a pair of electrodes 
placed on the thyroid laminae. Since the impedance of the vocal folds changes based on 
whether it is open or closed, electroglottography can be utilized to track vocal cycles. 
Research findings have suggested that the closed quotient feature of electroglottography, 
defined as the ratio of the duration of the closed phase of a vocal cycle to the duration of 
a complete vocal cycle, is positively correlated with vocal fold impact stress and a 
pressed or effortful voice (Peterson, Verdolini-Marston, Barkmeier, & Hoffman, 1994; 
Verdolini, Chan, Titze, Hess, & Bierhals, 1998; Verdolini, Druker, Palmer, & Samawi, 
1998). Both vocal fold impact stress and a pressed voice are attributes associated with 
vocal hyperfunction. Additionally, the closed-to-open ratio, which is the ratio of the 
closed phase of a vocal cycle to the open phase of a vocal cycle, has been found to be 
statistically significantly lower in individuals with nodules compared to controls possibly 
due to emergence of a posterior glottal chink during extended hyperfunction (Hall, 1995). 
Finally, in synthetic voices, increased vocal effort and hyperfunctional voice quality has 
been shown to be linked to high spectral slope and high speed quotient, where the latter 
measure is defined as the ratio of opening phase (or rise time) to closed phase (or decay 
time) in the electroglottography signal (Childers & Lee, 1991). Neck-placed 
accelerometry is performed by measuring neck vibrations with an accelerometer placed 
on the jugular notch. Research findings from long-term neck-placed accelerometer 
recordings have indicated that compared to typical speakers, hyperfunctional speakers 
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tend to have higher deviations in fundamental frequency and sound pressure level 
throughout a day (Ghassemi et al., 2014). Both electroglottography and neck-placed 
accelerometry are relatively insensitive to environmental noise, but are predisposed to 
distortion by movement and/or excess neck adipose tissue. Also, they are infrequently 
performed in the clinic, and the resulting signals are highly dependent on sensor 
placement (Behrman, 2005; Colton & Conture, 1990; Kitzing, 1980; Mehta, Zanartu, 
Feng, Cheyne, & Hillman, 2012; Popolo, Scaronvec, & Titze, 2005). However, the 
advantages of these devices may outweigh their disadvantages, especially in voice 
monitoring situations where the level of environmental noise is difficult to control.  
 Lastly, aerodynamic analysis can also be utilized for VH assessment. This 
technique measures the volume, flow, and pressure during phonation, but it requires 
specialized equipment that is not available in most clinics. The typical aerodynamic 
profile observed in individuals with VH relative to individuals with typical voices is 
increased subglottal pressure and increased AC flow (Hillman et al., 1989; Hillman, 
Montgomery, & Zeitels, 1997). The problem with measures of flow is that the intra-
speaker variability tends to be high in both healthy and dysphonic speakers (Higgins, 
Chait, & Schulte, 1999; Higgins, Netsell, & Schulte, 1994; Holmberg, Hillman, Perkell, 
& Gress, 1994). Furthermore, for individuals with organic lesions on their vocal folds, 
their aerodynamic profiles may vary depending on the type of vocal fold lesion, structure 
and location of the lesion, and the particular compensatory mechanisms developed 




Relative fundamental frequency 
Recent studies have suggested that relative fundamental frequency (RFF) may be 
a promising measure for the assessment of VH. RFF is an acoustic measure estimated 
using the instantaneous fundamental frequencies (F0s) in a sonorant – voiceless 
consonant – sonorant speech sequence. Specifically, RFF is defined as the 10 
instantaneous F0s preceding and subsequent to a voiceless consonant, normalized to 
nearby steady state F0 in semitones (Fig. 1.1).  
 
Figure 1.1. An acoustic waveform of the voiced sonorant-voiceless consonant-voiced 
sonorant speech sequences /ifi/. The first and tenth vocal cycles for both offset and onset 
vowels are highlighted. To calculate relative fundamental frequency (RFF), the 
instantaneous fundamental frequencies (inverse of the period) of ten vocal cycles preceding 
and following the consonant are normalized to the steady-state fundamental frequencies. 
The instantaneous fundamental frequencies for offset vocal cycle 1 and onset vocal cycle 10 
are the steady state fundamental frequencies for the offset and onset vocal cycles, 
respectively. 
The RFF in individuals with VH differs from those of individuals with healthy 
voices (Stepp, Hillman, & Heaton, 2010; Stepp, Sawin, & Eadie, 2012). The 
characteristic pattern of RFF in young speakers with healthy voices is a stable (near 0 ST) 
or slightly decreasing (as a function of cycle) offset RFF prior to the consonant and 
decreasing onset RFF following the consonant (Robb & Smith, 2002; Watson, 1998). 
	  	  
15 
However, for speakers with VH, both offset and onset RFF tend to be lower compared to 
age-matched controls (Stepp et al., 2010; Stepp et al., 2012).   
 
Figure 1.2. RFF mean as a function of group (control or voice disorder) and vocal cycle in 
ST measured from microphone recordings. Error bars indicate 95% confidence intervals 
for the means. Markers are displaced horizontally so that they don’t overlap. Adapted from 
Figure 4.4 in Chapter 4. 
The difference in RFF between individuals with healthy voices and those with VH 
has been hypothesized to be caused by differences in baseline laryngeal tension (Stepp, 
Merchant, Heaton, & Hillman, 2011). A previous study has shown that the activity of the 
cricothyroid muscle increases preceding or during the voiceless consonant and decreases 
immediately after (Lofqvist, Baer, McGarr, & Story, 1989). Increase in cricothyroid 
muscle activity is associated with an increase in laryngeal tension, which consequently 
leads to increased F0 (Arnold, 1961; Roubeau, Chevrie-Muller, & Lacau Saint Guily, 
1997). Individuals with VH are thought to have excessive laryngeal tension, i.e. higher 
baseline tension (Hillman et al., 1989; Roy, Ford, & Bless, 1996). Thus, their ability to 
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use changes in tension during devoicing and revoicing may be limited due to a ceiling 
effect, and this decreased ability to modulate laryngeal tension could explain the lowered 
RFF seen in these individuals (Stepp, Merchant, et al., 2011).  
Subsequent studies also found results that supported the use of RFF for 
assessment of VH. For instance, it has been shown that in individuals with VH, RFF is 
able to capture the behavioral improvement following successful voice therapy (Stepp, 
Merchant, et al., 2011). On the other hand, for individuals with VH and organic 
pathologies, the RFF has been shown not to change significantly following surgery 
(Stepp et al., 2010). This is consistent with the findings by Hsiung & Hsiao (2004), which 
indicated that individuals with VH still present the characteristic features of muscle 
tension dysphonia immediately following surgery. Thus, if RFF is valid for the 
assessment of VH, RFF should not significantly change immediately following surgery. 
Furthermore, a study by Stepp et al. (2012) examined the utility of RFF for 
detecting the presence of VH and classify the severity of vocal effort. In order to 
determine the utility of RFF for detecting the presence of VH, Stepp et al. (2012) 
computed the area under the receiver operating characteristic curve for detection of VH 
using offset cycle 10 and onset cycle 1 RFF. The area under the curve is an indicator of 
discrimination and ranges from 0.5 (no discrimination) to 1.0 (perfect discrimination). 
They found that the resulting area under the curve was 0.94 and 0.58 for offset cycle 10 
and onset cycle 1 RFF, respectively. The high area under the curve for offset cycle 10 
RFF indicates that this feature is useful for detecting the presence of VH. To determine 
whether RFF can be employed to detect the severity of vocal effort, Stepp et al. (2012) 
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compared the correlation between listener perception of vocal effort and RFF. The 
Pearson’s correlation coefficients were -0.44 (p = 0.005) and -0.27 (p = 0.09) for offset 
cycle 10 and onset cycle 1 RFF, respectively. These low correlations led Stepp et al. 
(2012) to conclude that RFF is less useful for classifying the severity of VH.  
Although these are compelling results, the study only examined ten healthy 
speakers and thirty speakers with voice disorders that were commonly associated with 
VH, where VH was broadly defined to even include individuals who were only diagnosed 
with vocal fold edema or interarytenoid granulation. Additionally, three RFF speech 
sequences extracted from the Rainbow passage were averaged to obtain an RFF estimate 
for each speaker. The Rainbow passage is not specifically designed for RFF estimation 
and a more recent study (Eadie & Stepp, 2013) found that at least six RFF speech 
sequences are required for a stable RFF estimate. Lastly, only twelve inexperienced 
listeners were employed to rate overall severity and strain, though the authors did find 
high inter- and intra-rater reliability. These procedures motivate a replication of Stepp et 
al. (2012).  
 
Motivation 
Clearly, there is a need for thorough investigation of the current parameters used 
for RFF estimation. RFF was not initially designed for the assessment of VH, thus the 
potential for adapting RFF for VH assessment may be greatly improved with a protocol 
that utilize parameters optimized particularly for this purpose. Additionally, clinical 
adoption of RFF is currently hampered by the time-consuming aspect of manual 
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estimation. To obtain a reliable RFF estimate using the current protocol, a trained 
technician needs to spend at least 20 - 40 minutes to locate six RFF speech sequences, 
extract the instantaneous fundamental frequencies, and estimate the RFF. The time-
intensive nature of RFF estimation limits comprehensive research and potential clinical 
adoption of RFF. The next four chapters will address these issues. 
Specifically, the effects of linguistic factors and signal type on RFF are examined 
in Chapters 2 − 4. By finding the linguistic factors and signal types that provide RFF 
estimates with the lowest intra-speaker variability, the number of RFF speech sequences 
required for a stable RFF estimate can be reduced. Consequently, this will simplify the 
recording protocol and reduce estimation time.  
Even with an improved protocol for RFF, it cannot be employed clinically unless 
the measure can be shown to be effective and reliable for assessment of VH. For this 
reason, in Chapter 5, RFF is compared to listener ratings of vocal effort, a primary 
diagnostic indicator of VH. Since listener ratings of vocal effort can be unreliable, RFF is 
also compared to another objective measure of VH -- the aerodynamic ratio of sound 
pressure level to subglottal pressure. Since the aerodynamic ratio is only valid in speakers 
with healthy vocal folds (Hillman et al., 1990), this chapter examines healthy speakers 
who manipulated their vocal effort with the aid of real-time visual feedback. 
  Clinical adoption of RFF can also be further expedited with the use of automated 
algorithms, because this eliminates the need for trained technicians and produces 
consistent estimates of RFF. In Chapter 6, a method for automated RFF estimation that 
employs acoustic signal processing techniques for speech recognition and fundamental 
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frequency estimation is presented. The algorithm was tuned and evaluated by comparison 
to manual RFF estimates and listener perception. The need for adequate and reliable 
assessment of VH has been a long-standing clinical issue that has yet to be resolved. 
Validation of automated RFF estimation enables large-scale studies on RFF to determine 
the specific physiological elements that contribute to the measure’s ability to capture VH 




CHAPTER TWO: EFFECTS OF PHONETIC CONTEXT ON RELATIVE 
FUNDAMENTAL FREQUENCY 
Abstract 
Purpose: The effect of phonetic context on relative fundamental frequency (RFF) was 
examined, in order to develop stimuli sets with minimal within-speaker variability that 
can be implemented in future clinical protocols. 
Method: Sixteen speakers with healthy voices produced RFF stimuli. Uniform utterances 
consisted of three repetitions of the same voiced sonorant-voiceless consonant-voiced 
sonorant speech sequence; moderately variable sentences contained speech sequences 
with a single voiceless phoneme (/f/, /s/, /ʃ/, /p/, /t/, or /k/); highly variable sentences were 
loaded with speech sequences utilizing multiple phonemes. Effects of stimulus type 
(uniform, moderately variable, and highly variable) and phoneme identity (/f/, /s/, /ʃ/, /p/, 
/t/, and /k/) on RFF means and standard deviations were determined. 
Results: Stimulus type and the interaction of vocal cycle and stimulus type were 
significant for RFF means and standard deviations, but with small effect sizes. Phoneme 
identity and the interaction of vocal cycle and phoneme identity on RFF means and 
standard deviations were also significant with small to medium effect sizes. 
Conclusions: For speakers with healthy voices, uniform utterances with /f/ and /ʃ/ have 
the lowest standard deviations, and thus are recommended for RFF-based assessments. 




 Relative fundamental frequency (RFF) is an acoustic measure that captures the 
instantaneous changes in fundamental frequency (F0) as a speaker transitions from 
voicing, into and out of a voiceless obstruent. It has been previously measured primarily 
from voiced sonorant-voiceless consonant-voiced sonorant productions (speech 
sequence) in running speech (Fig. 2.1) and is defined as the F0s of ten vocal cycles before 
and after the voiceless obstruent normalized, in semitones (ST), to relatively steady state 
portions of the voicing. Several studies have analyzed the characteristics of RFF 
(Goberman & Blomgren, 2008; Robb & Smith, 2002; Stepp, 2013; Stepp et al., 2010; 
Stepp, Merchant, et al., 2011; Stepp et al., 2012; Watson, 1998), almost all of which have 
used a different set of RFF stimuli. Examining the effect of phonetic context on RFF will 
allow for development of stimuli sets with minimal within-speaker variability that can be 
implemented in clinical studies and protocols and will further aid in comparisons across 
studies that utilize different stimuli sets. 
 The physiological mechanisms behind RFF have been hypothesized by Watson 
(1998) and Stepp et al. (2011) to involve the interplay of tension, aerodynamics, and 
vocal fold kinematics. Increase in vocal fold tension, which is achieved in part by the 
contraction of the cricothyroid muscle, is known to increase F0 (Arnold, 1961; Roubeau 
et al., 1997). During the production of the speech sequences, the activity of the 
cricothyroid muscle increases preceding or during the voiceless consonant and decreases 
immediately following the start of the consonant (Lofqvist et al., 1989). This increase in 
tension could potentially lead to an increase in the instantaneous F0s of the vocal cycles 
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surrounding the voiceless consonant. Maximum and minimum airflow during the speech 
sequence have also been found to be high following voiceless consonants (Lofqvist, 
Koenig, & McGowan, 1995; Lofqvist & McGowan, 1992). Higher airflow may cause the 
vocal folds to be drawn together more quickly, causing the F0s in vocal cycles following 
the voiceless consonant to increase (Ladefoged, 1972). Finally, vocal fold abduction has 
been observed to occur during the offset of the vowel slightly before the transition into 
the voiceless consonant  (Fukui & Hirose, 1983). Vocal fold abduction during voicing 
may increase the durations of both the contacting phase and decontacting phases of the 
vocal cycles, and has been hypothesized to result in lower F0s in the vocal cycles 
preceding the voiceless consonant (Watson, 1998). These physiological effects in sum 
may explain the patterns of RFF noted in healthy young speakers. The effects of tension 
and vocal fold kinematics are canceled in the offset, resulting in fairly stable or slightly 
decreasing offset RFF that reaches a value of 0.44 to -0.84 ST by offset vocal cycle 10 
(Robb & Smith, 2002; Watson, 1998). During vowel onset, the effects of tension and 
aerodynamics sum, causing high RFF values immediately following the consonant 
starting with initial (onset vocal cycle 1) mean RFF values between 2.3 ST and 3.3 ST 
(Robb & Smith, 2002; Watson, 1998).  
 RFF has also been examined in healthy older adults (Watson, 1998). In typical 
older speakers, offset RFF tends to be lower, reaching a value of -1.66 ST at vocal cycle 
10; however, onset RFF doesn’t differ significantly between younger and older speakers 
(Watson, 1998). Based on these data, Watson hypothesized that vocal fold abduction is 
the primary mechanism for devoicing in older speakers, because morphological and 
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neuromuscular changes in the vocal folds “may limit the ability of aged speakers to 
produce transient increases in vocal fold tension as part of the devoicing gesture” 
(Watson, 1998, p 3646).  
 Similar to older adults, individuals with voice disorders have also shown patterns 
of RFF that differ from healthy young adults. For speakers with vocal hyperfunction and 
Parkinson’s disease, both offset and onset RFF tend to be lower compared to age-
matched controls (Goberman & Blomgren, 2008; Stepp et al., 2010). Both of these 
disorders are associated with excessive laryngeal tension, i.e. higher baseline tension 
(Berardelli, Sabra, & Hallett, 1983; Gallena, Smith, Zeffiro, & Ludlow, 2001; Hillman et 
al., 1989; Roy et al., 1996), leading to the hypothesis that lower RFF values seen in these 
individuals may be due to a ceiling effect in which these individuals are not able to create 
large phoneme-mediated changes in laryngeal tension due to high baseline tension (Stepp 
et al., 2010). In addition, it has more recently been discovered that there is a significant 
correlation between offset vocal cycle 10 RFF and the perception of vocal effort (Stepp et 
al., 2012). Thus, RFF may be an indicator of laryngeal tension and consequently may be 
adapted to serve as an objective marker for vocal hyperfunction. Although RFF may be a 
promising objective measure, conclusions drawn from examination of RFF in disordered 
voices are currently limited due to the lack of understanding of RFF in healthy voices. 
Further exploration of RFF in speakers with healthy voices may expedite our 
understanding of the use of RFF-based measures in both healthy and disordered voices.  
 For instance, examination of the effect of phonetic context in individuals with 
healthy voices may potentially be used to optimize RFF-based measures applicable for all 
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individuals, including those with disordered voices. Although it has been shown that F0 
varies based on context (Fitch, 1990), little research has been done to determine whether 
the short-term, phonetic variations in F0 captured by RFF are affected by stimulus 
context. In previous studies, RFF has typically been analyzed from speech sequences 
extracted from isolated sentences or longer speech passages in which these speech 
sequences constitute a small proportion of the total stimuli (Goberman & Blomgren, 
2008; Robb & Smith, 2002; Stepp, 2013; Stepp et al., 2010; Stepp, Merchant, et al., 
2011; Stepp et al., 2012; Watson, 1998). However, stimuli such as sentences purposefully 
loaded with voiceless consonants or non-sentence repetitions of speech sequences could 
potentially also be used to determine RFF. These sentences and utterances are less similar 
to conversational speech, so they may require an individual to speak more clearly 
(Ferguson & Kewley-Port, 2002; Payton, Uchanski, & Braida, 1994), providing more 
reliable utterances for estimation. Furthermore, current estimation of RFF is time-
consuming due to the need for trained technicians to manually analyze the recordings. By 
reducing the syntactic complexity, it may be easier to automate RFF estimation in the 
future. A possible complication with these types of simplified stimuli is that as utterances 
shift away from conversational speech, RFF may lose ecological validity. For example, it 
has been shown that both the mean and overall standard deviation of F0 are higher in 
reading compared to spontaneous speech for healthy speakers (Horii, 1982; Snidecor, 
1943). An examination of the effect of stimulus type on RFF will determine whether 
stimuli that require less recording time and are simpler to automate, such as sentences 
loaded with voiceless consonants or non-sentence repetitions of speech sequences, may 
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be used for RFF estimation.  
 In addition to stimulus type, RFF may also be affected by the specific voiceless 
consonant and voiced sonorant. Calculation of RFF centers on the offset and onset of 
voicing surrounding a voiceless phoneme, but no consistent set of optimized phonemes 
has been established across studies. Various different phonemes have been used (e.g., /f/, 
/s/, /k/; Goberman & Blomgren, 2008; Robb & Smith, 2002; Stepp et al., 2010; Stepp, 
Merchant, et al., 2011; Watson, 1998) potentially drawing into question comparisons 
across studies. Although Stepp et al. (2010) noted that the choice of voiceless phonemes 
(/f/ and /k/) used in their study did not have a significant effect on RFF, they only 
examined three speech sequences (two speech sequences of /f/ in different voiced 
contexts and one speech sequence of /k/) in eight speakers. An examination of the effect 
of phoneme identity on RFF may explain the variation in RFF in individuals with similar 
profiles that were observed across studies that utilize different voiceless phoneme.  
 For these reasons, a systematic investigation was carried out to determine the 
effects of two factors of phonetic context, stimulus type and phoneme identity (/f/, /s/, /ʃ/, 
/p/, /t/, and /k/), on RFF. In order to provide linguistically relevant stimuli, voiced 
sonorants were not controlled in these stimuli. Although F0 is known to be dependent on 
the vowel identity due to the intrinsic pitch of vowels (Crandall, 1925), the normalization 
of RFF should minimize the effect of intrinsic pitch, thus the effect of voiced sonorant 
was not examined in this study. By determining how the factors of stimulus type and 
phoneme identity contribute to RFF, the contribution of phonetic context on differences 
in RFF across studies can be interpreted. In addition, these data will allow for 
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development of a set of stimuli with minimal within-speaker variance for future studies 
on RFF, resulting in a more reliable objective measure to be applied to future studies in 
disordered voices.  
 
Figure 2.1. An acoustic waveform of the voiced sonorant-voiceless consonant-voiced 
sonorant speech sequences /ifi/. The first and tenth vocal cycles for both offset and onset 
vowels are highlighted. To calculate relative fundamental frequency (RFF), the 
instantaneous fundamental frequencies (inverse of the period) of ten vocal cycles preceding 
and following the consonant are normalized to the steady-state fundamental frequencies. 
The instantaneous fundamental frequencies for offset vocal cycle 1 and onset vocal cycle 10 




Participants 	   Sixteen young adults (eight females, M = 21.5 years, SD = 2.8 years) participated 
in this study. All participants were native speakers of American English and reported no 
prior history of speech, language, or hearing disorders. Participants completed written 
consent in compliance with the Boston University Institutional Review Board. 
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Speech Stimuli 	   The speech stimuli consisted of a total of 31 speech tokens: 18 moderately 
variable and 10 highly variable English sentences, followed by 3 series of voiced 
sonorant-voiceless consonant-voiced sonorant, termed uniform utterances. The stimuli 
were produced in the same order by all participants. The uniform utterances consisted of 
three repetitions of the same speech sequence: /ɑfɑ/, /ifi/, or /ufu/, with each token 
containing three of the same speech sequence (e.g., /ɑfɑ ɑfɑ ɑfɑ/). The moderately 
variable sentences were defined as sentences loaded with three speech sequences using 
the same voiceless consonant phonemes (e.g., “We feel you do fail in new fallen dew” 
using /f/). Three sentences for each of the following six voiceless consonants were 
developed:  /f/, /s/, /ʃ/, /p/, /t/, and /k/. To ensure consistent elicitations, these consonants 
were surrounded on either side by stressed voiced sonorants. In addition, sentences were 
constructed to ensure that the speech sequences were distinct and no competing 
consonants were located in the same sentence. For example, if a speech sequence was 
targeting the consonant /t/, no other superfluous instances of /t/ were included in the 
sentence nor were there instances of its voiced cognate /d/, or any other stop consonants. 
The highly variable sentences were developed by loading them with speech sequences 
containing different voiceless phonemes (e.g., “I saw my five dollar bill in the blue 
puddle there” using /s/, /f/, and /p/). Four of these sentences contained three speech 
sequences and the remaining sentences contained four. All speech stimuli used are listed 
in Table 2.1. The degree of phonetic variability is lowest in uniform utterances and 
highest in highly variable sentences.  
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We all found a wee fly on my food on Monday. 
Nelly found new fabric while Ray fell down. 




We see my sibling on my side mowing. 
We sang a jolly song all day Sunday morning.  




We showed Nell my shiny new shoe bin. 
The dew shimmered over my shiny blue shell again. 




I’m happy we pay our new pal Nelly. 
Lovely Pamela is your pal when you play more. 




I tell you, my tea is way too warm. 
My tiny toy is a wee train with no wheel. 




My key won her car and her cane as well. 
In my car you can lay calmly. 







I saw my five dollar bill in the blue puddle there. 
Molly shimmied every evening to tunes Bo played her. 
I called you two days in a row and you found a way to 
ignore me. 
A penny can only get you so far in life. 
Lee saw the bee fly in her top window. 
May caught the bug with her shiny blue pan bravely. 
Joe told her the gray pony would try coming by soon again.  
My family saw my wife only did whatever she wanted. 
I said, “Oh fine, I’ll show you now.” 














/ɑfɑ ɑfɑ ɑfɑ/ 
/ifi ifi ifi/  




*The speech sequences used to calculate the relative fundamental frequency (RFF) are 




 Each subject was instructed to read the speech stimuli at his or her comfortable 
pitch and loudness while wearing a head-mounted microphone (Sennheiser, model 
PC131) connected to a digital audio recorder (Olympus, model LS-10) recording at 44.1 
kHz and 16 bit resolution in a sound-treated room. An experimenter monitored the 
subject during the task and asked the subject to repeat any sentences that were 
misarticulated or obviously glottalized. For the productions of uniform stimuli, the 
experimenter modeled the utterances before the subject performed the task.  
Data Analysis 
 All recordings were analyzed using Praat acoustic analysis software  and 
Microsoft Excel (Microsoft, Version 14, 2010). The default pitch range used in Praat was 
60-300 Hz for male recordings and 90-500 Hz for female recordings, although these 
settings were adjusted on a speaker-by-speaker basis. Default settings were used for all 
other parameters. A single investigator (the first author) computed the periods of the ten 
vocal cycles preceding and following the voiceless consonant in each speech sequence 
(see Fig. 2.1). RFF was then calculated by normalizing the instantaneous F0s, the inverse 
of the periods, relative to reference fundamental frequencies (F0ref) in ST using Equation 
1. The first offset vocal cycle and tenth onset vocal cycle are closest to the steady-state 
portions of the offset and onset sonorants, respectively. Thus, the instantaneous F0 for the 
first offset vocal cycle was chosen as the F0ref for the offset vocal cycles and 
instantaneous F0 for the tenth onset vocal cycle was the F0ref for the onset vocal cycles, 
similar to previous studies (Eadie & Stepp, 2013; Goberman & Blomgren, 2008; Robb & 
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Smith, 2002; Stepp, 2013; Stepp et al., 2010; Stepp, Merchant, et al., 2011; Stepp et al., 
2012; Watson, 1998).  
 
RFF (ST) = 12 × log2 (F0 / F0ref) = 39.86 × log10 (F0 / F0ref)  Equation 2.1  
 
 Speech sequences were rejected by the investigator if any phonemes were 
misarticulated, if either voiced sonorant was glottalized, or if the magnitude of the second 
offset or ninth onset vocal cycle was greater than 0.8 ST. As in previous RFF studies 
(Stepp, 2013; Stepp, Merchant, et al., 2011; Stepp et al., 2012), samples produced with 
glottalization were excluded due to their irregular vocal cycles. The criteria on the second 
offset and ninth onset vocal cycles ensured that the reference vocal cycle used for 
normalization was near steady state. The RFF computed from all three or four speech 
sequences in a text token (i.e. a series of speech sequences in the uniform stimuli or a 
sentence in the moderately or highly variable stimuli) were used to calculate the token-
level mean and standard deviation used for statistical analysis.  
 To determine the inter-rater reliability, a second investigator (the final author) re-
analyzed 15% of the samples in each stimulus type (uniform, moderately variable, and 
highly variable). The Pearson-product moment correlation coefficients were calculated, 
yielding r = 0.95, 0.93, and 0.94 for uniform utterances, moderately variable sentences, 
and highly variable sentences respectively. In addition, the first author re-analyzed 15% 
of the samples in each stimulus type three months after initial analysis to determine the 
intra-rater reliability. The Pearson-product moment correlation coefficients were 
calculated, yielding r = 0.93, 0.93, and 0.96 for uniform utterances, moderately variable 
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sentences, and highly variable sentences, respectively. 
Statistical Analysis 
 Statistical analysis was performed using Minitab Statistical Software (Minitab, 
Version 16.2.2, 2010). To determine the effect of stimulus type, a three-factor general 
linear model was performed on the token-level RFF means and standard deviations. The 
factors examined were vocal cycle (offset 1 – 10 and onset 1 – 10), stimulus type, and 
gender. To determine the effect of phoneme identity, only the moderately variable 
sentences were used. Again, a three-factor general linear model was performed on the 
token-level RFF means and standard deviations. The factors examined were vocal cycle 
(offset 1 – 10 and onset 1 – 10), phoneme identity (/f/, /s/, /ʃ/, /p/, /t/, and /k/), and gender. 
Effect sizes for each factor were quantified using the squared partial curvilinear 
correlation (η2p, Witte & Witte, 2010). The squared partial curvilinear correlation is 
defined as “the portion of explained variance in the dependent variable after one or more 
sources have been eliminated from the total variance” and values of 0.01, 0.09, and 0.25 
are classified as small, medium, or large, respectively (Witte & Witte, 2010, p 383). The 
alpha level for all comparisons was set at 0.05. All post hoc analyses were completed 
using Tukey’s Honestly Significant Difference tests.  
 
Results 	   A three-factor general linear model (see Table 2.2) indicated statistically 
significant effects of stimulus type (uniform, moderately variable, or highly variable; p < 
0.001), vocal cycle (p < 0.001), and the interactions of vocal cycle × stimulus type (p < 
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0.001), vocal cycle × gender (p < 0.001), gender × stimulus type (p < 0.001), and vocal 
cycle × gender × stimulus type (p = 0.005) on the token-level RFF means. The effect 
sizes of stimulus type and the interactions of vocal cycle × stimulus type, vocal cycle × 
gender, gender × stimulus type, and vocal cycle × gender × stimulus type were small (η2p 
≤ 0.04) in comparison to the effect size of vocal cycle (η2p = 0.64). Post hoc testing 
revealed that the token-level RFF means elicited from all three different types of stimulus 
were significantly different from one another. The means of the moderately variable 
sentences averaged across cycles were significantly (padj < 0.05) higher than those of the 
highly variable sentences and uniform utterances. The means of the highly variable 
sentences averaged across cycles were significantly (padj < 0.05) higher than those of the 
uniform utterances. This is the general trend when examined across speakers, but there 
were some individual variability. To explore these differences in terms of the statistically 
significant interaction found between stimulus type and vocal cycle, the token-level RFF 
means for each type of stimulus were plotted as a function of vocal cycle (Fig. 2.2). No 
substantial difference was observed among the token-level RFF means of each type of 
stimulus in the offset vocal cycles, except for offset vocal cycle 10, in which the token-
level RFF means tended to be slightly lower in highly variable sentences relative to 
moderately variable sentences and uniform utterances. Small differences were observed 
in the onset vocal cycles and they were most pronounced in onset vocal cycle 1-4. In 
onset vocal cycles 1-4, token-level RFF means tended to be slightly lower in the uniform 
utterances relative to the highly variable and moderately variable sentences. However, 
RFF as a function of stimulus type and vocal cycle slightly varied between genders (see 
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Fig. 2.3).  
Table 2.2. Top. Results of three-factor (vocal cycle, stimulus type, gender) general linear 
model on token-level RFF means (M) and standard deviations (SD). Bottom. Results of 
three-factor (vocal cycle, phoneme identity, gender) general linear model on token-level 
RFF means (M) and standard deviations (SD) of moderately variable sentences only 
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Figure 2.2. Token-level RFF means as a function of stimulus type (uniform -- uniform 
utterances, moderate -- moderately variable sentences, and high -- highly variable 
sentences) and vocal cycle (offset 1-10 and onset 1-10) averaged between genders in 
semitones (ST). Uniform utterances consisted of three repetitions of the same speech 
sequences. Moderately variable sentences contained speech sequences of a single voiceless 
phoneme. Highly variable sentences were loaded with speech sequences utilizing multiple 
phonemes. Error bars indicate the 95% confidence intervals for the means. Markers are 
displaced horizontally so that they don’t overlap. 
 
Figure 2.3. Token-level RFF means as a function of stimulus type and vocal cycle in ST for 
females (left) and males (right). Error bars indicate the 95% confidence intervals for the 
means. Markers are displaced horizontally so that they don’t overlap. 	   Similarly, a three-factor general linear model (see Table 2.2) indicated statistically 
significant effects of stimulus type (p < 0.001), vocal cycle (p < 0.001), and the 
interactions of vocal cycle × gender (p = 0.001), and vocal cycle × stimulus type (p = 
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0.037) on the token-level RFF standard deviations. Again, the effect sizes of stimulus 
type and the interactions of vocal cycle × stimulus type and vocal cycle × gender were 
small (η2p = 0.01) in comparison to the effect of vocal cycle (η2p = 0.46). Post hoc testing 
revealed that the token-level RFF standard deviations for highly variable and moderately 
variable sentences were significantly (padj < 0.05) higher than those for uniform 
utterances, but no statistically significant (padj < 0.05) difference in token-level RFF 
standard deviations was found between highly variable and moderately variable sentences. 
Figure 2.4 shows a plot of the mean values of the token-level RFF standard deviations in 
each stimuli category. Examination of the token-level RFF standard deviations as a 
function of vocal cycle in each category (see Fig. 2.5) revealed that the means for 
uniform utterances were lowest for all non-reference vocal cycles, but the difference was 
most pronounced in onset vocal cycles 1-2. Further examination of the effect of stimulus 




Figure 2.4. Token-level RFF standard deviations as a function of stimulus type (uniform, 
moderate, and high) averaged across all vocal cycles and gender in ST. Error bars indicate 




Figure 2.5. Token-level RFF standard deviations as a function of stimulus type (uniform, 
moderate, and high) and vocal cycle (offset 1-10 and onset 1-10) averaged between genders 
in ST. Markers are displaced horizontally so that they don’t overlap. 	   A three-factor general linear model on token-level RFF means (see Table 2.2), 
revealed statistically significant effects of phoneme identity (p < 0.001), vocal cycle (p < 
0.001), gender (p = 0.009), and the interactions of vocal cycle × phoneme identity (p < 
0.001), vocal cycle × gender (p < 0.001), phoneme identity × gender (p < 0.001), and 
vocal cycle × gender × phoneme identity (p < 0.001). There was a small effect size for 
phoneme identity (η2p = 0.03), gender (η2p = 0.04), and the interactions of vocal cycle × 
gender (η2p = 0.04), phoneme identity × gender (η2p = <0.01), and vocal cycle × gender × 
phoneme identity (η2p = 0.03); a medium effect size for the interaction of vocal cycle × 
phoneme identity (η2p = 0.07); and a large effect size for vocal cycle (η2p = 0.65). Post hoc 
testing revealed that the RFF means for both /f/ and /ʃ/ were significantly (padj < 0.05) 
higher than for /s/, /p/, /t/, and /k/, and that the RFF means for /s/, /p/, and /t/ were 
significantly lower than for /k/. To further explore these relationships, the token-level 
RFF means were plotted as a function of vocal cycle for each phoneme (Fig. 2.6). 
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Compared to stops (/p/, /t/, /k/), fricatives (/f/, /s/, and /ʃ/) tended to show higher RFF for 
the vocal cycles nearest to the consonant (i.e., offset vocal cycle 10 and onset vocal cycle 
1). Further examination of the effect of phoneme identity × vocal cycle on RFF mean as a 
function of gender revealed complex relationships. 
 
Figure 2.6. Token-level RFF means as a function of phoneme identity (/f/, /s/, /ʃ/, /p/, /t/and 
/k/) and vocal cycle (offset 1-10 and onset 1-10) averaged between genders in ST. Fricatives 
(/f/, /s/, and /ʃ/) are plotted in dark blue, while stop consonants (/p/, /t/, and /k/,) are plotted 
in light pink. Error bars are omitted for clarity. 	   A three-factor general linear model on token-level RFF standard deviations (see 
Table 2.2), revealed statistically significant effects of phoneme identity (p < 0.001), vocal 
cycle (p < 0.001), and interactions of vocal cycle × phoneme identity (p = 0.008), vocal 
cycle × gender (p < 0.001), phoneme identity × gender (p <0.001), and vocal cycle × 
gender × phoneme identity (p = 0.009). There was a small effect size for phoneme 
identity (η2p = 0.01) and the interactions of vocal cycle × phoneme identity (η2p = 0.02), 
vocal cycle × gender (η2p = 0.01), phoneme identity × gender (η2p = 0.01), and vocal cycle 
× gender × phoneme identity (η2p = 0.02); and a large effect size for vocal cycle (η2p = 
0.48). Post hoc testing revealed several significant (padj < 0.05) differences between the 
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phonemes. A plot of the mean values of token-level standard deviations for each 
phoneme is shown in Fig 2.7. The mean standard deviation for /p/ was the highest, while 
the mean standard deviations for the fricatives (/f/, /s/, and /ʃ/) were the lowest. 
Examination of the mean values of token-level standard deviations as a function of vocal 
cycle revealed that fricatives tended to have lower or equal standard deviations compared 
to stops for all non-reference vocal cycles, except for onset vocal cycles 1 – 2 in which 
marginal differences were observed between fricatives and stops. Further examination of 
the effect of phoneme identity × vocal cycle on RFF standard deviations as a function of 
gender revealed complex relationships. 
 
Figure 2.7. Token-level RFF standard deviations as a function of phoneme identity (/f/, /s/, 
/ʃ/, /p/, /t/and /k/) averaged across all vocal cycles and genders in ST. Error bars indicate the 
95% confidence intervals for the means. 
 
Discussion 
 The goal of this study was to explore how phonetic context affects RFF. 
Statistically significant effects of stimulus type and phoneme identity were found for 
token-level RFF means; however, the effect sizes for stimuli type and phoneme identity 
were generally small. When compared across stimulus type, RFF means were highest in 
moderately variable sentences and lowest in uniform utterances. When compared across 
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phoneme identity, RFF means were highest in sentences using the phonemes /f/ and /ʃ/ 
and lowest in those containing /p/.  
 Similarly, statistically significant effects of stimulus type and phoneme identity 
on token-level RFF standard deviations were found, but again the effect sizes were small. 
When compared across stimulus type, RFF standard deviations were similar between the 
highly and moderately variable sentences and lowest in uniform utterances. When 
compared across phoneme identity, RFF standard deviations were highest in speech 
sequences containing /p/ and lowest in those containing /f/ and /ʃ/. 
Effects of Stimulus Type  
 The results of the study indicate that differences in mean RFF were most 
noticeable in onset vocal cycles 1 – 4, with the lowest means in the uniform utterances 
(see Fig. 2.2). Minimal differences were seen in the offset vocal cycles, with the 
exception of offset vocal cycle 10, in which the token-level RFF means for highly 
variable stimulus tended to be slightly lower than those for moderately variable and 
uniform stimuli. The effect of stimulus type on mean RFF primarily affected the onset 
vocal cycles unlike the effects of gender (Stepp, 2013), aging (Watson, 1998), and voice 
disorders (Stepp et al., 2010; Stepp et al., 2012), which largely affect offset vocal cycles. 
 In addition, stimulus type also showed a small, but significant effect on RFF 
standard deviations. Compared with both highly variable and moderately variable 
sentences, uniform utterances elicited RFF with the lowest token-level standard 
deviations (see Fig. 2.4). One potential reason for this difference may be the difference in 
the amount of variation in the flanking sonorants in the three stimulus types. In the 
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uniform utterances, the RFF standard deviations were computed for speech sequences 
with exactly the same flanking sonorants throughout the utterance (e.g., /ɑfɑ/ /ɑfɑ/ /ɑfɑ/; 
all /ɑ/), but in highly variable and moderately variable sentences, they were computed for 
speech sequences with different flanking sonorants to allow for linguistically appropriate 
stimuli. Although the effect of sonorants on RFF has not been previously studied, 
averaging RFF over different voiced sonorants could potentially lead to higher variance 
due to differences in the intrinsic pitch of vowels (Crandall, 1925). On the other hand, the 
instantaneous F0s of each sonorant are normalized to the reference fundamental 
frequency of that same sonorant during the calculation of RFF, so the effect of intrinsic 
pitch should be reduced or diminished. Nevertheless, future studies are warranted to 
systematically determine the effect of flanking sonorants on token-level RFF standard 
deviations. This analysis is not done here as the stimuli were not designed to 
systematically control for flanking sonorants. 
 Another potential hypothesis for why uniform utterances tended to have lower 
standard deviations compared to highly variable and moderately variable sentences is that 
the duration of sonorants for speech sequences in sentences may be shorter than in non-
linguistic stimuli, resulting in reference vocal cycles that are not truly at steady state. In 
addition, uniform utterances are easier to produce and more rote. Token-level standard 
deviations should be higher for sentences if some of the speech sequences are poorly 
normalized. To explore this hypothesis, the absolute values of offset vocal cycle 2 and 
onset vocal cycle 9 (vocal cycles adjacent to the reference vocal cycles) in the three types 
of stimuli were compared. The absolute RFF values of these vocal cycles are expected to 
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be small, near zero ST if the reference vocal cycles have reached steady state. When the 
mean absolute RFF in the vocal cycles adjacent to the reference vocal cycles was 
calculated, uniform utterances had somewhat lower values (offset mean = 0.083 ST; 
onset mean = 0.077 ST) when compared to moderately variable sentences (offset mean = 
0.11 ST; onset mean = 0.12 ST) and highly variable sentences (offset mean = 0.097 ST; 
onset mean = 0.12 ST). This post hoc analysis supports the hypothesis that the reference 
vocal cycles in speech sequences in uniform utterances may have been closer to steady 
state compared to those in moderately variable and highly variable sentences, thus 
contributing to the small effect of stimuli type noted for RFF standard deviations. 
Effects of Phoneme Identity 
 The effects of phoneme identity and the interaction between vocal cycle × 
phoneme identity were statistically significant with small and medium effect sizes, 
respectively. The most obvious differences in RFF between phonemes were observed in 
offset vocal cycles 4-10 and onset vocal cycle 1, in which RFF tended to be higher in 
fricatives than in stops (see Fig. 2.6). These vocal cycles affected by phoneme identity 
are similar to those that have been shown to be affected by vocal hyperfunction (Stepp et 
al., 2010). Thus, it may be especially important to employ stimuli with consistent 
phonemes when using RFF to evaluate vocal hyperfunction. 
 Although the underlying physiological differences that result in the differences in 
mean RFF observed in stops and fricatives are not known, the differences may result 
from differences in vocal tract activity associated with these two different manners of 
production. During the production of both voiceless stops and fricatives, the vocal folds 
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are abducted to allow pressure to build in the oral cavity of the vocal tract. However, the 
production of stops requires full oral constriction followed by a release, whereas 
fricatives require partial oral constriction throughout the entire duration of the consonant. 
Fricatives are expected, in comparison to stops, to have higher airflow preceding the 
voiceless consonant so that the frication can start immediately following the vowel, and 
lower airflow following the voiceless consonant since less pressure has built up during 
the partial constriction relative to the full constriction in stops. In fact, Lofqvist et al. 
(1995) measured the mean minimum and mean peak airflow in vowel-consonant-vowel 
utterances produced by two subjects and found that airflow was higher preceding and 
lower following the production of the fricative /s/ compared to the production of the stop 
/p/. Thus, the higher offset RFF observed in fricatives may be a result of this increased 
airflow. However, the lower airflow following the fricative should lead to lower onset 
RFF for fricatives relative to stops, which is contrary to the observations in this study. 
 Another potential explanation for differences in onset RFF between stops and 
fricatives is due to differences in the laryngeal activity. Notably, the laryngeal tension in 
the vocal folds preceding and following the obstruents may differ in the production of 
fricatives relative to stops. Lofqvist et al. (1989) measured the activity of the cricothyroid 
muscle during both voiceless stops and fricatives. Although the purpose of their study 
was not to compare these two types of obstruents, they found that the average muscle 
activity measured during stops was lower or equal to that during the fricatives for all 
three subjects studied. In another study (Fant, 1970), the activity of the vocalis muscle 
was measured from a single Dutch speaker. Results indicated that the relaxation of the 
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vocalis muscle was greater when the speaker transitioned from the fricative /f/ to /ɑ/ than 
when the speaker transitioned from the stop /t/ to /ɑ/. These studies suggest that more 
tension may be used for devoicing following fricatives compared to stops. This difference 
in tension might lead to higher onset RFF in fricatives, which we observed in our study. 
However, due to differences in the intent of study and limited sample sizes, neither study 
provides conclusive evidence that there is a difference in tension in voiced sonorants 
preceding or following stops relative to fricatives, nor that this difference would drive 
differences in offset or onset RFF. Future studies involving simultaneous physiological 
measurements of tension, airflow, and vocal fold kinematics during the production of 
RFF stimuli should be conducted to determine the underlying physiology behind these 
differences. 
Implications and Limitations 
 A set of stimuli with minimal intra-speaker variability can be developed based on 
results of the study. Given that the lowest token-level RFF standard deviations were seen 
for uniform stimulus and the phonemes /f/ and /ʃ/, and that the expected patterns of 
phonemic-level changes in F0 were still preserved in the uniform utterances, uniform 
utterances with the phonemes /f/ and /ʃ/ are recommended as stimulus for future studies 
and clinical protocols.  
 The results of this study should be interpreted with attention to several limitations. 
First, the finding of an effect of stimulus type on RFF standard deviation should be 
interpreted with caution. Although results showed that uniform utterances had the lowest 
token-level standard deviation, the uniform utterances tested were all speech sequences 
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with the phoneme /f/, and this particular phoneme was found to have one of lowest token-
level RFF standard deviations. Future experimental design should incorporate uniform 
utterances with different voiceless phonemes to determine whether they can still produce 
RFF estimates with lower standard deviations then moderately variable sentences and 
highly variable sentences. Second, the stimuli were always produced in the order of 
moderately variable sentences followed by highly variable sentences and uniform 
utterances, which could potentially have resulted in an order effect. Participants may have 
become more experienced or fatigued as the experiment progressed. Previous studies 
have shown that F0 tends to increase after prolonged voice use (Lehto, Laaksonen, 
Vilkman, & Alku, 2008; Stemple, Stanley, & Lee, 1995). However, the duration of the 
experiment in this study generally took less than 30 minutes, so the difference in baseline 
F0 was likely minimal and the calculation of RFF takes into account the baseline F0 by 
normalizing instantaneous F0s to a steady state F0. Third, although all participants were 
speakers of American English, individual dialects were not recorded and could have had 
effects on pronunciation and thus RFF. Finally, the current results can only be 
generalized to young speakers with healthy voices. Future studies involving older adults 
and speakers with disordered voices should be carried out to determine whether stimulus 
type and phoneme identity have similar effects in these speakers. Perceptual studies 
should also be carried out to determine how well RFF estimated using different types of 
stimuli correlates with the perception of voice quality. Eadie & Stepp (2013) showed that 
individuals with adductor spasmodic dysphonia need at least six speech sequences to 
achieve a stable RFF estimate that correlates with listener perceptions of vocal effort. 
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However, these stimuli were taken from a single sentence loaded with nine speech 
sequences with a variety of different phonemes. Fewer speech sequences may be needed 
for a stable RFF estimate that correlates with perception if stimuli with inherently lower 
RFF standard deviations are used.  
 A significant effect of the interaction between vocal cycle × phoneme identity on 
mean RFF with a medium effect size was found. Closer inspection indicated differences 
in both offset and onset RFF as a function of the manner of production (stops vs. 
fricatives). This finding leaves questions about the differences in physiology and RFF 
production in stops and fricatives. Future studies involving a neck-placed miniature 
accelerometer (Hillman, Heaton, Masaki, Zeitels, & Cheyne, 2006) could be used to 
determine vocal fold vibrations that might be masked by the sudden high energy releases 
in stops and fricatives in the acoustic signal. In addition, simultaneous measures of oral 
airflow, electromyography of muscles involved in laryngeal tension (suprahyoid, 
cricothyroid, and vocalis muscles), and imaging should be employed to determine the 
contributions of tension, aerodynamics, and vocal fold kinematics to RFF production. 
 
Conclusion 
 Stimulus type and phoneme identity have mostly small, but significant effects on 
token-level RFF means and standard deviations. Thus, it may be necessary to account for 
the effect of phonetic context when comparing RFF across studies. To minimize within-
speaker RFF variability, uniform utterances with the phonemes /f/ and /ʃ/ are 
recommended since they showed the lowest token-level RFF standard deviations. Future 
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studies are necessary to determine the effects of stimulus type and phoneme identity on 




CHAPTER THREE: COMPARISON OF VOICE RELATIVE FUNDAMENTAL 
FREQUENCY ESTIMATES DERIVED FROM AN ACCELEROMETER SIGNAL 
AND LOW-PASS FILTERED AND UNPROCESSED MICROPHONE SIGNALS 
Abstract 
 The relative fundamental frequency (RFF) surrounding the production of a 
voiceless consonant has previously been estimated using unprocessed and low-pass 
filtered microphone signals, but it can also be estimated using a neck-placed 
accelerometer signal that is less affected by vocal tract formants. Determining the effects 
of signal type on RFF will allow for comparisons across studies and aid in establishing a 
standard protocol with minimal within-speaker variability. Here RFF was estimated in 12 
speakers with healthy voices using unprocessed microphone, low-pass filtered 
microphone, and unprocessed accelerometer signals. Unprocessed microphone and 
accelerometer signals were recorded simultaneously using a microphone and neck-placed 
accelerometer. The unprocessed microphone signal was filtered at 350 Hz to construct 
the low-pass filtered microphone signal. Analyses of variance showed that signal type 
and the interaction of vocal cycle × signal type had significant effects on both RFF means 
and standard deviations, but with small effect sizes. The overall RFF trend was preserved 
regardless of signal type and the intra-speaker variability of RFF was similar among the 
signal types. Thus, RFF can be estimated using either a microphone or an accelerometer 
signal in individuals with healthy voices. Future work extending these findings to 




 Relative fundamental frequency (RFF) is a measure estimated using the 
instantaneous fundamental frequencies (F0s) in a sonorant – voiceless consonant – 
sonorant instance (RFF instance). Specifically, RFF is defined as the 10 instantaneous 
F0s preceding and subsequent to a voiceless consonant, normalized to nearby steady state 
F0 in semitones (e.g., upper panel of Fig. 3.1).  
 RFF has been of interest to a variety of different research studies (Eadie & Stepp, 
2013; Goberman & Blomgren, 2008; Lien, Gattuccio, & Stepp, 2014; Robb & Smith, 
2002; Stepp, 2013; Stepp & Eadie, 2011; Stepp et al., 2010; Stepp, Merchant, et al., 
2011; Stepp et al., 2012; Watson, 1998; Chapter 2). Several of these investigated the 
characteristics of RFF in populations with voice disorders, including vocal hyperfunction 
(VH) and Parkinson’s disease (PD), and found that individuals with voice disorders have 
RFF that differs from those of individuals with healthy voices (Goberman & Blomgren, 
2008; Stepp, 2013; Stepp et al., 2010; Stepp et al., 2012).  
 The characteristic pattern of RFF in young speakers with healthy voices is a stable 
(near 0 ST) or slightly decreasing (as a function of cycle) RFF prior to the consonant and 
decreasing RFF after the consonant (Lien et al., 2014; Robb & Smith, 2002; Watson, 
1998; Chapter 2). For the last cycle preceding the voiceless consonant (cycle 10 of the 
offset vowel) and the first cycle following the consonant (cycle 1 of the onset vowel), 
mean RFF values are -0.84 to 0.44 ST and 2.3 to 3.1 ST, respectively (Lien et al., 2014; 
Robb & Smith, 2002; Watson, 1998; Chapter 2). However, for speakers with VH and PD, 
both offset and onset RFF tend to be lower compared to age-matched controls (Goberman 
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& Blomgren, 2008; Stepp, 2013; Stepp et al., 2010). In individuals with VH prior to 
voice therapy (Stepp et al., 2010) and individuals with PD while off medication 
(Goberman & Blomgren, 2008; Stepp, 2013), mean RFF values for offset cycle 10 and 
onset cycle 1 are -1.0 to -2.2 ST and 1.8 to 2.7 ST, respectively. 
 The difference in RFF between individuals with healthy voices and those with 
disordered voices (VH or PD) has been hypothesized to be caused by differences in 
baseline laryngeal tension (Goberman & Blomgren, 2008; Stepp, 2013; Stepp, Merchant, 
et al., 2011). Previous study has shown that the activity of the cricothyroid muscle 
increases preceding or during the voiceless consonant and decreases immediately after 
(Lofqvist et al., 1989). Increase in cricothyroid muscle activity is associated with an 
increase in laryngeal tension, which consequently leads to increased F0 (Arnold, 1961; 
Roubeau et al., 1997). Individuals with VH and PD are thought to have excessive 
laryngeal tension, i.e. higher baseline tension (Berardelli et al., 1983; Gallena et al., 2001; 
Hillman et al., 1989; Roy et al., 1996). Thus, their ability to use changes in tension during 
devoicing and revoicing may be limited due to a ceiling effect, and this decreased ability 
to modulate laryngeal tension could explain the lowered RFF seen in these individuals 
(Goberman & Blomgren, 2008; Stepp, 2013; Stepp, Merchant, et al., 2011).  
 The difference in RFF between individuals with healthy voices and individuals 
with VH suggests that RFF may be adapted for clinical assessment of VH, a condition 
defined as the “abuse and/or misuse of the vocal mechanism due to excessive and/or 
‘imbalanced’ muscular forces” (Hillman et al., 1989, p 373). Current clinical assessment 
of VH primarily depends on clinicians’ subjective interpretations based on auditory and 
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visual perception, patient history, palpation of neck musculature, and patient report of 
self-perceived fatigue or discomfort (Behrman, 2005; Morrison et al., 1986; Roy et al., 
1996). RFF is a promising measure for objective assessment of VH. In fact, in individuals 
with spasmodic dysphonia, onset cycle 1 RFF values have been shown to significantly 
correlate with listeners’ perception of vocal effort (Eadie & Stepp, 2013), a primary 
subjective diagnostic indicator. However, for these individuals, the current protocol for 
RFF estimation requires at least six RFF instances to attain a stable estimate (Eadie & 
Stepp, 2013), which is not currently feasible for inclusion into clinical protocols due to 
the time-consuming nature of manual RFF estimation. The number of RFF instances 
necessary may be reduced with the use of optimized signals resulting in more reliable 
RFF estimation. This would reduce the time required for RFF estimation, allowing RFF 
to be implemented in clinical protocols for objective assessment of VH. 
 In previous studies, RFF has been estimated from the sound pressure waveforms 
recorded using a microphone in an experimental, low-noise environment. In these studies, 
RFF was estimated either directly from the microphone signal (Eadie & Stepp, 2013; 
Goberman & Blomgren, 2008; Lien et al., 2014; Robb & Smith, 2002; Stepp, 2013; 
Stepp & Eadie, 2011; Stepp et al., 2010; Stepp, Merchant, et al., 2011; Stepp et al., 2012; 
Chapter 2) or from a low-pass filtered waveform of the microphone signal (Watson, 
1998). The effect of low-pass filtering on the reliability or mean values of RFF estimates 
is unknown. The reliability of RFF largely depends on the reliability of estimates of 
instantaneous F0, which is determined primarily by the glottal source (Fant, 1970), 
although evidence suggests that glottal source is somewhat dependent on the vocal tract 
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filter (Titze, Riede, & Popolo, 2008; Titze, 2008). Low-pass filtering can “reduce the 
amplitude of the vocal tract resonances to facilitate measurement of vocal F0” (Watson, 
1998, p 3644); thus RFF estimates using the low-pass filtered  sounds pressure waveform 
may be more reliable compared to estimates using the unprocessed waveform. 
 However, rather than post-processing the microphone signal to reduce the vocal 
tract resonances, an accelerometer signal recorded from the neck surface could also 
potentially be used for RFF estimation. Several studies have examined the advantages 
and disadvantages of using the accelerometer for voice assessments and monitoring 
(Cheyne, 2002; Cheyne, Hanson, Genereux, Stevens, & Hillman, 2003; Coleman, 1988; 
Hillman et al., 2006; Mehta et al., 2012; Popolo et al., 2005; Zanartu et al., 2009). It has 
been shown that a neck-placed accelerometer can provide accurate measurements of F0, 
sound pressure level, and phonation duration in both individuals with healthy voices and 
individuals with disordered voices (Hillman et al., 2006; Svec, Titze, & Popolo, 2005). 
The accelerometer signal is dependent on vibrations passing through the neck surface, so 
some high frequency components present in the microphone signal may be lost (Coleman, 
1988), but this simplifies the procedure for F0 extraction due to the reduced harmonic 
content (Popolo et al., 2005). Additionally, a study by Cheyne et al. (2003) that examined 
a signal from a neck-placed accelerometer found that the accelerometer signal contains 
minimal vocal tract formants, even those low frequency formants likely to remain in the 
microphone signal after low-pass filtering. Another potential benefit of using neck 
surface acceleration is that, unlike sound pressure, vocal cycles preceding or following 
voiceless consonants will not be masked by the burst of high energy in 
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frication/aspiration that occurs due to coarticulation. Coarticulation is defined as 
“changes in the articulation of a speech segment depending on preceding and upcoming 
segments” (Cohen & Massaro, 1993, p 94), which results in “an eventual obscuration of 
the boundaries between units at the articulatory or acoustic levels” (Kent & Minifie, 1977, 
p 116). Lastly, the accelerometer signal is less affected by environmental noise, but is 
more sensitive to movement artifacts (Mehta et al., 2012; Popolo et al., 2005). 
 In this study, we carried out a systematic investigation to determine the effect of 
signal type (unprocessed microphone signal, low-pass filtered microphone signal, and 
unprocessed accelerometer signal) on RFF means and standard deviations. We also 
analyzed the intra-rater and inter-rater reliabilities for each signal type. We hypothesized 
that there would be minimal differences in RFF means across the signals because the 
calculation of RFF is based on the F0 which is similar when estimated using microphone 
and accelerometer signals (Hillman et al., 2006). In addition, we hypothesized that RFF 
standard deviations would be lowest when estimated using unprocessed accelerometer 
signal and highest in unprocessed microphone signal, because masking of vocal cycles in 
the unprocessed microphone signal may interfere with the extraction of reliable F0 
estimates as discussed above. Examining the effects of signal types on mean RFF values 
will determine whether it is feasible to estimate RFF using a low-pass filtered 
microphone signal or an accelerometer signal and support comparisons across studies that 
utilize different signal types to estimate RFF. Determining the effects of signal type on 
RFF standard deviations will aid in establishing a standard protocol with minimal within-





Figure 3.1. Upper: A waveform of the relative fundamental frequency (RFF) instance /ifa/ 
recorded using a microphone. This RFF instance is extracted from the sentence “Nelly 
found new fabric while Ray fell down.” The bar scales directly below the waveform denote 
the first and tenth cycles for both offset and onset vowels. Center: A low-pass filtered (LP) 
microphone waveform of the instance /ifa/, constructed by low-pass filtering the 
unprocessed microphone signal at 350 Hz. Lower: The accelerometer waveform of the 




 Participants were 12 young adults (6 females) aged 18 – 28 years. All participants 
reported no prior history of speech, language, or hearing disorders and were native 
speakers of American English. All participants completed written consent in compliance 




 Each participant was fitted with a head-mounted microphone (PC131, Sennheiser, 
Wedemark, Germany) and a miniature accelerometer (BU Series Knowles Acoustics, 
Itasca, IL). The accelerometer was placed on the surface of the neck just above the sternal 
notch using medical grade adhesive (3M Double Stick Discs, 3M, St. Paul, MN). 
Previous work has shown that neck surface acceleration measured at this location 
provides estimates of F0, sound pressure level, and phonation duration that are similar to 
those using microphone (Hillman et al., 2006). Both microphone and accelerometer 
signals were recorded at 44.1 kHz and 16-bit resolution using a digital audio recorder 
(Olympus, model LS-10, Center Valley, PA). 
 Each participant was instructed to read the same set of stimuli (see Table 3.1) in 
their typical pitch and loudness. The stimuli consisted of six sentences specifically 
designed for RFF analysis. Each sentence was purposefully loaded with three RFF 
instances (e.g., “Nelly found new fabric while Ray fell down”). RFF estimation requires 
that there are at least 10 vocal cycles before and after the voiceless consonant and that the 
instantaneous F0s at the vocal cycles furthest away from the voiceless consonant (the 
reference cycles) are at steady-state. A reference cycle was considered to be at steady 
state if the RFF for the adjacent cycle (offset cycle 2 and onset cycle 9) has a magnitude 
less than 0.8 ST. This threshold was chosen so that only RFF instances that were highly 
likely to be unstable were rejected. To ensure that most RFF instances were usable, the 
stimuli were developed such that the voiceless consonants were flanked on both sides by 
stressed voiced phonemes whose durations tend to be longer than unstressed phonemes 
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(Parmenter & Trevino, 1935).  
 The experiment took place in a sound-treated room. If a sentence was 
misarticulated or obviously glottalized, the experimenter instructed the participant to 
repeat the sentence. 
Table 3.1. RFF Stimuli (selected set) 
Phoneme Sentence 
/s/ We sang a jolly song all day Sunday morning. 
/f/ Nelly found new fabric while Ray fell down. 
/k/ You knock away my cake and Nelly came along. 
/t/ I tell you, my tea is way too warm. 
/ʃ/ I wish I would wash on my shore one day. 
/p/ I’m happy we pay our new pal Nelly. 
* The RFF instances used for estimation are bolded and underlined  
Estimation of RFF 
 RFF was estimated from three types of signals: the unprocessed microphone 
signal, a low-pass filtered microphone signal, and the unprocessed accelerometer signal. 
The unprocessed microphone signal and the unprocessed accelerometer signal were the 
signals recorded during the experiment without any post-processing. The low-pass 
filtered microphone signal was constructed by filtering the unprocessed microphone 
signal using a low-pass 5th order Butterworth filter with a cutoff frequency of 350 Hz in 
MATLAB (The MathWorks Inc., Natick, MA, 2012). Similar to a previous study 
(Watson, 1998), this cutoff frequency was selected because it removes most of the vocal 
tract resonances while still maintaining energy at the F0, which typically averages to be 
about 117 Hz to 137 Hz for males and 200 Hz to 217 Hz for females (Fitch & Holbrook, 
1970).  
 Three individuals, including the first author, were trained in RFF analysis by the 
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final author. All three technicians independently estimated the RFF using Praat (Boersma 
and Weenink, Amsterdam, The Netherlands, 2012) and Microsoft Excel (Microsoft, 
Redmond, WA, 2010). To estimate RFF, each signal waveform was first examined in 
Praat using a default pitch range of 60-300 Hz for male recordings and 90-500 Hz for 
female recordings, but this range was altered on an individual basis. This procedure 
reduces the F0 estimation error produced by Praat’s autocorrelation algorithm by limiting 
the range of F0. Default settings were used for all other Praat parameters. Next, using 
Praat, each technician zoomed in and examined the waveform of an RFF instance with 
the pulse timings displayed. They manually decided which eleven pulse timings 
corresponded to the edges of the ten vocal cycles before and after the voiceless consonant. 
These pulse timings were exported to Excel to calculate the periods of each vocal cycle 
as the difference between adjacent pulse times. Instantaneous F0s, the inverse of the 
periods, were computed for ten vocal cycles preceding and following the voiceless 
consonant. To calculate RFF in semitones, each F0 was normalized to the reference 
fundamental frequencies (F0ref) using Eq. 1. Similar to previous studies, the instantaneous 
F0s for offset cycle 1 and onset cycle 10 were selected to be the F0ref for offset cycles and 
onset cycles, respectively. These reference cycles were selected because they were the 
ones closest to the mid-portions of the vowel and furthest from the consonant. 
Consequently, they are more likely to be at steady-state and to facilitate the capture of the 
changes in instantaneous F0s during devoicing and revoicing.   
 
ST = 39.86 × log10 ( F0 / F0ref )       Equation 3.1 
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 Offset or onset RFF in an instance was rejected by a technician during manual 
acoustic analysis if the phoneme was misarticulated, or if the voiced section was 
glottalized or did not contain at least 10 voicing cycles. In addition, to ensure that the 
reference cycle of the vowel was near steady-state, a technician also rejected the offset or 
onset RFF if the magnitude of the RFF for the cycle adjacent to the reference cycle (i.e. 
offset cycle 2 or onset cycle 9) was greater than 0.8 ST. The RFF values estimated from 
the three RFF instances in each sentence were used to calculate the sentence-level RFF 
means and standard deviations.  
Reliability Procedures and Analysis 
 To determine the intra-rater reliability, each technician re-estimated >15% of the 
total samples in each measurement type (unprocessed microphone signal, low-pass 
filtered microphone signal, and unprocessed accelerometer signal) roughly one month 
after the initial analysis. The Pearson-product moment correlation coefficients were 
calculated and are displayed in Table 3.2. For all technicians, the intra-rater reliabilities 
were lowest for the low-pass filtered microphone signal, although all were greater than or 
equal to 0.87. Two out of three technicians had slightly higher intra-rater reliability for 
the unprocessed accelerometer signal than for the unprocessed microphone signal. 
 







Technician 1 0.90 0.87 0.91 
Technician 2 0.99 0.90 0.96 
Technician 3 0.94 0.93 0.96 
* LP = Low-pass Filtered 
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 Inter-rater reliability of RFF estimates was analyzed using the intraclass 
correlation (Shrout & Fleiss, 1979), type (2, k). The reliabilities for unprocessed 
microphone signals, low-pass filtered microphone signals, and unprocessed 
accelerometer signals were all high, reaching 0.94, 0.95, and 0.96, respectively. 
 Statistical analyses were performed using Minitab Statistical Software (Minitab 
Inc, State College, PA). A three-factor repeated-measures analysis of variances 
(ANOVA) was used to determine the effect of signal type (unprocessed microphone 
signal, low-pass filtered microphone signal, and unprocessed accelerometer signal) on 
both the sentence-level RFF means and standard deviations. Factors were signal type, 
vocal cycle (offset 1-10 and onset 1-10, rater (technicians 1 - 3), and all interactions: 
vocal cycle × signal type, vocal cycle × rater, signal type × rater, and vocal cycle × rater 
× signal type. Effect sizes were quantified using the square partial curvilinear correlation 
(ηp2) and interpreted as small, medium, or large (Witte & Witte, 2010). A predetermined 
level of statistical significance (p <0.05) was used for all analyses. All post hoc analyses 
were completed using Tukey’s Honestly Significant Difference tests. 
Results 
 A three-factor repeated-measures ANOVA (see Table 3.3) indicated statistically 
significant effects (p < 0.001) of vocal cycle (offset 1-10 and onset 1-10), signal type 
(unprocessed microphone signal, low-pass filtered microphone signal, and unprocessed 
accelerometer signal), rater (technician 1 - 3), and the interactions of vocal cycle × signal 
type and vocal cycle × rater on the sentence-level RFF means. The effect sizes of signal 
type and the interaction of vocal cycle × signal type were small (η2p ≤ 0.02) in comparison 
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to the effect size of vocal cycle (η2p = 0.51). Similarly, the effect sizes of rater and the 
interaction of vocal cycle × rater were also small (η2p ≤ 0.02). Post hoc testing revealed 
that the sentence-level RFF means determined from the low-pass filtered microphone 
signals and unprocessed accelerometer signals were significantly (padj < 0.05) lower than 
those estimated using the unprocessed microphone signals, and the RFF means for the 
low-pass filtered microphone signals were not significantly different from those for the 
unprocessed accelerometer signals. To explore these differences in terms of the 
statistically significant interaction found between signal type and cycle, the sentence-
level RFF means for each signal type were plotted as a function of cycle (Fig. 3.2). 
Significant differences (padj < 0.05) were observed among the sentence-level RFF means 
in offset cycles 7 – 10 and onset cycle 2. For offset cycles 7 – 9, the RFF means for the 
unprocessed microphone signals were significantly higher than those for the low-pass 
filtered microphone signals and unprocessed accelerometer signals, but no significant 
difference was observed between the RFF means for the low-pass filtered microphone 
signals and the unprocessed accelerometer signals. For offset cycle 10, the RFF means 
for the unprocessed accelerometer signals were significantly lower than those for the 
unprocessed microphone signals and the low-pass filtered microphone signals, but no 
significant difference was observed between RFF means of the unprocessed microphone 
signal and the low-pass filtered microphone signal. For onset cycle 2, the RFF means for 
the unprocessed accelerometer signals were significantly higher than those for the 
unprocessed microphone signals, but no significant difference was observed between 
RFF means of the unprocessed microphone signals and the low-pass filtered microphone 
	  	  
60 
signals or between the RFF means of low-pass filtered microphone signals and the 
unprocessed accelerometer signals. The general trend of RFF means as a function of 
cycle and signal type did not vary as a function of rater.  
 
Table 3.3. Results of 3-factor repeated-measures analysis of variance on sentence-level RFF 
means 
Effect DF ηp2 F p 
Vocal Cycle 19 0.51 693.6 <0.001 
Signal Type (Microphone, LP Microphone, 
Accelerometer) 
2 <0.01 10.5 <0.001 
Rater (Technician 1 - 3) 2 <0.01 9.1 <0.001 
Vocal Cycle × Signal Type 38 0.02 7.1 <0.001 
Vocal Cycle × Rater 38 0.02 5.1 <0.001 
Signal Type × Rater 4 <0.01 1.6 0.184 
Vocal Cycle × Rater × Signal Type 76 <0.01 0.7 0.959 




Figure 3.2. Sentence-level RFF means as a function of signal type (unprocessed microphone 
signal – Microphone, low-pass filtered microphone signal – LP Microphone, and 
unprocessed accelerometer signal – Accelerometer) and vocal cycle (offset 1-10 and onset 1-
10) in semitones (ST). Error bars indicate 95% confidence intervals for the means. Markers 
are displaced horizontally so that they don’t overlap. 
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 A three-factor repeated-measures ANOVA (see Table 3.4) indicated statistically 
significant effects (p < 0.001) of vocal cycle, signal type, rater, and the interaction of 
vocal cycle × signal type on the sentence-level RFF standard deviations. The effect sizes 
of signal type and the interaction of vocal cycle × signal type were small (η2p ≤ 0.01) in 
comparison to the effect size of vocal cycle (η2p = 0.42). Similarly, the effect size of rater 
(η2p ≤ 0.01) was small. Post hoc testing revealed that the sentence-level RFF standard 
deviations for the unprocessed microphone signal were significantly (padj < 0.05) lower 
than those for low-pass filtered microphone signals and unprocessed accelerometer 
signals, but no statistically significant difference in sentence-level RFF standard 
deviations was found between the low-pass filtered microphone signal and the 
unprocessed accelerometer signal. Figure 3.3 shows a plot of the mean values of the 
sentence-level RFF standard deviations for each signal type. To explore these differences 
in terms of the statistically significant interaction found between signal type and cycle, 
the sentence-level RFF standard deviations for each signal type were plotted as a function 
of cycle (Fig. 3.4). Significant differences (padj < 0.05) were observed among the 
sentence-level RFF standard deviations in offset cycle 10 and onset cycles 1 – 3. For 
offset cycle 10, RFF standard deviations for the unprocessed microphone signal were 
significantly (padj < 0.05) lower than those for the low-pass filtered microphone signal 
and the unprocessed accelerometer signal, but no statistically significant difference was 
observed between standard deviations of the low-pass filtered microphone signal and the 
unprocessed accelerometer signal. Although no statistically significant difference was 
found for other offset cycles, there was a general trend in which the offset RFF standard 
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deviations tended to be lowest in the unprocessed accelerometer signal. For onset cycles 
1 – 3, RFF standard deviations for the unprocessed microphone signal were significantly 
lower than those for the unprocessed accelerometer signal, but no statistically significant 
differences was observed between standard deviations of the unprocessed microphone 
signal and the low-pass filtered microphone signal or between standard deviations of the 
low-pass filtered microphone signal and the accelerometer signal. There was also a 
general trend in the onset cycles in which the RFF standard deviations tended to be 
lowest for the unprocessed microphone signal and highest for the unprocessed 
accelerometer signal. The general trend of RFF standard deviations as a function of cycle 
and signal type did not vary as a function of rater. 
 
Table 3.4. Results of 3-factor repeated-measures analysis of variance on RFF standard 
deviations 
Effect DF ηp2 F p 
Vocal Cycle 19 0.42 440.4 <0.001 
Signal Type (Microphone, LP Microphone, 
Accelerometer) 
2 <0.01 23.5 <0.001 
Rater (Technician 1 - 3) 2 <0.01 17.6 <0.001 
Vocal Cycle × Signal Type 38 0.01 4.2 <0.001 
Vocal Cycle × Rater 38 <0.01 1.2 0.229 
Signal Type × Rater 4 <0.01 0.9 0.450 
Vocal Cycle × Rater × Signal Type 76 <0.01 0.6 0.997 





Figure 3.3. Sentence-level RFF standard deviations (SDs), averaged across vocal cycles, as a 
function of signal type (Microphone, LP Microphone, and Accelerometer) in ST. Error bars 
indicate 95% confidence intervals for the means. 
 
 
Figure 3.4. Sentence-level RFF SDs as a function of signal type (Microphone, LP 
Microphone, and Accelerometer) and vocal cycle (offset 1-10 and onset 1-10) in ST. Error 
bars indicate 95% confidence intervals for the means. Markers are displaced horizontally 
so that they don’t overlap. 
Discussion 
 The goal of this study was to understand how signal type affects RFF. Statistically 
significant effects of signal type and the interaction of vocal cycle × signal type were 
found for sentence-level RFF means; however, the effect sizes were quite small (η2p ≤ 
0.02), with most of the variance in the data explained by the effect of vocal cycle. The 
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overall RFF trend as a function of cycle was preserved regardless of the signal used for 
RFF estimation, suggesting that RFF can be accurately estimated from either an 
unprocessed microphone signal, a low-pass filtered microphone signal, or an unprocessed 
accelerometer signal. 
We also found statistically significant effects of signal type and the interaction of 
vocal cycle × signal type on sentence-level RFF standard deviations. Again, compared to 
the effect size of vocal cycle, the effect sizes were all small (η2p ≤ 0.01). Significant 
differences in RFF standard deviations among signal types tended to occur in the cycles 
closest to the voiceless consonant (offset cycle 10 and onset cycles 1 - 3). Offset RFF 
standard deviations tended to be lowest when estimated using unprocessed accelerometer 
signal and onset RFF standard deviations tended to be lowest when estimated using 
unprocessed microphone signal. This suggests that offset RFF estimated from an 
unprocessed accelerometer signal will have the lowest intra-speaker variability and onset 
RFF estimated from an unprocessed microphone signal will have the lowest intra-speaker 
variability. However, given the small effect sizes (η2p = 0.01) of the interaction of vocal 
cycle × signal type, this slight difference in intra-speaker variability is probably not 
important for most applications.  
RFF Estimates using Neck Surface Accelerometry 
 This study shows that when averaged across cycles, RFF mean values estimated 
from accelerometer signal are significantly lower than those estimated using unprocessed 
microphone signal. Post hoc testing indicated that this difference in RFF means occurs in 
offset cycles 7 – 10 and onset cycle 2. In agreement with our initial hypothesis, the 
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difference in RFF means is small as indicated by the small effect sizes (η2p ≤ 0.02) of 
signal type and the interaction of vocal cycle × signal type. These effect sizes are much 
smaller than the effect size of vocal cycles (η2p = 0.51). Consequently, the overall trend of 
RFF as a function of cycle estimated using accelerometer signals is essentially similar to 
those estimated using microphone signals.  
 This study also demonstrates that RFF standard deviations estimated from an 
accelerometer signal are significantly higher than those estimated using an unprocessed 
microphone signal. There was also a significant effect of the interaction of vocal cycle × 
signal type on RFF standard deviation values. Post hoc analysis indicated that in the 
offset cycles, RFF derived from accelerometer signals tends to have lower standard 
deviation than those derived from microphone signals, while onset RFF derived from 
accelerometer signals tends to have higher standard deviation than those derived from 
microphone signals. This is in contrast with our initial hypothesis that both offset and 
onset RFF standard deviations should be higher in RFF derived from a microphone signal 
relative to an accelerometer signal due to masking by frication/aspiration. Even though 
masking may increase the difficulty for technicians to reliably estimate RFF resulting in 
higher RFF standard deviations, missing the cycles close to the voiceless consonant will 
result in lower RFF standard deviations since RFF standard deviations tend to be lower 
for cycles further away from the voiceless consonant. Due to these opposing effects, the 
resulting effect of signal type on RFF standard deviation should be small, which is 
consistent with our results.  
 Overall, differences in both mean and standard deviation RFF values between 
	  	  
66 
accelerometer signals and microphone signals are small. The pattern of RFF as a function 
of cycle when estimated using an accelerometer signal is similar to that estimated using a 
microphone signal. These findings imply that RFF can be both accurately and reliably 
estimated from an accelerometer signal. In fact, in comparison to the microphone signal, 
the accelerometer signal may be preferred for RFF estimation due to the slightly higher 
technician intra- and inter-rater reliabilities. 
 Differences between Accelerometer and Microphone Signals 
 Although small, we found significant differences in RFF between microphone and 
accelerometer signals, which is likely due to the inherent differences between the two 
signals. Microphone signals capture the vocal fold vibrations, the vocal tract formants, 
radiation characteristics of the mouth, and any environmental noise, while accelerometer 
signals are comprised of vocal fold vibrations, the subglottal formants, and neck surface 
transmission properties (Svec et al., 2005). Aside from the vocal fold vibrations, all of 
these other properties may result in the differences seen in RFF estimated using a 
microphone signal versus an accelerometer signal. Moreover, since the accelerometer 
signal will not respond to sound sources above the glottis, its response to unvoiced 
segments will be minimal compared to the microphone signal (Cheyne et al., 2003). The 
effect of this difference on RFF is not direct, since RFF is calculated based on the F0 
from the voiced segments. However, because of coarticulation, vocal cycles immediately 
preceding and following a fricative may be masked by simultaneous frication in the 
microphone signal, which is not present in the accelerometer signal. In addition, the vocal 
cycles following stops may also be masked in the microphone signal due to 
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frication/aspiration. Thus, the resulting RFF estimation may be affected because the vocal 
cycles that are present in the accelerometer signal are masked in the microphone signal.  
 To explore this hypothesis, we compared the RFF cycle times (the start and 
ending times of vocal cycles) of the nearest cycles preceding and following the voiceless 
consonant between the unprocessed microphone signal and the accelerometer signal (i.e. 
the ending time of offset cycle 10 and the starting time of onset cycle 1; see Fig. 3.1). The 
offset and onset RFF for the unprocessed microphone signal were taken on average 13.6 
milliseconds (standard deviation = 19.3 ms) and 5.9 ms (standard deviation = 10.2 ms) 
further away from the consonant compared to the unprocessed accelerometer signal, 
respectively. The mean F0 of the speakers was 155 Hz (average period 6.5 ms). Thus, on 
average, offset RFF was taken approximately two cycles further away from the voiceless 
consonant and onset RFF was taken less than one cycle further away from the consonant 
for the unprocessed microphone signal relative to the accelerometer signal. This supports 
our hypothesis that some offset cycles are masked in the unprocessed microphone signal 
and this may result in the higher offset RFF in the microphone signal relative to the 
accelerometer signal. Little masking occurs in the onset cycles of the microphone signal, 
so onset RFF values derived using the unprocessed microphone signals and the 
unprocessed accelerometer signals are more similar.  
 We explored this hypothesis further by examining the low-pass filtered 
microphone signal, which should have reduced masking effects compared with the 
unprocessed microphone signal. When we compared the average RFF cycles times of the 
low-pass filtered microphone signal to the accelerometer signal (see Fig. 3.1), offset 
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cycle 10 and onset cycle 1 RFF for the low-pass filtered microphone signal were taken on 
average only 2.0 ms (standard deviation = 15.5 ms) and 1.9 ms (standard deviation = 7.3 
ms) further away from the consonant than the unprocessed accelerometer signal, 
respectively. Thus, both offset and onset RFF are taken less than one cycle further away 
from the voiceless consonant for the low-pass filtered microphone signal relative to the 
accelerometer signal. Since filtering removes most of the masking, RFF values estimated 
using the low-pass filtered microphone signal were more similar to those estimated using 
the unprocessed accelerometer signal; however, some masking effects still remain, 
resulting in the differences seen in offset cycle 10 RFF between the low-pass filtered 
microphone signal and the unprocessed accelerometer signal.  
Advantages/Disadvantages of Accelerometer-Based RFF Measurements 
 There are several advantages to using an accelerometer for RFF-based 
measurements. Individuals with voice disorders often find voice therapy exercises 
difficult to perform outside of the clinic and some have reported that feedback is helpful 
in these situations (van Leer & Connor, 2010). Real-time feedback related to vocal 
function such as RFF-based assessments could be used to assist these individuals. Use of 
an accelerometer to collect the RFF instances would allow for monitoring in noisy 
environments. In addition, the privacy of monitored individuals would be maintained 
since the messages cannot be reconstructed with an accelerometer signal (Cheyne et al., 
2003). 
 However, there are also disadvantages associated with the use of accelerometers 
for RFF-based measurements. The accelerometer is attached to the surface of the jugular 
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notch with an adhesive. This adhesive may detach due to perspiration or movement. 
Moreover, adhesives may be more difficult to attach in older individuals as the elastic 
properties of skin change with aging (Escoffier et al., 1989). The fidelity of the 
accelerometer signal depends not only on the adhesive, but also on the neck surface 
transmission properties (Svec et al., 2005). Thus, the signal will be degraded in 
individuals with thick tissue (skin or adipose) layers.  
Implications and Limitations 
 The RFF means and standard deviations for the microphone signals were similar 
to those observed in the previous study by Robb and Smith (2002) who also studied 
young adults with healthy voices. In both studies, mean offset and onset RFF values were 
found to decrease as a function of cycle. For this study, the mean RFF values for offset 
cycle 10 and onset cycle 1 were -0.45 ST and 2.6 ST, respectively. Robb and Smith 
(2002) found mean RFF values for offset cycle 10 and onset cycle 1 of -0.84 ST and 2.8 
ST, respectively. However, offset RFF means estimated from the low-pass filtered 
microphone signal in the present study were slightly lower than those reported by Watson 
(1998). The mean RFF values for offset cycle 10 and onset cycle 1 were -0.37 ST and 2.5 
ST, respectively. Conversely, Watson (1998) found mean offset cycle 10 and onset cycle 
1 RFF values of 0.44 ST and 2.27 ST, respectively. The studies differed slightly in terms 
of the age and number of participants; however, the most prominent differences between 
the two studies were the stimuli and signal post-processing employed. In the study by 
Watson (1998), the stimuli consisted of RFF instances with the phoneme /s/, whereas the 
stimuli in this study contained RFF instances with several voiceless consonants (/f/, /s/, 
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/ʃ/, /p/, /t/, /k/). Furthermore, in contrast to this study, the sounds pressure waveform in 
Watson’s study was down-sampled at 5kHz to expedite the filtering process. Finally, the 
filter employed was not specified in the study by Watson (1998), thus there may be slight 
differences between the exact filtering characteristics. 
 The results of the current study imply that RFF in young adults with healthy 
voices can be accurately and reliably estimated using either an unprocessed microphone 
signal, a low-pass filtered microphone signal, or an unprocessed accelerometer signal, 
since the effect sizes of signal on both the mean and standard deviation RFF values were 
small (η2p ≤ 0.02). The magnitude of the mean RFF difference between the accelerometer 
signal and low-pass filtered microphone signal (the two signals with the greatest 
difference) at offset cycle 10 and onset cycle 1 were 0.53 ST and 0.10 ST, respectively. 
For offset cycle 10, this magnitude difference between the accelerometer signal and the 
low-pass filtered microphone signal is approximately one-half the magnitude difference 
that has been found between individuals with healthy voices and individuals with voice 
disorders (Goberman & Blomgren, 2008; Stepp et al., 2010). For example, previous 
research has found that this magnitude difference between individuals with healthy 
voices and individuals with VH before voice therapy was 1.0 ST and the magnitude 
difference between individuals with healthy voices and individuals with PD before 
medication was 1.1 ST (Goberman & Blomgren, 2008; Stepp et al., 2010). For onset 
cycle 1, this magnitude difference between the accelerometer signal and the low-pass 
filtered microphone signal is less than one-tenth as much as the magnitude difference 
between individuals with healthy voices and individuals with voice disorders (Goberman 
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& Blomgren, 2008; Stepp et al., 2010). For instance, previous research has found that this 
magnitude difference between individuals with healthy voices and individuals with VH 
before voice therapy was 1.4 ST and the magnitude difference between individuals with 
healthy voices and individuals with PD before medication was 3.8 ST (Goberman & 
Blomgren, 2008; Stepp et al., 2010). Only offset cycle 10 RFF and onset cycle 1 RFF are 
compared here, because they are the cycles that provide the greatest differences between 
the signal types and the cycles that demonstrate the greatest differences between 
disordered voices and controls. In addition, the results suggest that when comparing 
across studies that estimate RFF utilizing different signals, one needs to account for the 
slight differences in offset cycles 7 – 10 and onset cycle 2.  
 In this study, we compared the accelerometer and microphone signals, both of 
which have been shown to provide accurate estimates of F0. Another signal that provides 
accurate measures of F0 is the electroglottagraph signal (EGG; Baken, 1992; Colton & 
Conture, 1990; Kitzing, 1980). An EGG signal measures the change in electrical 
impedance of a current that passes through two electrodes placed slightly apart on the 
middle of the thyroid lamina (Baken, 1992; Colton & Conture, 1990; Kitzing, 1980). 
Since EGG signals provide accurate estimates of F0, we expect the signal can also be 
used for RFF estimation. The advantages of using the EGG signal is that the F0 can be 
extracted using simple zero-crossing methods, (Baken, 1992). In addition, similar to the 
accelerometer signal, the EGG signal is not influenced by vocal tract formats and the 
vocal cycles adjacent to voiceless consonants will not be masked by coarticulation 
(Baken, 1992). The major disadvantage of using this signal is that the signal-to-noise is 
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even lower than the accelerometer signal when used in individuals with thick adipose 
layers (Kitzing, 1980). Additionally, the signal is affected by the exact placement of the 
sensor, the degree of electrode-to-skin contact, movements of the various neck structures 
(e.g., larynx, extrinsic neck muscle contraction), and mucus bridges (Baken, 1992; Colton 
& Conture, 1990; Golla, Deliyski, Orlikoff, & Moukalled, 2009). 
 Although we have shown that different signal types may be used for RFF 
estimation, the optimal signal is still unknown. If RFF is to be adapted for the assessment 
of VH, then the “gold standard” signal for RFF estimation should be the signal that 
provides reliable RFF estimates that most reliably and accurately distinguish the voices of 
healthy individuals from voices with VH. The results of this study shows that in healthy 
speakers, either signal can provide a reliable and accurate measure of RFF, and that the 
mean RFF values for individuals with healthy voices will be slightly lower when 
estimated from the unprocessed accelerometer signal relative to the microphone signal. 
However, a limitation of the study is that no individuals with voice disorders were used, 
thus the results may not generalize to these individuals. Future studies should be 
performed to determine the effect of signal type on RFF in individuals with disordered 
voices. We speculate that RFF can be accurately estimated from an accelerometer signal 
in disordered voices, since estimation of RFF requires accurate estimation of F0, which 
has previously accomplished in individuals with disordered voices (Hillman et al., 2006). 
The RFF estimated from a microphone signal for individuals with excessive tension or 
strain in their voice is lower compared to individuals with healthy voices (Goberman & 
Blomgren, 2008; Stepp, 2013; Stepp et al., 2010). Since the physiological mechanisms 
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underlying this difference are the same regardless of the signal type, we hypothesize that 
a similar pattern will be observed in RFF estimated using an accelerometer signal as the 
pattern observed in RFF estimated using a microphone. Future studies utilizing both 
microphone and neck surface acceleration in speakers with healthy and disordered voices 
are necessary to confirm this hypothesis. 
Conclusion 
 Signal type showed a significant effect on RFF means and standard deviations, 
but the effect sizes of signal type and the interaction of vocal cycle × signal type were 
small in comparison to the effect size of vocal cycle. The overall RFF trend was 
preserved regardless of the signal used to estimate RFF and the differences in intra-
speaker variance between the RFF estimated using microphone signal and accelerometer 
signal were fairly small. Thus, for individuals with healthy voices, RFF can be accurately 
and reliably estimated from either a microphone signal or an accelerometer signal. Future 
studies are necessary to determine the effect of signal type on RFF in speakers with 





CHAPTER FOUR: VOICE RELATIVE FUNDAMENTAL FREQUENCY VIA 
NECK-SKIN ACCELERATION IN INDIVIDUALS WITH VOICE DISORDERS 
Abstract 
Purpose: This study investigated the use of neck-skin acceleration for relative 
fundamental frequency (RFF) analysis.  
Method: Forty individuals with voice disorders associated with vocal hyperfunction and 
twenty age- and sex-matched control participants were recorded with a subglottal neck-
surface accelerometer and a microphone while producing speech stimuli appropriate for 
RFF. Rater reliabilities, RFF means, and RFF standard deviations derived from the 
accelerometer were compared to those derived from the microphone. 
Results: RFF estimated from the accelerometer had slightly higher intra-rater reliability 
and identical inter-rater reliability compared to the microphone. Although sensor type and 
the interactions of vocal cycle × sensor and vocal cycle × sensor × group showed 
significant effects on RFF means, the typical RFF pattern could be derived from either 
sensor. For both sensors, the RFF of individuals with vocal hyperfunction was lower than 
that of the controls. Sensor type and its interactions did not have significant effects on 
RFF standard deviations.  
Conclusions: RFF can be reliably estimated using an accelerometer, but these values 
cannot be compared to those collected via microphone. Future studies are needed to 
determine the physiological basis of RFF and to examine the effect of sensors on RFF in 




Vocal hyperfunction is often described as a chronic or recurring condition that 
likely results from exerting poorly regulated or excessive laryngeal tension during 
phonation (Hillman et al., 1989). Current evaluation of vocal hyperfunction relies 
primarily on a clinician’s interpretation based on subjective measures of auditory 
perception, neck palpation, endoscopic imaging, and patient report of self-perceived 
fatigue or discomfort (Andrews, 1996; Behrman, 2005; Morrison et al., 1986; Roy et al., 
1996). Initial studies support relative fundamental frequency (RFF) as a potential 
objective indicator of vocal hyperfunction and a promising acoustic correlate of vocal 
effort. RFF is defined as the ten fundamental frequencies in voiced segments immediately 
prior to the onset and following the offset of unvoiced consonants, normalized to steady-
state fundamental frequencies (see Fig. 4.1, upper). In young speakers with healthy 
voices, the RFF in the offset vowel (offset RFF) remains unchanged or slightly decreases 
as it gets closer to the voiceless consonant; the RFF in the onset vowel (onset RFF) is 
highest closest to the voiceless consonant and decreases thereafter (Lien et al., 2014; Lien 
& Stepp, 2014; Robb & Smith, 2002; Watson, 1998; Chapters 2-3). However, for 
speakers with vocal hyperfunction, both offset and onset RFF tend to be lower compared 
to age-matched controls (Stepp et al., 2010). Furthermore, RFF values significantly 
increase toward normative values following successful voice therapy (Stepp, Merchant, et 
al., 2011) and have also been shown to correlate with the perception of excessive vocal 
effort (Eadie & Stepp, 2013; Stepp et al., 2012), a percept that is often used to describe 
hyperfunctional voices (Andrews, 1996; Hillman et al., 1989). 
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 The majority of studies on RFF have estimated the measure from the acoustic 
waveforms recorded using a microphone (Eadie & Stepp, 2013; Goberman & Blomgren, 
2008; Lien et al., 2014; Robb & Smith, 2002; Stepp, 2013; Stepp et al., 2010; Stepp, 
Merchant, et al., 2011; Stepp et al., 2012; Watson, 1998; Chapter 2). There is a long-
standing interest in using neck-placed miniature accelerometers to assess vocal function, 
particularly for long-term ambulatory monitoring of voice (Cheyne et al., 2003; Hillman 
et al., 2006; Mehta et al., 2012; Ohlsson, Brink, & Lofqvist, 1989; Popolo et al., 2005; 
Ryu, Komiyama, Kannae, & Watanabe, 1983). For such applications, accelerometers 
offer advantages over microphones by being much less sensitive to environmental noise 
and preserving confidentiality because accelerometers (placed below the larynx on the 
neck) do not enable recording of the intelligible speech waveform (Cheyne et al., 2003; 
Ryu et al., 1983). Commercial devices that incorporate accelerometers for ambulatory 
voice monitoring, including the Ambulatory Phonation Monitor (KayPENTAX, Model 
3200) and VoxLog (Sonvox AB, VoxLog), can generally be used to estimate sound 
pressure level, fundamental frequency, and phonation time across extended periods of 
time as individuals engage in their activities of daily living (Van Stan, Gustafsson, 
Schalling, & Hillman, 2014). The clinical use of ambulatory monitoring could 
conceivably be greatly enhanced if RFF could also be extracted from the accelerometer 
signal, given its potential as a biomarker for vocal hyperfunction. We have recently 
shown that neck acceleration can provide reliable estimates of RFF in individuals with 
healthy voices (Lien & Stepp, 2014; Chapter 3) but it is unclear whether this result 
extends to individuals with disordered voices related to vocal hyperfunction. Thus the 
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goal of this study was to compare the RFF estimates derived from a neck-placed 
accelerometer to those derived from a microphone by examining and comparing the inter- 
and intra- rater reliabilities, mean RFF, and RFF standard deviations in individuals with 
and without voice disorders related to vocal hyperfunction. 
	  
Figure 4.1. Upper: A waveform of the relative fundamental frequency (RFF) instance /ufu/ 
recorded using a microphone. Lower: A waveform of the same RFF instance /ufu/ recorded 
using a neck-placed accelerometer. The accelerometer waveform is time-aligned to the 
microphone waveform. The highlighted portion indicates the ten offset and ten onset vocal 
cycles used for RFF estimation in the recordings. The bar scales directly below the 
waveform denote the first and tenth vocal cycles for both offset and onset vowels. The time 





 A control group was comprised of 20 adults (18 females) aged 18 – 87 years (M = 
33, SD = 17), all of whom reported no prior history of speech, language, or hearing 
disorders. A group with voice disorders consisted of 40 adults (35 female) aged 18 – 75 
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years (M = 39, SD = 17). Individuals in the latter group were all diagnosed with vocal 
hyperfunction by a board-certified laryngologist. Twenty-one of these individuals were 
diagnosed with vocal fold lesions (polyps, nodules, or cysts) and vocal hyperfunction, 
while the remaining was diagnosed with muscle tension dysphonia. The CAPE-V ratings 
performed by a licensed speech-language pathologist indicated that this group consisted 
of individuals with a wide range of overall severity of dysphonia (M = 34, SD = 21, 
Range = 1-86, see Fig. 4.2). All participants completed written consent in compliance 
with either the Boston University Institutional Review Board or the Massachusetts 
General Hospital Institutional Review Board.  
 
Figure 4.2: Histogram of overall severity of dysphonia for individuals in the voice disorder 
group. 
Experimental Design 
 Two sets of equipment were used for the recordings. The first set was comprised 
of the Sennheiser PC131 headset microphone (Sennheiser, Wedemark, Germany) with a 
Knowles BU-21771 miniature accelerometer (BU Series Knowles Acoustics, Itasca, IL). 
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The second set of equipment consisted of the Sennheiser MKE104 lavalier microphone 
(Sennheiser, Wedemark, Germany) with a Knowles BU-27135 miniature accelerometer 
(BU Series Knowles Acoustics, Itasca, IL). In both cases, the accelerometer was attached 
on the surface of the neck just above the sternal notch using 3M Model 2181 medical 
grade adhesive (3M, St. Paul, MN). In a quiet room, the microphone signals were 
recorded at a minimum of 20 kHz, the accelerometer signals were recorded at a minimum 
of 11,025 Hz, and both signals used 16-bit resolution. The accelerometer signals were up-
sampled to the sampling frequency of the microphone signal in post-processing to 
facilitate signal alignment and comparison. 
 Each participant was instructed to read a common set of stimuli in their typical 
pitch and loudness. The stimuli consisted of four sentences and three uniform utterances 
specifically designed for RFF analysis. Each sentence was purposefully loaded with three 
voiced–voiceless–voiced instances in which the voiceless phoneme was either /f/ or /ʃ/ 
(e.g., “We feel you do fail in new fallen dew”). Each uniform utterance consisted of three 
repetitions of the same voiced-voiceless consonant-voiced instance with the voiceless 
phoneme /f/ (e.g., “/ɑfɑ ɑfɑ ɑfɑ/”). These stimuli were selected because RFF estimated 
from instances containing /f/ and /ʃ/ have been shown to have lower intra-speaker 
variability than those estimated from other voiceless phonemes (Lien et al., 2014; 
Chapter 2). The experimenter modeled the uniform utterances for the participant prior to 
the recording. During the recording, if any stimulus was misarticulated or obviously 
glottalized, the experimenter instructed the participant to repeat it. 
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Estimation of RFF 
RFF was estimated from two types of sensors—microphone and accelerometer—
in a similar manner by three individuals trained in RFF analysis. The technique used is 
identical to the one described in Lien et al. (2014) and Chapters 2-3. First, each 
technician examined the voiced-voiceless consonant-voiced instance in Praat (Boersma 
and Weenink, Amsterdam, The Netherlands, 2012) to extract the eleven pulse timings 
immediately before and after the voiceless consonant. Samples were rejected for speakers 
in both the control group and the group with voice disorders if any phoneme was 
misarticulated, if the voiced section was glottalized, or if the voiced section did not 
contain at least 10 voicing cycles. Otherwise, the pulse timings were exported to Excel 
(Microsoft, Redmond, WA, 2010) to calculate the instantaneous fundamental frequency 
(F0). The F0 were normalized to a reference fundamental frequency (F0ref), transforming 
it into a semitone (ST) scale to calculate the RFF: 
 
RFF (with units in ST) = 39.86 × log10 (F0 / F0ref )          Equation 4.1  
 
Similar to previous studies, the F0ref for offset cycles and onset cycles were the 
F0s for offset cycle 1 and onset cycle 10, respectively. The RFF values estimated from 
nominally three RFF instances in each utterance were used to calculate the utterance-
level RFF means and standard deviations.  
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Reliability Procedures and Analysis 
Similar to previous studies (Lien et al., 2014; Lien & Stepp, 2014; Chapters 2-3), 
inter-rater reliability of RFF estimates was analyzed using the intraclass correlation 
(Shrout & Fleiss, 1979), type (2,k). To determine the intra-rater reliability, each 
technician re-estimated 15% of the total samples from each sensor (microphone and 
accelerometer) in a different sitting and Pearson-product moment correlation coefficients 
were calculated.  
All other statistical analyses were performed using Minitab Statistical Software 
(Minitab Inc., State College, PA). A mixed-design analysis of variance (ANOVA) was 
used to determine the effect of sensor (microphone or accelerometer) on both the 
utterance-level RFF means and standard deviations. The within-subject factors were 
sensor and vocal cycle (offset 1–10 or onset 1–10). The between-subject factor was group 
(control or voice disorder). Main effects and all possible interactions were investigated. 
Stimulus type was not examined, because it has been found to have small effects on RFF 
means and standard deviations in Chapter 2 (Lien et al., 2014). Effect sizes were 
quantified using the square partial curvilinear correlation (ηp2) and values of 0.01, 0.09, 
and 0.25 were interpreted as small, medium, or large, respectively (Witte & Witte, 2010). 
A predetermined level of statistical significance (p < 0.05) was used for all analyses. All 




The intra-rater Pearson-product moment correlation coefficients of the three 
technicians were 0.92, 0.95, and 0.97 for the accelerometer and slightly lower for the 
microphone, with values of 0.88, 0.91, and 0.95. The inter-rater reliabilities for the 
microphone and accelerometer were both 0.95.  
Table 4.1. Results of 3-factor general linear model on utterance-level RFF means 
Effect DF ηp2 F p 
Vocal Cycle (offset 1-10 or onset 1-10) 19 0.50 2242.3 <0.001 
Sensor (microphone or accelerometer) 1 <0.01 177.9 <0.001 
Group (control or voice disorder) 1 <0.01 4.2 0.044 
Vocal Cycle × Sensor 19 0.01 25.4 <0.001 
Vocal Cycle × Group 19 0.01 38.5 <0.001 
Sensor × Group 1 <0.01 2.9 0.089 
Vocal Cycle × Sensor × Group 19 <0.01 1.7 0.026 
 
A three-factor general linear model (see Table 4.1) indicated statistically 
significant main effects (p < 0.05) of vocal cycle (offset 1–10 or onset 1–10), sensor 
(microphone or accelerometer), group (control or voice disorder), and statistically 
significant interactions of vocal cycle × sensor, vocal cycle × group, and vocal cycle × 
sensor × group on the utterance-level RFF means. There was no statistically significant 
interaction of sensor × group on utterance-level RFF means and the effect sizes of sensor 
and the interactions of vocal cycle × sensor and vocal cycle × sensor × group were all 
small (η2p ˂ 0.01). Similarly, the effect sizes of group and the interaction of vocal cycle × 
group were also small (η2p ≤ 0.01). Post hoc testing revealed, that the utterance-level RFF 
means determined from the microphone were significantly (padj < 0.05) higher than those 
estimated using the accelerometer. To explore these differences in terms of the 
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statistically significant interaction found between vocal cycle × sensor, the utterance-
level RFF means for each sensor were plotted as a function of vocal cycle (Fig. 4.3). 
Visual examination of the plot revealed that RFF means for the microphone were higher 
than those for the accelerometer for the cycles close to the voiceless consonant. The 
difference is most apparent in offset cycles 5-10 and onset cycle 1. Offset RFF was more 
divergent between sensors than onset RFF. To examine the differences in terms of the 
statistically significant interaction found among vocal cycle × sensor × group, the 
utterance-level RFF means for each group were plotted as a function of vocal cycle for 
each sensor (Fig. 4.4). Despite the differences as a function of sensor, in both sensors, 
utterance-level RFF means for offset cycles 7–10 and onset cycles 1–2 were lower in the 
voice disorder group compared to the control group. In both sensors, offset RFF was 
more divergent between groups than onset RFF.  
 
 
Figure 4.3: Utterance-level RFF means collapsed over group as a function of sensor 
(microphone or accelerometer) and vocal cycle (offset 1-10 or onset 1-10) in semitones (ST). 
Error bars indicate 95% confidence intervals for the means. Markers are displaced 





Figure 4.4: Left: Utterance-level RFF means as a function of group (control or voice 
disorder) and vocal cycle in ST measured from accelerometer recordings. Right: Utterance-
level RFF means as a function of group and vocal cycle in ST measured from microphone 
recordings. Error bars indicate 95% confidence intervals for the means. Markers are 
displaced horizontally so that they don’t overlap. 
A three-factor general linear model (see Table 4.2) indicated statistically 
significant effects (p < 0.001) of vocal cycle, group, and the interaction of vocal cycle × 
group on utterance-level RFF standard deviations. The effect size of the interaction of 
vocal cycle × group was small (η2p ˂ 0.01) and the effect size of group was small to 
medium (η2p = 0.03). There was no statistically significant effect of sensor or the 
interactions of vocal cycle × sensor, sensor × group, and vocal cycle × sensor × group. 
Table 4.2. Results of 3-factor general linear model on utterance-level RFF standard 
deviations 
Effect DF ηp2 F p 
Vocal Cycle (offset 1-10 or onset 1-10) 19 0.28 827.7 <0.001 
Sensor (microphone or accelerometer) 1 <0.01 0.2 0.655 
Group (control or voice disorder) 1 0.03 15.1 <0.001 
Vocal Cycle × Sensor  19 <0.01 0.7 0.799 
Vocal Cycle × Group 19 <0.01 20.1 <0.001 
Sensor × Group 1 <0.01 2.8 0.092 





We found intra-rater correlations of 0.88 – 0.95 for the microphone and 0.92 – 
0.97 for the accelerometer. RFF estimated from an accelerometer is just as reliable as that 
derived from a microphone. These values were comparable to those found in the previous 
study of individuals with healthy voices by Lien & Stepp (2014; Chapter 3) in which 
intra-rater correlations were 0.90 – 0.99 for the microphone and 0.91 – 0.96 for the 
accelerometer. The inter-rater correlation coefficients found in this study were also quite 
similar to those found in the study by Lien & Stepp (2014; Chapter 3).  
Mean RFF 
Statistically significant effects of sensor and the interactions of vocal cycle × 
sensor, vocal cycle × group, and vocal cycle × sensor × group were found for utterance-
level RFF means. The effect sizes of these factors were quite small (η2p ≤ 0.01) and a plot 
of the RFF means as a function of sensor and vocal cycle (Fig. 4.4) revealed that the 
typical RFF pattern (i.e. decreasing offset RFF that started at 0 ST and decreasing onset 
RFF that started at a positive value) was found for both the microphone and the 
accelerometer. However, the RFF means derived from the microphone were slightly 
higher compared to those derived from the accelerometer. The difference in RFF means 
was most notable in the offset vocal cycles, similar to the results of Lien & Stepp (2014; 
Chapter 3). These results may occur because the vocal cycles closest to the consonant 
that were concealed in the microphone due to coarticulation were captured in the 
accelerometer, leading to the observed lowered offset RFF.  
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Although the RFF pattern can be obtained using either a microphone or an 
accelerometer, the effect size of the interaction of vocal cycle × sensor was similar to the 
effect size of the interaction of vocal cycle × group. Assuming underlying variability is 
similar, this implies that the difference in RFF values estimated using different sensors 
can be as large as the difference in RFF values between individuals with and without 
voice disorders. The small effect size of the interaction of vocal cycle × group was 
anticipated as the statistical analysis was performed on all vocal cycles, including those 
that were close to the reference cycle (far from the voiceless consonant). The previous 
studies, which also indicated significant effects of this interaction, found that the largest 
difference in RFF means between the group occurred in vocal cycles closest to the 
voiceless consonant (Stepp et al., 2010; Stepp, Merchant, et al., 2011). Accordingly, one 
may choose to only examine the cycles closest to the voiceless consonant when using 
RFF to differentiate between group (Eadie & Stepp, 2013). Since the vocal cycles closest 
to the voiceless consonant are also the vocal cycles that differ the most between sensors, 
in order to provide valid information for voice assessments, the RFF measured using a 
microphone or an accelerometer must be compared to the standards established with the 
same sensor.  
When the data collected from each sensor were independently examined by 
plotting the utterance-level RFF means as a function of group and vocal cycle (Fig. 4.4), 
the plot revealed that for both sensors, the RFF values in the voice disorder group were 
lower than those in the control group. The finding that individuals with voice disorders 
associated with vocal hyperfunction have lowered RFF values compared to those with 
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healthy voices was consistent with the results from previous studies (Stepp et al., 2010; 
Stepp, Merchant, et al., 2011). Our results support the validity of neck-skin acceleration 
for providing accurate RFF estimates in individuals with and without voice disorders. 
RFF standard deviation 
We found statistically significant effects of vocal cycle, group, and the interaction 
of vocal cycle × group on utterance-level RFF standard deviations. These results are 
consistent with previous findings which showed that RFF standard deviations tend to be 
higher for cycles closer to the voiceless consonant and that F0 standard deviations tend to 
be higher for individuals with vocal hyperfunction compared to controls (Ghassemi et al., 
2014; Goberman & Blomgren, 2008; Robb & Smith, 2002). Post hoc examination of the 
interaction of vocal cycle × group indicated that the RFF standard deviations were higher 
for the voice disorder group compared to the control group for offset cycles 2 – 10 and 
onset cycles 1 – 8. The differences in RFF standard deviations between the two groups 
tend to be larger for cycles closest to the consonant.  
In addition, we found no statistically significant effects of sensor or the 
interactions of vocal cycle × sensor, sensor × group, and vocal cycle × sensor × group on 
utterance-level RFF standard deviations. This finding may occur because an 
accelerometer provides more robust estimates of fundamental frequency (lower RFF 
variability) and reveals cycles closer to the voiceless consonant (higher RFF variability). 
Thus, its RFF variability is comparable to that derived from a microphone. In the study 
by Lien & Stepp (2014; Chapter 3), significant effects of sensor and the interaction of 
vocal cycle × sensor were noted for RFF standard deviations, but the effect sizes of these 
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factors were small (η2p ≤ 0.01). Overall, these outcomes imply that RFF can be both 
accurately and reliably estimated using an accelerometer. 
Employing neck-placed accelerometry for RFF 
At a glance, it may appear that there is no need for accelerometers in voice clinics 
as microphones are widely accessible in most clinics. Indeed, 75% of voice therapists 
have reported that they are likely to use acoustic measurements as a diagnostic tool 
(Behrman, 2005). Yet clinics can be rather noisy and microphones tend to be more 
susceptible to environmental noise than accelerometers. The United States Environmental 
Protection Agency recommended that the indoor noise levels in hospitals should not 
exceed 45 dB SPL in the morning and 35 dB SPL at night (Environmental Protection 
Agency, 1974). Yet studies have shown that sound pressure levels in hospitals frequently 
exceed the recommended levels and the primary noise sources come from inside the 
hospital (Aitken, 1982; Bayo, García, & García, 1995; Yassi, Gaborieau, Gillespie, & 
Elias, 1991). The mean sound pressure level in clinics has been found to be 59.4 dB SPL 
(Bayo et al., 1995). The signal-to-noise ratio of microphone recordings may be lower 
than those for accelerometer recordings in these environments due to the high 
environmental noise levels.  
 Acoustic measures used in clinical assessments, such as sound pressure level and 
fundamental frequency, have also been adapted for ambulatory voice monitoring in 
devices such as the Ambulatory Phonation Monitor and the VoxLog. Both of these 
devices contain miniature accelerometers that can be used for voice measurements. In 
addition to providing feedback based on sound pressure level and fundamental frequency, 
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our study implicates that the accelerometer in these devices can also be used to 
potentially provide feedback based on RFF. The main obstacle of implementing RFF in 
voice monitoring is that there is currently no algorithm for real-time estimation of RFF, 
so the data needs to be saved and transferred to a technician for analysis. Future work 
should explore automation of RFF estimation so that these ambulatory monitoring 
devices can be used to provide real-time RFF-based feedback to users. In conjunction, the 
physiological mechanisms behind RFF should also be examined to facilitate clinical 
interpretation. 
Study limitations  
 This study was conducted under quiet conditions and the recording length was 
generally less than 5 minutes per participant. These conditions were advantageous for 
obtaining robust acoustic and acceleration signals for RFF estimation. In practice, the 
conditions may be different and the results of the effects of sensor type on RFF that we 
found in this study may not hold under practical conditions. As an illustration, the well-
known Lombard effect, in which vocal intensity tends to rise with the increase in noise 
level, has been shown to not always hold for actual vocal behavior in the workplace 
(Lindstrom, Waye, Södersten, McAllister, & Ternström, 2011). Furthermore, 
fundamental frequency and sound pressure level have been shown to be higher when 
measured during vocal loading tests conducted in a clinical environment compared to 
those measured in real teaching environments (Echternach, Nusseck, Dippold, Spahn, & 
Richter, 2014). Future studies are needed to determine whether our results are still valid 




 RFF estimated from an accelerometer had slightly higher intra-rater reliability 
than the RFF estimated from a microphone, but the inter-rater reliabilities between the 
two sensors were identical. Although sensor type and the interactions of vocal cycle × 
sensor and vocal cycle × sensor × group showed statistically significant effects on RFF 
means, the typical RFF pattern could be derived from either sensor (i.e., the significant 
group x cycle interaction). For both sensors, the RFF in individuals with voice disorders 
was lowered compared to that in individuals with healthy voices, consistent with previous 
studies. Lastly, sensor type and its interactions did not have significant effects on RFF 
standard deviations. Taken together, these findings imply that RFF can be estimated from 
neck-skin acceleration. Future studies are necessary to determine the physiological basis 
of RFF to facilitate clinical interpretation. In addition, examining the effects of 
environmental conditions will help to determine the sensor that is best suited for RFF-





CHAPTER FIVE: INDIVIDUAL MONITORING OF VOCAL EFFORT WITH 
RELATIVE FUNDAMENTAL FREQUENCY: RELATIONSHIPS WITH 
AERODYNAMICS AND LISTENER PERCEPTION 
Abstract 
Purpose: The acoustic measure Relative Fundamental Frequency (RFF) was investigated 
as a potential objective measure to track variations in vocal effort within and across 
individuals. 
Methods: Twelve speakers with healthy voices created purposeful modulations in their 
vocal effort during speech tasks. RFF and an aerodynamic measure of vocal effort, the 
ratio of sound pressure level to subglottal pressure level, were estimated from the 
aerodynamic and acoustic signals. Twelve listeners also judged the speech samples for 
vocal effort using the visual sort and rate method. 
Results: Relationships between RFF and both the aerodynamic and perceptual measures 
of vocal effort were weak across speakers (R2 = 0.06–0.26). Within speakers, 
relationships were variable, but much stronger on average (R2 = 0.45–0.56). 
Conclusions: RFF showed stronger relationships between both the aerodynamic and 
perceptual measures of vocal effort when examined within individuals relative to across 
individuals. Future work is necessary to establish these relationships in individuals with 
voice disorders across the therapeutic process. 
Introduction 
 Vocal hyperfunction is defined as “conditions of abuse and/or misuse of the vocal 
mechanism due to excessive and/or ‘imbalanced’ muscular forces’ (Hillman et al., 1989, 
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p. 373), resulting in voice that is often described as highly effortful and/or excessively 
strained. For such conditions, one-time assessments in the clinic may not be sufficient to 
accurately characterize the behavior and long-term voice monitoring can be used to 
provide further insight (Stepp, Merchant, et al., 2011). In addition to being used for initial 
assessment, voice monitoring also enables clinicians to track changes in a client’s voice 
over time, allowing for evaluation of both client compliance as well as the effectiveness 
of ongoing therapy.  
 Voice monitoring can be based exclusively on clients’ self-reports, including self-
rated voice quality. However, clients’ self-reports of voice quality have been found to 
show poor agreement with clinician and inexperienced listeners’ evaluations (Eadie et al., 
2010; Lee, Drinnan, & Carding, 2005). The perception of vocal effort or strain is 
particularly problematic: The test-retest reliability for clients’ self-agreement on their 
perceived strain is moderate, but when compared to clinician evaluation, the level of 
agreement is worse than chance (Lee et al., 2005). However, even within clinicians, 
evaluation of strain may be unreliable, depending upon the methods used and the 
experience of the listeners (De Bodt, Wuyts, Van de Heyning, & Croux, 1997; Eadie et 
al., 2010; Granqvist, 2003; Wuyts, De Bodt, & Van de Heyning, 1999). 
 The importance of vocal effort as an outcome measure and the variability of 
auditory-perceptual methods have led some researchers to seek out methods that may be 
more reliable for measuring this construct, such as acoustic measures (Rosenthal, Lowell, 
& Colton, 2014). Unfortunately, a study examining the correlation between 19 common 
acoustic measures and a clinician-based perceptual voice assessment protocol, the Grade, 
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Roughness, Breathiness, Asthenia, Strain (GRBAS) scale, found that no acoustic measure 
was well-correlated with strain (Bhuta et al., 2004). More recently, the perception of 
strain has been shown to have strong relationship with cepstral measures (cepstral peak 
prominence, standard deviation of cepstral peak prominence, and frequency location of 
cepstral peak), and moderate relationship with spectral measures (low vs. high spectral 
ratio and standard deviation of low vs. high spectral ratio) in a group of dysphonic 
speakers with predominately strained voice quality (Lowell et al., 2012). However, when 
the primary factor of the cepstral measure – cepstral peak prominence -- was examined in 
a group of individuals with nonhomogeneous diagnosis, no significant correlation was 
found between cepstral peak prominence and the perception of strain (Brinca et al., 2014). 
Cepstral measures have been shown to highly correlate with dysphonia severity (Awan & 
Roy, 2006), thus a possible explanation for the disparity between the study by Lowell et 
al. (2012) and Brinca et. al. (2014) may be that in the former study, cepstral measures 
were correlating with overall severity rather than strain. Alternatively, studies also 
suggest that a new acoustic measure, relative fundamental frequency (RFF), may be 
adapted for the assessment of strain or vocal effort. RFF is measured from a voiced-
voiceless consonant-voiced speech sequence (see Figure 5.1) and is defined as the ten 
normalized fundamental frequencies immediately preceding and following the voiceless 
consonant, in semitones (ST). The RFF estimated from the offset of the vowel preceding 
the voiceless consonant is referred to as the offset RFF and the RFF estimated from the 
onset of the vowel following the voiceless consonant is referred to as the onset RFF. RFF 
has been shown to differ between individuals with and without vocal hyperfunction (Lien, 
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Calabrese, et al., 2015; Stepp et al., 2010; Chapter 4). In young individuals with healthy 
voices, offset RFF tends to remain around 0 ST or decrease slightly as a function of cycle 
reaching a final value of -0.84 to 0.44 ST, whereas onset RFF tends to decrease sharply 
as a function of cycle, starting at an initial value of 2.3 to 3.1 ST (Lien et al., 2014; Robb 
& Smith, 2002; Watson, 1998; Chapter 2). In contrast, in individuals with vocal 
hyperfunction, both offset and onset RFF tend to lower in magnitude in comparison to 
individuals with healthy voices. The RFF of individuals with vocal hyperfunction 
normalizes after successful voice therapy (Stepp & Eadie, 2011), but has been found not 
to significantly change following surgery (Stepp et al., 2010). These results suggest that 
the measure is sensitive to the functional nature of vocal hyperfunction, which may or 
may not be accompanied by organic pathologies (Hillman et al., 1989). 
	  
Figure 5.1. An acoustic waveform of a voiced-voiceless consonant-voiced instance, /æpæ/, is 
shown. Relative fundamental frequency (RFF) in semitones (ST) can be estimated by 
normalizing the ten instantaneous fundamental frequencies in the offset vowel preceding 
the voiceless consonant and the onset vowel following the voiceless consonant by a steady-
state fundamental frequency. The steady-state fundamental frequencies for the offset cycles 
and onset cycles are taken from the first offset cycle and the tenth onset cycle, respectively. 
The bars denote the first and tenth cycles of the offset and onset vowels. 
 Although RFF has shown promise for the assessment of vocal hyperfunction, 
previous studies have examined this measure only across participants (Lien, Calabrese, et 
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al., 2015; Stepp et al., 2010; Stepp, Merchant, et al., 2011; Stepp et al., 2012; Chapter 4). 
Furthermore, the effectiveness of RFF compared to other relatively more established 
measures of vocal effort is unknown. Here, we compared RFF to two measures within 
participants who are creating purposeful modulations in their vocal effort in order to 
determine the usefulness of RFF for tracking variations in vocal effort in individual 
participants. We also contrasted the usefulness of tracking vocal effort with RFF within 
individuals to that across individuals. Previous work by Rosenthal et al. (2014) has 
shown that individuals can create these types of purposeful modulations in their vocal 
effort, and that these fluctuations correspond to changes in acoustic and aerodynamic 
parameters of their voice as well as a listener’s perception of vocal quality. However, 
relationships among these measures were not examined. Thus, here we compared the 
acoustic measure RFF to both an aerodynamic measure involving subglottal (tracheal) 
pressure as well as a measure of listener perception of vocal effort.  
 The typical aerodynamic profile observed in individuals with vocal hyperfunction 
relative to individuals with typical voices is increased subglottal pressure (Hillman et al., 
1989; Hillman et al., 1997; Netsell, Lotz, & Shaughnessy, 1984). It is hypothesized that 
individuals with vocal hyperfunction require higher subglottal pressure (driving pressure) 
to achieve phonation due to their heightened levels of muscle tension, increased vocal 
fold stiffness, under-adduction, and/or hyperadducted laryngeal airway (Hillman et al., 
1989; Netsell et al., 1984). However, subglottal pressure can be used for the assessment 
of vocal hyperfunction (Hillman et al., 1997) only when sound pressure level is 
accounted for, since increases in subglottal pressure are highly correlated with increases 
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in sound pressure level and are often used as a strategy to increase loudness (Ladefoged 
& McKinney, 1963).  
 Although subglottal pressure is appropriate for clinical settings, it is unsuitable for 
remote individual tracking of vocal effort due to the need for specialized equipment and 
the training required to accurately collect and estimate the measure non-invasively. In 
addition, the aerodynamic profile may be confounded by the presence of vocal fold 
lesions (e.g nodules, polyps, contact ulcers), since this may vary depending on the type of 
vocal fold lesion, structure and location of the lesion, and the particular compensatory 
mechanism developed (Hillman et al., 1990). Here, we compared the relationship 
between RFF and the aerodynamic ratio of sound pressure level to subglottal pressure 
level within and across individuals. This ratio was chosen because it can detect increases 
in subglottal pressure due to increased hyperfunctional voice quality, while normalizing 
for potential changes in sound pressure level.  
 In addition to comparing RFF to aerodynamic measures of vocal effort, we also 
compared RFF to listeners’ perceptions of vocal effort. RFF was found to show 
significant, yet weak correlations with listener perception of vocal effort in a previous 
study that compared the two measures across individuals (Stepp et al., 2012). However, 
rating across multiple speakers who may differ in multiple dimensions of vocal quality 
could confound listeners’ judgments on the single dimension of vocal effort. In addition, 
individual speakers may vary in their typical voice quality. Thus, we hypothesize that we 
will observe a stronger relationship between RFF and listener perception of vocal effort 
when it is examined within individuals compared to across individuals. Comparison of 
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RFF with both an aerodynamic measure and a perceptual measure of vocal effort within-
speakers will aid in determining effectiveness and reliability of RFF for individual 
tracking of vocal effort. 
Methods 
Experiment 1: Relationship between RFF and an aerodynamic measure of vocal effort 
Speakers. Twelve young adult speakers (five males, M = 22 years, SD = 2.7 years) 
participated in this study. All participants were native speakers of American English, 
nonsmokers, and had no prior history of speech, language, or hearing disorders. One of 
the participants had previously received professional singing training. The participants 
completed written consent in compliance with the Boston University Institutional Review 
Board.  
Experimental protocol. All recordings took place in a sound-treated room. Each speaker 
was instructed to produce two /pæ/ trains, each consisting of seven /pæ/ productions, first 
using his or her own typical loudness and pitch. The participants were trained to produce 
each /pæ/ train in a connected, legato fashion, in a single exhalation (Plexico, Sandage, & 
Faver, 2011). The intraoral air pressure, oral airflow, and sound pressure levels were 
recorded using the Phonatory Aerodynamic System (KayPENTAX, Model 6600). The 
intraoral air pressure during the /p/ occlusion was used to approximate the subglottal 
pressure (Hertegård, Gauffin, & Lindestad, 1995). An experimenter monitored the 
participant during the task and asked the participant to repeat any /pæ/ trains that were 
misarticulated, obviously glottalized, or had unstable measurements. 
 Speakers were subsequently asked to produce the same stimuli (two /pæ/ trains) 
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using four additional levels of vocal effort relative to their typical productions in the 
following order: relaxed, slightly strained, moderately strained, and maximally strained. 
To ensure that the speakers were modulating their vocal effort, the participants were 
given feedback from the experimenter and real-time visual feedback based on their 
intraoral pressure and sound pressure level. Speakers were instructed to decrease their 
intraoral air pressure while keeping the sound pressure level constant to relax their voice 
and to increase their intraoral pressure while keeping the sound pressure level constant to 
increase the strain in their voice. The baseline intraoral pressure was slightly different for 
each speaker. In general, speakers were encouraged to aim for an intraoral pressure 
difference of 5 cm H2O between each vocal effort level. For example, if a speaker’s 
typical intraoral pressure was 7 cm H2O, the speaker was asked to target 12 cm H2O 
when producing the slightly strained voice. However, the targets for relaxed voice could 
not be set in this way, so speakers were asked to decrease their intraoral pressure as much 
as possible to produce the relaxed voice. The task was repeated until both the 
experimenter and participant were satisfied with the productions.   
Data analysis. To determine the aerodynamic ratio of sound pressure level to average 
intraoral pressure (dB SPL/ cm H2O), a single investigator (C.M.M.) used KayPENTAX 
Phonatory Aerodynamic System Software (KayPENTAX, 2010) to estimate the intraoral 
pressure, average oral airflow, and sound pressure level during productions. The intraoral 
pressure (i.e. the pressure inside the oral cavity) was estimated with an intraoral pressure 
tube and a pressure transducer; the oral airflow was measured by using a flow mask and a 
pneumotach; and the sound pressure level was collected with a microphone. The 
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productions were rejected if either the magnitude of the oral airflow was non-zero or if 
the intraoral pressure peak was not flat during the production of the /p/. Adequate 
estimates of intraoral pressure can be obtained by averaging the middle five /pæ/ 
productions (Faver, Plexico, & Sandage, 2012), thus intraoral pressure and sound 
pressure level were estimated using these productions from both /pæ/ trains. The sound 
pressure level and intraoral pressure from these nominal ten productions (M = 9.7, SD = 
1.1) were averaged to determine the mean dB SPL/cm H2O for each speaker at each vocal 
effort level. 
 The investigator (C.M.M) used Praat (Praat, Version 5.3.04, 2012) acoustic 
analysis software and Microsoft Excel (Microsoft, Version 14, 2010) to perform the RFF 
analysis. First, the investigator visualized the acoustic waveform using Praat and verified 
that both sonorants surrounding the voiceless consonants were not glottalized. Glottalized 
samples were excluded due to their irregular vibratory patterns. If the sample was usable, 
the investigator proceeded to determine the instantaneous fundamental frequencies (F0), 
the inverse of the periods, of ten vocal cycles preceding and following the voiceless 
consonant. An increase in subglottal pressure is known to be associated with an increase 
in F0 (Titze, 1989). Thus, in order to reduce the effect of increases in F0 due to increases 
in subglottal pressure and individual differences in baseline pitch and intrinsic pitch of 
vowels, these instantaneous F0 were normalized to the reference fundamental frequencies 
(F0ref) in ST using Equation 5.1. The F0ref used in the calculation of the offset RFF was 
the F0 for the first offset cycle and the one used in the calculation of the onset RFF was 
the F0 for the tenth (last) onset cycle. These F0ref were selected because they are the 
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cycles furthest from the voiceless consonant and closest to the mid-portion of the vowel. 
Thus, these cycles are most likely to capture the changes in instantaneous F0 during 
devoicing and revoicing and are at steady state. In addition, to ensure that the sonorants 
were at steady state, the investigator rejected the offset or onset RFF if the RFF 
magnitude for the second offset or ninth onset cycles (the cycles next to the reference 
cycle) was greater than 0.8 ST. 
 
RFF (ST) = 39.86 × log10 (F0 / F0ref)      Equation 5.1. 
 
 Each sequence contained six /æpæ/ productions appropriate for RFF estimation, 
but in this study, the last production was excluded from the analysis since glottalization 
tends to occur at the end of the sequences. Consequently, RFF was estimated from 
nominally ten /æpæ/ productions (offset: M = 9.0, SD = 2.1, onset: M = 9.2, SD = 1.8) in 
the two /pæ/ trains and averaged to calculate the RFF mean for each speaker at each 
effort level.  
 To determine the inter-rater reliability, a second investigator (Y.S.L.) 
independently re-analyzed >15% of the RFF samples. The Pearson-product moment 
correlation coefficient and mean squared error were calculated, yielding r = 0.91 and 
MSE = 0.22 ST. In addition, the initial investigator (C.M.M.) re-analyzed >15% of the 
samples three months after the original analysis to determine the intra-rater reliability. 
The Pearson-product moment correlation coefficient and mean squared error were 
calculated, yielding r = 0.97 and MSE = 0.09 ST. 
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 All statistical analyses were completed with Minitab statistical software (Minitab 
Inc., Version 16.2.2, 2010). RFF patterns for each vocal effort level were visualized to 
determine whether speakers modulated their RFF while altering the vocal effort level. 
The relationships between the aerodynamic ratio of sound pressure level to average 
intraoral pressure (dB SPL/ cm H2O) and RFF across speakers and within speaker were 
examined using coefficient of determinations (R2) between the aerodynamic ratio and 
RFF to determine the amount of variance in the aerodynamic ratio explained by RFF. 
Only the cycles closest to the voiceless consonant (offset cycle 10 RFF and onset cycle 1 
RFF) were used in the analysis because these cycles exhibited the greatest difference 
between individuals with vocal hyperfunction and individuals with healthy voices in 
previous work (Stepp et al., 2010). 
Experiment 2: Relationship between RFF and a perceptual measure of vocal effort 
Speakers. The same speakers from experiment 1 participated in experiment 2 as part of 
the same visit. Each speaker was instructed to read sentence stimuli in the same five 
levels of vocal effort from Experiment 1, in the following order: typical, relaxed, slightly 
strained, moderately strained, and maximally strained. The stimuli were the sentences 
“The new pony loved wee Penny and lovely Polly as well” and “Lovely Pamela is your 
pal when you play more.” Both sentences contained three RFF instances with the 
phoneme /p/ and were designed to place the /p/ between stressed vowels (Lien et al., 
2014; Chapter 2). The experimenter monitored the subject for obvious misarticulations or 
glottalizations. When misarticulation or glottalization occurred, the participant was asked 
to repeat the sentence. The sentences were recorded using a head-mounted microphone 
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(Sennheiser, model PC131) connected to a digital audio recorder (Olympus, model LS-
10) and the sampling rate and resolution were 44.1 kHz and 16 bit, respectively.  
Experimental setup. The recordings of the two sentences recorded from the 12 speakers 
at five different levels of vocal effort yielded a total number of 120 recordings for 
evaluation. Each sample was normalized for peak intensity using MATLAB (Mathworks, 
2012).  
 Although inexperienced listeners’ perceptions of vocal effort tend to be unreliable, 
studies have shown that the use of anchors and certain ratings methods can improve 
reliability by counteracting the effect of internal standards and facilitating comparisons 
across voice samples (Chan & Yiu, 2002; Granqvist, 2003). Anchors are difficult to 
implement as it is impossible to determine where the anchor should be positioned on the 
rating scale (Granqvist, 2003). Thus, in this study, we introduced familiarization samples 
and implemented the visual sort and rate method (Granqvist, 2003) in order to optimize 
reliability. 
 Three individuals with experience listening to disordered voices (pilot listeners) 
individually listened to all the speech samples and sorted them into five categories (L 
easy, L typical, L slightly strained, L moderately strained, and L maximally strained) 
based on the perceived level of vocal effort. The ‘L’ denotes that these vocal effort levels 
are based on the pilot listeners’ judgments. The pilot listeners’ judgments of vocal effort 
levels did not always match the speakers’ targeted vocal effort levels. After sorting the 
speech samples, each pilot listener ensured that the samples had been sorted into the 
correct category by listening to the samples in the order sorted. That is, each pilot listener 
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first listened to all samples in the easy category, followed by all the samples in the typical 
category, and so on. In this way, each stimulus becomes an external reference for the 
remaining stimuli, resulting in a task that is more similar to paired comparisons (or 
anchors) than when typical visual analog scales are used. All pilot listeners were 
informed that they did not need to have the same number of samples in each category.  
 The categories were converted into a pilot score from 1-5 (L easy = 1, L typical = 
2, L slightly strained = 3, L moderately strained = 4, and L maximally strained = 5). For 
each speech sample, an average score across all pilot listeners was calculated. Based on 
the rounded average pilot scores (1-5), all speech samples were given an average pilot 
vocal effort rating (L easy – L maximally strained).   
 These pilot listening scores were used to design the rank and sort perceptual 
experiment (Granqvist, 2003) for this study. In the perceptual experiment, 33% of the 
samples (i.e. 40 samples out of 120 samples) were repeated for evaluation of intra-rater 
reliability. Since there were five vocal effort levels (L easy – L maximally strained), eight 
samples were randomly selected within each category to be repeated for the measure of 
intra-rater reliability. A total of 160 samples (120 original + 40 repeated) were divided 
into 20 sets, each with 8 speech samples to be rated.  
 Within each set, the distribution of pilot vocal effort ratings of the speech samples 
was arranged to be similar to the overall distribution of the stimuli. The overall 
distribution (including the samples used for intra-rater reliability) of L easy: L typical: L 
slightly strained: L moderately strained: L maximally strained was 21:48:42:28:21, thus 
distribution of the stimuli in each set was approximately 1.1:2.4:2.1:1.4:1.1. The ratios 
	  	  
104 
were not integers, so the number of recordings from each category was not fixed by set. 
For example, most sets had one recording in the easy category, but a few had two. The 
speech samples from each vocal effort level were pseudo-randomly assigned into sets, 
but no stimuli in the same set were spoken by the same person at the same attempted 
vocal effort level. The order of the sets and the samples in each set were randomized for 
each listener.  
Listeners. Twelve inexperienced young adult listeners (six males, M = 22.0 years, SD = 
2.7 years) participated in a single visit in which they rated 20 sets of stimuli. Participants 
in this group were native speakers of American English and had reported no prior history 
of speech, language, or hearing disorders. Listeners had no prior experience with or 
coursework in voice disorders, formal exposure to individuals with voice disorders, or 
experience using rating scales for judging dysphonia. The listeners completed written 
consent in compliance with the Boston University Institutional Review Board.  
Experimental protocol. First, each participant was asked to listen to the familiarization 
samples, which comprised of six female and six male voice samples from a different 
dataset. Each sample contained one of two sentences (“The new pony loved wee Penny 
and lovely Polly as well” or “Lovely Pamela is your pal when you play more”) at one of 
three levels of vocal effort (relaxed, slightly strained, and maximally strained). These 
samples were used to allow the inexperienced listeners to familiarize themselves with the 
different levels of vocal effort that they might hear in the study.  
 Listeners were then asked to use the visual sort and rate method (Granqvist, 2003) 
to score the sound clips from 0 to 100 based on the perceived vocal effort. Vocal effort 
	  	  
105 
was defined as “the perceived effort during phonation” (Verdolini, Titze, & Fennell, 1994, 
p 1001), in which scores of 0 and 100 represented the least and most effortful voice 
imagined. Speech samples were presented and played over headphones, adjusted to a 
comfortable listening level. A custom-designed computer software program was 
developed to present the speech samples and obtain the perceptual ratings (Figure 5.2). 
The visual sort and rate method (Granqvist, 2003) requires each participant to listen to 
each speech sample within a set, and then sort the stimuli by moving them up and down 
on a computer screen so that icons of the speech samples are rank ordered from least 
(bottom of the screen) to most (top of the screen) effortful. Samples with similarly rated 
vocal effort lie close to each other. This method facilitates comparison between stimuli 
and provides an external reference during the task, which improves listener reliability for 
the task (Granqvist, 2003). The vertical axis of the screen consists of a 100 mm visual 
analog scale, such that the ranked locations of the stimuli are then fine-tuned by listeners 
and correspond to a 0 – 100 rating in which “0” is the least and “100” is the most 
effortful. After 10 sets, where each set contained eight audio samples, the listeners were 
asked to take a mandatory 10 minute break to reduce fatigue effects. The average 




Figure 5.2. The computer program used to present speech samples and obtain perceptual 
ratings. 
Data analysis. The perceptual data was averaged across the two sentences and 12 
listeners to generate a mean score for each speaker at each vocal effort level.  The 
averaged intra-rater reliability calculated using the Pearson’s product moment correlation 
coefficient yielded r = 0.93; the standard deviation within listeners ranged from 4.07–
7.55 (M =  5.54). Inter-rater reliability was assessed using the intraclass correlation 
coefficient, type 2k (Shrout & Fleiss, 1979) yielding ρ = 0.97; the standard deviation 
among listeners ranged from 3.84–24.38 (M = 13.1). 
 Using the acoustic recordings, a single investigator (C.M.M) estimated the 
sentence-level RFF mean and standard deviation from the three RFF instances in a 
sentence using the acoustic analysis procedure described previously. To determine the 
inter-rater reliability, the second investigator (Y.S.L) estimated >15% of the RFF samples. 
The inter-rater reliability evaluated using the Pearson-product moment correlation 
coefficient and mean squared error were r = 0.88 and MSE = 0.31 ST. The intra-rater 
reliability computed using the Pearson-product moment correlation coefficient and mean 
squared error were r = 0.97 and MSE = 0.07 ST. 
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 Similar to previous analyses, the RFF means estimated during the /p/ sentences 
were visualized for each vocal effort level to determine whether speakers modulated their 
RFF while altering the vocal effort level. The relationships between the perceptual ratings 
and RFF across speakers and within speakers were examined using the coefficient of 
determination (R2) between the perceptual ratings and RFF to determine the amount of 
variance in the perceptual ratings explained by RFF. Again, only the cycles closest to the 




 RFF means during the /pæ/ productions are plotted as a function of cycle for each 
speaker vocal effort level in the top panel of Figure 5.3. During the relaxed, typical, and 
slightly strained conditions, offset RFF remained around 0 ST for all cycles and onset 
RFF decreased sharply as a function of cycle. The RFF for the moderately strained and 
the maximally strained conditions was generally lower: the offset RFF decreased as a 





Figure 5.3. RFF means in semitones (ST) estimated from the /pæ/ productions (top) and 
from the /p/ sentences (bottom) are plotted as a function of cycle (Offset Cycle 1 – 10 and 
Onset Cycle 1 - 10) for each vocal effort level (relaxed, typical, strain1 -- slightly strained, 
strain2 -- moderately strained, strain 3 -- maximally strained). Error bars indicate the 95% 
confidence intervals for the means. Markers are displaced horizontally so that they don’t 
overlap. 
 
 When examined across speakers, the relationship between RFF and the 
aerodynamic ratio was positive as expected. As speakers decreased their aerodynamic 
ratio by targeting a higher intraoral pressure, their productions tended to have a lower 
RFF. However, the R2 values were low; the R2 between offset cycle 10 RFF and the 
aerodynamic ratio and the R2 between onset cycle 1 RFF and the aerodynamic ratio were 
0.17 and 0.06, respectively. Conversely, when the R2 was examined within individual 
speakers, the averaged within-speaker R2 values were moderate. Specifically, the 
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averaged within-speaker R2 value between offset cycle 10 RFF and the aerodynamic ratio 
was 0.45. The averaged R2 value between onset cycle 1 RFF and the aerodynamic ratio 
was 0.47. However, the R2 values for individual speakers were highly variable (Figure 
5.4). The R2 values between offset cycle 10 RFF and the aerodynamic ratio ranged from 
0.04 to 0.95. Similarly, the R2 values between onset cycle 1 RFF and the aerodynamic 
ratio ranged from 0.05 to 0.87. For most speakers, the R2 values between offset cycle 10 
RFF and the aerodynamic ratio and the R2 values between onset cycle 1 RFF and the 
aerodynamic ratio differed by more than 0.25. The R2 values between RFF and the 
aerodynamic ratio were low in productions made by some speakers (e.g., see top panel of 
Figure 5.5), while high in productions made by other speakers (e.g., see bottom panel of 
Figure 5.5).  
 
Figure 5.4. Histograms of R2 between the aerodynamic ratio of sound pressure level to 




Figure 5.5. Offset cycle 10 (left) and onset cycle 1 (right) RFF as a function of the 
aerodynamic ratio. Top: a participant whose productions yielded low R2 between RFF and 
the aerodynamic ratio. Bottom: a participant whose productions yielded high R2 between 
RFF and the aerodynamic ratio. The vocal effort levels – relaxed, typical, slightly strained, 
moderately strained, and maximally strained – are denoted by light blue, medium blue, 
purple, pink, and red respectively. 
 
Experiment 2 
 During the /p/ sentences, offset RFF remained around 0 ST and onset RFF 
decreased as a function of cycle for the relaxed and typical conditions, whereas similar to 
Experiment 1, the RFF in the strained productions was generally lower (see Figure 5.3). 
When examined across speakers, the relationship between RFF and the perceptual 
measure was negative as expected. That is, productions that were perceived as more 
effortful (higher perceptual score) had lower RFF. The R2 between offset cycle 10 RFF 
and the perceptual ratings and the R2 between onset cycle 1 RFF and the perceptual 
ratings were 0.21 and 0.26, respectively. When examined within individual speakers, the 
averaged R2 between RFF and the perceptual ratings were moderate: the averaged R2 
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values between offset cycle 10 RFF and perceptual ratings and between onset cycle 1 
RFF and perceptual ratings were 0.46 and 0.56, respectively. Examining the R2 values as 
a function of speaker revealed that the R2 values between offset cycle 10 RFF and the 
perceptual ratings were highly variable, while the R2 values between onset cycle 1 RFF 
and the perceptual ratings were mostly moderate to high (Figure 5.6). The R2 values 
between offset cycle 10 RFF and the perceptual ratings of individual speakers ranged 
from 0.002 to 0.94. The R2 values between onset cycle 1 RFF and the perceptual ratings 
of individual speakers were all higher than 0.37 with the exception of one speaker who 
had an R2 value of 0.01. Again, the R2 between RFF and the perceptual ratings were low 
in productions made by some speakers (e.g., see top panel of Figure 5.7), while high in 
productions made by other speakers (e.g., see bottom panel of Figure 5.7). The speakers 
with high R2 values between RFF and perceptual ratings were not consistently found to 
be the same speakers with high R2 values between RFF and the aerodynamic ratio. This 
highlights the fact that vocal effort may be perceived differently by the speaker and the 
listener. Although this study examined healthy speakers who purposefully modulated 
their vocal effort, prior studies have shown that this finding also extends to individuals 
with dysphonia (Eadie et al., 2010; Lee et al., 2005). The difference between listener and 
speaker perception of vocal effort or overall severity may be due to differences in 
strategies employed by listeners and speakers (Eadie et al., 2010; Eadie et al., 2007; Lee 




Figure 5.6. Histograms of R2 between listener perception of strain and offset cycle 10 RFF 
(top) and onset cycle 1 RFF (bottom). 
 
 
Figure 5.7. Offset cycle 10 (left) and onset cycle 1 (right) RFF as a function of the perceptual 
ratings. Top: a participant whose productions yielded low R2 between RFF and the 
perceptual ratings. Bottom: a participant whose productions yielded high R2 between RFF 
and the perceptual ratings. The vocal effort levels – relaxed, typical, slightly strained, 
moderately strained, and maximally strained – are denoted by light blue, medium blue, 





 In order to determine its usefulness for tracking variations in effort in individual 
participants, we compared RFF to changes in an aerodynamic and a perceptual measure 
in participants who were creating purposeful modulations in their vocal effort. The RFF 
pattern for the relaxed, typical, and slightly strained conditions were similar to those 
observed in healthy young adults in previous studies (Lien et al., 2014; Robb & Smith, 
2002; Watson, 1998; Chapter 2); offset RFF remained around 0 ST for all cycles and 
onset RFF decreased as a function of cycle. These observations suggest that speakers 
exhibited their typical RFF pattern even though they were slightly altering their vocal 
effort level. The RFF for the moderately strained and the maximally strained conditions 
exhibited a qualitatively different pattern from the one observed in the relaxed, typical, 
and slightly strained conditions. The RFF in these productions was generally lower, and 
the offset RFF decreased as a function of cycle, while the onset RFF was steady or even 
increased slightly as a function of cycle. This RFF pattern is similar to those observed in 
individuals with vocal hyperfunction (Stepp et al., 2010). Thus, when typical speakers 
drastically increased their vocal effort during voice production, this resulted in alterations 
to their RFF that approximated the pattern observed in individuals with vocal 
hyperfunction. This finding indicates that RFF may potentially be useful for clinical 
assessment of vocal hyperfunction. Slight differences were noted in onset cycle 1 RFF 
between the /p/ sentences from experiment 2 and the /pæ/ productions from experiment 1, 
which were similar in nature to slight differences in RFF due to differences in stimuli 
choice that have been documented previously (Lien et al., 2014; Chapter 2). Similarly, 
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Smith and Robb (2013) also reported no significant difference in offset RFF taken from 
different phonetic contexts and a slight difference in onset RFF that depended more on 
laryngeal factors rather than aerodynamic factors. Consequently, we do not expect the 
results of this study to depend on the choice of phonetic context. As expected, we found 
that RFF showed stronger relationships between the aerodynamic ratio and listener 
perception of vocal effort when examined within individuals relative to across individuals. 
This result suggests that RFF may be more promising for the assessment of vocal 
hyperfunction within individual (e.g., to monitor progress during voice therapy) rather 
than across individuals. Yet, future studies on individuals with vocal hyperfunction are 
required to uncover conclusive evidence.  
Relationships within and across speakers  
 RFF patterns differ between populations of hyperfunctional and typical speakers 
(Stepp et al., 2010). However, a previous study completed across individuals with voice 
disorders and differing levels of vocal hyperfunction found significant, but weak 
correlations between RFF and listener perception of vocal effort (Stepp et al., 2012). Here 
we found relatively high correlations within-speakers between both offset cycle 10 and 
onset cycle 1 RFF and listener ratings of vocal effort (average within-speaker R2: 0.46 
and 0.56, respectively) relative to across-speaker relationships (R2: 0.21 and 0.26). It is 
challenging to draw conclusions about RFF and vocal effort across individuals due to the 
low overall variance explained by RFF across speakers. Nevertheless, the increase in 
correlations between listener perception and acoustic variables within-speakers is similar 
to that shown in a previous study in which listeners were asked to estimate the distance 
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between the speaker and the addressee based on the speakers’ voices: all acoustic 
measures studied (e.g., sound pressure level, spectral emphasis, fundamental frequency) 
showed higher correlations with listener perceptions after correction for speaker-specific 
factors (Traunmuller & Eriksson, 2000). Similarly, although no previous study has 
compared RFF to aerodynamic measures of vocal effort, previous work has compared 
aerodynamic and acoustic measures of voice within and across individuals (Holmberg et 
al., 1994; Holmberg, Hillman, Perkell, Guiod, & Goldman, 1995). Relatively weak 
relationships between acoustic and aerodynamic measures are often found in group data, 
despite the fact that individual speakers show high correlations across conditions. In fact, 
Holmberg et al. (1994, p. 493) suggested that in voice patients, aerodynamic measures 
“seem more suitable for examination of individuals’ changes from one level of vocal 
effort to another than for quantitative comparisons between patients and normal absolute 
values.” The stronger relationships found between acoustic, aerodynamic, and perceptual 
measures within individuals relative to across individuals are likely due to differences 
between individual speakers in both their typical voice quality as well as in their 
technique of modulating vocal effort. 
 Regardless of whether they were examined within or across speakers, correlations 
with listener perception of vocal effort were higher for onset cycle 1 RFF than for offset 
cycle 10 RFF. This corroborates previous findings that have suggested that while offset 
RFF may be well-suited to detection of mild changes in vocal effort, onset RFF is more 
sensitive to differences in the level of vocal effort (Eadie & Stepp, 2013; Stepp et al., 
2012). A simple model has been proposed to explain the physiological mechanisms 
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behind RFF (Stepp, Merchant, et al., 2011; Watson, 1998). The model involves a 
combination of vocal fold kinematics, aerodynamics, and tension, incorporating the 
observation that the activity of the cricothyroid muscle tends to be high immediately 
preceding, during, and following the voiceless consonant (Lofqvist et al., 1989). The 
increase in cricothyroid muscle activity can be associated with increases in tension and 
fundamental frequency (Lofqvist et al., 1989). Since vocal hyperfunction is often 
associated with higher baseline tension (Hillman et al., 1989; Roy et al., 1996), Stepp et 
al. (2011) hypothesized that the ability of individuals with vocal hyperfunction to use 
changes in tension to modulate their fundamental frequency is limited due to a ceiling 
effect, resulting in lowered RFF. However, this simple model does not account for 
differences between onset and offset RFF, suggesting that more research into the 
underlying mechanisms of changes in RFF is necessary. 
Study Limitations 
 The current study is limited due to the absence of a gold-standard measure of 
vocal hyperfunction or vocal effort with which to compare RFF. We compared the 
relationship between RFF and listener perception, which is limited by known issues with 
reliability in perceptual ratings of vocal effort or strain, and which may be based on 
different cues of vocal effort than those self-rated by speakers (De Bodt et al., 1997; 
Wuyts et al., 1999). However, listener reliability issues appeared to be mitigated through 
our use of the sort and rate method (Granqvist, 2003) and the use of familiarization 
samples, resulting in strong intrarater and interrater reliability (average intrarater: r = 
0.93; interrater: ρ = 0.97). The advantages of this procedure are like those shown by use 
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of anchor samples or paired comparisons; however, it must be noted that the visual sort 
and rate method is not clinically viable due to the time necessary to complete the 
procedure. The reliability values found in this study are considerably higher than the ones 
observed in a previous study by Zraick et al. (2011) that evaluated the reliability of strain 
using the CAPE-V and the GRBAS scale: the average intra-rater reliabilities for the 
CAPE-V and the GRBAS scale were r = 0.35 and rs = 0.53, respectively; and the inter-
rater reliabilities for CAPE-V and GRBAS scale were ρ = 0.56 and ρ = 0.48, respectively 
(Zraick et al., 2011). Thus, use of the visual sort and rate method appears to hold promise 
for future experimental study. We further compared RFF to the aerodynamic ratio of 
sound pressure level to subglottal pressure level using indirect estimates of subglottal 
pressure. Indirect measurement of subglottal pressure is difficult and can suffer from 
unreliable estimates. Furthermore, it is known to differ substantially from direct measures 
of subglottal pressure (measured invasively), particularly when individual create changes 
in voice quality, such as in this study (McHenry, Minton, Kuna, Vanoye, & Roberts-
Seibert, 1995). Future studies that incorporate direct measurements may be necessary to 
fully characterize the relationship between RFF and subglottal pressure. Incorporating 
direct measures of subglottal pressure is especially important when studying populations 
with voice disorders, particularly in populations with vocal hyperfunction. In these 
populations, indirect measures of subglottal pressure can be substantially more inaccurate 
due to increased medial (transglottal) pressure and stiffness of the vocal folds (Hillman et 
al., 1989). These physiological factors may create more separation between the subglottal 
and supraglottal space, and thus may enlarge the difference between indirect measures 
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(measured from the supraglottal space) and direct measures (measured from the 
subglottal space). Even with direct measures of subglottal pressure incorporated, it is still 
a challenge to estimate vocal effort based on aerodynamic measures alone. Although 
increases in vocal effort are often accompanied by high subglottal pressure and airflow, 
these are not the only factors that may contribute to the perception of vocal effort. 
Different strategies for creating vocal effort may explain the highly variable R2 that were 
observed between RFF and the aerodynamic ratio in this study. 
 Finally, this study is limited in its use of individuals with healthy voices. These 
speakers were asked to create purposeful modulations in their vocal effort, which may or 
may not be an appropriate model for vocal hyperfunction in individuals with voice 
disorders: individuals instructed to increase vocal effort may do so in a fundamentally 
different way than individuals with voice disorders related to vocal hyperfunction. Future 
work will compare these measures in individuals with vocal hyperfunction across the 
therapeutic process in order to document within-speaker changes in RFF in individuals 
with voice disorders. 
Conclusion 
 Speakers with healthy voices were asked to create purposeful modulations in their 
vocal effort during which RFF and both aerodynamic and perceptual measures of vocal 
effort were measured. During strained conditions, these participants displayed RFF 
patterns that were qualitatively different from their typical patterns and more similar to 
those observed previously in individuals with vocal hyperfunction. RFF showed stronger 
relationships between both the aerodynamic measure and listener perception of vocal 
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effort when examined within individuals relative to across individuals. Future work is 
necessary to examine these relationships in individuals with vocal hyperfunction across 
the therapeutic process. 
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CHAPTER SIX: DEVELOPMENT AND VALIDATION OF AN ALGORITHM 
FOR AUTOMATED ESTIMATION OF RELATIVE FUNDAMENTAL 
FREQUENCY 
Abstract 
Objective: To design and validate an algorithm for relative fundamental frequency (RFF) 
for objective assessment of voice disorders.  
Methods: Acoustic recordings were collected from 154 individuals with voice disorders 
and 36 age- and sex-matched controls. A training set composed of about two-thirds of the 
recordings (106 individuals) was used to tune the algorithm to manual RFF estimates 
derived from 3 trained technicians and listener perception of strain collected from 28 
inexperienced listeners. A testing set comprised of the remaining 64 recordings was used 
to validate the algorithm.  
Results: Results indicate that the automated RFF estimates were highly correlated with 
manual RFF estimates, but they were not a useful indicator of perceived strain. The 
manual estimates as well as the automated RFF estimates revealed lowered RFF for the 
individuals with voice disorders compared to the controls.  
Conclusion: The proposed algorithm provides valid estimates of RFF.  
Significance: This algorithm for RFF automation enables large-scale RFF analysis to be 
conducted and paves the way for future work to determine the physiological basis and 




It has been estimated that 7.5 million individuals in the United States have trouble 
using their voices (National Institute on Deafness and Other Communication Disorders, 
2010). The presence of voice disorders adversely impacts job performance and social 
interactions (Roy, Merrill, Gray, & Smith, 2005; Smith, Gray, Verdolini, & Lemke, 
1995). A condition that is associated with the majority of voice disorders is vocal 
hyperfunction (VH; Boone & McFarlane, 1988). VH is defined as the “abuse and/or 
misuse of the vocal mechanism due to excessive and/or ‘imbalanced’ muscular forces” 
(Hillman et al., 1989, p373).  
Current clinical diagnosis of VH is often based on patient history and subjective 
measures based on  auditory perception, visual perception, and manual palpation of neck 
musculature (Morrison et al., 1986). Yet, subjective measures are prone to issues of 
reliability. The reliability of auditory perception, visual perception, and palpation of neck 
musculature are all low, which challenges their validity and can make clinical evaluations, 
particularly those completed by different clinicians, difficult to interpret (Milstein et al., 
2005; Nawka & Konerding, 2012; Stepp, Heaton, et al., 2011; Yiu et al., 2014; Zraick et 
al., 2011). Objective measures can be implemented to augment subjective measures. 
Acoustic analyses are objective measures that are commonly performed in voice clinics 
and the combination of acoustic measurements and auditory-perceptual evaluations has 
been shown to yield better classification of dysphonia than either measurement approach 
alone (Eadie & Doyle, 2005; Werth, Voigt, Döllinger, Eysholdt, & Lohscheller, 2010).  
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An acoustic measure that is currently under research and has continued to show 
promising results for the assessment of VH is relative fundamental frequency (RFF). RFF 
is measured from a voiced sonorant – voiceless consonant – voice sonorant speech 
sequence (see Fig. 6.1) and is defined as the ten normalized instantaneous fundamental 
frequencies immediately preceding and following the voiceless consonant. Typical 
speakers show characteristic patterns of RFF, thought to be related to modulation of 
tension associated with the voiceless consonant production (Stepp, Merchant, et al., 2011; 
Watson, 1998). RFF tends to be lower in individuals with VH than in those with healthy 
voices (Lien, Calabrese, et al., 2015; Stepp et al., 2010; Stepp et al., 2012; Chapter 4), 
which has been hypothesized to be due to differences in baseline laryngeal tension (Stepp, 
Merchant, et al., 2011). Increased laryngeal tension causes increases in voice 
fundamental frequency (Arnold, 1961; Roubeau et al., 1997). Individuals with VH are 
thought to have higher baseline laryngeal tension (Hillman et al., 1989; Roy et al., 1996), 
which limits their ability to use small changes in tension to modulate fundamental 
frequency due to a ceiling effect (Stepp, Merchant, et al., 2011). Consistent with the 
hypothesis that increased baseline laryngeal tension is associated with decreased RFF, 
RFF has also been shown to be lower in individuals with other voice disorders associated 
with increased laryngeal tension, including those with Parkinson’s disease and spasmodic 




Figure 6.1. An acoustic waveform of the voiced sonorant − voiceless consonant − voiced 
sonorant relative fundamental frequency (RFF) instance /ufu/. The first and tenth vocal 
cycles are denoted by the numbers underneath. To calculate RFF, the instantaneous 
fundamental frequencies (inverse of the periods) of ten vocal cycles preceding and following 
the consonant are normalized to the steady-state fundamental frequencies. The 
instantaneous fundamental frequencies for offset vocal cycle 1 and onset vocal cycle 10 are 
the steady state fundamental frequencies for the offset and onset vocal cycles, respectively. 
The time calibration bar below denotes a 5 millisecond (ms) interval. 
Although RFF has been shown to be a promising research measure, clinical 
adoption and commercialization of RFF is hampered by the time-consuming manual 
estimation that is currently required. A prior study examined a population of individuals 
with spasmodic dysphonia had discovered that RFF needs to be averaged over at least six 
RFF speech sequences in order to obtain a reliable estimate (Eadie & Stepp, 2013). Thus, 
a trained technician needs to spend at least 20 - 40 minutes to locate six RFF speech 
sequences, extract the instantaneous fundamental frequencies, and estimate the RFF. 
Incorporating this additional time-consuming task into the current voice evaluation would 
increase the time required for documentation and analysis and therefore would not be 
clinically practical. In addition, the current protocol also requires extensive training in 
order for technicians to be reliable. One of the most challenging aspects of RFF 
estimation is determining the vocal cycles closest to the voiceless consonant, as they may 
be concealed by concurrent aspiration/frication due to coarticulation. The rater reliability 
for RFF estimation is generally high with Pearson’s correlations above r = 0.88 (Eadie & 
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Stepp, 2013; Goberman & Blomgren, 2008; Lien, Calabrese, et al., 2015; Lien et al., 
2014; Lien, Michener, Eadie, & Stepp, 2015; Lien & Stepp, 2014; Robb & Smith, 2002; 
Smith & Robb, 2013; Stepp, 2013; Stepp et al., 2010; Stepp, Merchant, et al., 2011; 
Stepp et al., 2012; Chapters 2-5), but it is somewhat subjective because what one 
technician classifies as a vocal cycle is based on his/her subjective interpretation and 
different technicians may use different criteria.  
Development of an automated algorithm for RFF estimation is clearly warranted 
and thus the purpose of this study is to design and validate an automated algorithm for 
RFF estimation. The accuracy of RFF estimation will depend in part on the accuracy of 
fundamental frequency (F0) estimation. There are three broad classes of algorithms for 
F0 estimation – time-domain methods, frequency-domain methods, and combination of 
time and frequency domain methods (Rabiner, Cheng, Rosenberg, & McGonegal, 1976). 
Time-domain methods are computed directly using the speech waveform, whereas 
frequency-domain methods are measured from the frequency spectrum of the waveform. 
The benefits of using time-domain methods are that they are relatively less 
computationally expensive and the gross-pitch errors are primarily dependent on the 
length of the analysis window (Rabiner et al., 1976). As a consequence, if the analysis 
window is chosen correctly, the gross F0 errors can be minimized. As a contrast, the 
benefit of using spectral-domain methods is that they are less sensitive to noise 
distortions and formant changes, reducing the fine F0 errors (Rabiner et al., 1976). The 
cost of using spectral-domain methods is that they are more prone to errors for speakers 
with higher F0, due to the lowered number of harmonics in an analysis window (Rabiner 
	  	  
125 
et al., 1976). In order for them to be effective for speakers with higher F0, the analysis 
window needs to be extended, which results in lower time-domain resolution.  
The F0 estimation algorithm currently used in manual RFF analysis is Praat’s 
pitch detection algorithm and it is based on the time-domain method of autocorrelation 
(Boersma & Weenink, 2012). Using this algorithm, F0 is estimated by calculating the 
normalized autocorrelation of a windowed signal (Boersma, 1993). During manual 
estimation, a technician has to make a subjective decision to identify the boundary 
between voiced and voiceless speech. Current F0 estimation methods tend to be less 
effective at voicing offsets (voiced-to-unvoiced transitions) and onsets (unvoiced-to-
voiced transitions; Quatieri, 2001). As a result, in this study, we designed a novel method 
for automated RFF estimation that also employed the autocorrelation method, but 
included additional signal processing methods to automatically locate the RFF instances 
and identify the boundaries between voiced and voiceless waveforms.  
Since the error rates of automatic speech recognition systems are positively 
associated with increases in lexical and syntactic complexity and decreases in fluency, we 
used the simplest possible protocol for the automation (Butzberger, Murveit, Shriberg, & 
Price, 1992). Specifically, we utilized samples containing three sets of uniform utterance 
tokens, in which each uniform utterance token was composed of three RFF speech 
sequences with /f/ as the voiceless phoneme (e.g., /ufu ufu ufu/). A previous study has 
indicated that these tokens provide valid estimates with lower intra-speaker variability 
than sentences with RFF speech sequences (Lien et al., 2014; Chapter 2). Compared to 
sentences, using these tokens shortens the recording protocol and potentially lowers the 
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error rates of the automation, enhancing the feasibility for clinical implementation of RFF.  
The algorithm was tuned to manual RFF estimates and listener perception of 
strain using a training set of 126 speakers composed of individuals with and without 
voice disorders. The performance was evaluated on a different testing set of 64 speakers, 
which also included individuals with and without voice disorders. A validated algorithm 
for RFF automation allows for large-scale RFF analysis to be conducted to determine the 
physiological mechanisms of RFF and to explore its potential clinical utility. 
 
Methods 
Participants and Audio Recording Procedure 
 Two speaker groups were considered in this experiment. First, the control group 
(C), was comprised of 36 adults (27 females) aged 18-85 years (M = 41, SD = 19), all of 
whom reported no prior history of speech, language, or hearing disorders. Second, a 
group with voice disorders (VD) consisted of 154 adults (116 females) aged 18-83 years 
(M = 41, SD = 17), all of whom had been seen by a board-certified laryngologist due to a 
voice complaint and diagnosed with a voice disorder. In the VD group, 54 individuals 
were diagnosed with primary VH, 81 individuals were diagnosed with secondary VH, 
while 19 individuals were diagnosed with non-VH related voice disorders. The primary 
VH group is composed of individuals diagnosed with muscle tension dysphonia, which is 
defined as VH without the presence of vocal fold damage. The secondary VH group is 
composed of individuals with VH accompanied by vocal fold lesions (e.g., nodules, 
polyps), inflammation, edema, and/or glottal insufficiency. All other individuals were 
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classified into the non-VH related voice disorder group. Although the individuals in the 
non-VH related voice disorder group presented symptoms that were not obviously 
associated with VH, they may still have had concurrent reactive or secondary VH. The 
last group included adults with gastroesophageal reflux disease, spasmodic dysphonia, 
and Parkinson’s disease. All participants completed written consent in compliance with 
either the Boston University Institutional Review Board or the Massachusetts General 
Hospital Institutional Review Board. 
A portion of speakers was recorded at a standard waiting area or a quiet room in 
the Boston Medical Center using the Shure WH20XLR dynamic headset microphone 
(Shure, Niles, IL, United States), sampled at 44.1 kHz and 16-bit resolution. The 
remaining speakers were recorded in a sound-treated room at the Massachusetts General 
Hospital using the Sennheiser MKE104 lavalier microphone (Sennheiser, Wedemark, 
Germany), sampled at 20 kHz and 16-bit resolution.  
Participants were asked to produce three uniform utterances in their typical pitch 
and loudness, each consisting of three repetitions of the same voiced sonorant – voiceless 
consonant – voice sonorant instance with the voiceless phoneme /f/ (e.g., “/ufu ufu ufu/”). 
If any stimulus was misarticulated, obviously glottalized, or contained transient 
background noise during the recording, the experimenter instructed the participant to 
repeat the stimulus. 
Manual RFF Analysis 
Manual RFF analysis was performed on each audio sample by three trained 
technicians using Praat to estimate pulse timings immediately before and after each 
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voiceless consonant (Boersma & Weenink). The technician then decided if the sample 
should be rejected as per Lien & Stepp (2014; Chapter 3). RFF in semitones (STs) was 
calculated using Equation 6.1, in which F0ref is defined as the reference fundamental 
frequency. The offset F0s were normalized to the F0 for the first offset cycle and the 
onset F0s were normalized to the F0 for the tenth onset cycle. The RFF values were 
averaged over nominally nine RFF instances to calculate the speaker-level RFF means.   
 
RFF (ST) = 12 × log2 (F0 / F0ref)          Equation 6.1  
 
In order to calculate the intra-rater reliability, each technician re-estimated 15% of 
their samples in a different sitting. The intra-rater reliability, calculated using the 
Pearson-product moment correlation coefficients, ranged from 0.90-0.95 among 
technicians. The inter-rater reliability of RFF estimates, calculated using the intraclass 
correlation coefficients (Shrout & Fleiss, 1979), type (2,k, absolute), was 0.97.  
Listener Perception 
Twenty-eight young adults (17 females, M = 20 years, SD = 1.6 years) 
participated as listeners. They were native speakers of American English and reported no 
prior history of speech, language, or hearing disorders. They had no prior experience in 
voice disorders, formal exposure to individuals with voice disorders, or experience using 
rating scales for judging dysphonia. All completed written consent in compliance with 
the Boston University Institutional Review Board. 
All audio files were peak amplitude normalized in order to account for speakers’ 
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individual variation in loudness. Prior to the listening experiment, seven audio samples 
were marked as having background noise. In order to minimize its effects, an 
experimenter manually selected portions of the audio recording in which the speaker was 
silent and reduced the gain by 10 dB.  
Each listener completed two visits. In the first visit, the listeners were presented 
with the American Speech-Language-Hearing Association’s Consensus Auditory-
Perceptual Evaluation of Voice (CAPE-V) operationalized definition of overall severity, 
which is the “global, integrated impression of voice deviance” (2002). In addition, they 
were presented with familiarization samples extracted from the CAPE-V Simulations 
website developed by the University of Wisconsin (2008). Afterwards, the listeners were 
asked to listen and rate all of the speech samples plus an additional 23 repeated samples 
(>15% of total samples, for intra-rater reliability) for overall severity. The order of 
presentation and the selection of repeated samples were random. Listeners were asked to 
indicate the perceived overall severity from a scale of 0 – 100 on a 100 mm line. Since 
the user-interface for collecting perceptual ratings was modeled after the CAPE-V, the 
mild, moderate, and severe markers in the user-interface were located at around 10, 35, 
and 70 mm, respectively. All listeners were allowed to listen to the speech samples 
multiple times and to take breaks during the session.  
In the second visit, the listeners were presented with the CAPE-V operationalized 
definition of strain, the “perception of excessive vocal effort” (2002) and were again 
presented with familiarization samples from the CAPE-V Simulation website (2008). The 
listeners were then asked to rate all the stimuli, plus an additional 23 repeated samples, 
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for strain using a similar interface. 
Intra-rater reliability of the perceptual ratings was analyzed using Pearson-product 
moment correlation coefficients. Four listeners with the lowest intra-rater reliability (r < 
0.53 for overall severity and/or strain) were rejected due to a potential lack of attention. 
The remaining listeners had an averaged intra-rater reliability of 0.82 and 0.83 for overall 
severity and strain, respectively. Inter-rater reliability of the perceptual ratings of these 24 
listeners, analyzed using the intraclass correlation (Shrout & Fleiss, 1979), type 
(2,1,consistency), yielded 0.49 and 0.48 for overall severity and strain, respectively. 
These values of reliabilities are similar to those observed in previous studies (Kelchner et 
al., 2010; Solomon, Helou, & Stojadinovic, 2011; Zraick et al., 2011). In order to 
determine whether the sampling error of the perceptual ratings was low, the mean and 
standard deviation of the Pearson’s product moment correlation coefficients between 
ratings averaged over all listeners and those averaged over all possible combinations of 
23 listeners were compared. The analysis indicated that the mean correlation was >0.999 
and the standard deviation of the correlation was <0.001 for both overall severity and 
strain. This suggested that the mean perceptual ratings would probably not fluctuate with 
additional listeners.   
The perceptual ratings were averaged across listeners to obtain a perceptual 
estimate of strain and overall severity for each speaker. The Pearson’s product moment 
correlation coefficient between the averaged strain ratings and the averaged overall 
severity ratings was 0.96, indicating that speakers that were perceived as highly severe 






Figure 6.2. Flowchart of automated algorithm for RFF estimation 
The RFF estimation algorithm is divided into four main parts (sections B – E; see 
Fig. 6.2), all of which were implemented in MATLAB (Mathworks, 2012). Firstly, the 
algorithm located the fricatives of the three RFF instances in the acoustic waveform 
(section B). Secondly, the acoustic signal was band-pass filtered 3 ST above and below 
the speaker’s F0 range, which was estimated via autocorrelation (section C). Starting 
from the center of the fricative in the band-pass filtered signal, a sliding window was 
shifted backwards in time to find the peaks and troughs of potential vocal cycles in the 
offset sonorant. The period of the sliding window is set to the inverse of the speaker’s 
average F0, which was estimated via autocorrelation. The autocorrelation method was 
chosen because of its relatively low computational complexity and high time-domain 
resolution. Likewise, a sliding window was shifted forwards in time to find the peaks and 
troughs of potential vocal cycles in the onset sonorant. Thirdly, the boundary between 
voiced and voiceless waveforms was determined by analyzing the number of zero-
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crossings, shape dissimilarity between adjacent cycles, and peak-to-peak amplitude 
(section D). This threshold boundary was tuned to manual RFF estimates and listener 
perception of strain to improve voicing onset and offset detection. Lastly, RFF instances 
that did not meet certain criteria (e.g., instances that do not have at least 10 vocal cycles) 
were rejected (section E). Otherwise, RFF was calculated based on the identified vocal 
cycles using Equation 6.1, similar to the manual process.  
Locating RFF instances 
 The initial step of the algorithm was to locate the RFF instances. The audio 
waveform of the speech sequence was amplitude normalized. Subsequently, the 
normalized waveform was processed two ways: first, to identify when the vowels 
occurred; and second, to identify where the fricatives occurred (see Fig. 6.3). 
 
Figure 6.3: Top: The audio waveform of a healthy speaker producing the stimuli /ufu ufu 
ufu/ is plotted as a function of time in seconds (s). Middle: Vectors constructed from low-
pass filtering and band-pass filtering the audio waveform were used to represent how likely 
the section of audio recording contained a vowel (XVowelLike(t); blue) or a fricative 
(XFricativeLike(t); green). The difference between XVowelLike(t) and XFricativeLike(t) is plotted in red. 
This vector was used to identify the locations of fricatives (LFricatives). Bottom: The band-pass 
filtered audio waveform with a passband around the around the estimated fundamental 
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frequency is plotted as a function of time in seconds. The LFricatives are denoted by the purple 
circles and the portions of vowels close to the fricatives (LCloseVowels) are denoted by the bar 
scales above the waveform.  
First, since most of the energy in vowels is located in the low frequency range 
around the first and second formants, in order to locate the vowels, the waveform was 
filtered with a low-pass 5th order Butterworth filter with a corner frequency of 3.4 kHz. 
The absolute value of the low-pass filtered waveform was then smoothed using a 50 
millisecond moving average filter, standardized by subtracting away the mean and 
dividing by the standard deviation, vertically shifted so that the baseline was set to zero, 
and defined as XVowelLike(t). 
To identify the fricatives, a vector that had a relatively high amplitude where there 
were fricatives was created. The mean spectral peaks for fricatives have been found to 
occur at 3820 – 7733 Hz depending on the place of articulation (Jongman, Wayland, & 
Wong, 2000). Consequently, to allow the algorithm to be compatible for all fricatives, the 
normalized speech waveform was filtered with a band-pass 10th order Butterworth filter 
with corner frequencies of 3.4 kHz and 8.0 kHz. The absolute value of the band-pass 
filtered waveform was then smoothed using a 50 millisecond moving average filter. To 
further deemphasize the vowels, the band-pass filtered waveform was divided by the 
aforementioned smoothed low-pass filtered vector, or XVowelLike(t) before it was 
standardized by subtracting away the mean and dividing by the standard deviation. The 
resulting waveform was smoothed by another 50 millisecond moving average filter, 
standardized by subtracting away the mean and dividing by the standard deviation, 
vertically shifted so that the baseline was set to zero, and defined as XFricativeLike(t). 
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The location of the RFF instance was identified using the patterns of XVowelLike(t) 
and XFricativeLike(t). In brief, XVowelLike(t) was first subtracted from XFricativeLike(t) and 
smoothed to create a difference vector, the peaks of which were used to identify the most 
likely locations of fricatives (LFricatives). Afterwards, the mean and max of XVowelLike(t) in 
the 250 milliseconds before and after LFricatives were used to decide whether the instance 
should be taken: if these values exceeded a certain threshold, then there were likely to be 
vowels before and after LFricatives and the RFF instance was taken. These thresholds were 
determined empirically via trial-and-error. In rare cases, the algorithm identified more 
than three potential locations of RFF instances. In these cases, the algorithm would filter 
the normalized acoustic waveform using a band-pass 10th order Butterworth filter with 
corner frequencies of 7.5 kHz and 8.0 kHz, because the stimuli used in this dataset all 
contained the voiceless fricative /f/ and labiodental fricatives have been shown to have 
peak frequencies at 7733 Hz (Jongman et al., 2000). Lastly, the algorithm allowed the 
user to adjust the LFricatives with a user interface as necessary.  
Cycle Peaks and Troughs Detection 
 After the LFricatives were identified, the sections of the normalized waveform that 
were 250 milliseconds before and after the LFricatives where XVowelLike(t) exceeded a 
threshold were used to identify the portions of the vowels that were close to the fricatives 
(LCloseVowels). Next, the initial fundamental frequency estimate for each vowel was 
determined by applying autocorrelation to the normalized waveform in LCloseVowels and 
identifying the location of the maximum peak in the range that corresponded to 50 - 400 
Hz in the autocorrelation.  
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 In addition, the normalized audio waveforms in LCloseVowels were concatenated and 
windowed to estimate the fundamental frequency range of the uniform utterance. The 
normalized waveform was then band-pass filtered using a 2nd order elliptical filter that 
passed frequencies 3 ST below and above the estimated fundamental frequency range, 
referred to as XF0(t). 
 Then, the algorithm located the offset peaks and troughs in XF0(t). To do so, it first 
computed the average cycle period (Tave) as the inverse of the estimated F0 of the offset 
LCloseVowels. Subsequently, the algorithm searched for the peaks and troughs starting from a 
location in the fricative that was closer to the onset vowel, 3Tave + LFricatives. This starting 
position allowed the algorithm to capture more peaks and troughs that were part of the 
fricative. With this information, the first peak and trough in XF0 were determined by 
finding the maximum and minimum in the range from 2Tave + LFricatives to 3Tave + LFricatives. 
Subsequent peaks in XF0(t) were determined by moving a sliding window of period Tave 
back in time starting from the troughs and finding the maximum in each window. 
Likewise, subsequent troughs in XF0(t) were determined by moving a sliding window of 
period Tave back in time starting from the peaks and finding the minimum in each 
window. Similarly, the onset peaks and troughs were also located using XF0(t).  
First Cycle Decision 
 After identifying all the troughs and peaks, the algorithm determined which were 
part of the actual vocal cycles. This step is particularly important because F0 estimation 
tends to be particularly difficult at offsets and onsets (Quatieri, 2001). In order to 
determine the offset vocal cycles, the algorithm computed three features -- the number of 
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zero-crossings, the peak-to-peak ratio, and the shape-dissimilarity to the previous cycle -- 
in the normalized audio waveform for all cycles of period Tave right before the offset 
peaks and troughs. The shape dissimilarity was determined using the MATLAB’s default 
Proscrustes algorithm from the Statistics and Machine Learning Toolbox (The 
Mathworks Inc., 1994-2015). This algorithm first optimally linearly transformed the 
waveform of the current cycle to match that of the previous cycle. Then, the normalized 
sum of square error between the two cycles was computed to determine the shape 
dissimilarity.  
If a peak or trough was located in the fricative region, the number of zero-
crossings was expected to be relatively high, the peak-to-peak ratio was expected to be 
relatively low, and the shape-dissimilarity measure was expected to be relatively high. 
Since the largest change in any of the parameters was likely to occur at the transition 
from voicing to the fricative, peaks and troughs that occurred before the largest parameter 
change were initially considered to be part of the vocal cycles, while those that occurred 
after were initially considered to be part of the fricatives. The parameter values of the 
vocal cycles and that of the fricative were assumed to fall under Gaussian distributions. 
Note that this assumption tended to be more valid when there were more peaks and 
troughs in the vocal cycles and fricative. Afterwards, a finer threshold for each parameter 
was chosen by maximizing the effect size via determining the threshold, t , that was 
exactly n standard deviations (σ1) below the distribution with a higher mean µ1 and n 
standard deviations (σ2) above the distribution with the lower mean µ2. (see Equations 6.2 
− 6.4). The threshold was used to separate the parameter value distribution of the vocal 
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cycles from that of the fricative. Subsequently, this threshold was further tuned to manual 
estimates and perceptual ratings of strain by adjusting the threshold in step sizes of 5% 
from 80% to 120% to maximize the performance, which is further described in 
“Algorithm Evaluation”. Finally, a peak or trough was accepted as part of the offset vocal 
cycle if all cycles before it satisfied at least two out of three thresholds. The identification 
of the onset vocal cycles followed a similar process. 𝑡 =   𝜇! − 𝑛𝜎! =   𝜇! + 𝑛𝜎!  Equation 6.2. 𝑛 =    !!!!!!!!!!  Equation 6.3.  𝑡 =   𝜇! − (!!!!!)!!!!! 𝜎! =    !!!!!  !!!!!!!!!   Equation 6.4. 
Instance Rejection and RFF estimation 
 Some RFF instances were rejected by the algorithm for the following reasons. 
First, instances were rejected if there were fewer than 10 vocal cycles. Second, instances 
that contained aperiodic phonation-related acoustic events between periodic vocal cycles 
and fricative were rejected. To do so, the algorithm computed the peak autocorrelation of 
a segment of the waveform right after the tenth offset periodic cycle and before the first 
onset periodic cycle. In addition, the algorithm also computed the ratio of the peak-to-
peak amplitude of this segment to the peak-to-peak amplitude of a detected vocal cycle. 
If both variables exceeded a threshold, then the instances were rejected. Third, instances 
were rejected if there were large deflections in the vocal cycles. This was detected by 
comparing the range of the amplitude of the peaks (or troughs) to the peak-to-peak 
amplitude of a vocal cycle. If the former exceeded the latter, then the instances were 
rejected. Fourth, instances were rejected if the mean fundamental frequency of the offset 
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or onset vowel was 6 ST higher or lower than the mean fundamental frequency of the 
whole utterance. This was used to remove glottalized instances. Fifth, instances were 
rejected if the offset or onset vowel was aperiodic. Periodicity was measured by 
computing the peak autocorrelation of the detected vocal cycles. Lastly, instances with 
large changes in RFF between adjacent cycles were rejected as the vowel productions 
were likely unstable. These rejection criteria were designed to reflect those used for 
manual estimation. All adjustable rejection thresholds were determined empirically via 
trial-and-error. These thresholds were not fine-tuned to avoid overfitting. 
For the RFF instances that were not rejected, the algorithm determined if the last 
offset (or first onset) peak or trough was closer to the voiceless consonant. If the peak 
was closer to the voiceless consonant, then the times of the 11 peaks closest the voiceless 
consonant were used to calculate the offset cycle periods. Otherwise, the times of the 11 
troughs closest to the voiceless consonant were used. RFF was calculated from these 
times using Equation 1.  
Algorithm Evaluation 
RFF Instance Identification 
 First, the LFricatives determined by the algorithm without user adjustments were 
evaluated by comparison to manual pulse timings. The RFF instance was correctly 
identified if the LFricatives fell in between the last offset manual pulse timing and the first 
onset manual pulse timing. The percentage of RFF instances that were correctly rejected 
were reported. In addition, the percentage of error in identifying the RFF instances was 
quantified. Incorrect RFF locations were modified through user adjustments prior to 
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evaluating the remainder of the algorithm.    
Manual Estimates 
 The automated RFF estimates were compared to the manual RFF estimates using 
Pearson’s product moment correlation coefficients and root-mean-squared error (RMSE). 
A training set of 126 randomly selected speakers (approximately two-thirds of total 
dataset) was used to tune the thresholds to maximize the correlation coefficient between 
manual and automated RFF for offset cycle 10 and onset cycle 1. Absolute agreement 
between manual RFF estimates and automated RFF estimates is not necessary − the 
difference in RFF between individuals with VD and C can still be observed as long as 
there is a relative agreement between manual RFF estimates and automated RFF 
estimates. Consequently, the RMSE was not used for tuning to allow the automated RFF 
estimates to have a statistical bias relative to the manual estimates if appropriate. Twenty 
speakers belonged to the C group, while the remaining one hundred and six speakers 
belonged to the VD group. A testing set composed of the remaining 64 participants were 
used evaluate the algorithm. Sixteen speakers belonged to the C group, while the 
remaining forty-eight speakers belonged to the VD group. The mean perceptual ratings of 
overall severity in the training set and testing set were close to the moderate range, with 
values of 29.4 (SD = 16.1) and 27.3 (SD = 13.8), respectively.  
 The automated RFF estimates were compared to manual RFF estimates for all 
speakers with at least one usable RFF instance in the testing set. However, the sampling 
error associated with estimating speaker-level RFF from only one RFF instance may be 
high (Eadie & Stepp, 2013). Thus, the correlation coefficient and RMSE were examined 
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in speakers with at least N number of instances in which N varied from one to nine. 
Speakers with more usable RFF instances were expected to have higher correlation 
coefficient and lower RMSE because the sampling error was likely to be lower and the 
speaker’s data were more likely to have lower overall severity. To examine only the prior 
effect, a subset of speakers with at least six usable RFF instances were used. The 
correlation coefficient and the RMSE for speaker-level RFF averaged iteratively from 
one to six RFF instances were evaluated. Lastly, automated RFF estimates and manual 
RFF estimates were visualized as a function of cycle and group (C vs. VD).  
Listener Perception 
 The relationship between listener perception of strain and RFF was examined by 
calculating the Pearson’s product moment correlation coefficients between the automated 
RFF features (either offset cycle 10 or onset cycle 1) and the perceptual ratings of strain. 
First, the algorithm was tuned to maximize the correlation between the RFF feature and 
the perceptual ratings of strain using the aforementioned testing set. The tuned algorithm 
was evaluated on the testing set. The Pearson’s production moment correlation 




RFF Instance Identification 
Approximately 97.9% of the LFricatives were correctly identified by the algorithm 
without user adjustments. About 0.8% of the samples were instances that were correctly 
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rejected and were not included for further analysis. The remaining 1.3% of the samples 
were misidentified or incorrectly rejected and were corrected via user adjustments before 
further evaluation.  
Manual Estimates 
The average number of usable offset and onset automated RFF instances per 
speaker in the testing set were 5.7 (SD = 2.5) and 6.2 (SD = 2.6), respectively. These 
values were lower than the average number of usable offset and onset manual RFF 
instances per speaker, which were 8.3 (SD = 1.4) and 7.4 (SD = 2.0), respectively. Out of 
the sixty-four speakers, one did not have any usable offset RFF instance and two did not 
have any usable onset RFF instance. 
 
Figure 6.4: Speaker-level automated RFF estimates are plotted as a function of speaker-
level manual RFF estimates for all speakers in the testing set with at least one usable 
automated RFF instance. The offset RFF values estimated from 63 speakers are shown in 
blue, while the onset RFF values estimated from 62 speakers are shown in green. Points that 




Speaker-level automated RFF estimates are plotted as a function of speaker-level 
manual RFF estimates in Figure 6.4. As expected, both manual and automated RFF 
estimates generally have negative offset RFF and positive onset RFF. Points above the 
diagonal line (exact agreement) have higher automated RFF estimates compared to 
manual RFF estimates and points below the diagonal line in Figure 6.4 have lower 
automated RFF estimates compared to manual RFF estimates. Since most offset RFF 
values were above the diagonal line, while most onset RFF values were below the 
diagonal line, the automated RFF estimates tended to have a smaller range compared to 
the manual RFF estimates. The correlation coefficient and RMSE between the automated 
RFF estimates and manual RFF estimates were 0.86 and 0.56 ST, respectively. When 
examined as a function of offset/onset, the correlation coefficient and RMSE were 0.85 
and 0.55 ST for offset RFF and 0.78 and 0.57 ST for onset RFF. The high overall RMSE 
was partially due to the slight positive bias in the automated offset RFF estimates and the 




Figure 6.5: Top: Using all offset and onset cycles, the Pearson’s correlation coefficients 
(Corr; black circle) and root-mean-squared error (RMSE; blue square) between speaker-
level automated RFF estimates and manual RFF estimates examined in speakers with at 
least N number of usable instances are plotted as a function of N, in which N varied from 
one to nine. Bottom: In a subset of speakers with at least six RFF instances, the Corr and 
RMSE between speaker-level automated RFF estimates and manual RFF estimates 
averaged over N instances are depicted as a function of the N in which N varied from one to 
six. 
The correlation coefficient and RMSE between automated RFF estimates and 
manual RFF estimates examined in speakers with at least N number of instances where N 
varied from one to nine are shown on the top plot of Figure 6.5. Using the algorithm, 
there were 39 speakers (~61% of the testing set) who had at least six usable offset RFF 
instances and 38 speakers (~59% of the testing set) who had at least six usable onset RFF 
instances. For these speakers, the correlation coefficient and RMSE between speaker-
level manual RFF estimates and speaker-level automated RFF estimates averaged 
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iteratively from one to six instances are displayed on the bottom plot of Figure 6.5. The 
correlation coefficient generally increased and the RMSE largely decreased when 
examined in speakers with more usable automated RFF instances (Fig. 6.5, top). The 
correlation coefficient exceeded 0.88 and the RMSE fell below 0.50 ST when examined 
in speakers with at least four automated RFF instances. For speakers with at least six 
usable automated RFF instances, the RMSE approached a constant value when the 
speaker-level automated RFF estimates were averaged over at least three RFF instances, 
while the correlation coefficient approached a constant value when the speaker-level 
automated RFF estimates were averaged over at least five RFF instances. These results 
imply that the sampling error of RFF approached a minimal value when averaged over 
three to five RFF instances (Fig. 6.5, bottom).   
Mean manual RFF estimates as a function of vocal cycle and group are portrayed 
in the left plot of Figure 6.6, while mean automated RFF estimates as a function of vocal 
cycle and group are shown in right plot of Figure 6.6. RFF means were generally lower 
for the VD group compared to the C group in the vocal cycles closest to the voiceless 






Figure 6.6: Left: Speaker-level RFF means as a function of group (control or vocal 
disorder; C or VD) and vocal cycle (offset cycles 1—10 and onset cycles 1 – 10) in ST 
measured manually by trained technicians. Right: Speaker-level RFF means as a function 
of group and vocal cycle in ST estimated automatically. In both plots, onset RFF was 
estimated from 63 speakers (16 C, 47 VD) and offset RFF was estimated from 62 speakers 
(16 C, 46 VD) from the test set. Error bars indicate 95% confidence interval of the means. 
Listener Perception 
 The algorithm was evaluated using the testing set composed of 64 speakers. One 
speaker did not have any usable offset RFF instances and two speakers did not have any 
usable onset RFF instances. After excluding these speakers, the Pearson’s correlation 
coefficient between speaker-level offset cycle 10 RFF and the perception of strain was -
0.08, while the Pearson’s correlation coefficient between speaker-level onset cycle 1 RFF 




The goal of this study is to design and validate an automated algorithm for RFF 
estimation. The algorithm was first tuned to manual RFF estimates using a training set of 
126 speakers and tested on a different testing set of 64 speakers. Results indicate that the 
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automated RFF estimates were highly correlated with manual RFF estimates, especially 
in speakers with at least four usable RFF instances. The RFF estimates were stable when 
averaged over three to five instances. Both automated and manual RFF estimates 
revealed that the RFF for the VD group was lower than that for the C group.  
Subsequently, the algorithm was tuned to listener perception of strain using the 
aforementioned training and testing sets. Results show that the automated RFF estimates 
were weakly correlated with the perception of strain. Consequently, future studies should 
be conducted using the algorithm tuned to manual RFF estimates. This validated 
algorithm for RFF automation allows large-scale RFF analysis to be conducted for future 
studies. 
Tuning automated RFF estimates to manual RFF estimates 
 In general, the automated RFF estimates were highly correlated with manual RFF 
estimates. The correlation and RMSE between automated RFF estimates and manual RFF 
estimates for speakers in our testing set were 0.86 and 0.56 ST, respectively. This high 
RMSE is partially explained by the slight bias in the automated estimates. A probable 
reason for the bias is that the automated RFF estimates were derived from a band-pass 
filtered waveform with a pass-band around the speaker’s F0, whereas the manual RFF 
estimates were derived directly from the audio waveform. Band-pass filtering the audio 
waveform has a smoothing effect, which reduces the magnitude of the cycle-to-cycle 
variation in F0 and thus reduces the RFF magnitude. Due to the bias, automated RFF 
estimates should not be directly compared to manual RFF estimates.  
Automated RFF estimates tended to approach manual RFF estimates when there 
	  	  
147 
were more usable RFF instances. The correlation exceeded 0.88 and the RMSE fell 
below 0.50 ST when there were at least four usable RFF instances. This correlation 
between the automated and manual RFF estimates is similar to the correlation between 
manual RFF estimates completed by different technicians, which can be about 0.88 
(Eadie & Stepp, 2013; Goberman & Blomgren, 2008; Lien, Calabrese, et al., 2015; Lien 
et al., 2014; Lien, Michener, et al., 2015; Lien & Stepp, 2014; Robb & Smith, 2002; 
Smith & Robb, 2013; Stepp, 2013; Stepp et al., 2010; Stepp, Merchant, et al., 2011; 
Stepp et al., 2012; Chapters 2-5). 
On average, there were fewer usable RFF instances per speaker in the automated 
RFF estimates compared to the manual RFF estimates. The average number of usable 
offset and onset automated instances per speaker were 5.7 and 6.2, respectively. The 
average number of usable offset and onset manual instances per speaker were 8.3 and 7.4. 
Examination of the correlation coefficient and RMSE in speakers with at least six usable 
RFF instances revealed that three to five RFF instances were required to effectively 
reduce the sampling error. This number is lower than the number of manual RFF 
instances required, which have been found to be six RFF instances (Stepp et al., 2012). 
One limitation of this analysis is that, on average, the speakers with at least six usable 
RFF instances had lower overall severity than speakers with fewer than six usable RFF 
instances. Post hoc analysis indicated that speakers with at least six usable offset RFF 
instances had an averaged overall severity of 23.3, whereas those that had less than six 
usable offset RFF instances had an averaged overall severity of 33.5. Likewise, speakers 
with at least six usable onset RFF instances had an averaged overall severity of 23.1, 
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whereas those that had less than six usable onset RFF instances had an averaged overall 
severity of 33.4. Future studies are needed to determine whether individuals with more 
severe voices require more RFF instances to effectively reduce the sampling error. 
The effects of voice disorder on RFF 
 Both manual RFF estimates and automated RFF estimates derived from the 
algorithm tuned to the manual RFF estimates showed that the RFF values for cycles 
closest to the consonant were, on average, lower for the VD group compared to the C 
group. This is consistent with previous findings that examined individuals with specific 
voice disorders − namely vocal hyperfunction, spasmodic dysphonia, and Parkinson’s 
disease – which determined that these individuals tended to have lower RFF compared to 
controls (Eadie & Stepp, 2013; Goberman & Blomgren, 2008; Stepp, 2013; Stepp et al., 
2010). However, the differences in RFF means as a function of cycle between the VD 
and C groups in this study were small. The differences in RFF means were less than 0.5 
ST and 1.0 ST for offset cycle 10 and onset cycle 1, respectively. This small difference is 
expected, because unlike previous studies, the VD group in our study is composed of a 
heterogeneous group of voice disorders and some individuals in the VD group may not 
have increased baseline tension. 
Tuning automated RFF estimates to a perceptual measure 
Current automated RFF estimates did not seem to be a useful indicator of strain. 
When automated RFF estimates were tuned to the listener perception of strain in this 
study, the Pearson’s correlation coefficient between the listener perception of strain and 
offset cycle 10 RFF was -0.08 and the Pearson’s correlation coefficient between the 
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listener perception of strain and onset cycle 1 RFF was -0.27. Negative correlations were 
expected since speakers with more severe VD should have higher perceived level of 
strain and lower RFF values. However, the magnitudes of the correlation coefficients 
were low. A previous study by Stepp et al. (2012) that specifically examined individuals 
with VH, also reported low correlations between the perception of strain and RFF with 
values of –0.44 and –0.27 for offset cycle 10 and onset cycle 1 RFF, respectively. 
Another study by Eadie & Stepp (2013) that specifically examined individuals with 
spasmodic dysphonia, noted that onset RFF explained 42% of the variance in vocal effort 
while offset RFF explained 3% of the variance in vocal effort. These study findings 
suggest that the relationship between RFF and listener perception of strain may be 
dependent on the physiological mechanisms associated with the type of voice disorder. 
Thus, a better understanding of how RFF is affected by different physiological factors is 
required before RFF can be tuned to perceptual measures. 
Limitations and future work 
Future work should adapt the algorithm so that RFF can be estimated in real-time. 
This will allow the algorithm to give immediate feedback to users if there aren’t enough 
RFF instances to obtain a stable RFF estimate. Real-time RFF estimates can also be 
incorporated to provide user feedback in ambulatory voice monitoring settings. While 
ambulatory monitoring could be achieved using a microphone, an accelerometer may be 
a better option for those who want to monitor in noisy environments or maintain 
confidentiality (Cheyne et al., 2003; Ryu et al., 1983). Although manual RFF estimates 
obtained using an accelerometer have previously been shown valid (Lien & Stepp, 2014; 
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Chapter 3), the algorithm should be adapted and tested to ensure that the automated RFF 
estimates are also valid.   
The development of an algorithm for RFF automation allows for large-scale RFF 
analysis. Studies can now be performed to determine the physiology behind RFF by 
comparison to other examination techniques, such as laryngeal imaging, aerodynamics, 
perceptual, and acoustic measures. With further understanding of the physiology behind 
RFF, the algorithm can be tuned to provide more physiologically meaningful estimates.  	  
Conclusion 
An algorithm that is able to perform large-scale RFF estimation was developed 
and examined in a large dataset of 190 speakers. When tuned to listener perception of 
strain, the automated RFF estimates did not seem to be a useful indicator of the perceived 
strain. Instead, the algorithm was tuned and validated with manual RFF estimates. RFF 
automation allows large-scale RFF analysis to be conducted, paving the way for future 
studies to determine the physiological basis behind RFF. 	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CHAPTER SEVEN: CONCLUSIONS AND FUTURE WORK 
Recommended RFF protocol 
 In Chapter 2, a systematic investigation was carried out to determine the effects of 
two factors of phonetic context, stimulus type (uniform, moderately variable, and highly 
variable) and phoneme identity (/f/, /s/, /ʃ/, /p/, /t/, and /k/), on RFF. The uniform 
utterances consisted of three repetitions of the RFF speech sequences /ɑfɑ/, /ifi/, or /ufu/ 
(e.g., /ɑfɑ ɑfɑ ɑfɑ/). The moderately variable sentences were defined as sentences loaded 
with three speech sequences using the same voiceless consonant phonemes (e.g., “We 
feel you do fail in new fallen dew” using /f/). The highly variable sentences were 
developed to be loaded with speech sequences containing different voiceless phonemes 
(e.g., “I saw my five dollar bill in the blue puddle there” using /s/, /f/, and /p/). Stimulus 
type and phoneme identity have mostly small, but significant effects on token-level RFF 
means and standard deviations. Thus, it may be necessary to account for the effect of 
phonetic context when comparing RFF across studies. To minimize within-speaker RFF 
variability in future studies, uniform utterances with the phonemes /f/ and /ʃ/ are 
recommended since they showed the lowest token-level RFF standard deviations. 
Incorporating uniform utterances into the collection protocol also simplifies the recording 
procedure and reduces RFF estimation time. 
 In Chapter 3 and 4, we carried out a systematic investigation to determine the 
effect of sensor (microphone and accelerometer) on RFF means and standard deviations 
in speakers with healthy voices and speakers with voice disorders. Sensor and the 
interactions of vocal cycle × sensor and vocal cycle × sensor × group (control and vocal 
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hyperfunction) showed a significant effect on RFF means, but the effect sizes of sensor 
and its interactions were small in comparison to the effect size of vocal cycle. RFF means 
derived from the microphone were slightly higher compared to those derived from the 
accelerometer, likely because the vocal cycles closest to the consonant that were 
concealed in the microphone due to coarticulation were captured in the accelerometer. 
Since we found that offset cycles 7–10 and onset cycle 1 are both the vocal cycles that 
differ the most between groups and the vocal cycles that differ the most between the 
sensors, we concluded that RFF measured using a microphone or accelerometer must be 
compared to standards established with the same sensor. Regardless, the overall RFF 
trend was preserved irrespective of the sensor. Moreover, for both sensors, the RFF in 
individuals with voice disorders was lowered compared to that in individuals with healthy 
voices, consistent with previous studies. Lastly, sensor type and its interactions had 
minimal effects on RFF standard deviations. Thus, we showed that RFF can be accurately 
and reliably estimated from either a microphone sensor or an accelerometer sensor. 
Accordingly, the recommended sensor type will depend on the monitoring setting and 
speaker preferences. Accelerometers should be employed in noisy environments or in 
situations where privacy is important (Cheyne et al., 2003; Ryu et al., 1983). However, 
the fidelity of an accelerometer signal depends on the neck surface transmission 
properties and can be degraded in individuals with thick skin or adipose tissues (Svec et 
al., 2005). In these cases, a microphone may be preferable.  
	  	  
153 
Comparison of RFF to measures associated with VH 
 In Chapter 5, speakers with healthy voices were asked to create purposeful 
modulations in their vocal effort during which RFF and both aerodynamic and perceptual 
measures of vocal effort were measured. During strained conditions, these participants 
displayed RFF patterns that were qualitatively different from their typical patterns and 
more similar to those observed previously in individuals with vocal hyperfunction. RFF 
showed stronger relationships between both the aerodynamic measure and listener 
perception of vocal effort when examined within individuals relative to across individuals. 
The overall variance in aerodynamic and perceptual measures explained by RFF across 
speakers were low, thus it is difficult to draw conclusions about RFF and vocal effort 
across individuals. Since RFF is more suitable for individual tracking of vocal effort 
rather than for comparison of vocal effort across individuals, it was unsurprising that that 
RFF was a generally poor indicator of listener perception of vocal effort across 
participants even when it was tuned specifically to this measure during the design of the 
automation in Chapter 6. Rather than tuning to perceptual measures, automated RFF 
estimates should thus be tuned to manual RFF estimates. Accordingly, we tuned the 
algorithm to manual RFF estimates and determined that the correlation between the 
automated RFF estimates and the manual RFF estimates was generally similar to the 
correlation between manual RFF estimates completed by different technicians.  
Future Directions 
Future work should be performed to adapt the algorithm so that RFF can be 
estimated in real-time. This will allow the algorithm to give immediate feedback to users 
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if there aren’t enough RFF instances to obtain a stable speaker-level RFF estimate. 
Additionally, real-time RFF estimates can be incorporated to provide user feedback in 
ambulatory voice monitoring. Although manual RFF estimates obtained using an 
accelerometer have been shown to be promising in Chapter 3 and 4, the algorithm should 
be tested and adapted to ensure that the automated RFF estimates are also effective. 
Ambulatory monitoring with accelerometers will allow for studies involving long-term 
tracking to determine the relationship between RFF and the development of VH. 
The algorithm developed in this thesis allows for RFF to be estimated from a 
large set of speakers. Consequently, future work determining the physiology behind RFF 
using other examination techniques, such as imaging, aerodynamics, perceptual, and 
acoustic measures can be studied. With further understanding of the physiology behind 
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