In this paper we propose a time varying vector error correction model in which the cointegrating relationship varies smoothly over time. The Johansen setup is a special case of our model. A likelihood ratio test for time-invariant cointegration is defined and its asymptotic chisquare distribution is derived. We apply our test to the purchasing power parity hypothesis of international prices and nominal exchange rates, and find evidence of time-varying cointegration.
Introduction
Since the seminal papers by Granger (1987) , Engle and Granger (1987) and Johansen (1988) , the growth of literature on cointegration has been impressive. In the standard approach it is assumed that the cointegrating vectors do not change over time. However, this assumption is quite restrictive.
The literature on structural change and cointegration has focused on developing procedures to detect structural breaks and/or to estimate their dates. Papers addressing these issues in a single-equation framework include Hansen (1992) , Quintos and Phillips (1993) , Hao (1996) , Andrews et al. (1996) , Bai et al. (1998), and Kuo (1998) , among others (see Maddala and Kim 1998 for a survey). Moreover, Lütkepohl et al. (2003) , Inoue (1999) and Johansen et al. (2000) analyze the effects of breaks in the deterministic trend. In the context of a system of equations, which is the focus of our analysis, the main contributions are those by Seo (1998) , who extends the tests of Hansen (1992) . Hansen and Johansen (1999) and Quintos (1997) propose fluctuation tests (based on recursive sequences of eigenvalues and cointegrating vectors) for parameter constancy in cointegrated VAR's, but they do not parameterize the shifts. Regarding time-varying error correction models, Hansen (2003) generalizes reduced-rank methods to cointegration under sudden regime shifts with a known number of break points. Andrade et al. (2005) study a similar model as Hansen (2003) and develop tests on the cointegration rank and on the cointegration space under known and unknown break points.
Also, the Markov-switching approach of Hall et al. (1997) , and the smooth transition model of Saikkonen and Choi (2004) provide an interesting way of modeling shifts in the cointegrating vectors. The first authors considering sudden shifts between two states, whereas the latter authors permit a gradual shift between regimes. Lütkepohl et al. (1999) and Terasvirta and Eliasson (2001) propose money demand functions modeled by singleequation error correction models in which a smooth transition stationary term is added. The transition function is driven by one of the processes of the long-run relationship. Park and Hahn (1999) propose a cointegrating regression in the spirit of Engle and Granger (1987) with parameters that vary with time. They model the elements of a (single) cointegrating vector as smooth functions of time, via Fourier series expansions. They derive the asymptotic properties of the semi-nonparametric sieve estimators involved and propose several residual-based specification tests.
The latter approach is part of the growing literature on modeling nonlinear long run relationships. See for example Blake and Fomby (1997) , de Jong (2001) , Granger and Yoon (2002) , Harris et al. (2002) and Juhl and Xiao (2005) , among others.
In this paper we propose a likelihood ratio test for time varying cointegration, with time invariant cointegration as the null hypothesis, by allowing the cointegrating vectors in a vector error correction model (VECM) to be smooth functions of time, similar to Park and Hahn (1999) . In particular, we propose to model these time varying cointegrating vectors via expansions in terms of Chebyshev time polynomials. The resulting extended VECM can be estimated similar to Johansen's (1988 Johansen's ( , 1991 Johansen's ( , 1995 ML approach. The null hypothesis of standard cointegration then corresponds to the hypothesis that the parameters in the VECM that are related to Chebyshev time polynomials are jointly zero. The latter hypothesis can be tested via a likelihood ratio test.
The remainder of the paper is organized as follows. In Section 2 we introduce the time varying (TV) VECM using Chebyshev time polynomials. In Section 3 we propose a likelihood ratio test to distinguish Johansen's standard cointegration from our time-varying alternative, for the case without drift, and show that the asymptotic null distribution is chi-square. In Section 4 the asymptotic power of the test is derived analytically and via Monte Carlo simulations. In Section 5 we show that our results carry over to the drift case. In Section 6 we illustrate the merits of our approach by testing for TV cointegration of international prices and nominal exchange rates. In Section 7 we make some concluding remarks. The proofs of the lemmas and theorems can be found in either the Appendix at the end of this paper or in Bierens and Martins (2009) 
As to some notations, "⇒" denotes weak convergence, "
d →" denotes convergence in distribution, and 1 (.) is the indicator function.
Definitions and Representations
For the k × 1 vector time series Y t , we assume that for some t there are fixed r < k linearly independent columns of the time-varying k × r matrix β t = (β 1t , β 2t , ..., β rt ) of cointegrating vector. Thus, these columns form the basis of the time-varying space of cointegrating vectors, S c t = span(β 1t , β 2t , ..., β rt ) ⊂ R k , t = 1, 2, ... The remaining k − r orthogonal vectors, expressed by a k × (k − r) matrix β t ⊥ , are such that β 0 t ⊥ Y t−1 does not represent a cointegrating relationship. The matrices β t will be modeled using Chebyshev time polynomials.
Time Varying VECM Representation
Consider the time-varying VECM(p) with Gaussian errors, without intercepts and time trends,
where
and T is the number of observations. Our objective is to test the null hypothesis of time-invariant (TI) cointegration, Π 0 t = Π 0 = αβ 0 , where α and β are fixed k × r matrices with rank r, against TV cointegration of the type
where α is the same as before but now the β t 's are time-varying k×r matrices with constant rank r. In both cases Ω and the Γ j 's are fixed k × k matrices, and 1 ≤ r < k.
Admittedly, this form of TV cointegration is quite restrictive, as only the β t 's are assumed to be time dependent. A more general form of TV cointegration is the case Y t = C t Z t , where C t is a sequence of nonsingular k × k matrices and Z t ∈ R k is a time-invariant cointegrated I(1) process with a VECM(p) representation. Then Y t has a VECM(p) representation, but where all the parameters are functions of t.
Chebyshev Time Polynomials
Chebyshev time polynomials P i,T (t) are defined by P 0,T (t) = 1, P i,T (t) = √ 2 cos (iπ (t − 0.5) /T ) , t = 1, 2, ..., T, i = 1, 2, 3, ... Hamming (1973) . Bierens (1997) uses them in his unit root test against nonlinear trend stationarity. Chebyshev time polynomials are orthonormal, in the sense that for all integers i, j, 1 T P T t=1 P i,T (t) P j,T (t) = 1(i = j). Due to this orthonormality property, any function g (t) of discrete time, t = 1, ..., T, can be represented by
See for example
In this expression, g (t) is decomposed linearly in components ξ i,T P i,T (t) of decreasing smoothness. Therefore, if g (t) is smooth (to be made more precise in Lemma 1 below), it can be approximated quite well by
for some fixed natural number m < T − 1.
Moreover, if ϕ(x) is q ≥ 2 times differentiable, where q is even, with
Proof. See Bierens and Martins (2009) . Consequently, we may without loss of generality write β t for t = 1, ..., T as
Then the null hypothesis of TI cointegration corresponds to ξ i,T = O k×r for i = 1, ..., T − 1, and the alternative of TV cointegration corresponds to lim T →∞ ξ i,T 6 = O k×r for some i ≥ 1. To make the latter operational, we will confine our analysis to TV alternatives for which lim T →∞ ξ i,T 6 = O k×r for some i = 1, ..., m, and ξ i,T = O k×r for all i > m, where m is chosen in advance. Effectively this means that under the alternative β t is specified as
for some fixed m. Because low-order Chebyshev polynomials are rather smooth functions of t, we allow β t to change gradually over time under the alternative of TV cointegration, contrary to Hansen's (2003) sudden change assumption. This specification of the matrix of time varying cointegrating vectors is related to the approach of Park and Hahn (1999) . They consider a TV cointegrating relationship of the form Z t = α 0 t X t +U t , where Z t ∈ R, X t is a kvariate I(1) process and U t is a stationary process. Thus, with Park and Hahn (1999) assume that the elements of α t are of the form ϕ (t/T ) , where ϕ (x) has a Fourier flexible functional form.
Modeling TV Cointegration via Chebyshev Time Polynomials
for some k × r matrices ξ i , which can be written more conveniently as
and
The null hypothesis of TI cointegration corresponds to
where β is the k ×r matrix of TI cointegrating vectors, so that then
. This suggests to test the null hypothesis via a likelihood ratio test
where b l T (r, 0) is the log-likelihood of the VECM(p) (3) in the case m = 0, so that Y t−1 is given by (4), where in both cases r is the cointegration rank.
3 Testing TI Cointegration Against TV Cointegration
ML Estimation and the LR Test
Denote
where 
plus a constant. Therefore, given m and r, the LR test of the null hypothesis of standard (TI) cointegration against the alternative of TV cointegration takes the form
Data-Generating Process under the Null Hypothesis
For m = 0 we have the standard cointegration case:
The elements of the k × k matrices C j decrease exponentially to zero as j → ∞.
We can write 4Y t as
This is the well-known Beveridge-Nelson (1981) decomposition, which implies that
where V t = D(L)U t is a zero-mean stationary Gaussian process.
Assumption 2. The matrix C (1) is singular, with rank 1 ≤ r < k: There exists a k × r matrix β with rank r such that β 0 C (1) = O r,k . Moreover, the r × k matrix β 0 D(1) has rank r.
For the time being we will also assume that Assumption 3. U t = 0 for t < 1, Under some further regularity conditions it follows from Assumptions 1 and 2 and the Granger representation theorem (see Engle and Granger 1987) that Y t has a VECM representation. Rather than listing these standard regularity conditions we assume that the Granger representation theorem holds:
with Ω non-singular.
Due to Assumption 3, there is no vector of constants in this model. Moreover, note that ε t = C 0 U t , so that Ω = C 0 C 0 0 . Similar to (3), model (8) can be written more conveniently as
and replacing ε t by C 0 U t in (3), the time-varying VECM(p) model becomes
where under the null hypothesis,
Finally, to exclude the case that β 0 Y t−1 and X t are multicollinear we need to assume that
Asymptotic Null Distribution
The asymptotic results in the standard cointegration case hinge on the following well-known convergence results. Under Assumptions 1-2,
where W is a k-variate standard Wiener process, and the M`'s are nonrandom k × k matrices. See Phillips and Durlauf (1986) and Phillips (1988) . We need to generalize these results to the case where
where W is a k-variate standard Wiener process,
and the M * 's are k × k(m + 1) non-random matrices.
Proof. See the Appendix.
The result (10) implies that (1/T )
The latter is what is needed for our analysis. Therefore, the question of how the matrices M * look like is not relevant. Note that (2009) we define the proper meaning of the random matrices
In Bierens and Martins
Using Lemma 2 (together with rather long list of auxiliary lemmas), the following results can be shown. 
λ m,r of the generalized eigenvalue problem (5) converge in probability to constants 1 > λ 1 ≥ ... ≥ λ r > 0, which do not depend on m. Thus, these probability limits are the same as in the standard TI cointegration case.
As is well-known (see Johansen, 1988) , in the standard TI cointegration case m = 0 and under Assumptions 1-5, T
1 This result is based on the fact that one can choose an orthogonal complement β ⊥ of β such that
One would therefore expect that this result can be generalized to the TV cointegration case simply by replacing W k−r (x) in (11) with
while leaving dW k−r as is. However, that is not the case! Lemma 4. Under Assumptions 1-5,
where ρ m,1 ≥ ρ m,2 ≥ .... ≥ ρ m,k−r are the k − r largest solutions of the generalized eigenvalue problem
with V an r.m×(k−r) random matrix with i.
The reason for this unexpected result is the following. Under the null hypothesis (9), any orthogonal complement of the (m + 1)k × r matrix ξ of TV cointegrating vectors is an (m + 1)k × (k (m + 1) − r) matrix of the form
where the k × (k − r) matrix β ⊥ is an orthogonal complements of β and R is a nonsingular (k (m + 1) − r) × (k (m + 1) − r) matrix, possibly depending on T . We need to choose R such that
11,T ξ ⊥ converges in distribution to a nonsingular matrix.
2 A suitable version of ξ ⊥ that delivers this result is
11,T ξ ⊥,T converges in distribution to the first matrix in (13). The matrix V involved is now due to
Under standard cointegration, the ML estimator b β of β, normalized as
2 So that Lemma 2 in Andersson et al. (1983) can be applied.
where W α is an r-variate standard Wiener process which is independent of W k−r . See Johansen (1988) . In our case, however, the corresponding result is again quite different:
Lemma 5 Let b ξ be the ML estimator of ξ, 3 and denote e ξ = b ξ
Let ξ ⊥,T be the orthogonal complement of ξ defined by (14). We can always write e ξ − ξ = ξ ⊥,T U m,T , where
Under Assumptions 1-5,
where W α is an r-variate standard Wiener process, V α is a k.m × r matrix with independent N [0, 1] distributed elements, and V α , W α and f
Proof. See the Appendix. The test for standard cointegration is based on a simple hypothesis,
The chi-square asymptotic distribution of the likelihood ratio statistic, derived in the Appendix, follows from the previous four lemmas and the Taylor expansion around the MLE of a function of the type
3 Recall that under the null hypothesis,
Then we simply apply the Taylor expansion, derived in Johansen (1988) , to the decomposition of the LR statistic
where similar to e ξ defined in Lemma 5, e β = b β
from Lemma 5 that under the null hypothesis,
where the two chi-square distributions are independent, whereas it has been shown by Johansen (1988) that
It follows now straightforwardly that:
Theorem 1 Given m ≥ 1 and r ≥ 1, under the null hypothesis of standard cointegration the LR statistic LR tvc T defined in (6) is asymptotically χ 2 mkr distributed.
Empirical Size
To check how close the asymptotic critical values based on the χ 2 distribution are to the ones based on the small sample null distribution, we have applied our test to 10,000 replications of the bivariate cointegrated vector time series
0 drawn independently from the bivariate standard normal distribution, for various values of T and m. The numerical results are given in Bierens and Martins (2009) . For large T and small m the right tail of the distribution is very well approximated by the asymptotic one. For smaller T the test suffers from size distortion. For example, for T = 100 and 5% asymptotic size the nominal size is 3% for m = 1, 2% for m = 3 and 1.3% for m = 5. Thus, by using the asymptotic critical values the test tends to over-reject the correct null hypothesis of standard cointegration. As expected, for T = 500 the empirical and the asymptotic distributions almost coincide.
The LR Test under the Alternative of TV Cointegration 4.1 The Data Generating Process under TV Cointegration
A time-varying cointegrated data-generating process Y t with VECM(p) representation (1) can be constructed, for example, as follows. Let
where A = (α, γ) is a nonsingular k × k matrix, with α the matrix of the first r columns of A and γ the matrix of the remaining k − r columns of A. In this expression Z 1,t ∈ R r and Z 2,t ∈ R k−r are I(1) processes generated by
respectively, where 
Note that the nonstationarity of Z 1,t is due to the dependence of Z 1,t on B 2 (t/T ) Z 2,t−1 .
As is well-known, we can rewrite model (16) as
Thus,
for example, where
4 Because the invertibility of D(L) implies that all the roots of the polynomial
ie outside the complex unit circle.
A more general TV model can be formulated by allowing B 1 to be a function of t/T as well, and by including lagged ∆Z 1,t 's in the equation for ∆Z 2,t . However, that will make the power analysis too complicated.
Under Assumption 6 the process Y t is TV cointegrated, in the sense that with β t define in (19), β
, where R t is a strictly stationary zero-mean Gaussian process, and the O p (1) term is uniform in t = 1, 2, ..., T. This follows from the result (21) in the following lemma.
Lemma 6. Under Assumption 6 we can write
uniformly in t = 1, ..., T, where V t is a strictly stationary zero-mean Gaussian process. Moreover, denote
.., T, where R t is a strictly stationary zero-mean Gaussian process. Consequently,
uniformly in t = 1, ..., T.
Power of the LR test
To study the power of our test, we will adopt the VECM(p) model (18) with β t defined by (2) as the data generating process. Moreover, to keep the power analysis tractable we will focus on the case p = 1, k = 2, r = 1, V u = I 2 , A = I 2 . Thus,
where Z 1,t ∈ R and Z 2,t ∈ R are assumed to be generated by
Next, suppose that for some m > 0,
We can now write the model in VECM(1) form as
In the sequel we will refer to this model, together with the applicable parts of Assumptions 1-2, as H 
respectively. The maximum log-likelihood in the standard case with r = 1 is
and in the TV case
Thus, p lim The proof of Theorem 2 is not too difficult but tedious and lengthy. This proof is therefore given in Bierens and Martins (2009) . It is our conjecture that Theorem 2 carries over to more general alternatives, but verifying this analytically proved to be too tedious an exercise. The same applies to the local power of the test. It is our conjecture that along the lines of the proof of Theorem 2 it can be shown that the test has nontrivial local power.
The power of our test depends on the choice of the Chebyshev polynomial order m. The optimal choice for m can be compared to the optimal choice of the order of an autoregressive process. As to the latter, researchers usually employ the Hannan-Quinn (1979) or Schwarz (1978) information criteria. The results in this section suggest that these information criteria can also be used to estimate m consistently if m is finite, but a formal proof is beyond the scope of this paper.
Empirical Power
The assumption that the time varying cointegrating vector can be exactly represented by a fixed number of Chebyshev polynomials is quite restrictive. Therefore, in this subsection we check via a limited Monte Carlo study how the test performs if this assumption is not true.
The data generating process we have used is Z 1,t = 0.5 (Z 1,t−1 − (1 − ω + ωf (t/T )) Z 2,t−1 ) + 0.254Z 1,t−1 + U 1,t , ∆Z 2,t = U 2,t , t = 1, ..., T, where Z 1,t ∈ R, Z 2,t ∈ R, the error vectors (U 1,t , U 2,t ) 0 are independently N 2 [0, I 2 ] distributed, and ω ∈ [0, 1]. The number of replications is 10, 000. For the function f we have chosen the following S-shaped function on [0, 1]:
Note that f (t/T ) cannot be represented by a fixed number m of Chebyshev polynomials.
The results are presented in Table 1 , for m = 1, 5 and T = 100, 200. The number of replications is 10, 000. In order to check the size and to mimic local alternatives we have conducted the power simulations for ω ∈ {0, 0.01, 0.05, 0.1, 0.2, 0.5, 1} . The case ω = 0 corresponds to TI cointegration, with cointegrating vector β = (1, −1) 0 , whereas for ω > 0 we have timevarying cointegration with cointegrating vector β t moving smoothly from β 0 = (1, 2ω − 1) 0 to β T = (1, −1) 0 . In Table 1 , α asy indicates the asymptotic size, so that the rejection rates involved are with respect to the asymptotic critical values, whereas α real is the empirical size, so that rejection rates involved are with respect to the empirical critical values. See Bierens and Martins (2009) for the latter.
As expected, our test suffers from size distortion in small samples if the asymptotic critical values are used. This size distortion increases with m. On the other hand, the size distortion is modest if the empirical critical values are used. In view of the results for ω = 0.01 and ω = 0.05 our test seems to have non-trivial local power. Moreover, note that in general the power is not affected much by the choice of m, despite the fact that f (t/T ) cannot be represented by a fixed number of Chebyshev polynomials.
Finally, we have also analyzed the size and power properties of the two tests proposed by Park and Hahn (1999) , for the same cases as in Table 1 . The results are presented in Bierens and Martins (2009) . Surprisingly, both Park-Hahn tests suffer from extreme size distortion. Therefore, it is difficult to compare the actual power of these tests with the power of our test. 1.000 1.000 1.000 1.000
The Drift Case
Assumptions 1-2 imply that ∆Y t and β 0 Y t are zero-mean stationary processes. However, for most cointegrated macroeconomic time series, ∆Y t and β 0 Y t are nonzero-mean stationary processes, which correspond to the following modification of Assumption 1:
, where µ 6 = 0 is a vector of imbedded drift parameters, and U t and C (L) are the same as in Assumption 1.
Then similar to (7) we can write
Under Assumption 2,
Thus, Assumption 2 can be adopted without modifications, but Assumption 3 needs to be dropped as otherwise β 0 (Y 0 − V 0 ) = 0. However, due to the drift we now need to include a vector of intercepts in VECM (8), as in Johansen (1991):
Assumption 4
* . Assume ∆Y t has the VECM (p) representation
Moreover, with X t = (4Y t−1 , ..., 4Y t−p+1 ) 0 , Assumption 5 still applies. These modified Assumptions 1-5 will be referred to as "the drift case".
The corresponding time-varying VECM(p) is now
To re-derive our previous results for this drift case, we need some additional notation. First, let
which is a vector in R k−r . Note that µ 0 µ = 1 by normalization. Let µ ⊥ be an orthogonal complement of µ, normalized such that µ 0 ⊥ µ ⊥ = I k−r−1 . Then Lemma 7. In the drift case,
is a (k − r − 1)-variate standard Wiener process.
Redefine the orthogonal complement ξ ⊥,T of ξ in (14) as
and redefine f W k−r,m in (12) as
where W k−r−1 is defined by (24). Then The proofs of Lemma 7 and Theorem 3 are not too difficult but rather lengthy. These proofs are therefore given in Bierens and Martins (2009) .
An Empirical Application
The validity of the purchasing power parity (PPP) hypothesis has generated a great deal of controversy, intimately related to the type of method applied. Recently, Falk and Wang (2003) found that the PPP hypothesis holds for some economies but not for all. Their work is based on Caner's (1998) concept of cointegration where the VECM errors follow a stable distribution.
A reason why linear VECM models may be unable to detect long run PPP is the presence of transaction costs in equilibrium models of real exchange rate determination, which imply a nonlinear adjustment process in the PPP relationship. Michael et al. (1997) successfully fit an exponential smooth transition autoregressive model, thus capturing the implied nonlinearities.
We propose an alternative framework where the cointegrating vectors fluctuate over time. We test the TI cointegration hypothesis against TV cointegration for
where P n t and P f t are the price indices in the domestic and foreign economies, respectively, and S f t is the nominal exchange rate in home currency per unit of the foreign currency. Since the log-prices are unit root with drift processes the tests will be conducted under the "drift-case" assumptions. The time-varying cointegrating relation is β 0 t Y t = e t , where the process e t represents the short run deviations from the PPP due to disturbances in the economic system (real or monetary shocks), and β t is an unknown vector-valued function of time. Using Chebyshev time polynomials P i,T (t) , β t will be approximated by β t (m) = P m i=0 ξ i P i,T (t) , where the ξ i 's are the Fourier coefficients. We use the same data as Falk and Wang (2003) , downloaded from the Journal of Applied Econometrics data archives web site. The domestic country is the US and the bilateral relationship of study is with Canada, France, Germany, Italy, Japan, and the UK. The data are monthly and cover the period from January 1973 to December 1999, so that the time series involved have length 324. Falk and Wang (2003) find support for the presence of unit roots in all series. By means of the standard Johansen's approach, they find support of the PPP hypothesis at the 5% level in eight of the 12 cases. With one cointegrating vector, Belgium, Denmark, France, Japan, Netherlands, Norway, Spain, and UK are found to have PPP with the US. At the 10% level, Italy and Sweden were added to the list. Therefore, Canada and Germany are the only countries for which the US has not had price parity according to the standard approach.
The asymptotic p-values of our test, for different combinations of the order m of the Chebyshev polynomial expansion and the lag order p, are presented in Bierens and Martins (2009) . We find that, regardless of the lag order, the p-values are zero for any m larger than four. Hence, for all cases there is strong evidence of a time varying type of cointegration between international prices and nominal exchange rates. Thus, our results refute Falk and Wang's (2003) findings of standard PPP for all countries except Canada and Germany.
The plots of the time-varying coefficients β 1t , β 2t and β 3t in the cointegrating PPP relation β 0 t Y t = β 1t ln S f t + β 2t ln P n t + β 3t ln P f t are also presented in Bierens and Martins (2009) . The patterns of these parameters suggest that, approximately, β 2t + β 3t = δ for some constant δ. This is related to the symmetry assumption in the standard PPP theory, where β 3 + β 2 = 0. However, δ seems to be positive for Canada and the UK, and negative for the other countries. Moreover, the variation of β 1t is minor compared with the variation of β 2t and β 3t , suggesting that β 1t may be constant.
It is unclear from these plots why Falk and Wang (2003) find standard PPP for all countries except Canada and Germany because the patterns of β 2t and β 3t for Canada and Germany do not look distinct from those of the other countries. On the other hand, Caner's (1998) concept of cointegration employed by Falk and Wang (2003) is fundamentally different from our time-varying cointegration concept, so that one should expect differences in findings as well.
Conclusion
In Johansen's standard approach it is assumed that the cointegrating vector is constant over time. This assumption may be restrictive in practice due to changes in taste, technology, or economic policies. We propose a generalization of the standard approach by allowing the cointegrating vectors to be time-varying and we approximate them by using orthogonal Chebyshev time polynomials.
We propose a cointegration model that captures smooth time transitions of the cointegrating vectors -the time varying error correction model -and estimate it by maximum likelihood. To distinguish our model from the time invariant Johansen's specification, we construct a likelihood ratio test for the null hypothesis of standard cointegration. The limiting law appears to be chi-square. To illustrate the practical significance of our approach we apply our test to international prices and nominal exchange rates. We find evidence of time-varying cointegration between these series.
There are issues that merit further research. In particular, the analytical study of the power of the test against local alternatives deserves attention. Moreover, a natural extension of our approach is to include deterministic components such time trends and/or seasonal dummy variables, and to allow for other time varying parameters. 
Appendix: Proofs
The proofs of Lemmas 2-4 employ the following auxiliary results.
Lemma A.1. Under Assumptions 1-2,
where W is a k-variate standard Wiener process, and the M`'s are nonrandom k × k matrices.
Proof. See Phillips and Durlauf (1986) and Phillips (1988).
Lemma A.2. Let η t be an arbitrary sequence in R n , and let F (x) be an arbitrary differentiable function on [0, 1], with derivative f (x). Then
Proof. See Bierens (1994, Lemma 9.6.3, p. 200 ).
Lemma A.3. Under Assumptions 1-2 the following probability limits exist:
Moreover, under the additional Assumption 5, Σ XX is nonsingular and the matrix
XX Σ Xβ is nonsingular. Furthermore, under Assumptions 1,2 and 5,
Consequently,
The latter is a nonsingular matrix.
Proof. See Bierens and Martins (2009).
Lemma A.4. Let α ⊥ be an orthogonal complement of α. Then under Assumptions 1-5,
Proof. This is a standard result. See for example Johansen (1995) .
Lemma A.5. Let ξ be given by (9). Under Assumptions 1-5, 
Proof. See Johansen (1995, Lemma 10.1).
Lemma A.6. There exists an orthogonal complement β 0 ⊥ of β such that
Proof. This is a standard result. See Johansen (1995) .
Lemma A.7. Let β ⊥ be the orthogonal complement of β defined in Lemma A.6. Let Assumptions 1-5 hold. Then
jointly, where Z is a (k − r) × r(m + 1) random matrix. In particular, the k − r columns of Z 0 are independent
where M is a r × (k − r)(m + 1) random matrix, and
Lemma A.8. Under Assumptions 1-5,
Proof. This result follows straightforwardly from Lemmas A.4 and A.7.
Lemma A.9. Under Assumptions 1-5,
Proof. See Bierens and Martins (2009) . Combining the results of Lemmas A.8 and A.9 it follows from Lemma 2 in Andersson et al. (1983) that Lemma A.10. Under Assumptions 1-5 the ordered solutions λ 1,T ≥ λ 2,T ≥ ... ≥ λ (m+1)k,T of the generalized eigenvalue problem (5) converge in distribution to the ordered solutions
Obviously, all but r solutions are zero, and the non-zero solutions are the solutions of eigenvalue problem
This is the same result as in the standard TI cointegration case! With these results at hand we are now able to prove our main results.
Proof of Lemma 2:
As shown in Bierens and Martins (2009) , Lemma 2 follows straightforwardly from Lemmas A.1 and A.2.
Proof of Lemma 3: Lemma 3 follows from Lemma A.10.
Proof of Lemma 4:
To derive the limiting distribution of
we follow a similar procedure as in Johansen (1995, p.159) . Let
The reason for the factor √ T in (29) is to prevent
11,T ξ ⊥,T from converging to a singular matrix, because otherwise we cannot apply Lemma 2 in Andersson et al. (1983) . The reason for the normalization of β by Σ −1/2 ββ will become clear below. Then
where ξ is defined by (9). It follows from Lemma A.9 that β 0 S
11,T ξ = O p (1), whereas by assumption, ρ = O p (1). Therefore, similar to Johansen (1995, p.159) ,
01,T β + o p (1). Combining these results it follows that
where N T is defined in Lemma A.5. Since by Lemma A.7, S
01,T ξ ⊥,T = O p (1), it follows now from Lemmas A.5-A.7 that
Next, observe from Lemma A.9 that
where by Lemma A.9,
Moreover, it follows from Lemma A.7 that
with Z defined in Lemma A.7. Hence, the columns of Z 
Lemma 4 
If we normalize b ξ as
then similar to Johansen (1988) we can write
where ξ ⊥,T is defined by (29), and
Similar to Johansen (1988) we can expand T.U T as
Moreover, similar to Johansen (1988) it can be shown that
and by Lemma A.3,
Hence,
Similar to Johansen (1988) it follows now that
is an r-variate standard Wiener process, which is independent of f W k−r,m . Moreover, similar to parts (27) and (28) of Lemma A.7 it follows that
where V α is an r.m×r matrix with independent N[0, 1] distributed elements, which is also independent of f W k−r,m . However, similar to Lemma A.11 it can be shown that V α , W α and f W k−r,m are independent. Therefore, it follows from Lemma A.9 that (15) holds.
Denoting e ξ = ³ e ξ 0 0 , e ξ 0 m´, where e ξ 0 is a k × r matrix and e ξ m a k.m × r matrix, it follows now from (15), (29) and (36) Recall from Lemma 5 that e ξ = ξ + ξ ⊥,T U m,T , where U m,T = O p (T −1 ) . It follows from Johansen (1988, Lemma 7, p. 249) 5 that under the null hypothesis 
This proves (20). Finally, it follows from (17) and (41) 
C 12,j ∆Z 2,t−j − U 1,t .
