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1 Introduction
Organic materials, i.e. hydrocarbons, have been of great industrial importance for many
decades. So far, this has been mainly due to their mechanical and chemical properties, but
their suitability for electronic applications is gaining increasing attention. First observations
of electric conduction in organic materials date back more than half a century and were
ﬁrst made on crystals of small organic molecules [1–6] and later on small organic molecules
embedded in a polymer matrix [7]. At the same time, electroluminescence from organic
materials was found [8] and ﬁrst observations of the ﬁeld eﬀect in organic materials followed
in 1970 [9].
The ﬁrst established electronic application of organic materials was xerography [10,11]. Cur-
rently, three device types are the main subjects of research in organic electronics: organic
ﬁeld eﬀect transistors (OFETs) [12–15], organic photovoltaic cells (OPVCs) [16, 17] and or-
ganic light-emitting diodes (OLEDs) [18, 19]. OLEDs, the device type on which this thesis
is focused, are promising candidates for display and lighting applications. In fact, they have
already gained considerable market share among small displays for devices like smartphones
and ﬁrst OLED monitors are also available [20]. While they are still very expensive to man-
ufacture, they have the advantages of being extremely thin and power-eﬃcient and showing
very high contrast ratios and images independent of the viewing angle.
For general lighting, they are interesting because they require little trade-oﬀ between eﬃ-
ciency and color quality. The latter property describes, as how natural the emitted light is
perceived and to what degree the colors of objects illuminated with that light source keep
their appearance compared to illumination by sunlight. The most common measure for this
property is the so-called color rendering index. The light bulb as the traditional electric light
source has a perfect color quality, since it is a black body like the sun. But this beneﬁt comes
at the cost of a very low eﬃciency. Due to the spectral sensitivity of the human eye the
most eﬃcient black body for lighting at 95 lm/W is one with a temperature of 6500 K, a
value close to the surface temperature of the sun. Since this is far above the melting point
of any material, light bulbs operate at temperatures around 3000 K, resulting in an emission
maximum in the infrared according to Wien’s displacement law and an eﬃciency around 20
lm/W [21], which is a very low value. Since the generation of light accounts for a considerable
percentage of the world-wide use of electrical energy, more eﬃcient ligth sources are higly de-
sirable. The traditional approach to this are gas discharge lamps [21], in which gas molecules
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are electrically excited. But due to this operation principle, they have narrow emission lines,
so it is very diﬃcult to achieve a satisfying color quality. Apart from that, they are not
dimmable, need some time to reach their maximum brightness when they are switched on
and contain toxic materials. Light-emitting diodes (LEDs) have the potential to reach high
eﬃciencies without the shortcomings of gas discharge lamps. Inorganic LEDs consisting of
crystalline compound semiconductors are the older and thus more mature technology, but
OLEDs consisting of amorphous layers of hydrocarbon molecules oﬀer important advantages.
As there are eﬃcient organic emitters in the whole visible spectrum, whereas inorganic LEDs
generate white light by partial downconversion of their blue emission via phosphors, white
OLEDs might surpass the eﬃciency and already have surpassed the color quality of their
inorganic counterparts [19]. Moreover, they can be deposited on large-area substrates, which
gives completely new design opportunities for light sources, such as very homogeneous and
bright but non-blinding illumination.
The vast eﬃciency improvements of OLEDs over the last years have been achieved by devel-
oping very complex device structures, consisting of many layers of diﬀerent organic materials,
the properties of which were optimized for their speciﬁc function within the device. This ef-
fort is required to keep the driving voltage and hence the Ohmic losses in the OLED low,
to keep the recombination in a conﬁned region away from the electrodes and to control the
spatial distribution of charge carriers and recombination in order to adjust the color and to
reduce device degradation and parasitic non-emitting recombination processes. Like for any
technical problem with a large number of free parameters, it is higly desirable to reduce the
amount of costly and time-consuming experiments and to explore the given parameter space
by means of reliable simulations. The possibilities to do this in OLED development are still
extremely limited because the underlying physics is fundamentally diﬀerent from that of in-
organic crystalline semiconductors, which have been studied theoretically and experimentally
for a much longer time. At present, the description of charge carrier transport in organic
materials is still the subject of numerous debates and permanent alteration.
Under this premise, it is the purpose of this work to contribute to answering the question
whether simulating complex OLED structures is feasible at the current state of the under-
standing of organic materials. Thereby, special emphasis is put on modelling mixtures of
hole transport materials (HTMs) and boundaries between layers of these materials based on
common experimentally determined parameter sets.
In the second chapter, an overview is given over the physical aspects which are relevant for
understanding the performance of OLEDs and over existing approaches to describe them
theoretically and to model OLEDs based on these descriptions. In chapter three, the ex-
perimental setups and methods are described. In chapter four, a parameterization of charge
carrier transport in blends of two material for varying temperature, ﬁeld and carrier con-
centration is formulated and the range of its applicability is discussed. In this context, also
the question is addressed, how diﬀerent carrier transport models inﬂuence the experimental
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determination of material parameters. In chapter ﬁve, a simulation program based on this
model is presented which was developed throughout this work. This program allows for the
simulation of multilayer OLEDs with spatially varying composition of each layer. General
simulation results for OLEDs and preliminary work for the evaluation of the experiments
presented in the following chapters are given. Chapter six describes experimental inﬂuences
on the diode behaviour. Two regimes of the mobility model suggested in chapter four are
experimentally examined in the chapters seven and eight for several material systems. In
chapter nine, the validity of the mobility model is examined for spatially varying material
compositions. Chapter ten describes parameter extraction for materials for which the barrier
of the carrier-injecting electrode is expected to play a signiﬁcant role. In chapter eleven, the
current transport over energy barriers between organic materials is evaluated for four diﬀerent
material combinations. Several interface models are used, some of which are applied for the
ﬁrst time to organic materials. In these evaluations, the material parameters extracted in the
previous chapters are used. In chapter twelve, simulations of OLEDs with diﬀerent material
composition proﬁles in the recombination layers are compared to experiments, showing the
beneﬁt of the modelling approach. The last chapter summarizes the results.
3
2 State of OLED Theory
The ﬁrst OLED with an eﬃciency high enough to generate practical interest in this device
type consisted of two layers [22]. Since then, the design has become increasingly complex.
Figure 2.1 illustrates the basic structure of a state-of-the art OLED in a schematic and very
simpliﬁed way. The material properties of the single layers which determine the electrical
behaviour of the OLED are the charge carrier mobilities and energy levels. The energy level on
which holes are transported is the highest occupied molecular orbital (HOMO) level, electrons
are transported on the lowest unoccupied molecular orbital (LUMO) level. The diﬀerence
between HOMO and vacuum level is also called ionization potential, the diﬀerence between
LUMO and vacuum level is the electron aﬃnity of the material. Formally, HOMO and LUMO
level can be compared to valence and conduction band of inorganic LEDs, although there are
no bands in amorphous organic materials. Unlike indicated by the simpliﬁed ﬁgure, energy
levels of the materials are not discrete but varying within a certain range.
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Figure 2.1: Principle of an OLED.
For the anode, typically a transparent material with a high work function ΦA is used, which
4
2. State of OLED Theory
is ﬁrst deposited on the OLED substrate. Then a hole transport layer (HTL) consisting of
a material with high HOMO level is used to allow for eﬃcient hole injection into the OLED
and hole transport to the emission layers (ELs). The emission region can be a very complex
sequence of layers of diﬀerent composition. Electron transport materials (ETMs) and HTMs
can be mixed in these layers to optimize carrier balance and ﬂuorescent and phosphorescent
emitter materials (see ﬁnal section of this chapter) are doped into these layers to achieve
eﬃcient emission with the desired spectrum. Finally, an electron transport layer (ETL)
consisting of an electron-conducting material with low LUMO level and a cathode material
with low work function ΦC are deposited. The diﬀerent work functions lead to a built-
in voltage Vbi = (ΦA − ΦC)/e. If no diﬀusion current was present, there would only be
current ﬂow for applied voltages higher than Vbi [23]. Organic materials are intrinsic with
gaps of about 3 eV between HOMO and LUMO (see table 3.1), so nearly all charge carriers
involved in OLED operation are injected from the electrodes leading to a signiﬁcant amount
of space charge throughout the device. It is possible, however, to employ n- and p-type
doping in organic materials [18,24], which is sometimes carried out in the layers adjacent to
the electrodes to enhance injection and to have the possibility to increase the device thickness
for optimal usage of optical cavity eﬀects without adding signiﬁcant electrical losses. The
injection enhancement is achieved through band bending like in Schottky diodes: [18, 25].
Arkhipov proposed a model to describe the combined inﬂuence from carrier concentration
enhancement and the presence of ionized dopants on the mobility [26], but the conductivity
of electrically doped regions is so much higher than that of the rest of the OLED that they
can be ignored in simulations. Electrical doping has, however, the eﬀect that no more built-in
voltage has to be taken into account [27,28], because it is compensated for by the space-charge
regions which form at the electrodes.
For continuum simulation of an OLED, the equations of the drift-diﬀusion model [29] have
to be solved in one dimension:
Jp = eµppF − eDp dp
dx
, (2.1)
Jn = eµnnF + eDn
dn
dx
, (2.2)
−dJp
dx
=
dJn
dx
= e (R−G) , (2.3)
F = −dϕ
dx
, (2.4)
d2ϕ
dx2
= −ρ
ε
= −ep+N
+
D − n−N−A
ε
(2.5)
and
ϕA − ϕC = V − Vbi. (2.6)
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The symbols e, p, n, Jp, Jn, F , Dp, Dn, N
+
D , N
−
A , R, G, ρ, ε and ϕ denote the elemen-
tary charge, the hole concentration, the electron concentration, the hole current density, the
electron current density, the electric ﬁeld, the diﬀusion coeﬃcient for holes, the diﬀusion
coeﬃcient for electrons, the concentration of ionized donors, the concentration of ionized ac-
ceptors, the carrier recombination rate, the carrier generation rate, the space charge density,
the permittivity and the potential, respectively. The position x is, throughout this work,
always oriented perpendicular to the electrodes and pointing from anode to cathode, taking
the value 0 at the anode. The potential has the values ϕA and ϕC at anode and cathode,
respectively. The permittivity ε is the product of the material-speciﬁc relative permittivity
εr and the vacuum permittivity ε0.
What distinguishes OLED simulation from classical semiconductor simulation, is the under-
lying physics, which aﬀects the mobilities µp and µn, diﬀusion coeﬃcients Dp nd Dn as well
as the recombination rate R and the boundary conditions for electrons and holes in each
layer. This will be explained in detail in the following sections.
2.1 Characteristics of Organic Materials
The physical properties of organic materials diﬀer strongly from those of inorganic semicon-
ductors. Under such conditions, it is mostly assumed that even in crystals the energetic
widths of the bands are supposed to be low and probably smaller than the energetic distor-
tions induced by the presence of charge carriers [30]. In OLEDs, in which crystallinity in
contrast to OFETs is unwanted, energetic and structural disorder becomes important and
the concept of energy bands is not used for the description of such systems any more. While
modelling of carrier transport in inorganic electronic devices is based on the assumption of
delocalized carriers, the motion of which is only disturbed by scattering processes [31], charge
carriers in amorphous organic materials are always localized on a molecule or even a speciﬁc
molecule segment and their movement to another molecule or molecule segment is a redox
reaction or a change of the molecule state, respectively. This section describes the basic
properties of organic materials and the assumptions that are usually made to model their
electronic behaviour.
2.1.1 Material Classes
Although the most eﬃcient OLEDs consist exclusively of small organic molecules and this
work also concentrates on this material type, it should be stressed that the models described
in this chapter are considered applicable also to several other material types. First, there
are moleculary doped polymers [32]. In these materials, transport also takes place between
small molecules, but they are embedded into a polymer matrix. There are also cases, in
which the transport sites are part of the polymer main chain itself or side groups attached
to that chain [33, 34]. Finally, there are conjugated polymers, on which carriers can freely
6
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move along segments with delocalized double bonds [35]. All these material classes have been
used to manufacture OLEDs and all of them show qualitatively similar electronic properties
[33, 34,36,37].
2.1.2 Density of States
The density of states (DoS) in amorphous organic materials is a consequence of the varying
mutual interaction of molecules. Their energy levels are not all the same but vary in a certain
range. Absorption spectra [38] were the ﬁrst direct indication that the distribution of energy
levels can be described by a Gauss function
g (E) =
N√
2piσ
exp
(
−(E − E0G)
2
2σ2
)
, (2.7)
with N the concentration of carrier sites per volume, E0G the expected value and σ the stan-
dard deviation of the energy levels of the sites. The latter will just be called the energetic
disorder throughout this work. The most important quantity for carrier transport in a Gaus-
sian DoS is the ratio σˆ = σ/(kBT ), which will be called relative disorder. A Gaussian shape,
at least at the center region of the DoS, was also conﬁrmed for organic materials via char-
acterization of electrochemically gated OFETs [39] and via Kelvin probe force microscopy of
OFET channels at varying gate voltage [40]. The latter indicated an exponentially decaying
DoS
g (E) =
N
Eexp
exp
(
−E − E0E
Eexp
)
, E ≥ E0E (2.8)
in the tail. A Gaussian DoS is mostly assumed for models of carrier transport in organic
materials. The exponential form, however, is often used to describe carrier mobilities in
OFETs, because an expression for the carrier concentration dependence of mobility, which
is especially pronounced in these devices, was ﬁrst derived for an exponential DoS. The
justiﬁcation for its use is that the quasi-Fermi level moves only through a small portion of
the Gaussian center region of the DoS and that it can be approximated by an exponential in
this range [41].
One theoretical explanation of a Gaussian DoS is the presence of permanent dipole moments
of the molecules which are oriented randomly and interact with charge carriers.
An analytic calculation of energetic disorder caused by point-shaped dipoles, each having the
dipole moment pd was given by Young [42] and yielded the result
σd = 2.3475f
1
2
d
epd
4piεa2
(2.9)
or, in a more convenient form,
σd
1 eV
= 7.04f
1
2
d
pd
1D
εr
(
a
0.1 nm
)2 , (2.10)
7
2.1. Characteristics of Organic Materials
with fd denoting the ratio of dipole concentration and hopping site concentration and a =
N−1/3 denoting the average hopping site distance. Monte Carlo simulations by Dieckmann
et al. [43], in which the dipoles were constituted by two separated charges, gave the ﬁt
σd
1 eV
= 3.06f
2
3
d
pd
1D
εr
(
a
0.1 nm
)2 . (2.11)
For fd = 1, they found a perfectly Gaussian DoS, for decreasing fd the shape of the tails
started deviating from a Gaussian.
Since organic molecules probably have to be regarded as extended dipoles, the larger σd from
equation 2.10 gives an upper estimate of dipole-induced disorder. Due to the long-range
inﬂuence of permanent dipoles, they generate correlated disorder, because adjacent sites are
inﬂuenced in a similar way by the surrounding material. Dipole moments of molecules are
often too weak to explain the measured amount of disorder. So as another, often dominant
eﬀect, it is assumed that a charged molecule induces dipoles on neighbouring molecule due
to van der Waals interaction [44]. The disorder induced by these dipoles is believed to be
uncorrelated. Since both eﬀects are independent from each other, the total disorder can be
calculated as
σ2 = σ2d + σ
2
vdW . (2.12)
Whether correlated disorder σd or uncorrelated disorder σvdW dominates, has signiﬁcant
consequences for the carrier mobility, as will be explained in following subsections.
2.1.3 Charge Carrier Transition Rates
Given the DoS and the fact that charge carriers are localized, there is one more basic ingre-
dient which aﬀects all aspects of charge carrier behaviour in an OLED, namely the transition
rate of a charge carrier between two molecules. As the carriers are localized, their transition
is a tunnelling process. Since the energy levels of start and target molecule will diﬀer in most
cases, the transition will also require the absorption or emission of phonons if the energy level
of the target molecule is higher or lower, respectively. It should be mentioned at this point
that throughout this thesis, energies within the potential wells of the molecules are deﬁned as
increasing towards the vacuum level for electrons and away from the vacuum level for holes.
That way, all expressions are identical for both carrier types.
The most frequently used expression for the thermally activated tunnelling process from
molecule i with energy Ei over a distance Rij to molecule j with energy Ej is based on
a formalism which was originally developed by Miller and Abrahams to describe carrier
transport between impurities in inorganic materials [45,46]. They assumed that one acoustical
phonon is involved in each transition. This leads for phonon absorption (Ej ≥ Ei) and
emission (Ej < Ei), respectively, to the equations
8
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νij =
E21
piρms5~4
(
e2α
6piε
)2
(αRij)
2 |Ej − Ei|
[
1 +
(
Ej − Ei
2~αs
)]−4
e−2αRijN (Ej − Ei) , (2.13)
νij =
E21
piρms5~4
(
e2α
6piε
)2
(αRij)
2 |Ej − Ei|
[
1 +
(
Ej − Ei
2~αs
)]−4
e−2αRij [1 +N (Ei − Ej)] ,
(2.14)
with N(E) the Bose-Einstein distribution of phonons with energy E:
N(E) =
[
exp
(
E
kBT
)
− 1
]−1
. (2.15)
In these equations, E1, ρm, s, ε, ~ and α respectively denote a material-speciﬁc energy,
the mass density, the longitudinal sound velocity, the permittivity, the reduced Planck con-
stant and the inverse localization length or decay constant. Equations 2.13 and 2.14 can be
summarized to an expression proposed by Fishchuk et al. [47]:
νij = A0 exp (−2αRij) |Ej − Ei|
sinh
(
|Ej−Ei|
2kT
) exp(−Ej − Ei
2kT
)
. (2.16)
Comparing this expression with the preceeding ones, it can be seen that algebraic dependences
on distance and energy diﬀerence have been neglected, with the exception of the term |Ej−Ei|.
Upon ignoring also this last non-exponential term and combining it with the constant A0 to
ν0 and by using an approximation of the energy-dependent exponential functions which is
valid for |Ej − Ei| > kT , one gets the expression
νij = ν0 · exp
(
−2αRij − (Ej − Ei) + |Ej − Ei|
2kT
)
. (2.17)
This is the term which is normally referred to as Miller-Abrahams rate in the literature and
is used for most models of charge carrier transport and recombination in organic materials.
Nevertheless, it is often questioned whether the interaction with multiple phonons can be
neglected in organic materials. By interacting with many phonons, charge carriers in organic
materials form so-called nonadiabatic small polarons [48]: Nonadiabatic means that carriers
are localized, leading to an exponential dependence of transition rates on Rij just like in
the Miller-Abrahams formalism. Small polaron means that polaronic binding occurs due to
interaction of the carrier with its immediate surrounding. It can be regarded as self-trapping
due to a local distortion. Large polarons, which are formed due to long-range Coulombic
interactions with ions [49], are not relevant for the phonon-assisted hopping processes con-
sidered here [48]. A derivation of transition rates for the interaction only with acoustical
and only with optical phonons was performed by Emin [50, 51], the combined treatment of
both phonon types was performed by Gorham-Bergeron and Emin [52]. In all three cases,
the transition rate at temperatures above the Debye temperature takes the form
9
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νij =
J20
~
√
pi
2EpkT
exp
(
−2αRij − (Ej − Ei + 2Ep)
2
8EpkT
)
, (2.18)
with Ep the polaron binding energy, i.e. the energy lowering of the carrier due to local
distortion of the surrounding [53]. Equation 2.18 is also often formulated using Er = 2Ep
to reduce the coeﬃcients in the exponent or using Ea = Ep/2, the activation energy of the
resulting Arrhenius law for Ei = Ej . Expression 2.18 was also given before in a review article
by Marcus [54]. Although it is presented there as a result of work performed by Levich,
Dogonadze and Chimadzhev, it is often referred to as the Marcus rate.
If the binding energy is large compared to |Ei − Ej |, the rate in equation 2.18 can also be
approximated as [55]
νij =
J20
~
√
pi
4EakT
exp
(
−2αRij − Ea
kT
− Ej − Ei
2kT
)
. (2.19)
Below the Debye temperature, the transition rate from interaction with acoustical phonons
depends on the temperature and |Ei − Ej | according to
νij ∼ exp
(
−(Ej − Ei) + |Ej − Ei|
2kT
)
1
|Ej − Ei|
∞∑
n=1
[βp (Ej − Ei)]2n
n! (2n− 1)! , (2.20)
with βp a material constant. For small values of |Ei − Ej |, the sum reduces to
βp (Ej − Ei)2 , (2.21)
This is just the temperature dependence of the Miller-Abrahams rate, in agreement with the
fact that only one acoustical phonon is involved in the process. For large values of |Ei−Ej |,
when many acoustical phonons aﬀect the transition, the sum converges to
exp
[
3 (βp/4)
1/3 |Ej − Ei|2/3
]
. (2.22)
If optical phonons dominate in the carrier transition process at low temperatures, the rate
can be described as
νij ∼ exp
(
−(Ej − Ei) + |Ej − Ei|
2kT
) (2Ep
~ω0
) |Ej−Ei|
~ω0(
|Ej−Ei|
~ω0
)
!
. (2.23)
In this equation, ω0 denotes the mean angular frequency of the dominant optical phonons.
If both phonon types are involved, a superposition of 2.20 and 2.23 has to be considered.
Summarized, at low temperatures for moderate values of |Ei − Ej |, the activated behaviour
deﬁnitely resembles the Miller-Abrahams rate, but for higher temperatures, equation 2.18
is probably the most adequate one. In the former case, the rate is mainly determined by
a constant prefactor and the inverse localization length, in the latter additionally by the
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polaron binding energy. The constant prefactor is often called attempt frequency, a term
which is intuitively obvious from the Miller-Abrahams rate 2.17. Some contributions to
answering the question how the diﬀerent transition rates aﬀect the modelling of OLEDs will
be given in chapter 4 of this work. The Miller-Abrahams and the Marcus rate are assumed
in nearly all theoretical works on electrical processes in organic materials, with the former
being used much more widely than the latter. It has to be kept in mind, however, that they
are just approximations and that especially the assumption of an isotropic localization length
is a strong simpliﬁcation since the interaction of the wave functions of the molecules depends
on their mutual orientation [56].
2.2 Charge Carrier Transport
The starting point for calculating the transport of localized carriers in bulk material is the
fact that stationary conditions require fulﬁllment of the Master equation [57]
∑
i6=j
(νijpi (1− pj)− νjipj (1− pi)) = 0, (2.24)
in which νij is the rate of carrier transition from an occupied site i to an unoccupied site j
and pi and pj are the occupation probabilities of sites i and site j, respectively. It is generally
assumed that one site cannot be occupied by more than one carrier of the same polarity,
because the Coulomb repulsion is too strong [58]. Furthermore, the transition rates are
expected to be independent of the history of the charge carriers, i.e. (quasi-)equilibrium on
a hopping site is reached on a time scale which is much shorter than the inverse transition
rates. The occupation probabilities of the hopping sites are given by pi = f(Ei, EF ) and
pj = f(Ej , EF ), with
f (E,EF ) =
1
1 + exp
(
E−EF
kBT
) . (2.25)
This is the Fermi-Dirac distribution with EF denoting the (quasi-)Fermi energy or chemical
potential of the system. EF is determined by the condition
p =
∞∫
−∞
g (E) f (E,EF ) dE, (2.26)
with p denoting the average carrier concentration in the volume of interest and g(E) the DoS.
The carrier transport characteristics then depend on the energetic and spatial distribution
of sites and on the form of the transition rates. The straight-forward approach to solving
the Master equation are computer simulations of the movement of individual carriers in a
disordered system and calculate the average mobility from the results. This can be achieved
by time-dependent Monte Carlo (MC) simulations [36] or by an iterative 3D Master equation
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(3DME) approach proposed by Yu et al. [57], and it is more eﬃcient than the Monte Carlo
approach. But also the latter method is time-consuming and cannot ensure convergence
[59]. To avoid these shortcomings, percolation models have to be used. The central idea
of percolation is to regard the conducting system as a resistor network with the resistance
between to sites antiproportional to the hopping probability between these sites [46,60]. Then
resistors are removed from the network in the order of their conductivity, starting with the
highest. When resistors of a certain magnitude are removed from the network, the overall
conductivity drops signiﬁcantly. Resistors of these magnitude determine the mobility of the
system. This concept of ﬁnding the highest relevant resistance can be realized directly on
a computer [59], but also some semianalaytical models have been developed to address this
problem [61–64]. Coehoorn et al. evaluated these models for Miller-Abrahams rates in a
Gaussian DoS [65] and found the results in very good agreement with those based on 3DME
simulations performed by Pasveer et al. [58]. The term semi-analytical means that these
models are based on sets of equations which can only be solved numerically. They have the
advantage over MC, 3DME and computer-based percolation simulations that they are more
eﬃcient and can be applied to arbitrarily low temperatures. At low temperatures and carrier
concentrations, energy levels deep in the tail of the Gaussian DoS determine carrier transport.
Since sites in computer-based simulations are chosen randomly according to the probability
of their occurrence, a huge number of sites in the model would be needed for these transport-
determining states to be considered. A disadvantage of percolation models, computer-based
or semi-analytical, is their restriction to the low-ﬁeld regime. Reliable insight in the ﬁeld
dependence of mobility can therefore only be gained by MC and 3DME simulations. The
following subsections present some important experimental and theoretical ﬁndings of the
last decades concerning carrier transport in disordered organic materials.
2.2.1 Measurement Techniques
Before mobility models are presented in the next subsections, the most important measure-
ment methods should be mentioned. The most widely used method are time-of-ﬂight (TOF)
measurements [66]. In these experiments, a thin sheet of carrier pairs is photogenerated close
to one electrode of a diode, to which a bias voltage is applied. Both contacts are non-injecting.
One carrier type is absorbed nearly instantly by the adjacent electrode, the other one moves
to the opposite electrode and the transient displacement current is recorded. This is consid-
ered the method of choice, especially for mobility measurements at low ﬁelds, however it is
best suited for relatively thick layers and the measured signals can be diﬃcult to evaluate due
to noise and deviation from the predicted shape. Two other transient measurement methods,
which depend on electrically injected instead of optically generated carriers, are dark-current
injection (DI) measurements [67] and admittance spectroscopy [68]. Both methods are also
used in this work and will therefore be explained in more detail in the next chapter. Finally,
the mobility can be determined from input characteristics of OFETs [41] and IV curves of
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organic diodes [37]. In OFETs, however, carrier concentrations are much higher than in or-
ganic diodes and carriers are localized on few molecule layers close to the substrate, which
can therefore strongly inﬂuence the current. Hence, OFET measurements are unsuited to
determine parameters for OLED simulation. The characterization of organic diodes, which
is also mainly used in this work to investigate carrier transport, oﬀers the advantages that
it probes the stationary mobility under conditions which also occur in OLEDs, but it has to
be made sure that the IV curve is not dominated by the contact.
2.2.2 The Empirical Model by Gill
By systematic TOF studies on a large number of polymers [69], Gill found the following
general expression for the temperature and ﬁeld dependence of mobilities:
µ (F, T ) = µ0 exp
(
−E0
kT
− β
√
F
kT0F
+
β
√
F
kT
)
, (2.27)
with µ0, E0, T0F and β material-speciﬁc parameters. This equation describes a temperature
dependence for a given ﬁeld following an Arrhenius law, a Poole-Frenkel-like (lnµ ∝ √F )
enhancement of mobility at high ﬁelds, which becomes stronger with decreasing temperature,
and a decrease of mobility with increasing but low ﬁeld. If only one material thickness
is checked, carrier transport in virtually all organic materials can be characterized by this
equation. If samples of diﬀerent thicknesses are compared, it turns out however that a uniﬁed
description with this parameter set is not possible [41], especially at low temperatures [28].
This is due to the fact that the mobility also depends on the carrier concentration. Apart
from that, the apparent ﬁeld-induced mobility decrease at low electric ﬁeld has meanwhile
been ascribed to wrongful neglect of carrier diﬀusion when evaluating TOF results [70].
2.2.3 Field-Dependent Mobility for Marcus Rates
The inﬂuence of disorder on carrier mobility will be described in the next subsections, but
ﬁrst the inﬂuence of polaron transport according to Marcus rates should be shortly described.
Calculations for positionally and energetically ordered sites with distance a reveal a mobility
of the form
µ = µ0 exp
[
− Ep
2kBT
− (eFa)
2
8EpkBT
]
sinh [eFa/(2kBT )]
eFa/(2kBT )
, (2.28)
if only transitions parallel to the ﬁeld are considered [71]. If all directions are taken into
account, but the lattice is still assumed to be ordered, the mobility takes the form [72]
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µ =
ν0aΩ
W 2F
{
exp
[
−(Ω +W )
2
4Ω
]
− exp
[
−(Ω−W )
2
4Ω
]
+
1
2
√
piΩ
[
erf
(
Ω+W
2
√
Ω
)
− erf
(
Ω−W
2
√
Ω
)]}
,
(2.29)
with
Ω =
2Ep
kBT
(2.30)
and
W =
eFa
kBT
. (2.31)
Figure 2.2 illustrates the meaning of these equations. The temperature of 77 K is chosen in
this ﬁgure, because it is the lowest temperature at which measurements were performed in
this work. The two polaron binding energies cover the range from the lowest values which
were calculated via density-functional theory by Meisel et al. for diﬀerent materials [73] to
the highest values which were found experimentally according to [74] and references therein.
For the 1D and the 3D model, the ﬁeld-dependent increase becomes equally stronger with
increasing polaron binding energy Ep and decreasing temperature. At high ﬁelds, the mobility
decreases for low polaron binding energies, but this eﬀect is strongly reduced in the three-
dimensional model, especially at low temperatures.
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Figure 2.2: Field dependence of 1D and 3D mobility model for Marcus rates on an ordered
lattice at diﬀerent temperatures and polaron binding energies.
The ﬁeld-dependent increase caused by Marcus rates is much lower than the increase caused
by energetic disorder (see next subsection). According to Monte Carlo simulations by Parris
et al. [75], mobility decrease of carriers moving via Marcus rates is also limited to the case of
low polaron binding energies, if carriers move in a system with correlated Gaussian disorder.
The decrease is of the same order of magnitude as in the 3D model without energetic disorder.
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2.2.4 Findings from MC and 3DME Simulations
The ﬁrst simulation-based model to explain carrier transport in organic materials was the
Gaussian disorder model (GDM) by Bässler et al. [36]. It is based on the assumption of
uncorrelated Gaussian disorder and carriers moving via Miller-Abrahams rates. Apart from
energetic (also called diagonal) disorder, also spatial (oﬀ-diagonal) disorder was included.
The latter was achieved by reformulating the factor exp(−2αRij) in the transition rate from
site i to j as exp(−(αi + αj)Rij). The sites were still assumed ordered on a simple cubic
lattice with the lattice constant a, but the site-speciﬁc decay constants αi and αj were chosen
randomly according to a common Gaussian distribution of the dimensionless quantities αia
and αja with standard deviation Σ/
√
2 . The Monte Carlo simulations performed under
these conditions for low carrier concentrations revealed a mobility described by the equations
µ (F, T ) =


µ0 exp
(−49 σˆ2) exp(CG (σˆ2 − Σ2)√F) , Σ ≥ 1.5
µ0 exp
(−49 σˆ2) exp(CG (σˆ2 − 2.25)√F) , Σ < 1.5. (2.32)
Two alternative oﬀ-diagonal disorder eﬀects were introduced into the GDM by Gartstein [76].
All simulations show that some amount of oﬀ-diagonal disorder does not aﬀect the ﬁeld
dependence of the mobility, but if oﬀ-diagonal disorder becomes larger, the ﬁeld dependence
decreases.
Because the ﬁeld dependence from the GDM was often found too low to explain experimental
results, the inﬂuence of correlated disorder introduced from molecule dipoles was ﬁrst taken
into account by Gartstein and Conwell [77]. Their MC simulations revealed better agreement
with PF mobility but were not parameterized. Dunlap than developed an analytical solution
for one-dimensional transport [78]. MC simulations including correlated Gaussian disorder
of energy levels were performed by Novikov et al. [79] and the results were parameterized in
the equation
µ = µ0 exp
[
−
(
3
5
σˆ
)2
+ Cd
(
σˆ1.5 − Γ)
√
eaF
σ
]
, (2.33)
with Cd = 0.78 and Γ = 2. This is the correlated disorder model (CDM), which predicts a
lower but qualitatively equal temperature dependence and a stronger ﬁeld dependence than
the GDM.
Experimental ﬁndings of the inﬂuence of carrier concentration on the mobility motivated a
new investigation of the two disorder types, because in the GDM and CDM only very low
carrier concentrations (Boltzmann limit) had been considered. Pasveer et al. used 3DME
simulations to derive the extended Gaussian disorder model (EGDM) [58]:
µ (T, p, F ) = µ0 (T ) fp (p, T ) fF (F, T ) , (2.34)
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µ0 (T ) = 1.8 · 10−9 · ν0a
2e
σ
· exp (−0.42σˆ2) , (2.35)
fp (p, T ) = exp
[
1
2
(
σˆ2 − σˆ) (2pa3)δ] , (2.36)
δ = 2
ln
(
σˆ2 − σˆ)− ln (ln 4)
σˆ2
(2.37)
and
fF (F, T ) = exp

0.44
(
σˆ3/2 − 2.2
)
√
1 + 0.8
(
qFa
σ
)2
− 1



 . (2.38)
Bouhassoune et al. in a similar way derived the extended correlated disorder model (ECDM)
[80]. For the parameterization of this model, the reader is referred to the original publication.
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Figure 2.3: Mobility as a function of carrier concentration at low ﬁeld (left) and as a function
of ﬁeld at low carrier concentration (right) for uncorrelated Gaussian disorder according to
the parameterization found by Pasveer et al. [58].
Figures 2.3 and 2.4 illustrate the predictions from both models. In both cases, the mobility
for low ﬁelds and carrier concentration shows a temperature dependence of the form
µ(p = 0, F = 0, T ) = µ0 exp
(−Cσˆ2) , (2.39)
with C larger for uncorrelated disorder. For correlated disorder, the carrier concentration
dependence is weaker and the ﬁeld dependence is much stronger at moderate ﬁelds than for
uncorrelated disorder.
2.2.5 Semi-Analytical Models
The model of Movaghar and Schirmacher [61] is the starting point for mobility modelling
in this work. In this model, an energy-dependent carrier transition contribution s1(E) is
determined iteratively and then used to calculate the mobility.
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Figure 2.4: Mobility as a function of carrier concentration at low ﬁeld (left) and as a function
of ﬁeld at low carrier concentration (right) for correlated Gaussian disorder according to the
parameterization found by Bouhassoune et al. [80].
The stationary mobility in a homogeneous medium is then calculated by the equations
s1 (Ei) =
4pi
exp(1)
∞∫
−∞
dEj
∞∫
0
dRij
g (Ej)R
2
ij
τ (Ei, Ej , Rij) + [s1 (E′′)]
−1 , (2.40)
µ =
e
pkBT
4pi
6
∞∫
−∞
dEi
∞∫
−∞
dEj
∞∫
0
dRij
g (Ei) g (Ej)R
4
ij
τ (Ei, Ej , Rij) + [s1 (Ej)]
−1 (2.41)
and
τ(Ei, Ej , Rij) = [f(Ei, EF )νij(Ei, Ej , Rij)(1− f(Ej , EF ))]−1 . (2.42)
If the average hopping distance a = N−1/3 is assumed, equations 2.41 and 2.40 reduce to
s1 (Ei) =
4pi
exp(1)
∞∫
−∞
dEjg (Ej)
∞∫
0
dRij
R2ij
τ (Ei, Ej , Rij) + [s1 (Ej)]
−1 (2.43)
and
µ ≈ e
pkBT
N−2/3
6
exp(1)
∞∫
−∞
dEg (E) s1 (E), (2.44)
respectively. The development of s1(E) with increasing carrier concentration is illustrated in
ﬁgure 2.5.
In chapter 4 of this work, the model will also be compared to an eﬀective medium approxima-
tion (EMA) model developed by Fishchuk et al. [81]. In this model, the mobility is considered
proportional to an average hopping rate νe, which is calculated by the equation〈
νij − νe
νij+νji
2 + 2νe
〉
= 0. (2.45)
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Figure 2.5: Fermi distribution for two carrier concentrations and a normalized Gaussian DoS
(left) and the resulting energy-dependent carrier transition contribution s1(E) (right).
The brackets denote energetic and conﬁgurational averaging. This is the only semi-analytical
model which has so far been applied to other transition rates than the simple Miller-Abrahams
rate 2.17.
2.2.6 Host-Guest Systems
OLEDs comprise layers of varying material composition. Figure 2.6 illustrates the mobilities
of blends of two materials with Gaussian densities of states, the maxima of which are diﬀerent
in energy. Such a system is called a host-guest-system, with guest denoting the material with
the favorable energy level for carriers. The dependence of mobility on guest concentration
has been found experimentally, see e.g. [82], and theoretically, see e.g. [83]. When the relative
guest concentration starts decreasing from 1, carriers still move between guest molecules, but
the rates decrease exponentially with increasing hopping distance. Transport in this regime
is called guest-to-guest transport. When the distance between guest molecules becomes
too large, thermally activated carrier transitions to the host molecules become more likely
than hops between guest molecules. This is called trap-controlled transport because the
majority of carriers is trapped on guest molecules and the mobility is proportional to the
ratio ph/p = ph/(ph + pg), with ph the density of carriers on the host and pg the density
of carriers on the guest molecules. If the guest concentration decreases further, this ratio
increases and approaches 1. The same eﬀect is achieved for a given guest concentration with
increasing total carrier concentration. These are the conditions at low electric ﬁelds. 3DME
simulations by Yimer et al. [59] revealed a ﬁeld-induced detrapping of carriers. Cottaar et al.
also modelled host-guest systems via 3DME simulations and found an increasing ﬂuctuation
of local quasi-Fermi levels with increasing ﬁeld [84]. They were able to model the ﬁeld-
dependent amount of detrapping by assuming a Gaussian distribution of quasi-Fermi levels
with ﬁeld-dependent standard deviation.
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Figure 2.6: Mobility in a host-guest system and schematic description of guest-to-guest and
trap-controlled transport. The points 1 and 2 lie in the trap-controlled regime, 3 an 4 in the
guest-to-guest regime. High carrier concentrations lead to increased mobility (broken line),
especially in the trap-controlled regime, in which they cause saturation of the traps (guest
molecules).
2.2.7 Carrier Heating
MC and 3DME equations for hopping via MA rates in an exponential [85,86] and a Gaussian
DoS [87] with uncorrelated disorder revealed energetic carrier distributions which can still
be described by a Fermi distribution, but with an eﬀective temperature depending on lattice
temperature, ﬁeld and localization length:
Teff =
[
T θ +
(
γ
eF
kBα
)θ]1/θ
. (2.46)
The coeﬃcients γ and θ depend on the shape of the DoS, for a Gaussian, they are 0.64 and
1.54, respectively. Jansson et al. [87] also considered correlated disorder and found a much
stronger increase of eﬀective temperature for this case, but did not give a heuristic expression
like equation 2.46.
Preezant et al. used a diﬀerent simulation approach, which allowed them to describe the
disordered system by a system of nonlinear equations [88]. Their modelling approach is
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apparently not equivalent to MC/3DME simulations, since it led to the equation
Teff =
[
T 2 +
(
0.37
eFa
kB
)2]1/2
, (2.47)
which depends on the lattice constant a instead of the decay constant α and predicts a much
higher eﬀective temperature for a given ﬁeld and realistic value of αa than equation 2.46.
They found their results in agreement with other MC simulations, but those had actually
been based on correlated disorder. The general necessity of an energetic carrier distribution
deviating from equilibrium under an applied ﬁeld had already been claimed much earlier by
Ambegaokar [60].
2.2.8 Experimental Findings on Transport Models
The scope of experimental work on mobility in disordered organic materials is far too vast
to be cited completely, but some general trends are presented here. First of all, the ﬁeld
dependence is always explained in the framework of disorder-dominated models because it
cannot be modelled using the results for Marcus rates in an ordered material. The only
experimental ﬁnding which was interpreted with the assumption of polaron transport was
lnµ ∝ T−1 which was often found instead of lnµ ∝ T−2 [89, 90]. This has meanwhile been
explained as a result of the carrier concentration dependence of the mobility [28].
When experimental ﬁndings are explained in the framework of the GDM and CDM, the
coeﬃcients in these models are used as free ﬁt parameters [79] and even parameter values
contradicting the simulations which established these models are used, see e. g. [91].
The work based on the more advanced EGDM and ECDM is still limited [58,80,92–95]. The
measurement interpretations using these models have in common that the site concentration
is chosen as a free parameter with the restriction that it should not diﬀer by a too large factor
from the molecule or transport monomer concentration. Also the temperature dependence
of the mobility is only evaluated qualitatively in these works (lnµ(F = 0, p = 0) ∝ T−2).
The EGDM has also been found to be unsuitable to describe IV curves at low temperatures
(100 K), so a combination of carrier concentration dependence from the EGDM and the
empirical ﬁeld dependence from equation 2.27 was suggested [96]. The carrier concentration
dependence is required for a consistent simulation of diﬀerent device thicknesses.
Trap-controlled transport with controlled amounts of guest molecules has been modelled
in the framework of the GDM with an eﬀective disorder parameter for the combined DoS
describing the temperature dependence. The ﬁeld dependence of such systems was only ﬁtted
qualitatively without detailed interpretation [97, 98]. Also for guest-to-guest transport, the
ﬁeld and temperature dependences at diﬀerent guest concentrations have only been ﬁtted
empirically [99].
So, all experimental work describing carrier mobility in organic materials is limited with
respect to at least one experimental condition, mostly the material composition, and contains
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some free parameters. It is a central part of this work to address the question whether a
physically motivated description of mobilities in host-guest systems, in the guest-to-guest and
in the trap-controlled regime, is possible, which is based on one parameter set, describes ﬁeld,
temperature and carrier concentration dependence quantitatively, uses the independently
determined molecule concentration as hopping site concentration and is valid in the range
from room temperature and higher down to 77 K.
2.3 Diffusion
From continuity equation in the absence of an applied voltage,
Jp = epµpF − eDp ∂p
∂x
= 0, (2.48)
the diﬀusion coeﬃcient can be derived as
Dp =
pµpF
∂p
∂x
=
pµpF
∂p
∂(EF−eϕ)
∂(EF−eϕ)
∂x
=
pµpF
∂p
∂EF
∂(−eϕ)
∂x
=
pµp
e ∂p∂EF
. (2.49)
This equation is called the generalized Einstein relation [31] and was numerically evaluated
for a single Gaussian DoS by Roichman et al. [100] and for a Gaussian host-guest system by
Peng et al. [101, 102]. Figure 2.7 illustrates the results. In the Boltzmann limit, equation
2.49 reduces to the Einstein relation D = µkBT/e, but at higher carrier concentrations, the
diﬀusion coeﬃcient is enhanced by a factor βD. This factor is proportional to the derivative
of the Fermi energy with respect to the carrier concentration. When the carrier concentration
approaches the site concentration N, this factor diverges, in host-guest system with a large
energy oﬀset, it becomes very high, when the Fermi energy crosses the region of vanishingly
small DoS.
It should be noted that several authors calculated a very strong increase of the diﬀusion
coeﬃcient with electric ﬁeld [103–106]. This diﬀusion coeﬃcient describes the spreading of a
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Figure 2.7: DoS of a Gaussian host-guest system (left) and diﬀusion enhancement βD as a
function of carrier concentration for a pristine material with Gaussian DoS (middle) and a
Gaussian host-guest system (right).
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narrow sheet of carriers moving under the inﬂuence of an electric ﬁeld, as it happens in TOF
experiments. As pointed out by Arkhipov et al. [103], this kind of diﬀusion does not lead
to carrier movement against the ﬁeld, so it is fundamentally diﬀerent from the kind used for
drift-diﬀusion simulation, which it can surpass by several orders of magnitude at realistic ﬁeld
strengths. Albrecht and Bässler also emphasized [107] that such a strong ﬁeld dependence of
diﬀusion under stationary conditions would lead to an equivalently strong ﬁeld dependence of
carrier recombination, which they did not ﬁnd in their MC simulations (see also section 2.6).
2.4 Charge Injection
This section summarizes the relevant eﬀects for describing charge injection from an electrode
into an organic material without p- or n-doping. The contact is assumed as ideal in the sense
that no morphological aspects deteriorate injection.
First, it is important to know the injection barrier. If the assumption of vacuum level
was valid, this quantity could simply be calculated from the work function of the electrode
material and the ionization potential or the electron aﬃnity of the organic material for hole
and electron injection, respectively. Depending on the material combination, however, dipole-
induced energy shifts of up to more than 1 eV can be formed at the interface [108–116]
leading to barriers which strongly diﬀer from the ones expected. It will also be shown in
the experimental part of this work that the assumption of vacuum level alignment can be
extremely inconsistent with the electrical behaviour of the examined devices.
The next important eﬀect on carrier injection is barrier lowering due to the image charge
potential [117]. For each carrier in the organic material at a distance x from the electrode,
an image charge of opposite polarity is formed in the electrode at -x to compensate for any
tangential ﬁeld component at the surface of the well-conducting electrode. The lowering ∆Φ
of energy levels due to the mutual attraction of the carrier and its image counterpart is
∆Φ = − e
2
16piεx
. (2.50)
If a positive and constant electric ﬁeld due to an applied voltage is present, the energy levels
are additionally lowered according to −eFx and, hence, a maximum of energy levels is formed
at the distance
x0 =
√
e
16piεF
. (2.51)
The diﬀerence Φeff between this maximum and the Fermi level of the electrode is reduced
compared to the zero-ﬁeld barrier Φ0 according to
Φeff = Φ0 −
√
e3F
4piε
. (2.52)
Another very important eﬀect is the presence of energetic disorder. Most attempts to model
carrier injection ignored disorder, see e. g. [118–125]. Among the few modelling approaches
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Figure 2.8: Barrier lowering due to image charges in the electrode material (left) and resulting
relative charge carrier concentration at the interface for a discrete energy level (middle) and
a Gaussian DoS with a standard deviation of 0.1 eV (right). The barrier Φ0 equals 0.5 eV
from Fermi level of the electrode to the discrete level and the center of the Gaussian DoS,
respectively. εr = 3 is assumed, which is typical for organic materials.
including disorder [126–130], the results of van der Holst et al. [129, 130] can be regarded as
the most accurate ones because they are based on 3DME simulations. In these simulations
it was shown that the intuitive approach is valid to calculate the carrier concentration at
position x0 (equation 2.51) under consideration of the energetic shift of the DoS towards
the contact Fermi level (equation 2.52) by evaluating the integral 2.26 and use this carrier
concentration as boundary condition for continuum simulation. However, it was also shown
in these simulations that for very thin devices the current can be underestimated by this
approach and that the eﬀect of disorder which is induced by long-range interaction with
dipoles is strongly reduced in the vicinity of the electrode due to image dipoles.
The principle of the image force eﬀect and the inﬂuence of Gaussian disorder on the charge
carrier concentration are illustrated in ﬁgure 2.8. Compared to the case, in which all sites
have the same energy, the carrier concentration at a contact with a signiﬁcant energy barrier
is much higher in a disordered system, especially at low electric ﬁelds, because a portion of
the DoS is close to and even below the Fermi level of the electrode. Hence, the temperature
dependence is also strongly reduced because the steeper shape of the Fermi function at lower
temperatures only moderately aﬀects the carrier concentration in the tail of the Gaussian
DoS.
2.5 Internal Boundaries
Like electrode contacts, also organic-organic interfaces (OOIs) strongly inﬂuence the current
in an OLED if an energy barrier between them is present. Also for these interfaces, interface
dipoles are possible, so vacuum level alignment cannot be taken for granted [131–134]. An
important diﬀerence between these two contact types is the lack of the image force eﬀect
at OOIs. The theoretical and experimental work on carrier transport over barriers at such
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interfaces is very scarce. There are two computer simulation studies for a limited parameter
range [135, 136] and one semi-analytical model. The latter was derived by Arkhipov et
al. [137] and takes disorder, DoS, localization length α and attempt frequency ν0 explicitly
into account. It is based on the assumption of Miller-Abrahams rates in a Gaussian DoS and
deﬁned by the equations
n (x,E) = 2pi
x∫
0
drr2
1∫
0
dz
E+2αkT (x−r)+eFrz∫
−∞
dE′g
(
E′
)
, (2.53)
w1 (x,E) = 1− exp (−n (x,E)) , (2.54)
w2 (x,E) = exp (−2αx) exp
(
−∆Ark + E − eFx+ |∆Ark + E − eFx|
2kBT
)
(2.55)
and
J ∼ eν0
∞∫
a
dx
∞∫
−∞
dEw2 (x,E) g (E)w1 (x,E) . (2.56)
According to this model, the injection current is determined by the probability w1(x,E) of
an initial jump from layer 1 into layer 2 and by the probability w2(x,E) that the carrier
is further transported into layer 2 after this initial jump instead of returning into layer 1.
Throughout this work, the numbering of layers is always chosen in direction of the current
ﬂow if OOIs are discussed. An energy barrier for the considered charge carrier type is always
assumed between layer 1 and 2. In equations 2.53 to 2.56, the energy E is counted relative
to the center of g(E), the DoS of layer 2. The coordinate x denotes the position in layer
2 relative to the interface. F denotes the ﬁeld in layer 2, which is assumed independent of
x, and α is the decay constant of the material of layer 2. ∆Ark is the energetic diﬀerence
between the center of the DoS of layer 2 (not shifted by an electric ﬁeld) and the energy
from which the considered carrier makes its initial jump into layer 2. Hence, ∆Ark is not
necessarily equal to ∆, which denotes the diﬀerence between the center energies of the DoS
of layers 2 and 1 in the absence of an electric ﬁeld. Contributions from initial jumps to all
energies E and all distances x are taken into account in equation 2.56.
Only two attempts have been made so far to model a material system within this formalism,
one by van Woudenbergh et al. [138] and one by Tsang et al. [139]. In both studies, the disor-
der parameters were derived from evaluation of TOF measurement in the GDM framework,
αa = 5 was assumed and ν0 was chosen as a free parameter. Continuum simulation were per-
formed using Gill’s expression for the mobility, in order to calculate the carrier concentration
in front of the barrier, from which the Fermi level in layer 1 was calculated to determine the
eﬀective barrier height ∆. Additional assumptions had to be made in both cases to match
the experimental results.
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A simple model to describe charge transport over barriers was proposed by Ruhstaller et al.
[140]. In this approach, the current of the continuum model is multiplied with exp(−∆/kBT ),
with ∆. This approach was checked by Schober et al. in combination with the EGDM, but
the molecule concentration had to be set to an unrealistic value to match the experimental
results [27].
The concept of QFL alignment has so far not been applied at all for the modelling of OOIs. It
is one goal of this work to examine this concept and the Arkhipov model by using the same
parameter values which are also employed to describe charge carrier mobilities in pristine
materials and blends.
2.6 Recombination
If the mean free path of charge carriers is small compared to rc = e2/(4piεkBT ), rc being the
distance at which the Coulomb attraction between a positive and a negative carrier equals
their thermal energy, recombination can be described by a formula which was ﬁrst derived
by Langevin [141] to describe recombination of ions in gases:
R =
e
ε
(µp + µn) pn. (2.57)
Simulations were performed by several authors to investigate the validity of this expression
for hopping transport in the presence of an electric ﬁeld: Albrecht and Bässler assumed
Miller-Abrahams rates, identical parameters for electrons and holes and low carrier concen-
trations [107]. They found that equation 2.58 also holds for the ﬁeld-dependent mobilities in
such a system with a negligibly reduced recombination rate at low ﬁelds and an additional
enhancement of the recombination at high electric ﬁelds, independent of the temperature.
This enhancement factor increases monotonically with the ﬁeld, but it only reaches a value
of 2 at a ﬁeld strength over 2 MV/cm, so it is irrelevant for OLED operating conditions.
Groves and Greenham found equation 2.58 to be valid also at high carrier concentrations
for σˆ ≤ 4 [142]. They also found the recombination rate to be reduced in a narrow layer of
charge carriers. This might aﬀect recombination in front of an energetic barrier. On the other
hand, this deviation from bulk recombination is reduced with increasing carrier concentration
and very high carrier concentrations are expected in front of an energetic barrier. Despite a
possible reduction of the recombination rate in the vicinity of a barrier, simulations by Juric
et al. have conﬁrmed that conﬁning carriers in the device by introducing suﬃciently high
barriers ensures complete recombination, with no carrier reaching the opposite electrode [143].
It was shown by van der Holst et al. that the Langevin equation also holds for electron
and hole mobilities which diﬀer from each other by many orders of magnitude. They found,
however, that this formula progressively overestimates recombination with increasing relative
disorder σˆ, for example by a factor of 4 for σˆ ≤ 6. They showed that this eﬀect is based on
the fact that the mobilities of each charge carrier in a bipolar device start to deviate from the
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mobilities in unipolar devices at high relative disorder. It should be kept in mind, however,
that this deviation from exact Langevin recombination is of minor importance compared
to the strong inﬂuence of material composition, ﬁeld strength and carrier concentration on
mobility and hence on the recombination rate. Anisotropy of carrier mobilities also aﬀects
recombination [142,144], but should not be an issue for small organic molecules deposited by
evaporation.
One important question is the role of trapped carriers in the recombination process. Devices
with trapped electrons have been successfully modelled using the Shockley-Read-Hall [145–
147] and the Langevin formalism [148]. In the latter case, the recombination of trapped
electrons ntr with holes is described by the equation
R =
e
ε
µppntr. (2.58)
For Shockley-Read-Hall recombination under the conditions in an OLED, the proposed ex-
pression was similar, but proportional to the concentration of electron traps instead of trapped
electrons [146].
2.7 From Recombination to Light Emission
Within the recombination process in an organic material, a hole and an electron form an
exciton. It has been suggested recently that they ﬁrst form a precursor state and that for low
exciton binding energy and a high degree of energetic disorder the exciton formation might
actually be the rate-limiting step [149]. Excitons are quasiparticles consisting of two fermions
and so the can have a combined spin quantum number of 0 or 1. The former type is called
singlet, the latter triplet exciton. Due to quantum statistics the ratio of triplets to singlets is
3:1 [150]. The lifetime of singlets is of the order of 1 ns [151], then they decay under ﬂuorescent
emission of a photon, if they are not aﬀected by dissociation at high electric ﬁelds [152–154]
or by quenching, i.e. nonradiative decay, which can be caused by a high concentration of free
charge carriers [155], with charged traps [156] or in the vicinity of an electrode [157]. For
triplets, radiative decay is physically forbidden, which leads to lifetimes from milliseconds to
over one second [158], but they can be used for light emission by employing phosphorescent
emitter materials, which disturb the triplet state via spin-orbit coupling. Phosphorescent ma-
terials are complexes with a heavy metal, often iridium or platinum, as central atom, because
the strength of spin-orbit coupling, which enables radiative decay by disturbing the triplet
state, is proportional to the fourth power of the atom number [159]. On a phosphorescent
emitter, triplet lifetime is reduced to the order of microseconds [158]. Triplets can be aﬀected
by the same loss mechanism as singlets and are additionally aﬀected by triplet-triplet annihi-
lation, which becomes important at high concentration. This process generates an additional
singlet or a new triplet for each annihilated pair of triplets [155, 158]. Exciton diﬀusion can
occur via two mechanisms, which are called Förster transfer and Dexter transfer. Förster
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transfer is a dipole-dipole interaction without any carrier transport and its probability decays
with distance R as R−6 [160]. Dexter transfer is the actual movement of the quasiparticle
and therefore depends on the product of electron and hole transition rate [158]. Hence, the
rate decays exponentially with distance and the transfer is limited mostly to nearest neigh-
bours, whereas Förster transfer can occur over a distance of 10 nm [150]. Förster transfer is
forbidden for ideal triplets, but perturbations of the triplet state make Förster transfer from
a triplet on a donor molecule to a singlet state on an acceptor molecule possible [158, 161].
This eﬀect can even be used to transfer the energy from triplets of a matrix material via a
triplet-perturbating molecule to the singlet state of a ﬂuorescent dye molecule [161].
If an electron and a hole occupy adjacent molecules of diﬀerent types, be it in a material
blend [162] or at a boundary between two layers [143, 163], they can also form an exciplex.
Apart from that, the abrupt change of energy levels at layer boundaries can also lead to
exciton dissociation [163]. Due to all those exciton quenching and diﬀusion processes, even a
correctly simulated recombination zone does not perfectly resemble the spatial distribution
of emission in an OLED, especially if phosphorescent emission is involved. The spectrum
of the emitted light is also strongly aﬀected by interference and outcoupling eﬀects, as well
as the orientation of the emitting excitons, which are radiating dipoles [28, 164]. But even
if the simulation of a recombination zone is not suﬃcient to predict the emitted spectrum
quantitatively, it is very useful to estimate trends and to ﬁnd device structures with the
favourable property of a broad recombination zone, which reduces quenching and probably
also aging eﬀects.
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3.1 Materials
To investigate the question whether the behaviour of organic materials in an OLED can be
described by universal principles, it is required to examine a series of diﬀerent materials with
diﬀerent parameters and their interaction with each other. Table 3.1 lists all materials which
were in some form used in the diodes modelled in this work. More precisely, the attempt
was made to model carrier transport through blends of varying composition and over energy
barriers between materials using one set of physically motivated parameters. The study
focused on hole transport for two reasons: First, it is necessary to produce unipolar devices
for these investigations. With the available setups and optimized processes, it was much easier
to produce hole-only devices, which will be explained in the section on device processing. The
second reason for the focus on hole-only devices is the fact that electron transport is often
dominated by traps, see e.g. [28,165–167]. Because concentration, energetic distribution and
depth of the traps are unknown parameters, which are additionally introduced into the model,
the evaluation becomes then more ambiguous.
Table 3.1 lists all organic materials which were used in this work. The molecule densities
were determined via X-ray reﬂectometry (XRR). The error margin is of the order of 5 %.
HOMO levels were determined via ultraviolet photoelectron spectroscopy (UPS) and via
cyclic voltammetry (CV). LUMO levels were estimated from the HOMO levels and the optical
gaps of the materials.
Diﬀerences between energy levels of the materials are not found the same from UPS and CV
measurements. This, together with the possibility of dipole formation between materials,
raises the question if an energetic diﬀerence determined from electrical characterization of
blends can be used for predictive modelling of boundaries between the same pair of materials,
which will also be addressed in this work.
The molecule structures of the materials, if available, are shown in ﬁgure 3.1.
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Figure 3.1: Molecule structures and systematic names of materials used in this work. For
HIM and TMM004, the structures are undisclosed.
Molecule Density
[168]
HOMO (UPS)
[169]
HOMO (CV)
[170]
LUMO (CV)
[170]
Alq3 1.64 · 1021 cm−3 −5.9 eV −5.4 eV −2.9 eV
CBP 1.53 · 1021 cm−3 −6.2 eV −5.7 eV −2.1 eV
HIM 6.15 · 1020 cm−3 −5.07 eV −4.9 eV −1.8 eV
Ir(ppy)3 1.52 · 1021 cm−3 −5.1 eV −5.1 eV −2.3 eV
m-MTDATA 9.32 · 1020 cm−3 −5.05 eV - -
NPB 1.19 · 1021 cm−3 −5.52 eV −5.2 eV −2.4 eV
TCTA 7.73 · 1020 cm−3 −5.67 eV −5.3 eV −2.0 eV
TMM004 - −6.2 eV −5.9 eV −2.6 eV
Table 3.1: Important parameters of the materials used in this work.
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3.2 Deposition Methods
Two deposition methods were used in this work, vacuum thermal evaporation (VTE) and
organic vapor phase deposition (OVPD). VTE is performed in high vacuum, at a pressure
of the order of 10−6 hPa. Crucibles, containing the organic material, are heated and the
evaporated molecules move ballistically towards the substrate. In the OVPD process, the
evaporated materials are transported by an inert carrier gas through runlines to the substrate,
which resides in a deposition chamber, separated from the material sources. The pressure
in the deposition chamber is much higher than in the VTE process, on the order of one
hPa. The deposition rate in the OVPD process can be adjusted via the carrier gas ﬂow for
a given temperature of the material sources. An AIXTRON OVPD tool using close-coupled
showerhead technology was used to manufacture the OVPD-processed devices in this work.
A showerhead is a perforated plate, which ensures homogeneous deposition of materials on
large-area substrates. The substrate heats up in the OVPD process and has to be actively
cooled. The substrate temperature, which is thus controllable in a wide range, can aﬀect the
properties of the produced device. For more details on OVPD technology and the OVPD
tool see [170–172].
3.3 Device Processing
For all devices, glass substrates were used, on which indium tin oxide (ITO) had been de-
posited by the manufacturer. ITO is a widely used anode material in OLEDs, because it is
transparent and suitable for hole injection. The substrates were mechanically and chemically
cleaned and then exposed to an ozone plasma, which enhances the hole injection in the ﬁnal
device. The active areas of the diodes had square shapes and a size of 20 mm2 for VTE-grown
devices and 20 or 25 mm2 for OPVD-grown devices, depending on the substrate type. In
each deposition run, several diodes were grown to check for reproducibility, with the number
per device type ranging from 4 to 48, depending on the substrate type and the number of
device variations on one substrate.
The thickness of the evaporated layers was monitored by an oscillating quartz during VTE
deposition. For OVPD-grown samples, the deposition rates were determined based on cali-
bration layers on silicon, the thicknesses of which were measured by ellipsometry. Sometimes,
there are three non-zero digits given for layer thicknesses and material concentrations in the
chapters on model veriﬁcation. These are values calculated from deposition times and de-
position rates based on the calibration measurements. Although the uncertainties in these
values are expected to be small, thicknesses and concentrations are not known as exactly as
the number of digits indicates.
Finally, the organic layers were covered with an aluminum cathode. If electron injection is
wanted, about 1 nm lithium ﬂuoride has to be deposited before the aluminum. Electron
injection is then very strongly increased [173], the reason for which is a matter of discussion
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[174]. Except for chapter 12, this work concentrates on unipolar devices. Therefore, only
aluminum was used as cathode material. Hence, it was easily possible to produce hole-only
devices. For electron-only devices, substrates with alternative anode materials would be
needed, which are non-trivial to produce in a reliable manner.
The substrates with the devices were ﬁnally encapsulated under nitrogen atmosphere with
a glass cover, to which a getter was attached on the inside, to protect the diodes from
moisture and oxygen. For VTE-grown samples, a short exposure to air between deposition
and encapsulation could not be avoided. The diodes could be contacted via metal pads on
the glass substrate, reaching out of the encapsulated region.
3.4 Temperature-Dependent Current-Voltage Measurements
Temperature-dependent current-voltage (IV) measurements were the main benchmark for
model veriﬁcation in this work. For parameter extraction, measurements in an ESPEC
SU-241 temperature chamber were performed with a Keithley 6487 SourceMeter. The tem-
perature could be adjusted from 233 K to 346 K. Because the latter is close to the glass
transition temperature of some organic materials, it was always checked whether the de-
vices had changed after these measurements, and no degradation due to exposition to this
temperature was ever found.
It has already been pointed out in section 2.2.8 and will be further explained in the next
chapter that measurements at temperatures much lower than 233 K are an important test
for the validity of mobility models. Therefore, the IV curves of many devices were also
measured at a temperature of 77 K. For that purpose, wires were attached to the contact
pads with a conducting glue suited for low temperatures. The wires were contacted with
crocodile clips and the encapsulated devices were directly submersed into liquid nitrogen,
with the crocodile clips remaining above the surface. Measurements were performed with a
Keithley 617 electrometer. Before the measurements in liquid nitrogen, it was always veriﬁed
at room temperature that results for this measurement setup were the same as for the one
used in the climate chamber. After repeated measurements in liquid nitrogen, another IV
curve at room temperature was recorded to check for possible degradation.
3.5 Dark-Current Injection Measurements
For dark-current injection (DI) measurements, steep voltage pulse were applied to the diodes
with a setup schematically presented in ﬁgure 3.2. The resulting transient currents, trans-
formed to voltage signals by an adjustable series resistance, were recorded with a Tektronix
TDS 754D oscilloscope, using a TEK P6139A probe. These measurements were performed
with the sample in the same temperature chamber as for the IV measurements. If one con-
tact is well-injecting, the transient current response shows a maximum like in ﬁgure 3.3 at a
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time τDI . This maximum originates from the propagation of injected carriers to the opposite
electrode.
Assuming a device thickness d, an inﬁnite carrier concentration at one electrode and a con-
stant mobility µ and neglecting diﬀusion current and any charge of opposite sign, τDI can be
analytically calculated [23] as
τDI = 0.787
d2
µ(V − Vbi) . (3.1)
For the same assumptions, the current density is described by the Mott-Gurney equation
J =
9
8
µε
(V − Vbi)2
d3
. (3.2)
These two equations provide a relationship between the time τDI and the current density J
according to
J =
0.787
τDI
9
8
ε
V − Vbi
d
. (3.3)
Although this relation is no longer exact under the conditions in an organic diode, equation
3.3 is used throughout this work to plot results from DI measurements in an IV plot. Since
transient currents are a byproduct of the simulation approach in this work, it could always be
checked, if diﬀerences between the IV curve and the currents calculated from DI measurements
according to this equation could be explained by the mobility model, or if other eﬀects played
a role. Also for bad contacts, a transit time can be determined from DI measurements if the
current is still high enough to be measured. In this case, the current rises to a constant value
if a voltage pulse is applied and the rise time is equal to the carrier transit time.
Pulse
Generator
OLED
OscilloscopeR
Figure 3.2: Schematic DI setup.
Whenever the relation between DI and IV signals deviated from predictions of the simulation,
the eﬀect became more pronounced with decreasing temperatures, therefore, only compar-
isons for the lowest temperature will in most cases be given in the experimental part. A
limitation of the DI setup is the high value of the required minimum signal level, which
makes it unsuitable for devices with very low mobility. It also requires relatively thick sam-
ples, because otherwise the RC time constant for charging the electrodes becomes to large
and determines the time-dependent current.
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Figure 3.3: DI signals and comparison of IV curve and current calculated from DI measure-
ments.
3.6 Admittance Spectroscopy
Admittance spectroscopy is a small-signal characterization in the frequency domain at diﬀer-
ent bias points. Measurements of this type were performed using a Novocontrol potentiostat
to set the bias point and a Novocontrol Alpha-A analyzer to measure the small-signal ad-
mittance. Figure 3.4 illustrates the small-signal equivalent circuit of an organic diode. The
series resistance depends on the contacts, the parallel elements describe the organic layer
itself and are frequency- and bias-dependent. The measurements were used to estimate the
dielectric constant, the mobility at room temperature, the contact quality and the built-in
voltage. The dielectric constant can be simply determined from the capacitance Cp at low
frequency and reverse bias. Under these conditions, Cp is identical with C0, the geometric
capacitance. For OVPD-grown samples, the dielectric constant could not be determined in
this way, because the geometric capacitance was the sum of the capacitance of the diode and
an adjacent area, in which the electrodes were separated by a photo resist. For VTE-grown
samples, however, for which the area of electrode overlap was identical with the active area,
εr = 3.0 was found within rounding errors for all materials used for VTE-grown samples,
assuming that the thicknesses had been monitored correctly.
Mobilities can be determined from the frequency-dependent capacitance and conductance,
which has been originally shown by Shao and Wright [175]. Under the assumptions of an
idealized space charge limited current, on which also equations 3.1 and 3.2 are based, a
frequency-dependent minimum of Gp at f = fMin and a frequency-dependent maximum of
ω(C0 −Cp) at f = fMax exist, which both correspond to carrier transit time and are related
to the current density from the Mott-Gurney equation according to
J =
3
2
ε
V − Vbi
1.15d
fMin (3.4)
and
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J =
3
2
ε
V − Vbi
0.725d
fMax, (3.5)
respectively. Examples of the measured signals are shown in ﬁgure 3.5, the comparison to
the corresponding IV measurement is presented in ﬁgure 3.6.
Cp
Rs
Gp
Figure 3.4: Equivalent circuit assumed for an organic diode in admittance spectroscopy.
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Figure 3.5: Characteristic signals for determination of carrier mobility from admittance spec-
troscopy.
Finally, the bias-dependent diﬀerential capacitance Cp of organic diodes possesses a maxi-
mum. It has been shown by van Mensfoort and Coehoorn that the height of this maximum
at low frequencies and the position with respect to the apllied bias voltage are related to
carrier injection and the built-in voltage, respectively [176]. Although a quantitative anal-
ysis is complicated under the conditions in an organic diode [177], this measurement gives
a lower boundary for the built-in voltage and a qualitative measure of the contact quality,
with well-injecting contacts leading to pronounced maxima. These measurements are useful
for additional validation of assumptions made in IV simulations. Exemplaric measurements
performed in this work are shown in ﬁgure 3.7.
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and high (right) injection barrier.
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4 Evaluation, Choice and Modification of
Models for Simulation of OLEDs
4.1 Mobility Based on Miller-Abrahams Rates at Low Fields
in Host-Guest Systems
The choice of the Movaghar-Schirmacher (MS) model (cf. subsection 2.2.5) for mobility
analysis in this work was motivated by a publication of Coehoorn [83]. Therein, it was
pointed out that among the diﬀerent semi-analytical models, the MS model is the most exact
one because it considers contributions from all hopping distances and energy levels to the
carrier transport. Apart from that, Coehoorn provided a simple method to include diﬀerent
decay constants αh and αg for host and guest molecules by calculating an energy-dependent
averaged decay constant depending on the ratio of host DoS gh(E) and guest DoS gg(E) at
start energy Ei and target energy Ej of a hop according to
α (Ei, Ej) = αh
gh (Ei) gh (Ej)
g (Ei) g (Ej)
+
αh + αg
2
(
gh (Ei) gg (Ej)
g (Ei) g (Ej)
+
gg (Ei) gh (Ej)
g (Ei) g (Ej)
)
+ αg
gg (Ei) gg (Ej)
g (Ei) g (Ej)
,
(4.1)
with g(E) = gh(E) + gg(E). This decay constant was then used in the distance-dependent
factor exp(−2αRij) of the hopping rate ν(Ei, Ej , Rij) in equation 2.42. Here, a modiﬁed
approach is used according to
ν (Ei, Ej) = νh
gh (Ei) gh (Ej)
g (Ei) g (Ej)
+
√
νhνg
(
gh (Ei) gg (Ej)
g (Ei) g (Ej)
+
gg (Ei) gh (Ej)
g (Ei) g (Ej)
)
+ νg
gg (Ei) gg (Ej)
g (Ei) g (Ej)
,
(4.2)
with νh = ν0,h exp(−2αhRij) and νg = ν0,g exp(−2αgRij). This modiﬁcation does not only
allow for diﬀerent attempt frequencies ν0,h and ν0,g of host and guest molecules, it also
avoids a probably unphysical result from equation 4.1, which is illustrated in ﬁgure 4.1: If
the decay constants are averaged and the diﬀerence ∆ between the maxima of host and guest
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DoS is low (left subﬁgure), a very small fraction of guest molecules with a decay constant
much higher than the one of the host molecule leads already to a signiﬁcant reduction of
the resulting mobility. A large decay constant value implies that the guest molecules have
nearly no interaction with the host molecules, so it is very unlikely that they inﬂuence the
mobility. Averaging of the rates, however, show the expected behaviour that the mobility only
starts to decrease when the guest concentration becomes so large that the separation of host
molecules increases signiﬁcantly. Moreover, the right subﬁgure shows that the overestimation
of guest inﬂuence from decay constant averaging disappears when the energetic diﬀerence ∆
increases. In this case, the mobility decreases linearly with increasing, but still low, guest
concentration for both averaging types because the guest molecules act as traps and the
mobility is inversely proportional to the concentration of trapped carriers, which itself is
proportional to the concentration of guest molecules. In contrast to ﬁgure 2.6, no transition of
guest-to-guest transport occurs in ﬁgure 4.1 because the decay constant of the guest molecules
is so much larger than the one of the host molecules that trap-controlled host transport is
always dominant.
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Figure 4.1: Averaging of decay constants vs. averaging of rates for vanishing (left) and large
(right) values of ∆.
For continuum simulation of OLEDs with doped layers, an analytic expression for the mobil-
ity is needed, which is applicable to pure materials and host-guest systems of two constituents
with Gaussian densities of states and molecule concentrations Nh,0 and Ng,0, disorder param-
eter σh and σg, decay constants αh and αg and attempt frequencies ν0,h and ν0,g and with
energetic diﬀerence ∆ between the DoS maxima. In this notation, the material with the
energetically favorable maximum of the DoS for the considered carrier type is always called
the guest material, even if its fraction of the mixture is higher than that of the host mate-
rial. Allowing for diﬀerent molecule concentrations Nh,0 and Ng,0 is a more general approach
than the assumption made in works on host-guest systems that these concentrations are the
same [59,83,84,178]. In the latter case, the total concentration of molecules or hopping sites
is constant for all mixing ratios and only their energetic distribution is diﬀerent. For an exact
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description of real materials, it has to be considered, however, that materials with diﬀerent
densities are mixed and that the fractions from controlled coevaporation are volume frac-
tions. With a volume fraction x of the guest material, also the total molecule concentration
Nh +Ng = (1− x)Nh,0 + xNg,0 depends on the mixing ratio.
The general MS model (equations 2.41, 2.40 and 2.42) was used as starting point and MA
rates (equation 2.17) were assumed with the prefactors ν0 exp(−2αRij) averaged according
to equation 4.2.
The structure of parameterization is already available from the literature: It has been shown
that for equal attempt frequencies and similar decay constants of host and guest material,
there is a guest-to-guest and a trap-controlled regime [83, 178] and that the mobility in the
trap-controlled regime also depends on carrier concentration on the host [83]. To account for
both regimes, the following equation
µ (T, p) = µ0,g (T )hg (pg, T ) +
ph
p
µ0,h (T )hh (ph, T ) (4.3)
is self-evident, with p = ph + pg. The structure of µ0,g (T )hg (pg, T ) and µ0,h (T )hh (ph, T )
are identical, so only the former is presented here.
The temperature-dependent prefactor can be described as
µ0,g (T ) = A (αgag) exp(−1.73αgag)
ν0,ga
2
ge
kBT
exp
(−Cgσˆ2g) , (4.4)
with ag = N
−1/3
g . This form of the mobility, except for the prefactor A (αgag), is well-known,
only the factor 1.73 in the exponent is sometimes replaced by 2, see e.g. [99, 178]. The
factor 2 appears more intuitive considering the factor exp(−2αa) in the transition rates, but
percolation theory predicts [30] that for large values of αa, the average jump distance Rc has
to fulﬁll the condition
4pi
3
R3cN =
4pi
3
(
Rc
a
)3
≈ 2.7. (4.5)
Using this distance Rc in the transition rates leads to a dependence on site concentrations
according to exp(−2αRc) ≈ exp(−1.73αa). The exact (equations 2.41, 2.40 and 2.42) and the
approximate MS model (equations 2.43, 2.44 and 2.42) lead to the factor 1.73 for large values
of αa and the agreement of the approximate model with 3DME simulations has been shown
for αa ≥ 10 [59]. Here, it was found, however, that for smaller values of αa, the mobility
increase with decreasing localization starts to become stronger than predicted by the simple
exponential expression. This is observed for the approximate and the exact MS model, but
for the exact one, the eﬀect is stronger and occurs already at larger values of αa than for
the approximate one. This is because at decreasing localization the assumption from the
approximate MS model that carriers move only to nearest neighbours becomes increasingly
inaccurate. The prefactor A (αgag) describes the additional mobility increase with decreasing
localization and could be parameterized as
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A (αgag) =
4∑
k=0
[ckmin(−11.7,−3 ln(αgag))]k , (4.6)
with the coeﬃcients c0 = 1.56266, c1 = 1.05009, c2 = 0.05774, c3 = −0.00248 and c4 =
−1.91773 · 10−4 for αgag > 1.
It has already been shown that the coeﬃcient C describing the temperature dependence of
the mobility at vanishing ﬁeld and carrier concentration increases with rising αa [65, 160].
Here, the parameterization
Cg = 0.33 + 0.06 ln (αgag) (4.7)
was found, which is valid at least in the range 1 ≤ αgag ≤ 40. Localization values found
in literature and in this work are clearly within these bounds. The increase of temperature
dependence with αa is weaker than linear. This can be explained in the following way: If the
localization is weak, a relevant amount of carriers can move to sites in a larger distance. This
increases the probability of ﬁnding a site to which a jump with only little thermal activation is
possible. Stronger localization therefore leads to an increase of the temperature dependence.
If carriers are already strongly localized, a further increase of αa leads to a smaller relative
change of available target sites and, hence, to a smaller relative change of the temperature
dependence. It should be mentioned that the EGDM and the ECDM were derived for αa = 10
and led to C = 0.42 [58] and C = 0.28 [80], respectively, whereas the GDM and CDM were
derived for αa = 5 and led to C = 0.44 [36] and C = 0.36 [79], respectively. This seems
to contradict the increase of temperature dependence with localization. In the EGDM and
ECDM, however, it was taken into account that the mobility becomes ﬁeld-independent at
low electric ﬁelds. In the GDM and CDM, the expressions for the ﬁeld-dependent range are
extrapolated to F = 0 and, thus, artiﬁcially increase the temperature dependence of the
zero-ﬁeld mobility. It is noteworthy that the result of equation 4.7 only diﬀers by 3% from
the simulation result of the EGDM when the fact is taken into account that no prefactor
1/kBT was used in the EGDM.
The dependence on carrier concentration can be described as
hg (pg, T ) =


(
1− pga3g
)
exp
[
1
2
(
σˆ2g − σˆg
) (
2pga
3
g
(
1− pga3g
))δ1] , σˆg ≥ 2.3(
1− pga3g
)
exp
[(
1
2 σˆ
2
g + ln 2
) (
2pga
3
g
(
1− pga3g
))δ2], σˆg < 2.3 , (4.8)
with
δ1 = 2
ln
(
σˆ2g − σˆg
)− ln (ln 4)
σˆ2g
(4.9)
and
δ2 = 2
ln
(
σˆ2g + ln 4
)− ln (ln 4)
σˆ2g
. (4.10)
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This is a slightly modiﬁed version of the parameterization given by Coehoorn et al. [65]. It
turned out to be valid for σˆg ≥ 10.
Finally, an analytic expression for the ratio ph/p = ph/(pg+ph) is needed. In the Boltzmann
limit, i.e. at carrier concentrations low enough that the Fermi distribution in equation 2.26
can be approximated by the Boltzmann distribution, the relationship between carrier concen-
tration p and Fermi energy EF in an undoped material with Gaussian DoS, site concentration
N and disorder parameter σ reads [65]
p = N exp
((
σ
kBT
)2
+
EF
kBT
)
. (4.11)
For a Gaussian host-guest system, this leads to the ratio [83]
ph
p
=
1
1 +X
, (4.12)
with
X =
Ng
Nh
exp
(
∆
kBT
+ 0.5
(
σg
kBT
)2
− 0.5
(
σh
kBT
)2)
. (4.13)
Here, an approximate description for higher carrier concentrations was found:
ph
p
=
1
1 +X
· exp
(
v
(
p
100Ng
)w)
, (4.14)
with
v = cv · 73300 · σg
T
1 eV
1 K
(4.15)
and
w = cw · 8.1 · 10−5 · T
σg
1 eV
1 K
. (4.16)
If
∆′ = ∆+
σ2g
kBT
− σ
2
h
kBT
< 0.7 eV, (4.17)
cv = 1− 1.50.7 eV−∆
′
1 eV
(4.18)
and
cw = 1− 0.50.7 eV−∆
′
1 eV
, (4.19)
with the lower limits cv ≥ 0.35 and cw ≥ 0.85 and with cv = 1 and cw = 1 for ∆′ ≥ 0.7 eV.
Additionally, the obvious condition pg ≤ Ng has to be fulﬁlled.
Figure 4.2 illustrates examples of this parameterization. There is often a signiﬁcant deviation
between ﬁt and exact result, when the total carrier concentration is within one order of
magnitude below the concentration of guest molecules. This is acceptable to model doped
OLED layers, in which carrier concentrations should stay below the critical range. The
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parameterization is, however, less suited to model lowly concentrated deep Gaussian traps,
which is not the purpose of this work. A further limitation, which is illustrated in ﬁgure
4.3, but did not become relevant in the experimental part of this work, are deviations in
the case that the disorder parameter of the host is signiﬁcantly larger than that of the guest
and the energetic diﬀerence between the DoS maxima is small. It should be mentioned that
an analytic ﬁt of the Gauss-Fermi integral 2.26 has meanwhile been found by Paasch and
Scheinert [179]. This reduces the numerical cost of an exact solution signiﬁcantly, but still
requires an iterative determination of the ratio pg/p. Apart from that, the parameterization
given here is also the starting point for a suggested model of ﬁeld-induced carrier-detrapping
which will be presented in section 4.4.
The existing work on host-guest systems pays practically no attention to the possibility of
diﬀerent decay constants and attempt frequencies of host and guest material. Hence, an
important eﬀect has been overlooked so far, which is shown in ﬁgure 4.4. If the factor
ν0,h exp(−2αhRij) is much lower than ν0,g exp(−2αgRij) and a considerable overlap between
host and guest DoS exists, there is a large region of intermediate guest concentration, in
which the mobility can diﬀer by orders of magnitude from the superposition of guest-to-
guest and trap-controlled transport. This can be interpreted as a regime of host-guest-host
transport. The concentration of guest molecules in this region is already too low for guest-
to-guest transport, but due to the energetic overlap of host and guest DoS, there are paths
including both molecule types, for which little thermal activation is needed and for which
the averaged transition rates
√
νhνg make these paths more favorable than those including
only host molecules. It is, however, an important and well-known fact [59] that such an
intermediate region, yet much narrower and with smaller deviation from equation 4.3, exists
in all host-guest systems, as it is shown in the left subﬁgure of 4.4.
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Figure 4.2: Exact (full symbols) and approximated calculation (open symbols) of the relation
between carriers occupying host states and the total amount of carriers.
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Figure 4.3: Limitation of approximated expression (open symbols) for the ratio ph/p in case
of small energy diﬀerence ∆ and σh > σg.
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Figure 4.4: Deviations from guest-to-guest and trap-controlled transport at intermediate
guest concentration. Parameters for all three comparisons were the same, except for the
energy diﬀerence ∆ and the host attempt frequency ν0,h.
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4.2 Influence of Transition Rates at Low Fields
The MS model has so far not been applied to Marcus rates or the more exact MA rates
according to equation 2.16. It turned out in this work that using the Marcus rate or its
approximation 2.19 in the MS model leads to the same carrier concentration dependence of
mobility as MA rates for arbitrary values of σˆ. This contradicts ﬁndings from Fishchuk et
al. [55] based on the EMA model deﬁned by equation 2.45. These calculations found no carrier
concentration dependence in the case of polaron rates (exact or approximated Marcus rates).
In the framework of this model, the assumption is made that all carriers jump to target sites
of a speciﬁc transport energy Et, which is calculated by the condition that transition rates
to this energy are the highest. This leads to the equations
σ
a
g (Et) f (Et, EF )

 Et∫
−∞
g (E) f (E,EF ) dE


−4/3
=
3
2
(
4pi
3B
)1/3 σˆ
αa
(4.20)
and
σ
a
g (Et) f (Et, EF )

 Et∫
−∞
g (E) f (E,EF ) dE


−4/3
=
3
4
(
4pi
3B
)1/3 σˆ
αa
(4.21)
for MA rates and approximated marcus rates, respectively. Then a hopping distance is
calculated according to
rt =

 4pi
3B
Et∫
−∞
g (E) f (E,EF ) dE


−1/3
. (4.22)
In disagreement with percolation theory, B is chosen as 1 instead of 2.7. Mobilities are then
calculated by the equations
µ = µ0k0σˆ
(rt
a
)2
exp
(
−2αrt − Et
kT
) Et∫
−∞
g (E) f (E,EF ) exp
(
E
kT
)
dE
Et∫
−∞
g (E) f (E,EF ) dE
(4.23)
and
µ = µ0k0σˆ
(rt
a
)2
exp
(
−2αrt − Et
kT
) Et∫
−∞
g (E) f (E,EF ) exp
(
E
kT
)
dE
Et∫
−∞
g (E) f (E,EF ) exp
(
E
2kT
)
dE
(4.24)
for MA rates and Polaron transport, respectively. The last two equations are approximate
solutions to equation 2.45 for the diﬀerent transition rates under neglect of positional disorder.
It was claimed by the authors that the diﬀerent transport levels Et for MA rates were the
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reason for the fundamentally diﬀerent behaviour of the two types of transition rates. Indeed
they calculated a transport level above the center of the DoS from equation 4.21 for all
conditions and below the center of the DoS for MA rates at large values of σˆ, for which
carrier concentration dependence becomes pronounced. However, they kept the product
αa = 5 constant. It is obvious that changing this product to 10, the value used for deriving
the EGDM, will lead to the same transport levels for MA rates calculated by equation 4.20 as
for polaron rates calculated by equation 4.21 with αa = 5. The real reason for the diﬀerent
behaviour are equations 4.23 and 4.24, which is demonstrated in ﬁgure 4.5, in which the
evaluation of these equations is shown for diﬀerent transport levels.
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Figure 4.5: Mobility as a function of carrier concentration (represented by normalized Fermi
level) for diﬀerent transport levels Et in the framework of the EMA by Fishchuk et al. [55].
It is clear from the structure of the MS model (equations 2.41, 2.40 and 2.42) that the
mobility is proportional to any temperature-dependent prefactor which does not depend on
the energies of start and target site of a carrier jump, e.g. 1/
√
T and exp(−Ep/2kBT ) from
the Marcus rates, and that such prefactors do not inﬂuence the energetic distribution of the
function s1(E), which is determined iteratively in equation 2.40. This equation is, however,
aﬀected by using approximated Marcus rates in the way that
τ(Ei, Ej , Rij) ∝ f(Ei, EF )exp
(
−Ej − Ei
2kBT
)
(1− f(Ej , EF )), (4.25)
whereas for MA rates
τ(Ei, Ej , Rij) ∝ f(Ei, EF )exp
(
−Ej − Ei + |Ej − Ei|
2kBT
)
(1− f(Ej , EF )). (4.26)
It turned out that the diﬀerent rate-determining factors have a minor inﬂuence on the ab-
solute value of the mobility but that temperature and carrier concentration dependence are
determined only by the Fermi distributions, except for the case of extremely high tempera-
tures, at which also the transition type has a slight inﬂuence on the temperature dependence.
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This ﬁnding will also become important in the next section, when determining the ﬁeld de-
pendence of the mobility. This also leads to the fact that the temperature dependence of
polaron transport in disordered materials at low carrier concentrations and ﬁelds is predicted
by the MS model to follow the relation µ ∝ √T−1 exp(−Ep/(2kBT ) − Cσˆ2), with C the
same constant as for MA rates, whereas Fishchuk et al., neglecting the algebraic prefactor,
predicted the relation µ ∝ exp(−Ep/(2kBT ) − 0.25Cσˆ2). MC simulations by Gartstein and
Conwell [180] already indicate that the temperature dependence predicted by the MS model is
the correct one, although the temperature range in these simulations is very limited. Recent
3DME simulations by Cottaar et al. [181] found the same results concerning temperature and
carrier concentration dependence as presented here in the framework of the MS model.
The ﬁnding that the MS is less sensitive to the form of the transition rate and apparently more
appropriate to resemble the results of MC and 3DME simulations than the EMA by Fishchuk
et al. has one additional important implication: The use of generalized MA rates (equation
2.16) has so far only been considered in the latter model [47]. There, diﬀerent parameters
C determining the temperature dependence were found for the generalized and the normally
used approximate MA rates. Apart from that, C was also found to depend on the degree of
the relative disorder parameter σˆ. Here, it was found that in the framework of the MS model,
temperature dependence is the same for generalized and approximate MA rates. Hence, an
important source of uncertainty can be ruled out in the intention to describe mobilities in
organic materials with quantitative consideration of the temperature dependence. The results
of the MS model also allow for a constant value of C independent of the degree of relative
disorder, which has already been shown by Coehoorn et al. for the case of approximate MA
rates [65].
4.3 Field-Dependence of Mobility in Pristine Materials
The last sections have only dealt with carrier mobility in the zero-ﬁeld limit. It has already
been mentioned that percolation models are only deﬁned under this condition. But the
ﬁnding of carrier heating [87] naturally raises the question whether an eﬀective temperature
allows to model the ﬁeld dependence of mobility within a percolation model. This idea is
not new: Limketkai et al. modelled the electron current in Alq3 [182] using the Vissenberg-
Matters model for an exponential density of states and an eﬀective temperature of the form
Teff = T + eF/(2kBα). An exponetial DoS is, however, considered unsuitable to describe
the mobility in OLEDs, as it leads to a relation µ ∝ nx for all carrier concentrations n, which
overestimates the carrier concentration dependence in OLEDs at low voltages and moderate
temperatures [183]. Apart from that, a linear ﬁeld-dependent increase of the eﬀective tem-
perature is considered unphysical, because it does not fulﬁll the condition that the derivative
with respect to F approches zero for low ﬁelds [86]. Torricelli and Colalongo reproduced the
ﬁeld dependence from the EGDM by using the eﬀective temperature found for a Gaussian
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DoS, but they also used this temperature within the Vissenberg-Matters model for an ex-
ponential DoS with suitably chosen parameters [184]. Here, it is checked for the ﬁrst time
whether the ﬁeld-dependent mobility from the EGDM can be reproduced using the eﬀective
temperature of carriers moving via MA rates in a Gaussian DoS [87] (see equation 2.46)
within the framework of a percolation model.
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Figure 4.6: Field-dependent mobility from the MS model with an eﬀective temperature (open
symbols) compared to simulation results from Pasveer et al. [58] (full symbols, left) and
Novikov et al. [79] (full symbols, right). All calculations in the right subﬁgure were performed
for the Boltzmann limit (low carrier concentration).
Figure 4.6 compares the results from using the eﬀective temperature within the MS model
to existing MC and 3DME simulations with the same respective parameters. Compared to
the EGDM, for all temperatures and carrier concentrations (not only the examples shown in
ﬁgure 4.6), a saturation at mobilities about a factor of 4 below the values from the 3DME
simulations was found. Apart from that discrepancy, which becomes important only at very
high ﬁelds, this approach describes the ﬁeld dependence at diﬀerent temperatures very well
and, in contrast to the factorized mobility parameterization from the EGDM (equations 2.34
to 2.38), even reproduces the reduced ﬁeld dependence with saturation at lower ﬁeld strengths
for high carrier concentrations. A comparison with MC results from Novikov et al. for αa = 5
shows that the mobility indeed scales with F/(ασ) as expected from the expression for Teff
and not with Fa/σ. It should be stressed that this is the ﬁeld dependence for uncorrelated
disorder. Existing simulation results for correlated disorder show a ﬁeld dependence scaling
equally with Fa/σ, whether αa = 5 [79] or αa = 10 [80] is assumed. This can probably be
explained by the fact that according to Jansson et al. [87], the eﬀective temperature becomes
much higher in case of correlation, thus explaining the stronger ﬁeld dependence compared
to uncorrelated disorder, and increases with correlation length. Correlation is introduced in
the cited works in such a way that the correlation length is indeed proportional to the lattice
spacing a.
Figure 4.7 shows another important result. As it was already explained in the last section, the
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Figure 4.7: Comparison of mobility calculations for MA rates with eﬀective temperature and
material temperature.
temperature dependence of the mobility calculated with the MS model is nearly unaﬀected
by the transition rate. Consequentially, the calculated ﬁeld dependence of the mobility is
nearly the same, when the eﬀective temperature is only used in the Fermi distribution, from
which it is originally deﬁned. Assuming the eﬀective temperature also in the transition rates
would be unphysical since they depend on the energetic distribution of phonons, which is
related to the actual material temperature.
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Figure 4.8: Diﬀerences between EGDM parameterization for ﬁeld dependence of mobility
and predictions from MS model with Teff for low material temperatures.
Figure 4.8 demonstrates that the parameterization of ﬁeld dependence from the EGDM,
which was derived for relative disorder parameters σˆ ≤ 6, diﬀers strongly from the results of
the approach presented here. Measurements at 77 K in the experimental part of this work
will show that the shape of IV curves at such low temperatures can only be simulated with
the eﬀective temperature.
Figure 4.9, ﬁnally, addresses the question what the ﬁeld dependence looks like for other
49
4.3. Field-Dependence of Mobility in Pristine Materials
0 1 2 3
10-3
10-2
10-1
100
101  MA rates, Novikov
 MA rates with T
eff
 
 MA rates with T
 symmetric rates, Novikov
 symmetric rates with T
eff
 symmetric rates with T
 
 
µ
 /
 a
.u
.
eFa/
/kBT = 4.17
0 1x106 2x106 3x106
10-1
102
105
108
1011
1014
1017
1020
1023
1026
 MA rates
 Symmetric rates
 Marcus rates, Ep = 0.05 eV
 Marcus rates, Ep = 0.30 eV
 
 
E
n
h
a
n
c
e
m
e
n
t 
o
f 
M
o
b
ili
ty
Field / (V/cm)
N = 1021 cm-3
p = 1010 cm-3
 = 5*107 cm-1
 = 0.1 eV
Figure 4.9: Left: Results from the MS model with Teff (open symbols) for symmetric tran-
sition rates and MA rates compared to simulation results (full symbols) from Novikov et
al. [79]. Right: Field dependence for diﬀerent transition rates at low temperatures assuming
Teff for the energetic carrier distribution.
transition rates than MA rates. In the left part, results from the MS model with Teff for
MA rates and symmetric rates of the form νij = ν0 exp(−(Ej − Ei)/(2kBT )) are compared
to corresponding MC simulations. For very high ﬁelds, the results start to diﬀer, but over
the ﬁeld range relevant for most experimental conditions, a satisfying agreement is found.
As symmetric rates are an approximate description of Marcus rates for high polaron binding
energies, this result indicates that carrier heating under these conditions is similar to the
case of MA rates, in contrast to results by Preezant and Tessler [88], who used a diﬀerent
simulation approach and found a decreasing eﬀective temperature with increasing polaron
binding energy. Since MC and 3DME simulations are generally considered the most reliable
simulation methods, it seems valid based on the results by Novikov et al. to assume the
same carrier heating for MA and Marcus rates. The right part of ﬁgure 4.9 demonstrates
that assuming the same eﬀective temperature for the carrier distribution leads to the same
ﬁeld dependence for the diﬀerent hopping rates, even at low temperatures, at which the
ﬁeld dependence becomes very strong. This is another diﬀerence from the EMA model
by Fishchuk et al., which predicts nearly no ﬁeld dependence of the mobility for polaron
transport [185]. For correlated disorder, a nearly identical ﬁeld dependence for the diﬀerent
transition rates has already been shown by Yu et al. via MC and 3DME simulations [57]. With
the same equivalency now justiﬁed for uncorrelated disorder, a general expression of transport
through host and guest material with uncorrelated disorder is given if all temperatures in the
corresponding equations (see section 1) are replaced with Teff,h and Teff,g, calculated with
αh and αg, respectively. Only the ratio of carriers located on host and guest molecules in the
presence of an electric ﬁeld remains a matter of discussion, which will be addressed in the next
section. If polaron transport with binding energy Ep according to Marcus rates is considered,
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the temperature dependence of the mobility is increased by the factor exp(−Ep/(2kBT ))/
√
T .
It should be mentioned that ﬁndings from simulations of a certain polymer based on explicit
consideration of the molecule structure instead of assuming idealized expressions like MA or
Marcus rates found that it is not entirely correct to attribute the ﬁeld dependence of the
mobility only to carrier heating [186]. It is, however, not clear whether these ﬁndings also
apply to other organic materials, especially small molecules. Besides, the simulation results
in [186] did not match the measurements for the examined polymer particularly well. In the
following chapters, it will be shown that the model presented here allows a very consistent
simulation of IV curves. This indicates that the approximations in the transition rates,
which aﬀect nearly all theoretical works on carrier transport in organic materials, are of
minor importance, at least for the model systems investigated here.
4.4 Field Dependence of Mobility in Host-Guest Systems
This section discusses the possible explanation of detrapping under an electric ﬁeld assuming
an eﬀective temperature. The ﬁrst subsection assumes equal decay constants for host and
guest material, in the second one, possible models for the case of diﬀerent decay constants
are presented.
4.4.1 Comparison with Simulations from Literature
As the concept of eﬀective temperature is valid for very diﬀerent DoS shapes (exponential
and Gaussian), it suggests itself to use this concept also for a bimodal Gaussian DoS of a
host-guest system.
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Figure 4.10: Comparison of ﬁeld-induced detrapping from carrier heating (open symbols)
with 3DME calculations by Yimer et al. [59] (full symbols) for diﬀerent fractions x of guest
molecules (Ng = xN , Nh = (1 − x)N) and relative carrier concentrations p/N . Arrows
indicate the corresponding axes for each parameter set.
Figure 4.10 compares the relative increase of mobility due to carrier detrapping found by
Yimer et al. [59] with the increased ratio ph/p from the eﬀective temperature used for mobility
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modelling. The agreement is very good. Cottar et al. claimed that the eﬀective temperature
strongly overestimates the ﬁeld-dependent change of the distribution function and suggested
a ﬁeld-dependent spreading of local quasi-Fermi levels, instead [84]. However, they compared
the simulated carrier detrapping to predictions from the eﬀective temperature by Preezant
and Tessler [88], which diﬀers strongly from the eﬀective temperature determined by Jansson
et al. [87]. For the parameter set used in [84], the former type of eﬀective temperature leads
to the ratio Teff/T = 2.43, the latter only to Teff/T = 1.14. Since the eﬀective temperature
of Jansson et al. is consistent with the ﬁeld-dependent carrier mobility according to the
EGDM, this eﬀective temperature should also be used to model ﬁeld-induced detrapping.
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Figure 4.11: Field-dependent ratio ph/p according to Teff (solid lines) and according to
parameterization from [84] (broken lines) for σˆ = 4, Nh = 9.9 · 1020 cm−3, Ng = 1 · 1019 cm−3,
∆ = 3σ (upper lines) and ∆ = 5σ (lower lines).
Consequently, for many typical parameter sets, this eﬀective temperature leads to similar
results as the parameterization from [84], which is illustrated in ﬁgure 4.11. It should be
stressed that the results presented in [84] were limited to very high relative carrier concen-
trations, at which deviations in ﬁgure 4.11 remain lowest.
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4.4.2 Consideration of Different Decay Constants of Host and Guest
In case of diﬀerent decay constants for host and guest material, the most obvious approach
is to assume Fermi distributions with diﬀerent eﬀective temperatures for host and guest and
equality of the Fermi level. The results are shown in ﬁgure 4.12.
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Figure 4.12: Fraction of free carriers as a function of total carrier concentration p according
to detrapping model 1. Results for three combinations of αh and αg at two diﬀerent electric
ﬁelds are shown.
At low carrier concentrations, a power law dependence is found, which can be easily explained:
The equations
ph = Nh exp
(
σˆ2eff,h
2
+
EF
kTeff,h
)
, (4.27)
pg = Ng exp
(
σˆ2eff,g
2
+
EF +∆
kTeff,g
)
(4.28)
and
EF = kTeff,g
[
ln
(
pg
Ng
)
− σˆ
2
eff,g
2
]
−∆ (4.29)
lead to
ph = Nh exp
(
σˆ2eff,h
2
+
Teff,g
Teff,h
ln
(
pg
Ng
)
− Teff,g
Teff,h
σˆ2eff,g
2
− ∆
kTeff,h
)
=
(
pg
Ng
) Teff,g
Teff,h
Nh exp
(
σˆ2eff,h
2
− Teff,g
Teff,h
σˆ2eff,g
2
− ∆
kTeff,h
)
.
(4.30)
With p ≈ pg for low hole concentrations, equation 4.30 can be approximated as
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ph
p
=
1
p
(
pg
Ng
) Teff,g
Teff,h
Nh exp
(
σˆ2eff,h
2
− Teff,g
Teff,h
σˆ2eff,g
2
− ∆
kTeff,h
)
≈ 1
p
(
p
Ng
) Teff,g
Teff,h
Nh exp
(
σˆ2eff,h
2
− Teff,g
Teff,h
σˆ2eff,g
2
− ∆
kTeff,h
)
∝ p
Teff,g
Teff,h
−1
.
(4.31)
At carrier concentrations typical for organic single-layer diodes with well-injecting contacts,
namely p ≥ 1015 cm−3, the ﬁeld-induced detrapping for low guest molecule concentrations
only depends on the decay constant of the host material.
An alternative model, called detrapping model 2, is also suggested here. It describes the
inﬂuence of the ﬁeld on ph/p by replacing equations 4.13, 4.15, 4.16 and 4.17 with
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Figure 4.13: Fraction of free carriers as a function of total carrier concentration p according
to detrapping model 2. Results for three combinations of αh and αg at two diﬀerent electric
ﬁelds are shown.
X =
Ng
Nh
exp
(
∆
kBTeff,∆
+ 0.5
(
σg
kBTeff,g
)2
− 0.5
(
σh
kBTeff,h
)2)
, (4.32)
v = cv73300
σg
Teff,∆
1 eV
1 K
, (4.33)
w = cw8.1 · 10−5Teff,∆
σg
1 eV
1 K
(4.34)
and
∆′ = ∆+
σ2g
kBTeff,g
− σ
2
h
kBTeff,h
< 0.7 eV. (4.35)
The parameter Teff,∆ is calculated from the averaged decay constant α∆ = 0.5 · (αh + αg).
This parameterization is, of course, an arbitrary choice. It is based on the idea that detrapping
depends on the interaction between molecules, represented by the averaged decay constant.
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In contrast to detrapping model 1, for which a lower value of αg leads to a lower ratio
ph/p, detrapping model 2 predicts the intuitively expected behaviour that, for a given αh, a
decreasing αg leads to more ﬁeld-induced detrapping. In contrast to model 1, the ratio ph/p
is aﬀected by αg also for high carrier concentrations. A severe drawback of model 2 is the
assumption of increasing non-equilibrium between carriers on host and guest molecules with
increasing ﬁeld. A very successful description of the host-guest system NPB/m-MTDATA
based on model 2 will be presented in the experimental part, nevertheless, it has to be
emphasized, that this model is very speculative.
For αh = αg, as well as for vanishing energy diﬀerence ∆, detrapping model 2 becomes
identical to model 1 and equilibrium is reestablished.
4.5 Diffusion
For the diﬀusion enhancement βD in a host-guest system, the following compact expression
was found in this work:
βD =

 3∣∣∣ln pNh
∣∣∣ + 1

 σh
T
250 K
0.1 eV

 1∣∣∣ln 1.36 pNg
∣∣∣2.7 + 1

 for p
Ng
> 1 (4.36)
and
βD =

 3∣∣∣ln pNg
∣∣∣ + 1

 σg
T
250 K
0.1 eV
for
p
Ng
<= 1, (4.37)
with the additional conditions
βD ≤

 3∣∣∣ln NgNh
∣∣∣ + 1

 σh
T
250 K
0.1 eV
(
1 +
200
(1 eV)4
(
max
(
0,∆− 1
8
σ2h
kT
))4)
(4.38)
and
βD ≥ 1. (4.39)
An example is presented in ﬁgure 4.14. For most relevant parameter combinations, the quality
of the ﬁt was found similarly satisfying.
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Figure 4.14: Example of parameterized and exact diﬀusion in Gaussian host-guest system.
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5 Development of a Simulation Program and
General Simulation Results
The purpose of the simulation program which was developed throughout this work is twofold.
First, it is needed to evaluate the physical models presented in the last chapters by simulating
the measured test devices. Secondly, it is designed to simulate realistic layer sequences of
a state-of-the-art OLED based on these models. The principle and the capabilities of the
program and some general ﬁndings from the simulations are the topic of this chapter.
5.1 The Simulation Procedure
At ﬁrst, the device structure, the mobility models, the material parameters and the simulation
parameters have to be deﬁned. The program allows for the deﬁnition of an arbitrary sequence
of layers, each of which can consist of two host-guest systems, one for electrons and one
for holes. The volume fraction of host and guest material can be deﬁned to vary linearly
throughout a layer, in order to simulate cross-faded layers [187,188]. The sum of the volume
fractions of host and guest can be smaller than one to account for the possibility of a three-
component layer with an ETM, a HTM and an emissive dopant. In such a system, in which
the HOMO level of the HTM is higher than that of the ETM and the LUMO level of the
ETM is lower than that of the HTM, the transport of each carrier type is only aﬀected by the
presence of the transport material for the opposite carrier type through a lower concentration
of its own transport sites. For each host and each guest material of the respective carrier
types, a molecule concentration, deﬁned for the pristine material, the decay constant, the
disorder parameter and the attempt frequency have to be deﬁned. Finally, if a guest material
for a carrier type is present, the energetic diﬀerence of its DoS maximum to the DoS maximum
of the host material has to be speciﬁed.
For modelling of host-guest systems, the mobility parameterization described in chapter 4,
using either detrapping model 1 or 2, has to be used. For comparison, the EGDM and
the ECDM, both ignoring the parameters of the guest molecules, and a constant as well as a
merely ﬁeld-dependent mobility, based on Gill’s parameterization, both ignoring all physically
motivated material parameters, can be chosen. The mobility model is chosen separately for
each layer and carrier type. Diﬀusion can be considered according to the parameterization
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given in chapter 4 or according to the simple Einstein relation. Langevin recombination
is assumed for all mobility models. The device is considered free of intrinsic carriers and
ionized donor and acceptor molecules, and any carrier generation is neglected. To solve the
equations 2.1 to 2.6 numerically, the ﬁnite-diﬀerence method is applied. Therefore, the device
is discretized with regionally equidistant mesh points to which the physical parameters are
attributed. In unipolar devices, in which the strongest variations of the calculated quantities
occur close to the electrodes and to internal boundaries, a reduced step size in these particular
regions can be chosen.
In order to perform a transient simulation, the time-dependent continuity equations
dp
dt
= −1
e
dJp
dx
−R (5.1)
and
dn
dt
=
1
e
dJn
dx
−R (5.2)
are used instead of the stationary continuity equation 2.3. The direction x is deﬁned from
anode to cathode. An uncharged device is assumed, with only the concentrations of both
carrier types deﬁned on the electrodes as boundary conditions. Then, by using the explicit
Euler method, the ﬁeld and carrier concentrations are updated iteratively according to the
discretized equations of the drift-diﬀusion model,
F il
′ =
l∑
k=1
(
pik − nik
) ∆xk
2ε0εr,k
−
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(Sp)
i
l =
1
e
(Jp)
i
l (5.10)
and
(Sn)
i
l =
1
e
(Jn)
i
l . (5.11)
The discretized formulation of the Poisson equation (5.3 to 5.5) was taken from [157]. The
lower index l of the quantities denotes the number of the mesh point, counted from 1 to
M from anode to cathode, with mesh point 1 and M positioned within the device at a
distance 0.5 ·∆x1 from the anode and 0.5 ·∆xM from the cathode, respectively. ∆xl are the
sizes of the mesh steps, which are positioned symmetrically around the mesh points. The
upper index i denotes the number of the time step, the magnitude ∆ti of which is adaptively
chosen. The iteration is repeated until the relative diﬀerence of the maximum and minimum of
Jpl+Jnl+eRl∆xl, the sum of electron and hole current and carrier loss through recombination
in the region ∆xl around mesh point l, underruns a threshold value which can be deﬁned as
simulation parameter. For unipolar devices, a threshold value of 0.01 was considered suﬃcient
as stationarity condition, for bipolar devices, the value has normally to be set to 0.001
to calculate a recombination zone which does not change signiﬁcantly throughout further
iterations. Transient simulations are widely used for OLED modelling [157,189–191] because
convergence can be easily ensured for arbitrary mobility models and boundary conditions
at layer interfaces. This ﬂexibility comes at the cost of long simulation times for devices
with carrier mobilities of very diﬀerent magnitudes or at applied voltages only slightly above
or even below the built-in voltage. If maximum simulation speed is important, there are
optimized methods for single layers [96, 192, 193], but the speed of the transient simulation
was suﬃcient for all model evaluations performed in this work.
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Figure 5.1: Simulated carrier propagation (left) and stationary results for diﬀerent voltages
(right).
Figure 5.1 illustrates the simulated carrier propagation in a hole-only device with thickness
of 100 nm for an applied voltage of 5 V and a built-in voltage of 1 V, as well as the stationary
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results for diﬀerent voltages.
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Figure 5.2: Simulated carrier and ﬁeld distribution at V − Vbi = 4 V for diﬀerent hole
concentrations at the anode.
Simulated carrier and ﬁeld distributions in a hole-only device for diﬀerent hole concentrations
pA at the anode are presented in ﬁgure 5.2. In these simulations, an applied voltage of
5 V and a built-in voltage of 1 V were assumed. For high carrier concentrations at an
electrode, the ﬁeld close to this electrode is negative and the current is mainly diﬀusion-
driven in this region. The simulated current at this voltage is only 10 % lower for a carrier
concentration of 1018 cm−3 than for 1020 cm−3. For pA = 1016 cm−3, on the contrary, it is
one order of magnitude lower. As a qualitative rule of thumb, it can be stated that, for
applied voltages which clearly surpass the built-in voltage, the relative decrease of current
due to low injection becomes only signiﬁcant if the ratio of the ﬁeld at the counter-electrode
to the ﬁeld at the injecting electrode of a single-carrier device is positive and small, i.e. not
much larger than 2. If the ﬁeld at the electrode is positive, the image force eﬀect (see section
2.4) has to be considered, otherwise this eﬀect does not play a role. The ﬁeld-dependent
carrier concentration at an electrode is then calculated from the Gauss-Fermi integral over
the DoS of the organic material, the center of which is positioned at an energetic distance
Φ0 from the Fermi level of the contact material. This energetic distance is reduced by the
image force eﬀect if F > 0 holds at the electrode [193]. Because barrier lowering from the
image force eﬀect leads to a higher amount of carriers at the interface, which in turn reduces
the ﬁeld at the interface and, hence, the magnitude of barrier reduction, a self-consistent
solution can only be found iteratively. Carrier heating was neglected in this procedure, due
to the uncertainty concerning the proper treatment of carrier heating in host-guest systems.
The error from this simpliﬁcation is expected to be small because the injection enhancement
from barrier lowering is much stronger than the from carrier heating.
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5.2 Modelling of the Influence of Spatially Varying Layer
Composition
An important beneﬁt of the OVPD process is the possibility to deposit blends of spatially
varying composition in a controlled way. The impact of this design option can be seen from
the comparison of ﬁgures 5.3 and 5.4, which show simulated recombination zones of bipolar
single-layer devices with diﬀerent material compositions. For the simulated recombination
zones in these ﬁgures, two hypothetical materials, an ETM and a HTM, were assumed, with
the common parameters ν0 = 1015 Hz and α = 6 · 107 cm−1 for the respective carrier type and
N = 1021 cm−3 for the pristine materials. The disorder parameter σ was chosen as 0.1 eV for
the hole transport and 0.13 eV for the ETM to account for the fact that ETMs tend to have
lower mobilities with stronger ﬁeld dependence than HTMs. If constant mixtures of these
two materials are chosen, the position of the recombination zone can shift throughout the
whole single-layer device, depending on the mixing ratio. Also the shape of the recombination
zone and the voltage dependence of this shape are diﬀerent for diﬀerent compositions. For
a linear variation of the composition, from 90 % HTM on the anode side to 90 % ETM on
the cathode side, a relatively broad and voltage-stable recombination zone separated from
the contact regions is achieved. The reason for this can be found in the right part of ﬁgure
5.4: The magnitude of the mobility is dominated by the hopping site separation and, thus,
decreases with decreasing concentration of the transport material. Each carrier type is at
some point blocked by the decreasing mobility and the recombination maximum occurs at
the position at which the sum of the carrier mobilities is minimal.
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Figure 5.3: Simulated voltage-dependent recombination zones for diﬀerent constant compo-
sitions of a HTM and an ETM. Parameters are given in the text.
This last ﬁnding motivated simulations of devices with locally reduced mobility based on the
introduction of dopants, which act as traps due to their low concentration. It was found, as
is shown in ﬁgure 5.5, that arbitrary modulation of the recombination zone, even including
the presence of several pronounced maxima, is possible, with the recombination distribution
resembling the inverted mobility distribution. Although numerous investigations of the rela-
tionship between mobility and recombination exist, see e.g. [194, 195], this result could not
be found in the literature. For suitable material combinations, it suggests a promising way
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Figure 5.4: Voltage-dependent recombination zone and mobility distribution in a mixture of
a HTM and an ETM with linearly varying composition.
to optimize the recombination zone, especially in white OLEDs.
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Figure 5.5: Modulation of recombination zone via mobility distribution based on dopant
concentration. N = 1021 cm−3, ν0 = 1015 Hz, α = 5 · 107 cm−1, σ = 0.1 eV and dopant
depth ∆ = 0.2 eV for both carrier types.
5.3 Simulation Aspects Concerning Organic-Organic Interfaces
with Energy Barriers
An important aspect of carrier transport in multilayer OLEDs is the inﬂuence of internal
energy barriers. This section encompasses simulation aspects of the evaluation of interface
models and presents a novel method to include the inﬂuence of energy barriers into device
simulation.
For evaluation of interface models, apart from the material parameters, data on the carrier
concentration and the ﬁeld strength on both sides of the interface are needed. To compare
measurements to an interface model, it has been suggested to perform a simulation with
62
5. Development of a Simulation Program and General Simulation Results
the measured current as boundary condition and to use the resulting carrier concentration
and ﬁeld as input for the interface model [138, 139]. If the model is correct, the calculated
current must again agree with the measurement. Due to the limited work on this topic, a
detailed investigation of the inﬂuence of diﬀerent simulation conditions on the carrier and
ﬁeld distribution is lacking. It was checked in this work that the mobility model as such is
irrelevant for these simulation results and that it is only the magnitude of the mobility which
determines the results. If the mobility in both layers is high enough to theoretically sustain a
current which is much higher than the one actually ﬂowing in the presence of the barrier, the
carrier distribution in this layer is unaﬀected by the current, as is shown in ﬁgure 5.6. The
right part of this ﬁgure illustrates how the voltage inﬂuences the carrier distribution for a
given current. All simulations presented in this section were performed for hole-only devices
consisting of two layers, both being 100 nm thick.
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Figure 5.6: Carrier distribution for diﬀerent currents at a given voltage (left) and at diﬀerent
voltages for a given current (right).
Figure 5.7 shows that the carrier concentration at the interface is insensitive to the carrier
concentration at the anode. Only at very low voltages, the concentration at the anode plays
a role. This is an important result, because the contact formation at the electrodes is a very
critical issue, as will be shown in the following chapters.
A fundamental problem when applying continuum simulations to OLEDs is the fact that
the molecules cannot be considered inﬁnitesimally small compared to the layer dimensions
and that the drift-diﬀusion equation becomes physically meaningless in a space region within
one molecule. The consequences of this limitation become most obvious and presumably
most severe at a boundary. It has been suggested by van Woudenbergh et al. to average
the simulated carrier concentration in front of the barrier over a region corresponding to a
molecule size and to assume this average as the carrier concentration in the last molecule
layer in front of the boundary [138].
Figure 5.8 shows the inﬂuence of the discretization on carrier concentration and ﬁeld distri-
bution. The averaged carrier concentration over all mesh points within the last nanometer
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Figure 5.7: Inﬂuence of hole concentration at the anode on the hole concentration throughout
the device.
in front of the interface always agrees very well with the concentration for the mesh point at
0.5 nm distance from the interface. For a mesh step size of 0.1 nm, the carrier concentration
at this position is only by 20 % higher than for a step size of 1 nm, at higher voltages,
the discrepancy becomes even smaller. The ﬁeld strength around the interface is practically
unaﬀected by the discretization.
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Figure 5.8: Inﬂuence of discretization on the carrier and ﬁeld distribution, if both layers have
a thickness of 100 nm and V − Vbi = 3.5 V is assumed.
These are the considerations for the evaluations of interface models, which are performed
in chapter 11. For the simulation of an OLED, however, the resulting carrier distribution
for a given interface has to be calculated and cannot be used as a priori information in the
simulation. It has been a common approach so far to multiply the current at the last mesh
point in front of the barrier with an activated factor exp(−∆/kBT ), with ∆ denoting the
energetic diﬀerence of the DoS maxima, see e.g. [190]. Here, a new approach is suggested,
based on the assumption that quasi-Fermi level alignment in combination with carrier heating
describes the interface. The validity of this assumption, at least at high voltages, will be
shown in chapter 11.
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To model the interface for this condition, a virtual host-guest system consisting of exactly one
layer has to be assumed at the ﬁnal mesh point of layer 1. The thickness has to correspond to
the molecule diameter, typically 1 nm, for the charge concentration in this layer to resemble
the average charge concentration within one molecule diameter, as it has been discussed
before. The molecule concentrations in the layers in front of and behind the barrier are
chosen as guest and host molecule concentration, respectively. Carrier heating in this virtual
host-guest system is calculated according to detrapping model 1, with the ﬁeld in the mesh
point of the host-guest system used to calculate carrier heating in the guest material, and
the ﬁeld in the mesh point behind the barrier employed to calculate carrier heating in the
host material. For the host material, the mobility parameters remain unchanged compared
to the actual bulk material in layer 2, for the guest material, the attempt frequency is set to
zero, in agreement with the fact that the interface prohibits further transport through this
material.
With this method, the DoS of both materials is taken into account, which is not the case for
a simple activated factor. This new model also eliminates two unphysical eﬀects, which are
illustrated in ﬁgure 5.9: First, the carrier concentration behind the barrier is a function of
mobilities in both layers, if the activated factor is used. This is shown in the right part of
the ﬁgure. Secondly, the current is also a function of the mobility in layer I, if the barrier is
modelled by a current already inﬂuenced by this mobility and multiplied with the activated
factor. In the model suggested here, the carrier distribution is, by contrast, only inﬂuenced
by the densities of states, the energetic diﬀerence of their maxima and the temperature, the
current is then proportional to the mobility in layer II and unaﬀected by the mobility in
layer I. This is the behaviour which is expected from the assumption of quasi-Fermi level
alignment.
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Figure 5.9: Carrier distribution and calculated currents for the new (left) and the conventional
interface model (right). Indices I and II indicate to which layer the quantities belong.
To demonstrate the potential of the new interface model, simulation results for diﬀerent
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parameter sets are checked for self-consistency in ﬁgure 5.10. For materials in both layers,
the parameters σ = 0.1 eV and α = 5 · 107 cm−1 were assumed. In case of the varied barrier
(left subﬁgure), N = 1021 cm−3 was chosen for both materials, for the varied molecule
densities (right subﬁgure), the barrier height was set to 0.4 eV. A temperature of 300 K
was assumed. Simulations were then performed with the virtual host-guest system. The
resulting carrier concentration in the last mesh point in front of the barrier was then used in
combination with the eﬀective temperature based on the ﬁeld in this mesh point to calculate
the Fermi level. Under the assumption of equality of quais-Fermi levels in both layers, the
carrier concentration in the ﬁrst mesh point behind the barrier was calculated based on the
eﬀective temperature in this mesh point. From this carrier concentration, simulated ﬁeld and
resulting mobility, the drift current was derived. Any diﬀusion current could be neglected.
The results are called benchmark in ﬁgure 5.10. Ideally, they should be equal to the current
from the continuum simulation itself. Only at low voltages, a deviation is found, so the
new method appears suitable to implement the concept of quasi-Fermi level alignment in the
device simulator. To the author’s knowledge, this is the ﬁrst OOI description implemented in
a continuum simulator for OLEDs which is free of unphysical interrelations between carrier
mobility and current through the interface.
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Figure 5.10: Test of the proposed interface model for self-consistency. Indices I and II indicate
to which layer the quantities belong.
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tact Formation
The reproducibility of the electrical properties of organic materials is a critical issue for mainly
two reasons. First, there is always the risk of impurities, which may be a byproduct from the
synthetization or develop later due to chemical reactions. Second, the microscopic structure
of the layers may vary signiﬁcantly depending on the deposition process since the weak
interaction between molecules puts little restrictions on their mutual adjustment. The growth
process of organic materials is poorly understood so far, but it is a known and unsurprising
fact that their properties can depend strongly on deposition parameters [196,197].
Therefore, investigations of the reproducibility of material behaviour and of interplay between
depositions parameters and material properties were performed throughout the course of this
work, the results of which are presented in this chapter, as they aﬀect parts of the following
experimental evaluation of the theoretical models.
6.1 Influence of OVPD Process Parameters on the Contact
Formation of NPB with ITO
Since OVPD oﬀers many precisely controllable deposition parameters, it suggests itself to
examine their inﬂuence on material properties. Therefore, hole-only diodes of NPB were de-
posited with diﬀerent combinations of deposition rate, substrate temperature and deposition
chamber pressure. A list of the samples is shown in table 6.1.
High deposition rates led to rough ﬁlms and, thus, deteriorated contact formation. The de-
vices which showed no diode behaviour, but only low ohmic currents, exhibited non-reﬂecting
aluminum cathodes, indicating that the degree of roughness was so high that it even aﬀected
the aluminum layer. A detailed description of the results is presented in [198]. Interestingly,
DI measurements revealed that the mobilities in those devices which showed diode behaviour
were not aﬀected by the deposition parameters. Figure 6.2 compares the theoretical curves
for space charge limited current from these mobilities to the measured IV curves for diﬀerent
deposition parameters. Increasing deviations from the theoretical curves were accompanied
by stronger scattering of the curves for the diﬀerent diodes on a substrate. For further in-
vestigation of the impact of the deposition parameters, reference layers were deposited on
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Sample
Type
Substrate
Temp. (K)
Deposition Cham-
ber Pressure (hPa)
Deposition
Rate (nm/s)
Diode
Behaviour
N1 343 0.9 0.2 yes
N2 343 0.9 1.1 yes
N3 323 0.9 2.0 no
N4 303 0.9 2.0 no
N5 343 0.4 1.1 yes
N6 343 2.3 1.1 no
N7 343 0.9 2.0 no
Table 6.1: Deposition conditions for the diﬀerent NPB samples.
Figure 6.1: AFM scans of NPB layers deposited on uncoated glass with parameters corre-
sponding to sample N1 (upper left), N2 (upper right), N5 (lower left) and N3 (lower right).
For the ﬁrst three scans, the brightness scale was set from 0 nm (darkest) to 20 nm (brightest)
and the root mean square roughness was 1.1 nm. For the last scan, the scale was set from 0
nm to 100 nm and the root mean square roughness was 21.0 nm.
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uncoated glass and examined by atomic force microscopy (AFM). Resulting scans are pre-
sented in ﬁgure 6.1. All deposition parameter sets which led to samples with diode behaviour
also resulted in layers of the same roughness. However, for the deposition parameters which
resulted in the lowest currents and the strongest scattering of IV curves among these samples,
the formation of white spots could be observed in the corresponding AFM scans (ﬁgure 6.1,
upper right). For a deposition parameter set which led to very low Ohmic currents instead of
diode behaviour, the white spots became much more pronounced (ﬁgure 6.1, lower right) and
the roughness increased by a factor of 20. The sensitivity of contact formation to deposition
conditions and resulting morphology can be qualitatively explained with theoretical ﬁndings
by Rusu et al. that the injection barrier depends very critically on the distance between
molecules and contact material [199].
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Figure 6.2: Average measured IV curves and the range of measured IV curves (indicated by
vertical lines) for diﬀerent deposition parameters. A calculated IV curve from DI measure-
ments is shown for comparison.
6.2 Occurrence of Varying Material and Device Parameters
Although mobilities were insensitive to deposition parameters, at least for NPB, it turned
out through the course of this work that from a certain point on, the hole mobilities in new
NPB and HIM diodes were higher than in those manufactured before. This eﬀect was also
observed in mixtures of the two materials. The higher mobilities were accompanied by a
reduced temperature dependence of IV curves, indicating that a higher degree of material
purity was the reason for the increased mobility. Figure 6.3 illustrates this eﬀect for NPB.
In another test for reproducibility, diodes of the high-purity NPB were deposited at diﬀerent
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Figure 6.3: Temperature-dependent IV curves of high-mobility NPB diodes (called NPB2)
and temperature-dependent IV curves and DI measurements of low-mobility NPB diodes
(called NPB1).
substrate temperatures, always at a deposition rate of 0.2 nm/s. Figure 6.4 shows that
a reduction of substrate temperature led to an improved contact formation, although the
eﬀect was not as strong as the inﬂuence of deposition rate which was shown in the last
section. The assumption of improved contact formation for deposition at lower substrate
temperature is strongly supported by two indications: Firstly, the diﬀerence between currents
through the diodes decreases with increasing voltage. Secondly, the reduced currents in the
diodes deposited at higher substrate temperatures were accompanied by lower maxima of the
diﬀerential capacitance Cp from admittance spectroscopy (see chapter 3).
Another uncertainty is the ﬂuctuation of the contact potential. Figure 6.3 shows that the
onset voltage can diﬀer by 1 V. Corresponding diﬀerences of the diﬀerential capacitance were
found, indicating that a change in Vbi is the reason. The origin of this change is unclear, but
it hast to be taken into account for the modelling of IV curves.
To summarize the results of this chapter, the quality of contact formation is very sensitive
to process conditions, which severely complicates the detailed physical interpretation of IV
curves, especially at low voltages. The mobility, by contrast, depends on the purity of the
material, but not on the process conditions, at least for the two materials examined here.
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Figure 6.4: Temperature-dependent IV curve of high-mobility NPB diodes deposited at dif-
ferent substrate temperatures TSub.
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The characterization of guest-to-guest transport for several blends of gradually varied mixing
ratios is the method of choice to determine all relevant material parameters. Due to the
increasing separation of guest molecules, the extended structure of the molecules becomes
less important in relation to the hopping distance. Since this extended structure is neglected
in all presented models, the discrepancy between model assumptions and reality is reduced in
systems with diluted guest molecules. The second conceptual beneﬁt of diluted systems is the
fact that the identiﬁcation of the hopping site concentration with the molecule concentration
becomes practically mandatory. For pristine systems of small molecules, it has been suggested
that subgroups of the molecules might act as individual hopping sites [28]. If the separation
of molecules involved in the transport increases, it can be expected that only inter-molecule
transitions of charge carriers determine the mobility. The remaining possibility that one guest
molecule might be able to be charged with two carriers at the same time only poses a small
uncertainty to the determination of the quasi-Fermi level, which is negligible for the evaluation
principle presented in this chapter. Finally and most importantly, concentration variation in
the guest-to-guest regime is the only way to determine the decay constant experimentally.
The parameter extraction from guest-to-guest transport for diﬀerent molecule concentrations
is presented in this chapter. The described procedure is, at the same time, a validity check
for the model assumptions of uncorrelated Gaussian disorder with carrier heating. The two
materials NPB and Ir(ppy)3, both doped into CBP, were characterized in this way.
7.1 Transport between NPB Molecules in CBP
Three types of hole-only diodes consisting of NPB and CBP were produced for parameter
determination. The volume fractions of NPB were 44.4 %, 29.2 % and 12.4 % and the
thicknesses were 360 nm, 373 nm and 388 nm, respectively. For comparison, hole-only diodes
of pristine NPB with a thickness of 500 nm were produced. All devices were manufactured
by OVPD and had an active area of 25 mm2.
For the reasons explained in the introduction of this chapter, only the blends were taken
into account for parameter determination. Normally, parameter determination, whether it
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is performed by ﬁtting of IV curves or by transient measurements, is achieved by ﬁtting
the voltage or ﬁeld dependence at diﬀerent temperatures for one material concentration and
involving some free parameters (see section 2.2.8). Here, a diﬀerent approach is chosen. The
parameters are extracted from simulation of the currents at a voltage 3 V above the estimated
value of Vbi. This IV point is chosen because at voltages to close to or even below the built-in
voltage, the simulation results depend very critically on the barrier height and the built-in
voltage, which are not exactly known. On the other hand, the ﬁeld is still low at this voltage
in such thick devices, so the ﬁeld dependence of the mobility does not yet aﬀect the IV
curve. By simulating devices of diﬀerent composition at diﬀerent temperatures and assuming
the hopping site concentration equal to the molecule concentration, one unique parameter
set {ν0, α, σ} can be identiﬁed. For NPB in CBP, this parameter set was {2.0 · 1015 s−1,
4.2 · 107 cm−1, 0.1 eV}.
αNPB σNPB Φ0 xNPB
J318 K
J240 K
J240 K
1 4.2 · 107 cm−1 0.09 eV 0.20 eV 12.4 % 17.3 1.0 · 10−5 A/cm2
2 4.2 · 107 cm−1 0.10 eV 0.20 eV 12.4 % 28.7 2.4 · 10−6 A/cm2
3 4.2 · 107 cm−1 0.11 eV 0.20 eV 12.4 % 46.5 5.1 · 10−7 A/cm2
4 4.2 · 107 cm−1 0.09 eV 0.30 eV 12.4 % 17.8 9.6 · 10−4 A/cm2
5 4.2 · 107 cm−1 0.10 eV 0.30 eV 12.4 % 29.3 2.2 · 10−6 A/cm2
6 4.2 · 107 cm−1 0.11 eV 0.30 eV 12.4 % 47.2 4.8 · 10−7 A/cm2
7 4.2 · 107 cm−1 0.09 eV 0.40 eV 12.4 % 19.8 7.0 · 10−6 A/cm2
8 4.2 · 107 cm−1 0.10 eV 0.40 eV 12.4 % 31.5 1.7 · 10−6 A/cm2
9 4.2 · 107 cm−1 0.11 eV 0.40 eV 12.4 % 50.4 4.0 · 10−7 A/cm2
10 4.2 · 107 cm−1 0.09 eV 0.45 eV 12.4 % 28.1 3.9 · 10−6 A/cm2
11 4.2 · 107 cm−1 0.10 eV 0.45 eV 12.4 % 35.9 1.3 · 10−6 A/cm2
12 4.2 · 107 cm−1 0.11 eV 0.45 eV 12.4 % 52.9 3.3 · 10−7 A/cm2
13 4.2 · 107 cm−1 0.09 eV 0.50 eV 12.4 % 60.0 9.2 · 10−7 A/cm2
14 4.2 · 107 cm−1 0.10 eV 0.50 eV 12.4 % 56.4 5.7 · 10−7 A/cm2
15 4.2 · 107 cm−1 0.11 eV 0.50 eV 12.4 % 65.3 2.2 · 10−7 A/cm2
16 4.2 · 107 cm−1 0.09 eV 0.70 eV 12.4 % 915 7.6 · 10−11 A/cm2
17 4.2 · 107 cm−1 0.10 eV 0.70 eV 12.4 % 814 9.9 · 10−11 A/cm2
18 4.2 · 107 cm−1 0.11 eV 0.70 eV 12.4 % 764 1.2 · 10−10 A/cm2
19 3.7 · 107 cm−1 0.10 eV 0.30 eV 12.4 % 26.9 1.5 · 10−5 A/cm2
20 4.7 · 107 cm−1 0.10 eV 0.30 eV 12.4 % 31.4 3.3 · 10−7 A/cm2
21 4.2 · 107 cm−1 0.10 eV 0.30 eV 44.4 % 26.5 3.0 · 10−4 A/cm2
Table 7.1: Temperature dependence of current at V − Vbi = 3 V for ν0 = 2.4 · 1015 s−1 and
diﬀerent parameters. Φ0 is the barrier for hole injection from ITO into NPB in the absence
of an electric ﬁeld. xNPB is the volume fraction of NPB.
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To provide insight into the interrelation of diﬀerent parameters, tables 7.1 and 7.2 list the re-
sults for several parameter combinations. Table 7.1 concentrates on temperature dependence
for a given material concentration, table 7.2 on material concentration dependence for a given
temperature. One important ﬁnding in table 7.1 is that the temperature dependence of the
current is nearly unaﬀected by the injection barrier Φ0, until this barrier becomes so high
that the current is strongly injection-limited. For low and moderate values of Φ0, the value of
σ can be very precisely determined from the temperature dependence, as the strong impact
of small variations of σ illustrates (lines 1 to 12). Then the temperature quickly increases
with increasing barrier and becomes nearly independent of σ. The measured temperature
dependence of the current falls in the range dominated by σ. Of course, one might consider
the possibility of a much smaller value of σ. In that case, the transition to injection-limited
currents would occur already at lower barriers and, thus, at smaller temperature dependence.
But a disorder parameter much lower than 90 meV would be very untypical for a disordered
organic materials. Besides, the decay constant would have to be chosen much lower, probably
unphysically low, to explain the measured material concentration dependence of the currents,
because this dependence strongly increases in the injection-limited case (see lines 2, 8, 9 and
10 of table 7.2). This is a result of the fact that for injection limitation, the current is not only
proportional to the mobility, but also to the carrier concentration at the injecting electrode,
which in turn is proportional to the molecule concentration. Finally, the voltage dependence
of the IV curves would be much stronger in the injection-limited case.
Another source of uncertainty is the use of a mobility parameterization derived from MA
rates instead of Marcus rates. It has been pointed out in chapter 3 that the mobility from
Marcus rates in a good approximation resembles the mobility from MA rates with an ad-
ditional temperature-dependent factor exp(−Ep/(2kBT ))/
√
T . Over the temperature range
considered here, this factor equals 1.17 for a polaron binding energy Ep of 50 meV and 1.57
for 100 meV. So even for the relatively large polaron binding energy of 100 meV, the ﬁt of
the measurements would lead only to a small reduction of the extracted σ from 100 meV to
90 meV.
Consistency of the model can be demonstrated in several ways: The parameter set {ν0, α, σ}
= {2.0 · 1015 s−1, 4.2 · 107 cm−1, 0.1 eV} is already deﬁned by the simulation of three diﬀerent
currents in the low-voltage range. Here, the currents for 240 K and 12.4 % NPB, for 318 K
and and 12.4 % NPB and for 240 K and 44.4 % NPB were chosen. As ﬁgure 7.1 shows, the
current in the low-voltage range is then also perfectly simulated for all other combinations
of NPB concentration and temperature. Moreover, unlike in usual evaluations of IV and
carrier mobility measurements in organic materials, there are no free parameters left to ﬁt
the ﬁeld dependence of the mobility, which determines the shape of the IV curves at high
voltages. The good agreement of simulation and measurements at high voltages therefore
strongly indicates the validity of the model, although some deviations occur for the lowest
NPB concentration.
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αNPB σNPB Φ0 T
J44.4 %
J12.4 %
J12.4 %
1 4.2 · 107 cm−1 0.08 eV 0.3 eV 240 K 131 3.9 · 10−5 A/cm2
2 4.2 · 107 cm−1 0.10 eV 0.3 eV 240 K 136 2.2 · 10−6 A/cm2
3 4.2 · 107 cm−1 0.12 eV 0.3 eV 240 K 139 1.0 · 10−7 A/cm2
4 3.8 · 107 cm−1 0.10 eV 0.3 eV 240 K 89.4 1.0 · 10−5 A/cm2
5 4.6 · 107 cm−1 0.10 eV 0.3 eV 240 K 201 4.8 · 10−7 A/cm2
6 5.0 · 107 cm−1 0.10 eV 0.3 eV 240 K 304 1.1 · 10−7 A/cm2
7 10.0 · 107 cm−1 0.10 eV 0.3 eV 240 K 35700 5.0 · 10−15 A/cm2
8 4.2 · 107 cm−1 0.10 eV 0.5 eV 240 K 244 5.7 · 10−7 A/cm2
9 4.2 · 107 cm−1 0.10 eV 0.7 eV 240 K 594 9.9 · 10−11 A/cm2
10 4.2 · 107 cm−1 0.10 eV 0.3 eV 318 K 123 6.4 · 10−5 A/cm2
Table 7.2: Dependence of current on guest concentration at V − Vbi = 3 V.
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Figure 7.1: Measurement (full symbols) and simulation (open symbols) of current in blends
of NPB and CBP for diﬀerent temperatures and mixing ratios. Built-in voltage Vbi = 1.3 V,
injection barrier Φ0 = 0.3 eV.
75
7.1. Transport between NPB Molecules in CBP
4 8 12
1E-6
1E-5
1E-4
1E-3
0.01
 Measurement
 Teff
 EGDM
 ECDM
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
44.4% NPB, 360 nm
240 K
7 14 21
1E-5
1E-4
1E-3
0.01  Measurement
 Teff
 EGDM
 ECDM
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
29.2% NPB, 373 nm 
240 K
1 10
1E-7
1E-6
1E-5
1E-4
1E-3
0.01  Measurement
 Teff
 EGDM
 ECDM
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
12.4% NPB, 388 nm, 240 K
Figure 7.2: Comparison with EGDM and ECDM at 240 K for diﬀerent NPB concentrations.
In ﬁgure 7.2, the measurements at the lowest temperature are also compared to simulation
results based on the EGDM and the ECDM. The lowest temperature is chosen because the
measured voltage range and the magnitude of the ﬁeld dependence increase with decreasing
temperature. The concentration of NPBmolecules is chosen as hopping site concentration and
the disorder parameter of 0.1 eV is used within both models. A constant mobility prefactor
is chosen within both models to match the simulated currents at V −Vbi = 3 V. The EGDM
prameterization of the ﬁeld-dependent mobility is valid for low carrier concentrations in the
range eFa/σ ≤ 3 [58]. Even for the lowest NPB concentration and the highest applied voltage,
eFa/σ ≤ 2.8 was found throughout the whole device, so the discrepancy between simulation
and measurement cannot be explained by wrongful exceedance of the suitable ﬁeld range.
Overall, carrier heating seems to describe the voltage dependence of the current a little more
accurately than the EGDM, but the diﬀerences are to small for a ﬁnal decision. The ECDM,
however, can be clearly ruled out by comparing measurements and simulations. Figure 7.2
probably even underestimates this discrepancy, because the temperature dependence is lower
for correlated than for uncorrelated disorder [80], so a larger value of σ would have to be
chosen to account properly for the temperature dependence within the ECDM, leading to an
even stronger ﬁeld dependence.
Measurements and simulations for pristine NPB are compared in ﬁgure 7.3. A minor under-
estimation of the absolute currents and overestimation of the temperature dependence were
found for the parameter set determined before. Both deviations could be corrected simulta-
neously by reducing the disorder parameter from 100 meV to 94 meV. It is noteworthy that
the assumption of a Gaussian DoS with a standard deviation around 100 meV for NPB agrees
very well with results from direct experimental probing of the DoS [40].
A comparison of the IV curves with the results of direct mobility measurements from ad-
mittance spectroscopy is ﬁnally presented in ﬁgure 7.4. The good agreement between both
measurement types can be regarded as direct evidence that injection limitation does indeed
not play a role.
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Figure 7.3: Measurement (full symbols) and simulation (open symbols) of pristine NPB.
Simulations were performed assuming σ = 0.1 eV (left) and σ = 0.094 eV (right).
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Figure 7.4: Comparison of measured currents (full symbols) and calculated currents from
admittance spectroscopy measurements (open symbols) for diﬀerent NPB concentrations.
All measurements were performed at room temperature.
7.2 Transport between Ir(ppy)3 Molecules in CBP
Because of the vast number of available materials involved in the OLED design process,
simulation will be most beneﬁcial if it is based on universally applicable models. To provide
at least some support for the assumption that the procedure from the last section is widely
applicable, it was repeated for guest-to-guest transport between Ir(ppy)3 molecules. Two
devices of 200 nm thickness, one containing 5 % of Ir(ppy)3 in CBP, the other containing
15 % of Ir(ppy)3 in CBP, were used for parameter extraction at low voltages. Measurements
and simulations for these devices are shown in ﬁgure 7.5. The extracted parameters were
also used to simulate IV curves of diodes with a layer sequences of 80 nm NPB and 100 nm
Ir(ppy)3-doped CBP. The latter diodes had originally been part of a measurement series to
check for possible hole injection barriers from NPB into CBP. In agreement with measured
HOMO levels, no such barriers were found and the NPB layer only aﬀected the IV curve in
the onset region due to an increase of Vbi. The second set of diodes could therefore be used to
probe the consistency of the mobility model for diﬀerent device thicknesses. Measured and
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Figure 7.5: Measurement (full symbols) and simulation (open symbols) of current in blends
of Ir(ppy)3 and CBP for diﬀerent temperatures and mixing ratios.
simulated IV curves for these devices are shown in ﬁgure 7.6. All diodes were produced by
OVPD and had an active area of 25 mm2.
The temperature and material concentration dependence of currents at low voltages could
again consistently be modelled with one unique parameter set {ν0, α, σ} = {1.6 · 1014 s−1,
3.9 · 107 cm−1, 0.12 eV} for Ir(ppy)3. The resulting IV curves are presented in ﬁgure 7.5. A
little underestimation of the ﬁeld dependence is found at 15 % Ir(ppy)3 concentration, which
probably also explains the stronger current underestimation for thinner devices (illustrated
in ﬁgure 7.6). One possible explanation is that Ir(ppy)3 as a metal complex has a relatively
high dipole moment of 5.5 D [200]. Therefore, a contribution from correlated disorder might
increase the ﬁeld dependence at high Ir(ppy)3 concentrations. This assumption is supported
by ﬁgure 7.7, in which the measured current for 15 % Ir(ppy)3 lies between the simulated
current for carrier heating in a Gaussian DoS from totally uncorrelated disorder and the
ECDM simulations for totally correlated disorder. At low Ir(ppy)3 concentrations, the as-
sumption of carrier heating is clearly more suitable for correct simulation than the EGDM
and the ECDM, which is also shown in ﬁgure 7.7. At the highest voltage, eFa/σ ≤ 3.0
was found throughout the device for the EGDM, so the parameterization of ﬁeld dependence
according to this model should still be valid. The voltage dependence the device is strongly
overestimated by the EGDM, though. This can be explained by the fact that the EGDM
neglects the decrease of ﬁeld dependence of the mobility with increasing relative carrier con-
centration. The spatial distribution of absolute carrier concentrations throughout the device
is mainly determined by the device thickness and the applied voltage. At a low concentration
of hopping sites N , like for only 5 % of Ir(ppy)3, this value corresponds necessarily to a high
relative carrier concentration p/N . Figure 7.8 presents a comparison of IV measurements
and results from admittance spectroscopy at room temperature. The apparent discrepancy
at high ﬁelds can at least partially explained from the ﬁeld dependence of the mobility.
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Figure 7.6: Measurement (full symbols) and simulation (open symbols) of current in blends
of Ir(ppy)3 and CBP for diﬀerent temperatures and mixing ratios.
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Figure 7.7: Comparison with EGDM, ECDM and constant mobility at 240 K for diﬀerent
Ir(ppy)3 concentrations.
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Figure 7.8: Comparison of measured currents and calculated currents from admittance spec-
troscopy measurements for the 200 nm thick devices with 5 % and 15 % of Ir(ppy)3.
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and Trap-Controlled Hole Transport
This chapter addresses the question whether a uniﬁed description of guest-to-guest and trap-
controlled transport is possible. Two model systems were investigated, namely HIM doped
into NPB and m-MTDATA doped into NPB. In both material combinations, NPB acts as
the host due to its lower HOMO level.
8.1 Model System: m-MTDATA and NPB
Single-layer diodes containing 100 %, 50 % and 1% of m-MTDATA were produced to examine
the transport regimes for this material. For each of these material compositions, devices of
diﬀerent thicknesses were produced. All diodes were deposited by VTE and had active
areas of 20 mm2. For NPB, the parameter set {ν0, α, σ} = {2.0 · 1015 s−1, 4.2 · 107 cm−1,
0.094 eV}, which had been determined from the guest-to-guest analysis in chapter 7, was
used. Although these parameters had been determined from OVPD devices, the comparison
with the IV characteristics of a VTE-grown NPB diode at room temperature supported the
assumption of a very similar mobilities for NPB-based devices deposited by both techniques.
The diﬀerential capacitance Cp revealed a low maximum at a voltage of 1 V, so a built-in
voltage of 1 V was assumed and the injection barrier from ITO to m-MTDATA was assumed
as 0.3 eV, because the low maximum of Cp indicates a barrier, but the IV curves of the
thinnest sample within this study could not be consistently explained with a higher barrier
than 0.3 eV.
The remaining unknown quantities were the parameter set {ν0, α, σ} of m-MTDATA and the
energy diﬀerence ∆ between the maxima of the DoS of NPB and m-MTDATA.
The value of ∆ only inﬂuences the current in the trap-controlled regime. The magnitude of
the current at 3 V was chosen as the criterion to determine this value. It has to be mentioned
in this context that the measurement of IV curves was problematic for the trap-controlled
devices, especially at low temperatures. The current often revealed strong ﬂuctuations, ac-
companied by a high switching rate of the range detection of the SourceMeter. Maybe,
the equilibration of injected carriers between host and guest molecules was the reason. For
the 400 nm thick device, a smooth curve at low temperatures was only recorded when the
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measurements started with high voltages. The hystereses from up-sweeps and down-sweeps
for the 400 nm device are included in the ﬁgures 8.1 and 8.2. Because the curves from
down-sweeps appeared to be less aﬀected from measurement instabilities, they were chosen
as reference for the simulations. For the 200 nm device with 1 % m-MTDATA, the current
ﬂuctuations and range detection problems at low voltages were even more pronounced. At
low temperatures, the measurements had to be repeated several times to measure IV curves
which could also be evaluated in the low-voltage range.
With the known mobility of NPB and assuming a disorder parameter of 104 meV for m-
MTDATA, the value of ∆ had to be chosen as 0.376 eV to match the lower current of the
hysteresis at 3 V and 233 K for the 400 nm thick device. The value of ∆ is chosen so precisely
because the current is very sensitive to this value. Moderate changes of the injection barrier
only lead to changes of a few percent for ∆. The choice of the disorder parameter of m-
MTDATA was based on the evaluation of guest-to-guest transport, which will be explained
later in this section.
No free parameters were left to model the temperature dependence of IV curves. However,
ﬁgure 8.2 demonstrates that this temperature dependence was very well reproduced by the
simulation for both device thicknesses. This fact indicates the validity of the model. The
current increase over the temperature range from 233 K to 346 K is two orders of magnitude
higher than for the guest-to-guest regime. These additional two orders of magnitude originate
from the temperature dependence of the ratio of free and trapped carriers.
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Figure 8.1: Simulations with diﬀerent detrapping models compared to measurements.
Based on the parameters for the low-voltage range, the voltage dependence of the current had
to be determined. This is the benchmark for the models of ﬁeld-induced detrapping. Figure
8.1 shows that detrapping model 1, presented in chapter 4, strongly overestimates the voltage
dependence. This fact is independent of the decay constant of m-MTDATA because for the
carrier concentration throughout the device, the ratio between free and trapped carriers only
depends on the decay constant of the host material NPB, which had been determined in the
last chapter. A very good ﬁt for all temperatures and device thicknesses was achieved, how-
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Figure 8.2: Measurements (full symbols) and simulations (open symbols) of temperature-
dependent IV curves for trap-controlled transport (1 % m-MTDATA in NPB).
ever, with detrapping model 2, assuming a decay constant of 6.0 · 107 cm−1 for m-MTDATA.
The measurements and simulations are shown in ﬁgure 8.2.
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Figure 8.3: Simulated ﬁeld distribution and fraction of free holes for 400 nm NPB doped with
1 % m-MTDATA at 233 K for diﬀerent voltages.
Simulated distributions of the electric ﬁeld and the ratio ph/p at 233 K for diﬀerent voltages
are depicted in ﬁgure 8.3. Carrier and ﬁeld distribution are mostly determined by the applied
voltage and the device thickness. The ratio ph/p is a consequence of these distributions and
the detrapping model. The quality of detrapping model 2 from this work is illustrated by
the fact that it even predicts the IV curve at 77 K (see ﬁgure 8.4), whereas other models
calculate ratios of ph/p from the simulated carrier and ﬁeld distribution which are by orders
of magnitude diﬀerent.
Simulation results of similar quality were also achieved with a slightly modiﬁed combination
of disorder parameters, injection barrier and energy diﬀerence ∆. It was checked by several
parameter variations that only the detrapping model determines the shape of the IV curves.
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Figure 8.4: Measurement (full symbols) and simulation (open symbols) of trap-controlled
current at 77 K.
To further justify the model for trap-controlled transport, it has to be checked whether guest-
to-guest transport through m-MTDATA can be modelled with the same material parameters.
Assuming the decay constant of 6.0 · 107 cm−1 from the detrapping model, the disorder
parameter was chosen to reproduce the temperature dependence of the IV curve of a 400 nm
thick device with 50 % m-MTDATA at V − Vbi = 3 V in the range from 250 K to 346 K.
The optimum value was 104 meV. The attempt frequency had then to be chosen equal to
2.2 · 1016 s−1 because of the magnitude of the current.
In ﬁgure 8.5, the IV curve for this device at 250 K is compared to simulation results with
these parameters based on carrier heating, the EGDM and the ECDM. Like for the material
systems in the previous chapter, the ECDM can be clearly ruled out.
Temperature-dependent measurements in the range from 233 K to 346 K and for all devices
consisting of 50 % m-MTDATA are compared to simulations based on carrier heating in ﬁgure
8.6. The good agreement between measurements and simulations proves the validity of the
model and the parameter set.
The model remains even valid at 77 K, which is proven in ﬁgure 8.7 for the thickest and the
thinnest device. The origin of the non-ohmic deviation from the diode characteristic at low
voltages for the 50 nm thick device is unclear. A similar eﬀect was observed, however, for
several device types at 77 K. In chapter 4, it was already indicated that low-temperature
measurements provide a clear discrimination between the assumption of carrier heating and
the EGDM. This is demonstrated in ﬁgure 8.7 for the 400 nm thick device. The characteristic
shape of this device, like for all other single-layer devices in this work which were measured
at 77 K, can only be modelled based on the assumption of carrier heating. To illustrate
the importance of the ﬁeld dependence at such low temperatures and high voltages, the IV
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Figure 8.5: Model comparison for guest-to-guest transport in a blend of 50 % m-MTDATA
and 50 % NPB at 250 K.
curve was also calculated with a merely carrier concentration-dependent mobility based on
the given parameter set and the Movaghar-Schirmacher model.
The simulation results show that guest-to-guest transport through m-MTDATA can be mod-
elled based on the decay constant which was needed to model trap-controlled transport at
high ﬁelds. For further validation of the detrapping model, the question is important whether
this value of the decay constant is also required for the guest-to-guest simulation. It can be
stated that consistent simulation of the guest-to-guest transport is only possible for a narrow
range of decay constants, with 6.0 · 107 cm−1 being the maximum possible value. With de-
creasing decay constant the disorder parameter has to increase to describe the temperature
dependence and both eﬀects lead to an increased ﬁeld dependence. Especially at 77 K, the
current can be overestimated by orders of magnitude if the decay constant is chosen much
smaller than the optimal value.
One source of uncertainty is the possible contribution of polaronic eﬀects. If Marcus rates
apply instead of MA rates, the decay constant has to be smaller to compensate for the
additional contribution of the factor exp(−Ep/(2kBT ))/
√
T to the temperature dependence.
At 77 K, this factor becomes signiﬁcant, unless polaron binding energies are extremely small,
on the order of 10 meV. Low-temperature measurements for Alq3 by Baldo et al. [128] indicate,
however, that this factor does not play a role at such low temperatures. It is at least possible
that also other small molecules are in the regime of low-temperature polaron transport at
77 K, which is described by MA-like rates instead of Marcus rates (see section 2.1.3).
Simulations of pristine m-MTDATA with the given parameter set, which are presented in
ﬁgures 8.8 and 8.9, showed signiﬁcant deviations from the measurements. These deviations
decrease with increasing voltage, leading to satisfying results for the high-voltage measure-
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Figure 8.6: Measurements (full symbols) and simulations (open symbols) for 50% m-
MTDATA in NPB.
ments at 77 K. This suggests injection problems as the origin of the deviations since these
problems have already been shown in chapter 6 to decrease with increasing voltage. This
assumption was supported by the fact that layer sequences of 100 nm NPB and a layer of
m-MTDATA revealed higher currents than a single m-MTDATA layer of the same thickness.
Apparently, the contact formation in the presence of NPB was improved, which avoided
contact problems for the guest-to-guest and trap-controlled samples. A sequence of 100 nm
NPB and 200 nm m-MTDATA could be simulated properly for diﬀerent temperature, for the
sequence of 100 nm NPB and 100 nm m-MTDATA, however, the real currents were overes-
timated by a factor of 5.
Direct mobility measurements from DI and admittance spectroscopy are presented in ﬁgures
8.10 and 8.11, respectively. For trap-controlled transport, a clear discrepancy was found
between IV measurements and admittance spectroscopy, which increased with increasing
voltage. Maybe, in case of trap-controlled transport, only fastest carriers are probed by ad-
mittance spectroscopy. A similar eﬀect has been reported for a polymer, which was, however,
undoped [201].
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Figure 8.7: Model comparison and veriﬁcation of carrier heating for diﬀerent device thick-
nesses at 77 K (50 % m-MTDATA in NPB).
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Figure 8.8: Measurement and simulation of 100 nm m-MTDATA.
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Figure 8.9: Measurement and simulation of 200 nm m-MTDATA.
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Figure 8.10: DI measurements and simulations for pristine m-MTDATA and guest-to-guest
transport in m-MTDATA.
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Figure 8.11: Admittance spectroscopy and IV measurements for trap-controlled transport in
m-MTDATA-doped NPB.
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8.2 Model System: HIM and NPB
As a second model system, the combination of HIM and NPB was investigated. Again, a
pristine device type, a guest-to-guest and a trap-controlled device type were fabricated. The
thicknesses and compositions of these hole-only devices are described in ﬁgures 8.12 to 8.14.
All samples were produced by OVPD and had active areas of 25 mm2. Like for m-MTDATA,
a consistent description of the current at low voltages was also not possible for pristine HIM,
although the eﬀect was less pronounced. The search for the simultaneous description of
current at high voltages and 233 K for the guest-to-guest and the pristine device and of the
temperature dependence from 233 K to 346 K for the guest-to-guest device at low voltages
led to the parameter set {ν0, α, σ} = {2.9 · 1015 s−1, 4.0 · 107 cm−1, 0.090 eV} for HIM. With
these parameters and the known parameters of NPB the energy diﬀerence ∆ = 0.19 eV was
determined from the magnitude of the current at low voltages and 233 K.
0 2 4 6 8 10 12 14
10-12
10-10
10-8
10-6
10-4
10-2
100
 346 K
 293 K
 233 K
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
644 nm HIM
0 20 40 60
10-14
10-12
10-10
10-8
10-6
10-4
10-2
100
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
644 nm HIM
77 K
Figure 8.12: Measurement (full symbols) and simulation (open symbols) of pristine HIM
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Figure 8.13: Measurement (full symbols) and simulation (open symbols) of guest-to-guest
transport in HIM.
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Figure 8.14: Measurement (full symbols) and simulation (open symbols) of trap-controlled
transport. The diode thickness is 325 nm.
The temperature and voltage dependence turned out correctly with this parameter. All mea-
surements and simulations are presented in ﬁgures 8.12 to 8.14. In chapter 6, it was mentioned
that diﬀerent mobility values, probably due to diﬀerent purity grades of the materials, were
found throughout this work for nominally identical ﬁlms of HIM and NPB. The material
HIM in the devices described here was of the highest quality, but, due to the schedule of the
experiments, this cannot be guaranteed for NPB. The low-mobility NPB could be modelled
with an increased disorder parameter of 115 meV, although this parameterization failed at
77 K. With this parameter, the trap-controlled device in ﬁgure 8.14 could be simulated with
∆ = 0.23 eV, but also this simulation did not resemble the measurements at 77 K. Another
source of uncertainty is the fact that, for the relatively high HIM concentration, carrier trans-
port is not ideally trap-controlled but rather in the intermediate region. This was found from
comparisons of the mobility parameterization with the exact calculations according to the
Movaghar-Schirmacher model. This comparison, however, also revealed that the resulting
underestimation of the energy oﬀset ∆ was no larger than 50 meV.
Figure 8.15 compares DI to IV measurements. Like before, an increasing deviation with
increasing ﬁeld is found for the case of trap-controlled transport. The eﬀect is, however,
less pronounced than for 1 % m-MTDATA in NPB. The reason might be the higher guest
concentration in the trap-controlled HIM/NPB sample as well as the lower energy diﬀerence
between host and guest DoS. Both conditions probably enhance carrier equilibration for this
device and lead to a reduced relative inﬂuence of the fastest carriers.
89
8.2. Model System: HIM and NPB
0 2 4 6 8 10 12 14
10-15
10-13
10-11
10-9
10-7
10-5
10-3
10-1
 DI measurement
 IV measurement
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
100% HIM
233 K
0 2 4 6 8 10 12 14
10-12
10-10
10-8
10-6
10-4
10-2
 DI measurement
 IV measurement  
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
44.4% HIM in NPB
233 K
0 5 10 15 20
10-13
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
 DI measurement
 IV measurement
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
11.3% HIM in NPB
233 K
Figure 8.15: Comparison of IV and DI measurements for diﬀerent HIM concentrations at
233 K.
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9 Transport Model Verification for Material
Blends of Spatially Varying Composition
An interesting beneﬁt of the OVPD process is the possibility to coevaporate several materials
with exactly deﬁned mixing ratios and even to vary these ratios during deposition in a
controlled way. This oﬀers new possibilities for device design, especially in the emission
zone. Furthermore, material blends of spatially varying composition are also interesting for
a scientiﬁc reason: All theoretical work on mobility models is based on the assumption of
uniform carrier concentration and electrical ﬁeld strength and, hence, uniform carrier mobility
in the examined material region. In an organic diode, by contrast, all these quantities can vary
strongly within distances of a few nanometers. This raises the question to what degree these
mobility models are actually appropriate for device simulation based on the drift-diﬀusion
equation. Although the satisfying simulation results from previous chapters already indicate
the validity of this approach, any additional method to probe it experimentally is highly
desirable. The simulation of diodes with gradually varying composition based on parameters
extracted from diodes of constant composition is such a method. Due to ﬁeld and charge
carrier concentration dependence, the local mobility already varies by orders of magnitude
throughout a diode of constant mixing ratio, but this eﬀect can still increase considerably
from an additional variation of the mixing ratio because of the exponential dependence of
the mobility on the hopping site distance. It is this dependence which makes the precisely
controlled modulation of layer composition a powerful tool to optimize the recombination
zone of a multilayer OLED, because the composition-dependent factor of the mobility can
easily dominate the mobility variation throughout the recombination zone under realistic
conditions. The model validation for spatially varying mixtures is therefore also of practical
interest.
For these reasons, four diode types with linearly varying composition were produced by
OVPD. Two of them consisted of HIM and NPB and had thicknesses of 344 nm, two consisted
of NPB and CBP and had thicknesses of 360 nm according to calibration measurements.
The mixing proﬁles are described in ﬁgures 9.1 and 9.2. The diode areas were 25 mm2 for
all devices. Due to the employed range of mixing ratios, guest-to-guest transport can be
assumed throughout all devices. The previously extracted parameter sets are {ν0, α, σ} =
{2.0 · 1015 s−1, 4.2 · 107 cm−1, 0.1 eV} and {ν0, α, σ} = {2.9 · 1015 s−1 4.0 · 107 cm−1, 0.09 eV}
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Figure 9.1: Measurement (full symbols) and simulation (open symbols) of temperature-
dependent IV curves for graded blends of HIM and NPB.
for NPB in CBP and HIM in NPB, respectively. These are the parameters for the high-purity
variants of NPB and HIM, which are a valid choice because the gradients had been produced
along with the diodes from which these parameters were determined.
The ﬁgures 9.1 and 9.2 show that all four device types could be modelled very well over the
whole examined temperature range without the availability of any free parameter.
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Figure 9.2: Measurement (full symbols) and simulation (open symbols) of temperature-
dependent IV curves for graded blends of NPB and CBP.
The corresponding DI measurements revealed another indication of the physical validity of
the models: For both HIM/NPB gradients and for the weak NPB/CBP gradient, typical
DI signals were found, of which one for NPB/CBP is presented in ﬁgure 9.3. For the strong
NPB/CBP gradient, by contrast, a decrease from a high initial value to the stationary current
occurred (ﬁgure 9.4). The same results were also found in the simulation and are qualita-
tively explained in ﬁgure 9.5 from the simulated stationary hole distribution. For the strong
gradient, the carrier concentration close to the cathode is strongly increased to compensate
for the reduced mobility in this region. The build-up of this hole concentration can be simply
regarded as the charging of a capacitance, for which the shape of the transient is typical.
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Figure 9.3: Measured and simulated DI signal for weakly varied NPB concentration in CBP.
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Figure 9.4: Measured and simulated DI signal for strongly varied NPB concentration in CBP.
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Figure 9.5: Simulated stationary hole concentration for NPB/CBP gradients.
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10 Modelling of Diodes with Injection-
Limiting Electrode Contacts
The purpose of the experiments and simulations presented in this chapter is twofold. On
the one hand, material parameters of CBP and TCTA should be derived for the analysis of
organic-organic interfaces which will be presented in the next chapter. On the other hand, it
was examined whether the current in organic diodes can be correctly modelled if the injecting
electrode exhibits a high barrier.
10.1 Injection-Limited Current in CBP
Hole-only diodes of CBP with an area of 25 mm2 and a thickness of 400 nm were produced
by OVPD. Based on the low HOMO level of this material, a high injection barrier for holes
is expected. This is supported by the very low maximum of the diﬀerential capacitance of
these diodes, which was shown in the right part of ﬁgure 3.7 in chapter 3. For a useful
interpretation of the IV curves in this situation, a method is needed for the simultaneous
determination of mobility and injection barrier. Therefore, a comparative evaluation of DI
and IV measurements is suggested here. Figure 10.1 shows simulated currents and DI signals
for diﬀerent injection barriers Φ0 and disorder parameters σ. In contrast to the currents, the
transit times remain unaﬀected by the barrier, if the current is strongly injection-limited.
High disorder parameters lead to a signiﬁcant amount of space charge even for high barriers,
as indicated by the right part of the ﬁgure.
This method was applied to CBP. Of course, from one material concentration alone, the decay
constant α cannot be determined. So the measurements were evaluated for diﬀerent decay
constants. This was performed by the following procedure: A decay constant was chosen
and the disorder parameter was then adjusted to match the temperature dependence of the
measured DI signals. Because the temperature dependence for a given disorder parameter
increases with increasing product of decay constant and inter-site distance and the inter-
site distance was assumed to be determined by the molecule concentration, the disorder
parameter extracted from the DI measurements decreased slightly with increasing decay
constant. The barrier was then adjusted to match the measured discrepancy between IV and
DI measurements at 233 K, the lowest examined temperature for these diodes. For a smaller
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Figure 10.1: Simulation of injection current Jin and DI transit time τDI (J(τDI) is then
calcuclated from equation 3.3.) at T = 300 K for diﬀerent injection barriers and disorder
parameters. Method to simultaneously determine disorder parameter and injection barrier if
T is varied.
disorder parameter, the barrier had also to be chosen a little lower to achieve the best ﬁt
with respect to this criterion. The attempt frequency is then chosen to match the absolute
value of the mobilities from DI measurements.
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Figure 10.2: Measured (full symbols) and simulated (open symbols) IV curves and DI transit
times for a CBP diode at diﬀerent temperatures.
Three diﬀerent decay constants were used in the evaluation and led to the value combi-
nations {8.8 · 1013 s−1, 4.0 · 107 cm−1, 0.080 eV, 0.53 eV}, {4.0 · 1014 s−1, 5.0 · 107 cm−1,
0.075 eV, 0.51 eV} and {1.4 · 1015 s−1, 6.0 · 107 cm−1, 0.070 eV, 0.50 eV} for the parameter
set {ν0, α, σ,Φ}. The simulation results were practically identical for these value combinations
and are presented in ﬁgure 10.2 for the lowest and highest examined temperature.
The magnitude of determined CBP hole mobility is in agreement with reported values [202],
the determined injection barrier is surprisingly low. It has, however, been reported for several
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electrode materials that barrier-lowering dipoles occur, especially in cases in which vacuum
level alignment would lead to a high injection barrier, see e.g. [114].
10.2 Characterization and Modelling of NPB-Doped TCTA
To determine mobility parameters of TCTA and the energy diﬀerence between TCTA and
NPB, diodes of pristine TCTA and of TCTA doped with 1 % of NPB were produced by VTE.
They had active areas of 20 mm2. Measurements of TCTA monolayers failed due to strong
problems with the contact formation, so TCTAmobilities had to be taken from literature [203]
based on TOF measurements, otherwise there would have been too many free parameters.
According to these TOF measurements, the mobility increases by a factor of 12 at 160 kV/cm
from 200 K to 300 K for pristine TCTA. Like for CBP, parameter sets for several decay
constants were used to reproduce these data and to model the IV curves of NPB-doped TCTA.
Possible parameter combinations of {ν0, α, σ} were for example {6.4 · 1013 s−1, 4.0 · 107 cm−1,
0.06 eV}, {6.0 · 1014 s−1, 5.0 · 107 cm−1, 0.06 eV} and {5.0 · 1015 s−1, 6.0 · 107 cm−1, 0.06 eV}.
For convenience, the disorder parameter σ was kept constant at 60 meV, which led to an
exact reproduction of the reported temperature dependence for α = 5.0 · 107 cm−1 and minor
deviations for the other decay constant values.
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Figure 10.3: Measurement (full symbols) and simulation (open symbols) of temperature-
dependent IV curves for diﬀerent device thicknesses.
With these parameter sets, the injection barrier from ITO into TCTA and the diﬀerence
between the DoS maxima of TCTA and NPB had still to be determined. It turned out that
an unambiguous determination of 0.5 eV for the barrier and 0.14 eV for the energy diﬀerence
was possible by proper ﬁtting of the magnitude and shape of the IV curve for a 200 nm thick
diode of NPB-doped TCTA at 233 K. The value of 0.14 eV is in very good agreement with
the HOMO levels based on UPS measurements (cf. table 3.1). Without any remaining free
parameters, the IV curves of this diode could then be modelled at all higher temperatures
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and the temperature-dependent simulation was also possible for a 100 nm tick diode of the
same material composition. The very good quality of the ﬁt is shown in ﬁgure 10.3.
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Figure 10.4: Model evaluation at 77 K for diﬀerent decay constants α of TCTA.
For the temperature range from 233 K top 346 K, the simulation results were independent
of the decay constant because of the relatively low ﬁeld. Only at 77 K, a little inﬂuence was
found, the results, based on detrapping model 2, are shown in ﬁgure 10.4. It will be shown in
the next chapter that, based on the OOI evaluation, α = 4.0 · 107 cm−1 might be the correct
value for TCTA. Because of the similarity to the value of NPB, the discrepancy between
detrapping models 1 and 2 vanishes and the reasonable agreement between measurement and
simulation at 77 K can be seen as another indication of detrapping due to carrier heating.
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Figure 10.5: Interpretation of discrepancy between IV and DI measurements. For the short
DI transit times at high temperature, the RC constant for charging the electrodes was taken
into account.
One last noteworthy result is the very strong discrepancy which was found between DI and
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IV measurements. The comparison of these measurements and of DI simulations is presented
in ﬁgure 10.5. The increase of the discrepancy with rising voltage contradicts the assump-
tion that the injection barrier might be the reason. The decrease of the discrepancy with
increasing temperature and the position of the measured signals between simulation results
for the stationary mobility of doped and undoped TCTA support the assumption that, in the
trap-controlled regime, the mobility of fastest carriers is probed by dynamic measurement
techniques. Usage of the results from these measurements can, thus, be misleading in the
simulation of OLEDs.
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Interfaces with Energy Barriers
For a realistic model of multilayer OLEDs, it is crucial to gain insight into the charge carrier
transport over energetic barriers between organic layers. Therefore, diﬀerent hole-only struc-
tures consisting of two organic layers were produced and characterized. Diﬀerent models were
used in an attempt to describe temperature-dependent IV curves of these devices with the
material parameters extracted from the single-layer characterizations which were presented
in the previous chapters.
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Figure 11.1: Measurements at room temperature, demonstrating the strong current reduction
from internal energy barriers compared to direct injection from the electrode.
Figure 11.1 demonstrates that energy barriers between organic layers have a much stronger
impact on the IV curves than barriers at the interface between ITO and the organic materials.
The left part shows that it is much easier for a hole to overcome the barrier from ITO to NPB
directly than in a two-step process through m-MTDATA, the HOMO of which lies between
the Fermi level of ITO and the HOMO level of NPB. The diﬀerence between a barrier at the
electrode and a barrier between organic layers becomes even more evident in the right part,
in which direct injection from ITO into a 400 nm thick CBP layer is compared to injection
from NPB into a 100 nm thick CBP layer. It has to be stressed that injection-limited current
through a layer is a function of the average electric ﬁeld in this layer and that the voltage drop
in the OOI structure occurs nearly completely over CBP. Hence, for 400 nm CBP thicknesses
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in the OOI structure (like in the single-layer structure), the voltage ratio at maximum current
for both diodes in ﬁgure 11.1 (right) would be even approximately four times as high.
The much stronger current reduction by organic-organic barriers is a consequence of the
fact that no image force eﬀect lowers these barriers. Apart from that, interface dipoles are
expected to be smaller. Thus, the common practice of using material cascades with incre-
mentally varying energy levels to facilitate injection has to be considered counterproductive.
If such a cascade is helpful, the reason is probably a diﬀerent quality of contact formation
(see chapter 6) for the diﬀerent materials. In fact, it has been shown that such cascades can
become obsolete, if deposition parameters are properly optimized [204].
Four diﬀerent material combinations, all exhibiting energetic barriers between two organic
layers, were evaluated with respect to diﬀerent models. Therefore, carrier and ﬁeld distribu-
tions were calculated for each examined combination of voltage and temperature. This was
achieved by using the derived mobility parameters of the materials and the measured current
as simulation input as explained in chapter 5.
First, the Arkhipov model (see section 2.5) was used. To calculate absolute values of the
current within this model, the value ∆Ark and the proportionality factor in equation 2.56
have to be deﬁned. The expression on the right-hand side of equation 2.56 has already
the dimension of a current density, so the prefactor has to be dimensionless. Its choice
is interrelated with the choice of ∆Ark. It was suggested by van Woudenbergh et al. to
calculate the quasi-Fermi level (QFL) EF in layer 1 from the carrier concentration according
to equations 2.25 and 2.26 and deﬁne ∆Ark as the energy diﬀerence between the maximum
of the DoS of layer 2 and the QFL [138] in layer 1. Like in previous chapters, the layers are
always counted from the injecting electrode, so the carrier transport occurs from layer 1 to
layer 2. Tsang et al. suggested to take the energetic distribution of carriers in layer 1 into
account [139]. When relation 2.56 is abbreviated as
J ∼ A (∆Ark) , (11.1)
this can be expressed as
J =
1
NI
∞∫
−∞
dEIf (EI , EF ) gI (EI)A (E0 − EI) , (11.2)
with NI , EI , gI(E) and E0 denoting the hopping site concentration in layer 1, the start energy
for the initial jump, the DoS in layer 1 and the center of the DoS in layer 2, respectively.
The corresponding simpler expression which only assumes initial jumps from the QFL is
J = 0.5 ·A (E0 − EF ). The presented calculations for the Arkhipov model in the following
sections were all performed including the energetic carrier distribution in front of the interface
according to equation 11.2. Both variants were applied to the examined material systems in
combination with two variations: In the ﬁrst place, the diﬀerent decay constants and attempt
frequencies of the two materials had to be included. Therefore, the attempt freuency ν0
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and decay constant α in equations 2.56 and 2.55 were replaced by the geometric mean of
the attempt frequencies and the arithmetic mean of the decay constants, respectively. In
equation 2.53, the decay constant of the material in layer 2 was used because this equation
only describes processes within layer 2. The second modiﬁcation was the inclusion of carrier
heating. Therefore, the eﬀective temperature in front of the interface was calculated from
the ﬁeld at this position and the decay constant of the material in layer 1. This eﬀective
temperature was then used to calculate the QFL in front of the interface. In the integral
boundary of equation 2.53, the material temperature instead of the eﬀective temperature was
used, because this boundary is derived from the MA rate only and not from the energetic
distribution of carriers.
As a diﬀerent approach to model the current through the interfaces, the concept of QFL align-
ment was employed, which is well-known from the simulation of inorganic semiconductors,
see e.g. [205]. Therefore, the QFL was calculated from the averaged carrier concentration
in the last mesh point of layer 1 according to equations 2.25 and 2.26 with the use of the
DoS of the material in layer 1 for equation 2.26. Then, the carrier concentration in layer 2
was calculated from this QFL with the same two equations and the DoS of the material in
layer 2.
This method was used with and without the inclusion of carrier heating. In the latter case,
the eﬀective temperatures in both involved layers, calculated from the respective ﬁelds and
decay constants, were used in equations 2.25 and 2.26. In both cases, the mobility in layer 2
was calculated from the ﬁeld and the carrier concentration according to the model used in
this work and the resulting current was derived as drift-current J = epµF from the carrier
concentration, mobility and ﬁeld in layer 2. The last step implies a constant ﬁeld and carrier
concentration in layer 2. This assumption was always justiﬁed by the simulation results, from
which the ﬁeld distribution in the device and the carrier concentration in layer 1 had been
determined.
All devices in the following sections were hole-only diodes with active areas of 20 mm2. The
device consisting of HIM and NPB was produced by OVPD, the others by VTE. Throughout
these sections, the term barrier always denotes the diﬀerence ∆ between the DoS maxima of
the involved materials.
11.1 Injection from NPB into CBP
The material parameters for NPB had been determined in chapter 7. For CBP, by contrast,
the measurements from chapter 10 only determined conditions for the combination of pa-
rameters. The following procedure was used for the model evaluation: A parameter set from
chapter 10 was chosen for CBP. The barrier, i.e. the diﬀerence between the DoS maxima was
then determined for each model by the condition that the current at high voltages at 240 K
was correctly simulated. The only exception was QFL alignment without carrier heating, for
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which the barrier from QFL alignment with carrier heating was adopted.
The disorder parameter and the combination of decay constant and attempt frequency were
already determined from the mobility measurements.
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Figure 11.2: Measurement (full symbols) compared to simulation (open symbols) based on
the Arkhipov model, with and without the assumption of carrier heating.
Figures 11.2, 11.3 and 11.4 show results for the parameter set {ν0, α, σ} = {4.0 · 1014 s−1,
5.0 · 107 cm−1, 0.075 eV}. The barrier had to be chosen as 0.42 eV, 0.48 eV and 0.4 eV for
the Arkhipov model with and without carrier heating and for QFL alignment with carrier
heating, respectively. Based on the measured HOMO levels of the materials, all of these are
relatively low barriers, but they are at least in the range expected from the values based on
the HOMO levels measured by CV.
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Figure 11.3: Measurement (full symbols) compared to simulation (open symbols) based on
QFL alignment, with and without the assumption of carrier heating.
It is evident from the results that the model of QFL alignment without carrier heating is
incapable of describing the current through the interface. In fact, it is also contradictory to
consider the energetic rearrangement of carriers as the reason for the ﬁeld dependence of the
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mobility and to neglect it at the same time in the calculation of carrier concentrations at the
interface. The results for this model are presented, though, in this section and the following
ones to demonstrate the importance of ﬁeld-induced injection enhancement at OOIs.
The results at moderate temperatures remain similar if diﬀerent parameter sets, based on the
results from chapter 10, are chosen for CBP, but the determined barrier moderately decreases
with increasing decay constants. A parameter set including a smaller decay constant might
therefore be considered more appropriate, but with such a parameter set, the overestimation
of currents at 77 K also further increases.
15 20 25 30 35
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
 Arkhipov model, carrier heating
 Arkhipov model, no carrier heating
 QFL alignment, carrier heating
 Measurement
 
 
C
u
rr
e
n
t 
D
e
n
s
it
y 
/ 
(A
/c
m
2
)
Voltage / V
100 nm NPB, 100 nm CBP
77 K
Figure 11.4: Model comparison at 77 K.
Comparing the models, it can be stated that the measured temperature dependence at high
voltages and the shapes of the IV curves are best reproduced assuming QFL alignment and
carrier heating. The latter statement is especially evident for 240 K.
11.2 Injection from m-MTDATA into TCTA
The situation for m-MTDATA and TCTA was similar as for NPB and CBP. For m-MTDATA,
the material of layer 1, an exact parameter set had been chosen in chapter 8, for TCTA
only parameter combinations had been determined in chapter 10. The energy barrier was
determined based on the currents at high voltages at 248 K. The ﬁgures show results based
on the parameter set {ν0, α, σ} = {6.4 · 1013 s−1, 4.0 · 107 cm−1, 0.06 eV}.
The respective energy barriers for the Arkhipov model with and without carrier heating and
for QFL alignment with carrier heating were 0.41 eV, 0.36 eV and 0.44 eV, respectively. In
chapter 8, an energy diﬀerence of 0.376 eV was determined between m-MTDATA and NPB, in
chapter 10, a diﬀerence of 0.14 eV between NPB and TCTA. The barrier for QFL alignment
is, thus, the closest to the expected value of 0.516 eV. Also the simulation results at moderate
temperatures are clearly most satisfying for this model. At 77 K, however, all models lead
to signiﬁcant discrepancies between simulations and measurements.
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Figure 11.5: Measurement (full symbols) compared to simulation (open symbols) based on
the Arkhipov model, with and without the assumption of carrier heating.
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Figure 11.6: Measurement (full symbols) compared to simulation (open symbols) based on
QFL alignment, with and without the assumption of carrier heating.
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Figure 11.7: Model comparison at 77 K.
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11.3 Injection from HIM into NPB
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Figure 11.8: Measurement (full symbols) compared to simulation (open symbols) based on
the Arkhipov model, with and without the assumption of carrier heating.
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Figure 11.9: Measurement (full symbols) compared to simulation (open symbols) based on
QFL alignment, with and without the assumption of carrier heating.
The examined device in this section consisted of low-mobility NPB and low-mobility HIM
(see chapter 6). The simulation of single-layer structures of these materials at moderate
temperatures had been possible with the respective disorder parameters 0.115 eV and 0.1 eV,
so these parameters were also used for the OOI models and the results are shown in ﬁgures
11.8 and 11.9. The respective energy barriers for the Arkhipov model with and without
carrier heating and for QFL alignment were 0.315 eV, 0.29 eV and 0.23 eV. Not only are the
simulation results at low voltages for QFL alignment closer to the measurements, also the
extracted barrier for this model is in better agreement with the value determined from trap-
controlled transport in blends of HIM and NPB. In fact, the diﬀerence between both values
lies in the range of uncertainty which originates from the fact that the HIM concentration in
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the examined blend was to high to fall in the ideal trap-controlled regime.
It is noteworthy that the extracted barriers from the OOI simulations and the resulting IV
curves were practically identical when the disorder parameters 0.094 eV and 0.09 eV of the
purer versions of NPB and HIM were used. Hence, the non-perfect material quality in the
experiment poses only little ambiguity on the OOI model evaluation.
11.4 Injection from m-MTDATA into NPB
For this material system, all parameters were completely determined from mobility measure-
ments in chapters 7 and 8. The parameter sets for m-MTDATA and NPB were {ν0, α, σ}
= {2.2 · 1016 s−1, 6.0 · 107 cm−1, 0.104 eV} and {ν0, α, σ} = {2.0 · 1015 s−1, 4.2 · 107 cm−1,
0.094 eV}, respectively. The energy barrier of 0.376 eV had been determined unambiguously
from the mobility in the trap-controlled transport regime. The ﬁgures show the simulation
results for the diﬀerent models using these parameters.
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Figure 11.10: Measurement (full symbols) compared to simulation (open symbols) based on
the Arkhipov model, with and without the assumption of carrier heating.
Apparently, a uniﬁed description of carrier transport through OOIs at high voltages and
of carrier mobility is possible. If carrier heating is included, the Arkhipov model and the
assumption of QFL alignment provide very similar results, with the overestimation of currents
at low voltages being slightly lower for the latter.
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Figure 11.11: Measurement (full symbols) compared to simulation (open symbols) based on
QFL alignment, with and without the assumption of carrier heating.
11.5 Verdict
OOIs have been evaluated under explicit consideration of all material parameters which also
determine carrier mobility. The overall impression from the examined material systems is
that the combination of QFL alignment and carrier heating provides the most consistent
results with parameters extracted from mobility measurements. Since a method was found
in this work to include this model into a device simulation program, this ﬁnding oﬀers the
opportunity to simulate multilayer OLEDs with improved accuracy compared to the current
state of the art.
Strong deviations between measurements and model, however, still occur at very low temper-
atures and for low ﬁelds at the interface. The latter ﬁnding is in agreement with two reported
results in the literature [138,139]. The consistent ﬁnding for several material systems in this
work helps to identify this fact as a general characteristic of OOIs.
From a pragmatic point of view, it can be argued that low ﬁelds and extremely low temper-
atures are no realistic operation conditions of an OLED. From a scientiﬁc point of view, it
has to be stated that a full understanding of OOIs remains a challenging task.
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12 Model Application to OLEDs with
Varying Doping Profile in the Emission
Layers
In this chapter, the results of this work are ﬁnally applied to an example of practical interest,
the optimization of the recombination zone of an OLED based on the phosphorescent green
emitter Ir(ppy)3 doped into the matrix material TMM004. All diodes in this chapter were
deposited via OVPD and had an active area of 25 mm2. Hole and electron mobilities for
diﬀerent Ir(ppy)3 concentrations were determined separately and used as input for the simu-
lation of OLEDs with diﬀerent doping proﬁles in the emission zone. The measurements and
preliminary simulation results were already presented in [206]. In that publication, the beneﬁt
of a spatially varying doping proﬁle for the eﬃciency had been pointed out. In the following
sections, a detailed description of the simulation procedure and the results is presented.
12.1 Modelling of Hole Transport as a Function of Dopant
Concentration
The hole-only diodes had the following layer sequence: an ITO anode, 20 nm NPB, 40 nm
TMM004 including diﬀerent spatially constant concentrations of Ir(ppy)3, 20 nm NPB and
an aluminum cathode. The NPB layer on the anode side was used for optimized contact
formation, the NPB layer on the cathode side was used to avoid unwanted electron injection.
Fitting of simulation results to the measurements led to the material parameter set {ν0, α, σ}
= {1.1 · 1018 s−1, 6.5 · 107 cm−1, 140 meV} for Ir(ppy)3. An uncertainty in the evaluation is
the energy barrier ∆ which holes have to overcome for the transition from Ir(ppy)3 to NPB.
According to CV measurements, the HOMO levels of both materials are the same, according
to UPS measurements, the HOMO of NPB is 0.4 eV lower. For Ir(ppy)3 concentrations up to
15 %, the simulations revealed no inﬂuence of such a high barrier because the hole mobility
in the host-guest system was so much lower than the hole mobility in NPB that the former
dominated the electrical behaviour of the diodes. For 30 % of Ir(ppy)3, the mobility has
reached a value at which, according to the simulations, a barrier larger than 0.3 eV leads to
considerable rearrangement of the electric ﬁeld throughout the diode and, thus, to a reduction
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of the current.
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Figure 12.1: Measurement (full symbols) and simulation (open symbols) of hole transport
for diﬀerent Ir(ppy)3 concentrations (left) and at 30 % Ir(ppy)3 for diﬀerent barriers between
Ir(ppy)3 and NPB (right).
All IV curves could successfully be simulated with this parameter set, which indicates the con-
sistency of the model. The disorder parameter, however, was not derived from temperature-
dependent measurements for these devices.
The optimal simulation parameters for the description of Ir(ppy)3 in TMM004 diﬀer strongly
from those of Ir(ppy)3 in CBP, as ﬁgure 12.2 demonstrates. A similar eﬀect has been reported
for the material TPD doped into diﬀerent polymers [207]. It is, however, more surprising
for coevaporated materials, because in this case, it cannot be attributed to solubility. This
ﬁnding has severe consequences for the simulation of OLEDs. It is obviously not generally
possible to transfer the ﬁndings for guest-to-guest transport in one host material to another.
Hence, the required eﬀort for determining the input parameters for the simulation increases
considerably.
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Figure 12.2: Simulation of Ir(ppy)3 in CBP (see section 7.2) with the parameters determined
for Ir(ppy)3 in TMM004.
12.2 Modelling of Electron Transport as a Function of Dopant
Concentration
Electron-only diodes had the following layer sequence: an ITO anode, 20 nm TMM004,
40 nm TMM004 including diﬀerent spatially constant concentrations of Ir(ppy)3, 20 nm Alq3,
followed by the combination of lithium ﬂuoride and aluminum as well-injecting cathode. Alq3
was used for controlled contact formation at the cathode, TMM004 on ITO was used to avoid
hole injection from the anode.
0 2 4 6 8 10
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
 0%
 8%
 4%
 15%
 30%
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
Ir(ppy)3 Concentration:
Discontinuity in IV Curve for
30 % of Ir(ppy)3
0 2 4 6 8
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
 0% Ir(ppy)3, Measurement
 0% Ir(ppy)3, Simulation
 8% Ir(ppy)3, Measurement
 8% Ir(ppy)3, Simulation
 
 
C
u
rr
e
n
t 
/ 
A
Voltage / V
Figure 12.3: Measurements of electron currents for diﬀerent Ir(ppy)3 concentrations (left)
and simulations with suitable ﬁt parameters (right).
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The left part of ﬁgure 12.3 shows the measured IV curves of the electron-only devices. In-
troduction of small amounts of Ir(ppy)3 leads to a moderate reduction of the current, which
indicates that Ir(ppy)3 molecules act as a shallow traps. This does not agree with the LUMO
levels from table 3.1, but the LUMO values are generally considered uncertain, since they
are just estimated from addition of the optical gaps to the HOMO values. Additionally, the
HOMO level diﬀerences determined from CV are not equal to those determined from UPS
measurement. If the optical gap is added to the UPS-determined HOMO levels in table 3.1,
the estimated LUMO levels of TMM004 and Ir(ppy)3 are the same. Due to the uncertainties
in the LUMO levels, no energy barriers were assumed in ﬁtting the electron mobilities
Alq3 was modelled with ﬁeld-dependent mobility based on previous measurements [198].
However, the prefactor of the mobility had to be chosen at least four times as high as in these
previous measurements, otherwise the high currents through the samples examined here could
not have been explained. As the mobility also depends on carrier concentration, this prefactor
probably results from the fact that the mobility also depends on the carrier concentration.
The samples examined here were thinner than those in [198] and contained only a very thin
Alq3 layer close to the cathode. Thus, the electron concentration throughout the Alq3 layers
of the diodes presented here was much higher than in the samples in the former study.
With all these assumptions, the electron mobility for 4 %, 8 % and 15 % of Ir(ppy)3 could
be ﬁtted assuming an undoped system with the molecule concentration of pristine Ir(ppy)3
and the parameters {ν0, α, σ} = {5.2 · 1015 s−1, 6.5 · 107 cm−1, 130 meV}. The ﬁt for 8 %
of Ir(ppy)3 is shown in ﬁgure 12.3, together with a ﬁt for 0 % of Ir(ppy)3 with an adjusted
value of ν0, the latter being irrelevant for following OLED simulations
The dependence of electron mobility on Ir(ppy)3 concentration does neither resemble guest-
to-guest nor trap-controlled transport. Since the LUMO levels of TMM004 and Ir(ppy)3
seem to be close to each other and both materials conduct electrons, this can correspond
to the intermediate region of doping-dependent mobility discussed in section 4.1. As the IV
curve for 30 % Ir(ppy)3 exhibits a discontinuity at a certain voltage, indicated by the arrow
in ﬁgure 12.3 (left), it is unclear whether the low current below this voltage, which cannot
be explained by any eﬀect discussed in this work, is just a measurement artefact.
Summarized, the ﬁtted electron mobility in the doped system is not theoretically justiﬁed
like the hole mobility, but this does not aﬀect the following OLED simulations, which mainly
demonstrate the interrelation between mobility distribution and recombination zone.
12.3 Modelling of Current and Recombination Zone in OLEDs
with Different Doping Profiles
The six examined OLEDs had the following structure: ITO, 50 nm NPB, 40 nm TMM004
with diﬀerent doping proﬁles of Ir(ppy)3, 30 nm Alq3 and, ﬁnally, lithium ﬂuoride and alu-
minum. The diﬀerent proﬁles of Ir(ppy)3 concentration in the emission layer are shown in
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ﬁgure 12.4.
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Figure 12.4: Layer sequences of the examined OLEDs and doping proﬁles in the emission
zones.
For Alq3, the electron mobility parameters from the last section were used in the simulation.
Hole mobility in NPB was assumed the same as in previous chapters, only at low voltages
the attempt frequency was reduced for convenience: If the mobility in an electrode-adjacent
layer is so high that the voltage drop over this layer is negligible, a limited reduction of the
mobility in this layer can signiﬁcantly speed up a transient simulation without aﬀecting the
result signiﬁcantly. Electron mobility in NPB was assumed three orders of magnitude lower
than hole mobility, hole mobility in Alq3 about three orders of magnitude lower than the
electron mobility. The electron barrier from the emission layer to NPB was set to 0.4 eV,
the hole barrier from Ir(ppy)3 to Alq3 to 0.7 eV. Electron and hole mobilities in the emission
layer were modelled according to the parameters from the previous sections. As a coarse
approximation, the electron mobility was reduced by a factor of 3 for the constant Ir(ppy)3
concentration of 30 %. For the gradient starting with 30 % at the NPB-adjacent side, the
reduction factor of 3 was applied to the ﬁrst 13 nm of the emission layer, counted from the
interface with NPB. The simulated IV curves are compared to the measurements in ﬁgure
12.5. A signiﬁcant deviation occurs only for OLED 1. The reason might be the uncertainty
in the electron mobility, which is only in this device much higher than the hole mobility
throughout the whole emission layer and, thus, dominates the electrical behaviour.
The simulated recombination zones are shown in ﬁgure 12.6. They can be qualitatively
correlated to the spectra in ﬁgure 12.8 and the eﬃciencies in ﬁgure 12.9. A shift of the centroid
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Figure 12.5: Measured (full symbols) and simulated (open symbols) IV curves of the examined
OLEDs.
of the recombination zone from the NPB-adjacent side towards the Alq3-adjacent side of the
emission layer (ﬁgure 12.6) corresponds to a shift of the centroid of the spectrum towards
longer wavelengths (ﬁgure 12.8). The strongest change in the spectrum with increasing
luminance occurs for OLED 1, for which also the recombination zone with increasing voltage,
according to the simulation, starts reaching into the NPB layer. For a broader recombination
zone, the eﬃciency increases, probably due to reduced quenching processes. OLED 4 is the
only exception from this rule. As it is also the only OLED with most recombination close to
Alq3, the inﬂuence of Alq3 on the eﬃciency reduction should be further investigated.
The variations in the simulation of OLED 4 and OLED 6 were examined due to the un-
certainty in electron mobility for high Ir(ppy)3 concentrations. The correction factor in the
electron mobility was varied from 1 to 1/100 and the resulting recombination zones are plotted
in ﬁgure 12.7. The respective unique features of these two OLEDs, the strong recombination
contribution close to Alq3 for OLED 4 and close to the center of the emission layer for OLED
6, are qualitatively stable against the variation of the electron mobility.
The results of this section show that the developed simulation program can be a useful tool to
examine the possibilities which lie in sophisticated composition proﬁles of the emission layer.
Together with the capability of the OVPD process to deliver such proﬁles in a controlled
and reproducible way, this oﬀers the opportunity to ﬁnd the optimal device structure with
respect to color point, eﬃciency and lifetime for a given material system.
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Figure 12.6: Simulated recombination zones in the examined OLEDs for applied voltages of
3 V and 7 V.
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Figure 12.7: Inﬂuence of varied electron mobility in OLED 4 and OLED 6 on the recombina-
tion zone. Segment 1 denotes the 13 nm of the emission zone with reduced electron mobility,
segment 2 the remaining part of the emission zone.
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Figure 12.8: Measured electroluminescence spectra of the OLEDs at diﬀerent luminances.
Data from [206]. The luminance values of 200 cd/m2 and 1000 cd/m2 are only approxima-
tions. This is the reason for the considerably diﬀering integrals of the spectra at a given
luminance. The OLEDs in the legend are ordered according to the magnitudes of the corre-
sponding integrals.
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Figure 12.9: Measured current eﬃcacies of the examined OLEDs at diﬀerent luminances.
Data from [206].
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13 Summary
In this work, the question was addressed whether a contradiction-free description of carrier
transport in blends of organic materials (also called host-guest systems) and through bound-
aries between these materials is possible based on common physical assumptions and whether
device simulation using a continuum model based on these assumptions is feasible. Special
emphasis was put on carrier transitions via Miller-Abrahams rates in a Gaussian density of
states, leading to the following model-determining parameter set: Attempt frequencies, the
decay constants, the hopping site concentrations, the standard deviations of the distributed
energies and the diﬀerences between the maxima of the densities of states of diﬀerent mate-
rials.
Therefore, an existing semi-analytical model for the description of carrier transport in a host-
guest system with arbitrary density of states and with diﬀerent decay constants of host and
guest molecules was modiﬁed in such a way that also diﬀerent attempt frequencies of host
and guest materials could be accounted for. It was shown that this modiﬁcation also elimi-
nated an unrealistic prediction of the original model for the case of strongly diﬀering decay
constants and small energetic diﬀerences between the maxima of the densities of states of
the involved materials. With this modiﬁed model, the inﬂuence of strongly diﬀering decay
constants and attempt frequencies in host-guest systems of varying mixing ratio was investi-
gated for the ﬁrst time. It was found that large diﬀerences in these parameters can lead to
an extended intermediate region between the well-known guest-to-guest transport and trap-
controlled regime and that the mobility can diﬀer by orders of magnitude from the values
which would follow from simple extrapolation of these regimes to the intermediate region.
For the guest-to-guest and the trap-controlled regime, existing parameterizations were com-
bined and complemented with new heuristic ﬁts to derive an analytic expression for the
results of the semi-analytic model.
The examined semi-analytical model was also applied for the ﬁrst time to approximated and
exact Marcus rates, which describe non-adiabatic small polarons at high temperatures, and
to generalized Miller-Abrahams rates. It was found that the charge carrier concentration
dependence of the mobility, according to this model, is not aﬀected by the type of transition
rate. Furthermore, the temperature dependence of the mobility is practically identical for
simpliﬁed and generalized Miller-Abrahams rates. For Marcus rates, it is the superposition
of the temperature dependence from Miller-Abrahams rates and the temperature-dependent
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prefactors of the Marcus rates. All these results contradict reported ﬁndings from another
published semi-analytical model, which is based on the calculation of an eﬀective transition
frequency in a disordered medium. For the aspect of carrier concentration, it could be
shown that, contradicting the claim in the original work, the calculation of the eﬀective
frequency is the reason for the diﬀerent behaviour of polaron rates and Miller-Abrahams
rates within this model and that these transition types do not lead to general diﬀerences
regarding the transport level. The ﬁndings for polaron transport within the model used here
are in agreement with recently published results from master equation simulations, which are
considered the benchmark for the validity of semi-analytical models.
Existing simulation results on carrier heating could be successfully used in the model to
reproduce the ﬁeld dependence of mobility in an undoped system with Gaussian density
of states at diﬀerent temperatures and carrier concentrations, which had so far only been
calculated via Monte Carlo and master equation simulations. Thereby, it was shown that
the parameterization of the ﬁeld dependence of the mobility from the well-known extended
Gaussian disorder model breaks down at very low temperatures. By comparing existing
simulation results, it could also be pointed out that, in agreement with the predictions from
carrier heating, the ﬁeld enhancement of the mobility in a system with uncorrelated disorder
scales with the decay constant and not with the inter-site distance, a fact which has been
overlooked so far in the established mobility models. Comparison with existing Monte Carlo
simulations also indicated that carrier heating in the experimentally relevant ﬁeld range is
similar for polaron and Miller-Abrahams rates, contradicting previous claims based on a
diﬀerent simulation approach. It was shown here that, in the framework of the examined
model, the ﬁeld enhancement of mobility is independent of the type of transition rate and
nearly exclusively caused by the introduction of the ﬁeld-enhanced temperature in the Fermi
distribution of carriers.
It is another ﬁnding of this work that the comparison with existing master equation simula-
tions also indicates that carrier heating can explain the ﬁeld-induced detrapping of carriers
in a host-guest system, if the proper heating model is chosen, namely the one which also
can explain the ﬁeld dependence of mobility in an undoped system. Since carrier heating in
this model depends on the decay constant and no simulations assuming host-guest systems
with diﬀerent decay constants of the involved materials exist so far, two possible detrap-
ping models for such a case were suggested here as working hypotheses for the experimental
part: One model which assumes thermodynamic equilibrium between host and guest under
all conditions and one which, at the cost of non-equilibrium in the presence of an electric
ﬁeld, takes into account the intuitive assumption that detrapping is enhanced with increased
mutual wave overlap between host and guest molecules.
A simulation program, based on the solution of the transient drift-diﬀusion equation, was
implemented to use and evaluate the new mobility models. With this program, a promising
possibility was found to adjust the recombination zone by modulating the mobility. Further-
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more, a method was introduced to include the assumption of quasi-Fermi level alignment into
the simulation algorithm.
As early work with respect to the model veriﬁcation, the sensitivity of material parameters
to deposition conditions was examined for the material NPB. It was found that the contact
formation depends critically on deposition conditions, but that mobility remains unaﬀected.
Two model systems, Ir(ppy)3 in CBP and NPB in CBP, were investigated for a detailed
examination of guest-to-guest transport. These examinations diﬀer from exisiting modelling
approaches in three important points: Diﬀerent concentrations of diluted guest molecules were
used to determine decay constant, the temperature dependence was accounted for quantita-
tively, not just qualitatively, and the ﬁeld dependence of the mobility was modelled based on
carrier heating. For NPB, it was found that the temperature dependence of the currents of
the pristine material yielded a disorder parameter slightly diﬀerent from the diluted material.
Apart from that, the temperature dependence at low voltages could be consistently modelled
with one respective disorder parameter in both model systems. The increase of ﬁeld depen-
dence with decreasing guest concentration was slightly overestimated, nevertheless the new
mobility parameterization was found superior to exisiting ones.
For a comparative examination of guest-to-guest and trap-controlled transport, also two
model systems, m-MTDATA in NPB and HIM in NPB, were investigated. Thereby, also
measurements at 77 K were performed, which in case of guest-to-guest transport through
m-MTDATA and for pristine m-MTDATA and HIM strongly supported the assumption of
carrier heating. For both model systems, a contradiction-free description of guest-to-guest
and trap-controlled transport was possible under the assumption of carrier heating. In case
of the combination of m-MTDATA and NPB, the suggested detrapping model which implies
deviation from equilibrium between host and guest molecules had to be used. The pris-
tine materials could not correctly be modelled at high temperatures, which can probably be
attributed to non-perfect contact formation. For pristine m-MTDATA, in contrast to the
diluted material, also the thickness-dependent IV curves could not entirely correctly be re-
produced with the same parameter set. It was also found that non-stationary measurement
methods, namely dark-current injection and admittance spectroscopy, cannot be used to de-
termine the stationary mobility for trap-controlled transport, because they overestimate the
ﬁeld-dependence.
Satisfying modelling of diodes with spatially varying composition based on the previously
determined material parameters could be performed for the systems HIM in NPB and NPB in
CBP. The simulation of the dark-current injection signals and of the temperature-dependent
IV curves was possible with only minor deviations between measurement and experiment.
The injection-limited current in CBP was examined by a comparative study of temperature-
dependent DI and IV measurements, the barrier was found much lower than expected from
the HOMO level of CBP. At low voltages, deviations between model and measurement were
found. The injection-limited and trap-controlled current in NPB-doped TCTA could very
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well be modelled for diﬀerent device thicknesses. The discrepancy between transient and
stationary mobility in the trap-controlled regime was also reconﬁrmed by this model system.
Four diﬀerent organic-organic interfaces were examined. An exisiting model for such inter-
faces was applied for the ﬁrst time under the condition that all relevant material parameters
had been determined from mobility measurements. The concept of quasi-Fermi level align-
ment was applied to organic-organic interfaces for the very ﬁrst time. Both models were
checked with and without the assumption of carrier heating. Quasi-Fermi level alignment
including carrier heating turned out to deliver the best overall agreement between measure-
ments and simulations. Although the results for low voltages and low temperatures show
that this model is far from being perfect, the results indicate that it is very useful under
realistic OLED operating conditions, namely moderate temperatures and high ﬁelds. This is
an especially pleasing result regarding the fact that this model could be implemented in the
simulation program developed in this work.
Finally, OLEDs with diﬀerent compositions of the emission layers, consisting of Ir(ppy)3 and
TMM004, were simulated. For that purpose, hole and electron transport were characterized
as a function of Ir(ppy)3 concentration. An important and unexpected result was the fact
that the determined decay constant and attempt frequency of Ir(ppy)3 in TMM004 diﬀered
strongly from the values found for Ir(ppy)3 in CBP. Despite some uncertainties in the mobility
model for electrons, a satisfying simulation of IV curves was possible, and the trends in
simulated recombination zones could well be correlated to the trends in spectra and eﬃciencies
of the OLEDs.
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Abbreviations and Symbols
Abbreviations
3DME three-dimensional master equation
AFM atomic force microscopy
Alq3 tris-(8-hydroxyquinoline) aluminum
CBP 4,4’-bis(carbazol-9-yl)-biphenyl
CDM correlated disorder model
CV cyclic voltammetry
DI dark-current injection
DoS density of states
ECDM extended correlated disorder model
EGDM extended Gaussian disorder model
EL emission layer
EMA eﬀective medium approximation
ETL electron transport layer
ETM electron transport material
GDM Gaussian disorder model
HIM hole injection material
HOMO highest occupied molecular orbital
HTL hole transport layer
HTM hole transport material
Ir(ppy)3 tris-(phenyl-pyridyl)-Ir
ITO indium tin oxide
LED light-emitting diode
LUMO lowest unoccupied molecular orbital
MA Miller-Abrahams
MC Monte Carlo
MS Movaghar-Schirmacher
m-MTDATA 4,4’,4”-tris-(2-methylphenyl-phenylamino) triphenylamine
NPB N,N’-diphenyl-N,N’-bis(1-naphthyl)-1,1’-biphenyl-4,4’-diamine
OFET organic ﬁeld eﬀect transistor
OLED organic light-emitting diode
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OOI organic-organic interface
OPVC organic photovoltaic cell
OVPD organic vapor phase deposition
QFL quasi-Fermi level
TCTA 4,4’,4”-tris(N-carbazolyl)-triphenylamine
TMM004 triplet matrix material 004
UPS ultraviolet photoelectron spectroscopy
VTE vacuum thermal evaporation
XRR X-ray reﬂectometry
Symbols
A0 prefactor of generalized Miller-Abrahams rates
a average hopping site distance
ag average guest-to-guest distance in a host-guest system
ah average host-to-host distance in a host-guest system
B constant from percolation theory and semi-analytical models de-
termining the most relevant hopping distance
C parameter of the characteristic temperature dependence of carrier
mobility in a Gaussian density of states at low ﬁeld and carrier
concentration
C0 capacitance of an organic diode
Cd parameter related to ﬁeld dependence of mobility in the correlated
disorder model
CG parameter related to ﬁeld dependence of mobility in the Gaussian
disorder model
Cg resulting parameter C for guest-to-guest mobility in a host-guest
system
Ch resulting parameter C for host-to-host mobility in a host-guest
system
Cp diﬀerential capacitance of an organic diode
D diﬀusion coeﬃcient
Dn electron diﬀusion coeﬃcient
(Dn)
i
l electron diﬀusion coeﬃcient at mesh point l at ith time step in
simulation
Dp hole diﬀusion coeﬃcient
(Dp)
i
l hole diﬀusion coeﬃcient at mesh point l at ith time step in simu-
lation
d diode thickness
E energy
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E0 one of four parameters in Gill’s empirical mobility model
E0E energy describing the translation of an exponentially decaying den-
sity of states
E0G expected value of energy levels described by a Gaussian density of
states
E1 material-speciﬁc energy from Miller-Abrahams formalism
Ea half the polaron binding energy
Eexp energy describing the dilation of an exponentially decaying density
of states
EF (quasi-)Fermi energy
Ei energy of starting site of a carrier transition
Ej energy of target site of a carrier transition
Ep polaron binding energy
Er twice the polaron binding energy
Et transport energy in the EMA model by Fishchuk
EV ac vacuum energy level
e elementary charge
F electric ﬁeld
F il discretized ﬁeld at mesh point l and ith time step in simulaion
f(E,EF ) Fermi-Dirac distribution with (quasi-)Fermi level EF
fd ratio of dipole concentration to hopping site concentration
fF (F, T ) factor describing the ﬁeld dependence of mobility in the EGDM
fMax frequency determining carrier mobility from diﬀerential capaci-
tance of an organic diode
fMin frequency determining carrier mobility from diﬀerential conduc-
tance of an organic diode
fp(p, T ) factor describing the carrier concentration dependence of mobility
in the EGDM
G charge carrier generation rate
Gp diﬀerential conductance of an organic diode
g(E) density of states
gg(E) guest density of states
gh(E) host density of states
hg(pg, T ) carrier concentration-dependent enhancement of guest-to-guest
mobility in a host-guest system
hh(ph, T ) carrier concentration-dependent enhancement of host-to-host mo-
bility in a host-guest system
~ reduced Planck constant
J current density
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J20 prefactor in Marcus rates
Jin injection current density
Jn electron current density
(Jn)
i
l electron current density at mesh point l at ith time step in simu-
lation
Jp hole current density
(Jp)
i
l hole current density at mesh point l at ith time step in simulation
kB Boltzmann constant
N hopping site concentration
N(E) Bose-Einstein distribution
N−A concentration of ionized acceptor molecules
N+D concentration of ionized donor molecules
Ng guest molecule concentration in host-guest system
Ng,0 molecule concentration of pristine guest material
Nh host molecule concentration in host-guest system
Nh,0 molecule concentration of pristine host material
n Electron concentration
n(x,E) concentration of escape-enabling sites at postion x and energy E
at an OOI (Arkhipov model)
nil discretized electron concentration at mesh point l at ith time step
in simulation
ntr concentration of trapped electrons
p hole concentration
pA hole concentration at the anode
pC hole concentration at the cathode
pd dipole moment
pg hole concentration on guest molecules in a host-guest system
ph hole concentration on host molecules in a host-guest system
pi occupation probability of hopping site i
pil discretized hole concentration at mesh point l at ith time step in
simulation
R charge carrier recombination rate
Rc dominant jump distance according to percolation theory
Rij distance between starting site i and target site j of a carrier tran-
sition
Rs series resistance of an organic diode
rt dominant jump distance in the EMA model by Fishchuk
(Sn)
i
l (Jn)
i
l /e
(Sp)
i
l (Jp)
i
l /e
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s longitudinal sound velocity
s1(E) energy-dependent carrier transition contribution in the Movaghar-
Schirmacher model for asymmetric transition rates
T temperature
T0F one of four parameters in Gill’s empirical mobility model
Teff eﬀective temperature of heated carriers
Teff,g eﬀective temperature of heated carriers on guest molecules
Teff,h eﬀective temperature of heated carriers on host molecules
Teff,∆ assumed eﬀective temperature in detrapping model 2
TSub substrate temperature
t time
V applied voltage
Vbi built-in voltage
W normalized electric ﬁeld eFa/(kBT )
w1(x,E) escape probability from position x and energy E in layer 2 of an
OOI (Arkhipov model)
w2(x,E) probability of jump to position x and energy E in layer 2 of an
OOI (Arkhipov model)
x position
x volume fraction of guest material in a host-guest system
x0 distance of eﬀective barrier (due to image force eﬀect) from elec-
trode surface
α decay constant in carrier transition rates
α(Ei, Ej) averaged decay constant for transition from site i to site j
αh decay constant of host material in a host-guest system
αg decay constant of guest material in a host-guest system
αi contribution of starting site to the decay constant α
αj contribution of target site to the decay constant α
β one of four parameters in Gill’s empirical mobility model
βD enhancement of diﬀusion coeﬃcient due to generalized Einstein
relation
βp material constant involved in polaron transition rates
Γ parameter related to ﬁeld dependence of mobility in the correlated
disorder model
γ dimensionless ﬁt parameter to describe carrier heating
∆ Energy diﬀerence between the maxima of two Gaussian densities
of states
∆Ark diﬀerence between energy level of a carrier before its initial jump
and the center of the Gaussian density of states of the target layer
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∆ti time step length for transition from time step i to i+1 in simulation
∆xl step size at mesh point l (mesh point is centered in ∆xl)
∆Φ change of energy levels due to image force eﬀect
δ parameter involved in carrier concentration dependence of mobility
in an uncorrelated Gaussian density of states
δ1 parameter involved in carrier concentration dependence of mobility
in an uncorrelated Gaussian density of states
δ2 parameter involved in carrier concentration dependence of mobility
in an uncorrelated Gaussian density of states
ε permittivity of a medium
ε0 permittivity of the vacuum
εr relative permittivity of a medium
εr,k relative permittivity at mesh point k in simulation
θ dimensionless ﬁt parameter to describe carrier heating
µ charge carrier mobility
µ0 prefactor in several mobility models
µ0,g(T ) guest-to-guest mobility at low ﬁeld and carrier concentration
µ0,h(T ) host-to-host mobility at low ﬁeld and carrier concentration
µg mobility contribution from guest molecules in a host-guest system
µh mobility contribution from host molecules in a host-guest system
µn electron mobility
(µn)
i
l electron mobility at mesh point l at ith time step in simulation
µp hole mobility
(µp)
i
l hole mobility at mesh point l at ith time step in simulation
ν(Ei, Ej) averaged transition rate from site i to j, neglecting energy diﬀer-
ence
ν0 attempt frequency of carrier transition rates (often but not always
originating from standard/simpliﬁed Miller-Abrahams rates)
ν0,g attempt frequency of carrier transition rates between guest
molecules in a host-guest system
ν0,h attempt frequency of carrier transition rates between host
molecules in a host-guest system
νe averaged transition rate in an eﬀective medium approximation
model of carrier mobility
νg ν0,g exp(−2αgRij)
νh ν0,h exp(−2αhRij)
νij charge carrier transition rate from an occupied starting site i to an
unoccupied target site j
ρ space charge density
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ρm mass density
Σ measure for the degree of spatial (oﬀ-diagonal) disorder in the
Gaussian-disorder model
σ energetic disorder (standard deviation of energy levels described
by a Gaussian density of states)
σd correlated disorder from permanent dipole moments of molecules
σg energetic disorder of guest material
σh energetic disorder of host material
σvdW uncorrelated disorder originating from van der Waals forces
σˆ relative disorder: σ/(kBT )
σˆeff σ/(kBTeff )
σˆeff,g σg/(kBTeff,g)
σˆeff,h σh/(kBTeff,h)
σˆg σg/(kBT )
σˆh σh/(kBT )
τ(Ei, Ej , Rij) time constant of transition from site i to j (taking into account
transition rate and occupation probabilities)
τDI carrier transit time probed by DI
Φ0 barrier height at an electrode in absence of an electric ﬁeld
ΦA work function of anode
ΦC work function of cathode
Φeff lowered injection barrier height due to image force eﬀect
ϕ potential
ϕA potential at the anode of a diode
ϕC potential at the cathode of a diode
ϕil discretized potential at mesh point l and ith time step in simulaion
Ω normalized polaron binding energy 2Ep/(kBT )
ω angular frequency
ω0 mean angular frequency of dominant optical phonons in polaron
transition rates
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