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Abstract: We perform a numerical study of the four-dimensional spin-2 Kaluza-Klein
spectrum of supersymmetric AdS4× S2(B4) vacua and show that they do not exhibit scale
separation. Our methods are generally applicable to similar problems where the compact-
ification geometry is not known analytically, hence an analytic treatment of the spectrum
of Kaluza-Klein masses is not available.
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1. Introduction
All the supersymmetric, pure-flux (i.e., without external sources such as orientifolds) AdS
solutions that have been constructed since the early days of supergravity suffer from the
so-called problem of scale separation: supersymmetric backgrounds of the form AdS×M
(where the product is topologically direct but may be metrically warped) have the property
that the radius of curvature of the AdS space is of the order of the ‘radius’ of the internal
manifoldM.1
The absence of any counter-examples to this empirical observation may very well be the
manifestation of some general underlying obstruction. However no such underlying no-go
theorem has been proven to date. On the other hand, supersymmetric supergravity AdS
vacua with scale separation, if they exist, would be highly desirable: if the ratio of radii of
the AdS to the internal space could be tuned to be arbitrarily large, such vacua might be
viable starting points for realistic compactifications. Moreover AdS vacua are in principle
very well controlled to the extent that they can be defined nonperturbatively as quantum
gravity theories via a dual conformal field theory.
1For the purposes of the present paper we may think of the (radius)2 of M as the inverse of the first
nonzero eigenvalue of the scalar Laplacian onM. Note however that the concept of a ‘radius’ or a ‘diameter’
of a space is mathematically more involved and sometimes inequivalent definitions exist in the mathematics
literature.
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The massive IIA N = 2 solutions of [1] are of the form AdS4 × S2(B4), where S2(B4) is a
two-sphere bundle over a four-dimensional Kähler-Einstein base B4. These solutions naively
seem to have enough parameters to independently control the sizes of the external AdS4 and
the internal S2(B4) space. However [2] observed an ‘atractor’ behavior: although the warp
factors of the solution that control the relative scales of the external and internal spaces can
be chosen to have an arbitrarily large ratio at the north pole of the S2, that ratio becomes
necessarily of order one in a neighborhood the equator. Moreover it was shown that the
asymptotic Kaluza-Klein (KK) spectrum of a ten-dimensional scalar in the background of
[1] is governed by a scale of the order of the AdS4 radius. Nevertheless the results of [2]
were inconclusive as to the existence or absence of scale separation in the vacua of [1].
Given the potential phenomenological interest of AdS vacua with scale separation it is
important to study this problem further. This is the purpose of the present paper. In order
to settle the question of scale separation we examine directly the KK spectrum of four-
dimensional spin-2 excitations. Absence of scale separation is equivalent to the existence
of low-lying massive modes, that is modes with mass M of the order of the inverse of the
AdS radius of curvature L: ML ∼ O(1). By a numerical analysis of the spectrum we have
found that for any choice of the discrete data describing the solutions of [1] there always
exist low-lying massive graviton modes with masses:
ML . 2.4 , (1.1)
thus conclusively showing the absence of scale separation in the vacua of [1].
The plan of the remainder of the paper is as follows. In section 2 we review the relevant
properties of the supersymmetric AdS4 × S2(B4) vacua. In section 3 a subset of the four-
dimensional spin-2 KK spectrum is mapped to the spectrum of eigenvalues of a SL problem.
In section 4 we explain the numerical method used in the analysis of the spectrum and we
establish the bound (1.1) for the KK scale. We conclude in section 5.
2. AdS4 × S2(B4)vacua
For the convenience of the reader we summarize here the relevant properties of the solutions
of [1]; more details can be found in [1, 2]. These are N = 2 warped AdS4 ×M6 type IIA
supergravity backgrounds with metric (in the string frame) given by2
ds210 = e
2A(θ)ds2(AdS4) + L2ds2(M6) . (2.1)
The metric ds2(AdS4) is that of a four-dimensional anti-de Sitter space of radius L, so that
the scalar curvature is related to the radius through: R = −12L−2. The metric of the
2The solutions of [1] can be thought of as massive IIA deformations of the N = 2 IIA circle reductions of
the M-theory AdS4×Y p,q(B4) backgrounds of [3, 4], where Y p,q(B4) is a seven-dimensional Sasaki-Einstein
manifold. The first such massive deformation was constructed in [5] for the N = 2 IIA circle reduction of
the M-theory AdS4×Y 3,2(CP2) background (the Y 3,2(CP2) space is also referred to asM1,1,1 in the physics
literature).
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internal space is given by
ds2(M6) = e2C(θ)ds2(B4) + e2A(θ)
(
f2(θ)dθ2 + sin2θ (dψ +A)2) , (2.2)
where
f(θ) :=
1
2− sin2θ e2(A(θ)−C(θ)) . (2.3)
The coordinates (ψ, θ), with ranges 0 ≤ ψ < pi, 0 ≤ θ ≤ pi, parameterize a smooth S2 fiber
over B4; the coordinate ψ parameterizes an S1 fiber in the anticanonical bundle of B4. The
U(1) connection A on B4 is related to the Kähler form J on B4 through
dA = −J , (2.4)
while the four-dimensional Kähler-Einstein metric of B4 is canonically normalized.
The dependence of the functions A, C on the coordinate θ is given implicitly through the
following system of two coupled first-order differential equations:
A′ =
1
2
tan θ
1− sin2θ e2(A−C)
2− sin2θ e2(A−C)
C ′ =
1
4
sin(2θ)
e2(A−C)
2− sin2θ e2(A−C)
1 + e8A
1 + cos2 θe8A
,
(2.5)
where the primes denote differentiation with respect to θ. The system (2.5) has not been
solved analytically to date. On general grounds, for a given set (A0, C0) of ‘initial conditions’
A0 := A|θ=0 , C0 := C|θ=0 , (2.6)
we expect a unique solution at least in a neighborhood of θ = 0. On the other hand, by
virtue of (2.2), we expect that the parameters (A0, C0) should control the size of the external
AdS4 and the internal S2(B4) space. However, as observed in [2], this expectation is not
entirely correct: although (A0, C0) can be chosen to have an arbitrarily large ratio at the
north pole of the S2 (θ = 0), that ratio becomes necessarily of order one in a neighborhood
the equator (θ = pi/2). Finally let us also note that upon imposing flux quantization the
parameter space of the initial values (A0, C0) becomes discretized [2].
3. The spin-2 Kaluza-Klein spectrum
For the analysis of the KK spectrum of four-dimensional spin-2 fields (massive “gravitons”)
we will draw upon the results of [6] where it was shown (generalizing earlier work of [7])
that the spin-2 excitations of any ten-dimensional background containing a d-dimensional
factor with maximal symmetry (i.e., AdSd, R1,d−1 or dSd) obey the massless scalar ten-
dimensional wave equation. In particular for supergravity backgrounds of the form (2.1)
this result correlates the KK mass of four-dimensional gravitons to the eigenvalues of a
modified Laplacian ofM6.
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More specifically, let g¯µν be the metric of the AdS4 space appearing in (2.1) and consider
four-dimensional metric perturbations of the form
ds210 = e
2A (g¯µν + hµν) dxµdxν + L2ds2(M6) , (3.1)
where xµ, µ = 0, . . . , 3, are coordinates of AdS4. Furthermore let us expand the perturba-
tion hµν as follows:
hµν(x, y) =
∑
n
h(n)µν (x)gn(y) , (3.2)
where y denotes the coordinates ofM6; the gn(y)’s are orthonormal weighted eigenfunctions
of a modified Laplacian3 ofM6 to eigenvalues L2M2n:
− 1√
g6
∂p
(√
g6g
pqe4A∂qgn(y)
)
= L2M2ne
2Agn(y) , (3.3)
with gpq the metric ofM6 and g6 its determinant; h(n)µν (x) in the expansion (3.2) is assumed
to be transverse and traceless and to obey the Pauli-Fierz equations for a massive spin-2
particle of mass Mn in an AdS4 space of radius of curvature L (see, e.g., [8]):(∇¯2 + 2L−2 −M2n)h(n)µν (x) ; ∇¯µh(n)µν (x) = 0 ; g¯µνh(n)µν (x) = 0 , (3.4)
where ∇¯ is the covariant derivative with respect to the Christoffel connection of g¯µν . It
then follows from the analysis of [6] that the metric (3.1) obeys the ten-dimensional lin-
earized Einstein equations, independently of the form of the energy-momentum tensor for
the matter fields (i.e., all fields of the theory other than the metric).
Normalizable spin-2 excitations correspond to eigenmodes gn of the modified Laplacian
(3.3) for which ∫
M6
d6y
√
g6e
2A|gn|2 <∞ . (3.5)
Moreover [6] shows that
M2n ≥ 0 , (3.6)
with the lower bound saturated, M0 = 0, if and only if the corresponding eigenmode is
constant: g0 = const. In order to derive the bound above one simply multiplies (3.3) by gn
and integrates by parts, assuming that the integral of the total derivative does not pick up
any contributions from singularities:∫
M6
d6y∂p
(√
g6g
pqe4Agn∂qgn
)
= 0 . (3.7)
3Equation (3.3) is equivalent to (2.20) of [6] where m and ψ of that reference are identified respectively
with LMn and gn here. Equation (3.4) of the present paper then reduces to (2.4) of [6] provided we specialize
to an AdS space of unit radius, L = 1; this corresponds to setting k = −1 in [6]. Note also that (5.3) of [2]
reduces to (3.3) of the present paper upon setting M = 0 in that reference and identifying λn there with
L2M2n here.
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3.1 Sturm-Liouville
To show the absence of scale separation it will suffice to consider the special case for which
the eigenmodes only depend on the azimuthal angle of the S2 fiber: gn = gn(θ). As shown
in [2], equation (3.3) reduces in that case to the following second-order ordinary differential
equation (where a prime denotes differentiation with respect to θ):(
p g′n
)′
+ L2M2n q gn = 0 , (3.8)
where:
p(θ) :=
e4(A+C)
f
sin θ , q(θ) := e4(A+C)f sin θ , (3.9)
L is the AdS4 radius and f(θ) was given in (2.3). Equation (3.8) is a singular Sturm-
Liouville (SL) problem, since p vanishes linearly at the endpoints 0, pi of the θ-interval,
however it was shown in [2] that it can be mapped to a regular SL problem by means of the
transformation g˜n := gn/u where the function u is given by:
u = 1− log(sin θ) . (3.10)
Indeed g˜n is a solution of the following regular SL problem to the same eigenvalue L2M2n:(
p˜ g˜′n
)′
+ (L2M2n q˜ − r˜)g˜n = 0 , (3.11)
where
p˜ := pu2 , q˜ := qu2 , r˜ := −u(pu′)′ . (3.12)
In order for the SL problem to be well-posed one needs to specify appropriate boundary
conditions. Crucially, as we will see in section 4 below, conditions (3.5),(3.7) translate in
the present case to the boundary conditions:
(p˜ g˜′n)
∣∣
θ=0
= (p˜ g˜′n)
∣∣
θ=pi
= 0 . (3.13)
These are called ‘separated’ boundary conditions [9] in the mathematics literature and they
are admissible boundary conditions for the regular SL problem. Hence the subset of the
four-dimensional spin-2 KK spectrum governed by (3.8) corresponds to the eigenvalues of
the regular SL problem (3.11)-(3.13).
It is well-known that the regular SL problem defined in (3.11)-(3.13) has solutions g˜n(θ)
only for certain values of M2n. Specifically for separated boundary conditions as is the case
here the eigenvalues can be indexed by n ∈ N; they are bounded below and can be ordered
to satisfy ([9], p.72):
0 = M20 < M
2
1 < M
2
2 < . . . ; M
2
n → +∞ , as n→∞ , (3.14)
where in the first equality above we took (3.6) into account. Moreover, the eigenfunction
gn(θ) corresponding to the eigenvalue M2n has exactly n nodes (zeros) in the interior of the
interval (0, pi).
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(a) Admissible solution. (b) Inadmissible solution.
Figure 1: Examples of solutions of (2.5) for two different sets of IC.
(a) Admissible domain in the (a0, c0) plane. (b) Plot of c0,max as a function of a0.
Figure 2: Determination of the admissible domain.
4. Numerical Analysis
As a first step we will concentrate in section 4.1 on solving numerically the system (2.5) of
two coupled first-order differential equations. To simplify the notation let us introduce two
new variables: a := e2A and c := e2C . We will be looking for solutions that are well-defined
on θ ∈ [0, pi]; in particular a(θ), c(θ) should be bounded and non-negative by virtue of
their definition. This is not automatically guaranteed to be the case, as can be seen for
example in figure 1. The requirement that the solutions should be well-defined will impose
constrains on the admissible domain (D) of our initial conditions (IC). In section 4.1 we
will determine the space D of all admissible IC.
Once a and c have been determined as functions of the IC, we will turn in section 4.2
to the numerical analysis of the eigenvalue equation (3.8). We will specify the boundary
conditions (BC) at θ = 0 and θ = pi so that the corresponding eigenvalue equation (3.11),
whose spectrum (3.14) is the same as the spectrum of eigenvalues of (3.8), is a regular SL
problem. We will then determine the first nonvanishing KK mass as a function of the IC,
M1(IC) with IC ∈ D, and prove that it satisfies the bound (1.1) of the introduction.
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(a) Solution with automatic parameters (b) Solution with different precision parameters.
Figure 3: Example of numerical instabilities in the solution of equation (2.5): with the
right choice of parameters in the algorithm, a regular solution is obtained in an apparently
divergent case.
4.1 Admissible domain
Let us first consider imposing the IC a = a0, c = c0 at θ = 0. By virtue of their definition
a, c must be non-negative. We will thus look for the space D of all IC such that a(θ),
c(θ) are well-defined everywhere on [0, pi]. It is then straightforward to plot the domain D
using Mathematica [10] (figure 2a). We may also plot the function c0,max defined as the
maximum value of c0 for a given a0 (figure 2b).
In figure 2 we notice certain irregularities in the admissible domain, which may signal the
presence of numerical instabilities. It is therefore important to know whether the irregular-
ities are artifacts of the numerical resolution. The plot of a, c at a point in D corresponding
to such irregularities (figure 3a) reveals that these problems come from the neiborhood of
θ = pi2 . In fact this can easily be understood as follows: at θ =
pi
2 the derivative of a diverges
unless a(pi2 ) = c(
pi
2 ). The system is therefore very sensitive at this point and susceptible to
numerical instabilities. It is natural to suspect that this accounts for the irregularities in D.
Indeed it may be seen that changing the precision parameters of the numerical resolution
eliminates the problem (figure 3b), confirming the presence of numerical instabilities. To
rectify this we have used a method of numerical resolution, implemented in Mathemat-
ica, which goes under the name "Backward Differentiation Formula" (BDF). This method
is more robust and thus more appropriate for dealing with unstable systems and indeed
eliminates all problems of numerical instabilities, leading to a regular domain (figure 4).
Another possibility is to impose IC for a, c at θ = pi2 . However, as already mentioned,
regularity of the solution requires a(pi2 ) = c(
pi
2 ). We should therefore use ap := a(
pi
2 ) and
dap := a
′(pi2 ) instead as independent parameters; we can see this clearly by considering the
analytic expansion of the solution at θ = pi2 :
a(pi2 − ε) = ap + dapε+ (−ap + a5p + 4
da2p
ap
) ε
2
2 +O(ε3)
c(pi2 − ε) = ap − ap(1 + a4p) ε
2
2 +O(ε3)
. (4.1)
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(a) Admissible domain in the (a0, c0) plane. (b) Plot of c0,max as a function of a0.
Figure 4: Determination of the admissible domain using the BDF method: all apparent
irregularities have disappeared.
(a) Admissible domain in the (ap, dap) plane. (b) Plot of dap,max as a function of ap.
Figure 5: Admissible domain for IC at pi2
However it is difficult to perform the numerical analysis with this type of IC. To circumvent
this problem we will take as IC the values of a and c evaluated at pi2 − , with  of the
order of 10−4, and we will use (4.1) to express a(pi2 − ) and c(pi2 − ) in terms of ap and
dap. We can now plot the admissible domain in the (ap, dap) plane, as shown in figure 5a.
The domain is symmetric with respect to the dap = 0 axis. We can also plot the function
dap,max, which gives the maximum value of dap for a given ap (figure 5b).
It is also possible to show explicitly the equivalence of the two different types of IC consid-
ered above. To that end we have worked out the correspondence between the two domains:
in figure 6 we have ploted the domain sweeped by the IC at θ = pi2 as functions of the IC
at θ = 0 and conversely. This also allows us to detect the areas which require increased
precision depending on the method used: we see that using IC at θ = 0 favors small values
of dap; conversely using initial conditions at θ = pi2 favors high values of a0.
4.2 Eigenvalues
Let us now come to the eigenvalue problem (3.8). As discussed in section 3.1 the transfor-
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(a) Admissible domain in the (ap, dap) plane. (b) Admissible domain in the (a0, c0) plane.
Figure 6: Correspondance between the two types of IC: the lines in each domain are iso-IC.
mation g˜ := g/u, with u given in (3.10) transforms (3.8) into the eigenvalue problem (3.11).
When supplemented with separated BC:
A1g˜(0) +A2(p˜g˜
′)(0) = 0, A21 +A
2
2 6= 0
B1g˜(pi) +B2(p˜g˜
′)(pi) = 0, B21 +B
2
2 6= 0 ,
(4.2)
for some real numbers A1, A2, B1, B2, (3.11) becomes a well-posed, regular SL problem
whose spectrum of eigenvalues:
λ ∈ {0, L2M21 , L2M22 , . . . , L2M2n, . . . } . (4.3)
coincides with that of (3.8).
Furthermore let us consider the BC that must be imposed at θ = 0, pi. According to the
discussion of section 3 these should be chosen so that (3.5), (3.7) are satisfied. Taking
into account the explicit form of the metric (2.2), these turn out to be equivalent to the
conditions ∫ pi
0
dθqg2 <∞ , (4.4)
and ∫ pi
0
dθ
(
pgg′
)′
= 0 , (4.5)
respectively. On the other hand solving (3.8) perturbatively in the neighborhood of θ = 0
yields the following expansion:
g(θ) = c1 + c2 ln θ − λc1
16
θ2 +
(
−c2
6
+
c2
16
λ (1− ln θ)
)
θ2 +O(θ3 ln θ) , (4.6)
for some arbitrary constants c1, c2, in accordance with the fact that θ = 0 is a regular
singular point of (3.8). Taking into account that p, q ∼ θ near θ = 0 we conclude that
(4.4), (4.5) are satisfied if and only if c2 = 0 in the expansion (4.6), i.e., g(θ = 0) is finite.
Furthermore, taking into account the definitions (3.9), (3.10), it is straightforward to see
that the latter condition is equivalent to the vanishing of p˜g˜′ at θ = 0. A similar analysis
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(a) Successive zeros of the Wronskian. (b) The corresponding eigenfunctions.
Figure 7: Determination of the spectrum of the SL problem
(a) Plot of λ1(ap, dap) over the admissible domain. (b) The section λ1(ap = 0.5, dap)
Figure 8: Determination of the KK scale.
in the neighborhood of θ = pi yields the condition that p˜g˜′ should vanish at θ = pi or,
equivalently, that g(θ = pi) is finite.
In conclusion, we have shown that the appropriate BC for the regular SL problem (3.11)
are given by (3.13) of section 3.1; they are thus a special case of the separated BC (4.2)
obtained by setting A1 = B1 = 0 therein. Moreover they are equivalent to the condition of
finiteness of g(θ) at the endpoints θ = 0, pi.
Numerics
As already mentioned, the eigenvalue problem (3.8), or the corresponding regular SL prob-
lem (3.11), when supplemented with the separated conditions (3.13) only has solutions for
discrete values of λ, cf., (4.3). This can be seen as follows: for any given λ we can find a
solution g˜(λ)1 (unique up to normalization) of the differential equation (3.11) such that g˜(λ)1
also satisfies the boundary condition (3.13) at θ = 0. Similarly, for the same λ there exists a
solution g˜(λ)2 (unique up to an overall scale) of (3.11) such that g˜(λ)2 satisfies the boundary
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Figure 9: Plot of λ1(ap, dap = 0)
condition (3.13) at θ = pi. For generic λ these two solutions will be linearly independent
unless their Wronskian vanishes:
W [g˜(λ)1, g˜(λ)2] := g˜(λ)1g˜
′
(λ)2 − g˜(λ)2g˜′(λ)1 = 0 , (4.7)
in which case it is identically zero for all θ ∈ [0, pi]. The idea then of the numerical method
for determining the spectrum of λ, which goes back to the work of Hartree [11], is to compute
the Wronskian for a fixed θ ∈ [0, pi] (we have chosen θ = pi2 in our analysis) and to plot it as
a function of λ. The values of λ for which the Wronskian vanishes are the eigenvalues in the
discrete spectrum (4.3) for which there exists a solution to the SL problem with separated
BC. For example, in figure 7a we have ploted the Wronskian as a function of λ; the first
four zeros corresponding to the eigenvalues λn, n = 0, . . . , 3 are indicated explicitly; the
coefficients p(θ), q(θ) of the SL problem (3.8) have been evaluated numerically for a0 = 1,
c0 = 0.1. The corresponding eigenfunctions gn(θ), n = 0, . . . , 3, are ploted in figure 7b.
In our case the goal is to determine the first nonvanishing eigenvalue λ1 (which sets the KK
scale) of the SL problem with separated BC (3.13). Since the coefficients p(θ), q(θ) of the
SL problem (3.8) depend on the IC, (a0, c0) or (ap, dap), λ1 can be thought of as a function
of these IC. Applying the numerical method described above while varying the IC we can
obtain λ1 as a function of IC ∈ D over the entire admissible domain. It is in fact more
convenient for our purposes to use the IC (ap, dap) at θ = pi2 . We thus obtain the surface
λ1(ap, dap) shown in figure 8a. The surface is symmetric with respect to the dap = 0 axis,
so that the maximum of λ1 is reached at dap = 0. This can be seen clearly in the section
shown in figure 8b. In order to determine the maximum of λ1 we should therefore focus on
the section dap = 0. Its plot is depicted in figure 9. We thus arrive at the result λ1 ≤ 5.76,
which is equivalent to (1.1) of the introduction.
5. Conclusions
We have performed a numerical study of the four-dimensional spin-2 KK spectrum in the
supersymmetric AdS4 vacua of [1]. In particular we have shown that these vacua do not ex-
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hibit scale separation between the radius of AdS4 and that of the compactification manifold
S2(B4). It thus still remains an open challenge to construct pure-flux supersymmetric AdS
supergravity solutions with scale separation, or to prove that such solutions are generally
impossible.
The fact that the compactification geometry in our case is not known analytically (it is
specified in terms of a coupled system of two first-order ODE’s which has no known analytic
solution) means that the KK masses are determined from the eigenvalues of a SL problem
which itself can only be defined numerically. In other words we had to solve a numerical
eigenvalue problem on top of another numerical problem.
To our knowledge the methods employed in the present paper, albeit rather common in
dealing with quantum-mechanical systems (this stems from the classic result that the one-
dimensional Schrödinger equation can be put in the form of a SL eigenvalue problem), have
never been used before in the context of Kaluza-Klein supergravity. They could be employed
to treat similar problems where the compactification geometry is not known analytically,
as in, e.g., [12]. Our methods could equally well be used to determine the KK spectrum
on compactification spaces which are known analytically, but on which harmonic analysis
may be cumbersome. Indeed the explicit analysis of the mass spectrum in KK supergravity
is typically limited to compactifications on spheres and homogenous spaces [8]; this list of
spaces can be considerably extended if one is willing to use a numerical approach.
In the case of compactifications which are known to exhibit scale separation,4 the difficulty
in identifying the light KK masses (in order to determine the low-energy effective action)
is sometimes dealt with by using consistent truncations that reduce the infinite number
of KK modes to a finite set. However the resulting lower-dimensional theories are not in
general guaranteed to be low-energy effective actions, i.e., to capture the physics of all the
light modes. It would be interesting to examine whether the methods of the present paper
may be used to shed light into this problem.
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