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SINGULARITY CATEGORIES OF SKEWED-GENTLE ALGEBRAS
XINHONG CHEN AND MING LU†
Abstract. LetK be an algebraically closed field. Let (Q,Sp, I) be a skewed-gentle triple,
(Qsg, Isg) and (Qg, Ig) be its corresponding skewed-gentle pair and associated gentle pair
respectively. It proves that the skewed-gentle algebra KQsg/〈Isg〉 is singularity equivalent
to KQ/〈I〉. Moreover, we use (Q,Sp, I) to describe the singularity category of KQg/〈Ig〉.
As a corollary, we get that gldimKQsg/〈Isg〉 <∞ if and only if gldimKQ/〈I〉 <∞ if and
only if gldimKQg/〈Ig〉 <∞.
1. Introduction
The singularity category of an algebra is defined to be the Verdier quotient of the bounded
derived category with respect to the thick subcategory formed by complexes isomorphic to
bounded complexes of finitely generated projective modules [9], see also [16]. Recently,
Orlov’s global version [20] attracted a lot of interest in algebraic geometry and theoretical
physics. In particular, the singularity category measures the homological singularity of an
algebra [16]: the algebra has finite global dimension if and only if its singularity category
is trivial.
A fundamental result of Buchweitz [9] and Happel [16] states that for a Gorenstein algebra
A, the singularity category is triangle equivalent to the stable category of (maximal) Cohen-
Macaulay (also called Gorenstein projective) A-modules, which generalized Rickard’s result
[22] on self-injective algebras.
As an important class of Gorenstein algebras [15], gentle algebras were introduced in
[2] as appropriate context for the investigation of algebras derived equivalent to hereditary
algebras of type A˜n. Moreover, many important algebras are gentle, such as tilted algebras
of type An, algebras derived equivalent to An-configurations of projective lines [10] and
also the cluster-tilted algebras of type An, A˜n [1]. As a generalization of gentle algebras,
skewed-gentle algebras were introduced by Geiß and de la Pen˜a [14], and they also proved
that a skewed-gentle algebra is Morita equivalent to a skew-group algebra of a gentle algebra
(which is called the associated gentle algebra in this note) with a group of order two. In
this way, the skewed-gentle algebras and gentle algebras share many common properties,
such as Gorenstein property [15], and the derived categories [6, 7], etc.. For singularity
categories of gentle algebras, Kalck determines their singularity category by finite products
of n-cluster categories of type A1 [17].
The aim of this note is to describe the singularity categories for skewed-gentle algebras,
following Kalck’s work [17]. In order to state our main results, we need introduce some
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notations. Let (Q, Sp, I) be a skewed-gentle triple, (Qsg, Isg) its corresponding skewed-
gentle pair, and (Qg, Ig) its associated gentle pair. Inspired by [12], which shows a certain
homological epimorphism between two algebras induces a triangle equivalence between their
singularity categories, we prove that there is a morphism of this type between the skewed-
gentle algebra KQsg/〈Isg〉 and the gentle algebra KQ/〈I〉, and so they are singularity
equivalent, see Theorem 3.5. Besides, with the help of [17], we also use (Q, Sp, I) to
describe the singularity categories of the associated gentle algebra KQg/〈Ig〉, and then get
the relation between it and the singularity category of KQsg/〈Isg〉, see Theorem 4.4. As
a direct corollary of them, we get that the global dimension of KQsg/〈Isg〉 is finite if and
only if the global dimension of KQg/〈Ig〉 is finite, if and only if the global dimension of
KQ/〈I〉 is finite, without any restriction on the characteristic of the field K, see Corollary
4.5.
Acknowledgments. This work is inspired by some discussions with Changjian Fu. The
first author(X. Chen) was supported by the Fundamental Research Funds for the Central
Universities A0920502051411-45. The second author(M. Lu) was supported by the National
Natural Science Foundation of China (No. 11401401).
2. Preliminaries
Throughout this note, we always assume that K is an algebraically closed field. For any
finite set S, we denote by ♯(S) the number of the elements in S. For any algebra A, we
denote by gldimA its global dimension.
Let Q be a quiver and 〈I〉 an admissible ideal in the path algebra KQ which is generated
by a set of relations I. Denote by (Q, I) the associated bound quiver. For any arrow α in Q
we denote by s(α) its starting vertex and by t(α) its ending vertex. An oriented path (or
path for short) p in Q is a sequence p = α1α2 . . . αr of arrows αi such that t(αi) = s(αi−1)
for all i = 2, . . . , r. For any two paths p1, p2 in (Q, I), we denote by p1 ∼ p2 the relation of
p1 − p2 ∈ 〈I〉.
2.1. Gentle algebras. We first recall the definition of special biserial algebras and of
gentle algebras.
Definition 2.1 ([23]). The pair (Q, I) is called special biserial if it satisfies the following
conditions.
• Each vertex of Q is starting point of at most two arrows, and end point of at most
two arrows.
• For each arrow α in Q there is at most one arrow β such that αβ /∈ I, and at most
one arrow γ such that γα /∈ I.
Definition 2.2 ([2]). The pair (Q, I) is called gentle if it is special biserial and moreover
the following holds.
• The set I is generated by zero-relations of length 2.
• For each arrow α in Q there is at most one arrow β with t(β) = s(α) such that
αβ ∈ I, and at most one arrow γ with s(γ) = t(α) such that γα ∈ I.
A finite dimensional algebra A is called special biserial (resp., gentle), if it has a presen-
tation as A = KQ/〈I〉 where (Q, I) is special biserial (resp., gentle).
32.2. Skewed-gentle algebras. Skewed-gentle algebras were introduced in [14]; for the
notion and notation we follow here mostly [7].
Let (Q, I) be a gentle pair. Let Sp be a subset of vertices of the quiver Q and the elements
of Sp are called to be special vertices, the remaining vertices are called ordinary.
For a triple (Q, Sp, I), let us consider the pair (Qsp, Isp), where Qsp0 := Q0, Q
sp
1 :=
Q1 ∪ {αi|i ∈ Sp, s(αi) = t(αi) = i} and I
sp := I ∪ {α2i |i ∈ Sp}.
Definition 2.3. A triple (Q, Sp, I) as above is called skewed-gentle if the corresponding
pair (Qsp, Isp) is gentle.
For any vertex in a quiver Q, its valency is defined as the number of arrows attached
to it, i.e., the number of incoming arrows plus the number of outgoing arrows(note that in
particular any loop contributes twice to the valency).
In fact, Bessenrodt and Holm pointed out that the admissibility of the set Sp of special
vertices is both a local as well as a global condition [8]. Let v be a vertex in the gentle
quiver (Q, I); then we can only add a loop at v if v is of valency 1 or 0 or if it is of valency
2 with a zero relation, but not one coming from a loop. Furthermore, for the choice of an
admissible set of special vertices we also have to take care of the global condition that after
adding all loops, the pair (Qsp, Isp) still does not have paths of arbitrary lengths.
Example 2.4. (a) Let (Q, I) be the bound quiver as the following diagram shows. Then
(Q, I) is gentle. In order to make (Q, Sp, I) to be skewed-gentle, the set Sp can only be {1},
{2} or the empty set.
◦1
α // ◦2
β
oo I = {αβ, βα}
(b) Let (Q, I) be the bound quiver as the following diagram shows. Then (Q, I) is gentle.
In order to make (Q, Sp, I) to be skewed-gentle, the set Sp can only be {1}, {2}, {3}, {1, 2},
{2, 3}, {1, 3} or the empty set.
◦3
γ
⑧⑧
⑧⑧
⑧⑧
⑧⑧
◦1
α
// ◦2
β
__❄❄❄❄❄❄❄❄
I = {αγ, βα, γβ}
Let (Q, Sp, I) be a skewed-gentle triple. We associate to each vertex i ∈ Q0 a set, denoted
by Q0(i), on the following way: If i is an ordinary vertex then Q0(i) = {i}; if i is special
then Q0(i) = {i
−, i+}. We denote by (Qsg, Isg) the pair defined in the following:
Qsg0 :=
⋃
i∈Q0
Q0(i),
Qsg1 [a, b] := {(a, α, b)|α ∈ Q1, a ∈ Q0(s(α)), b ∈ Q0(t(α))},
Isg := {
∑
b∈Q0(s(α))
λb(b, α, c)(a, β, b)|αβ ∈ I, a ∈ Q0(s(β)), c ∈ Q0(t(α))},
where λb = −1 if b = i
− for some i ∈ Q0, and λb = 1 otherwise.
Note that the relations in Isg are zero relations or commutative relations.
Definition 2.5 ([14]). A K-algebra A is called skewed-gentle, if it is Morita equivalent to a
factor algebra KQsg/〈Isg〉, where the triple (Q, Sp, I) is skewed-gentle. The corresponding
pair (Qsg, Isg) is also said to be skewed-gentle.
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Example 2.6. (a) Keep the notations as in Example 2.4 (a). If Sp = {2}, then (Qsg, Isg)
is as the following shows.
◦2
−
β−
// ◦1
α+ //
α−
oo ◦2
+
β+
oo Isg = {α±β±, β+α+ − β−α−}
(b) Keep the notations as in Example 2.4 (b). If Sp = {3}, then (Qsg, Isg) is as the
following shows.
◦3
+
γ+
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
◦1
α
// ◦2
β+
``❆❆❆❆❆❆❆❆❆
β−~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Isg = {αγ±, β±α, γ+β+ − γ−β−}
◦3
−
γ−
``❆❆❆❆❆❆❆❆
2.3. Skew-group algebras. It follows from Geiß and de la Pen˜a[14] that for any skewed-
gentle triple (Q, Sp, I), the corresponding skewed-gentle algebra KQsg/〈Isg〉 is Morita-
equivalent to a skew-group algebra BG in the case of charK 6= 2, where B is a gentle
algebra and G is a finite group, see also [7]. We recall it in the following precisely.
Let A be a K-algebra, and G a finite group acting on A via K-linear automorphisms.
The skew-group algebra AG is the vector space ⊕g∈GA[g] with multiplication induced by
a[g]b[h] := ag(b)[gh].
Let (Q, Sp, I) be a skewed-gentle triple. For a given special (resp., ordinary) vertex
i, let us denote by Q0[i] the set {i} (resp., {i
−, i+}). Consider the pair (Qg, Ig), where
Qg0 := ∪i∈Q0Q0[i], Q
g
1 := {α
+, α−|α ∈ Q1},
s(α±) :=
{
s(α)±, if s(α) /∈ Sp;
s(α), if s(α) ∈ Sp,
t(α±) :=
{
t(α)±, if t(α) /∈ Sp;
t(α), if t(α) ∈ Sp
and
Ig := {β+α+, β−α−|βα ∈ I, t(α) /∈ Sp}
⋃
{β+α−, β−α+|βα ∈ I, t(α) ∈ Sp}.
It follows from [14] that the algebra B := KQg/〈Ig〉 is gentle. We call (Qg, Ig) (resp.,
KQg/〈Ig〉) the associated gentle pair (resp., associated gentle algebra) of (Q, Sp, I) or
KQsg/〈Isg〉.
Consider the group G = {e, g|g2 = e} which acts on B defined by the rule:
g(i±) := i∓, g(j) := j, g(α±) := α∓
for all i ∈ Q0 \ Sp, j ∈ Sp and α ∈ Q1. Then we get the skew-group algebra BG.
Example 2.7. (a) Keep the notations as in Example 2.6 (a). If Sp = {2}, then (Qg, Ig)
is as the following shows.
◦1
+ α
+
// ◦2
β−
//
β+
oo ◦1
−
α−
oo Ig = {α+β+, α−β−, β+α−, β−α+}
5(b) Keep the notations as in Example 2.6 (b). If Sp = {3}, then (Qg, Ig) is as the
following shows.
◦1
− α− // ◦2
−
β−~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
◦3
γ+
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
γ−
``❆❆❆❆❆❆❆❆❆
Ig = {α+γ+, α−γ−, β+α+, β−α−, γ−β+, γ+β−}
◦1
+
α+
// ◦2
+
β+
``❆❆❆❆❆❆❆❆
2.4. Singularity categories and Gorenstein algebras. Let Γ be a finite-dimensional
K-algebra. Let modΓ be the category of finitely generated left Γ-modules. By D =
HomK(−, K) we denote the standard duality with respect to the ground field. Then
ΓD(ΓΓ) is an injective cogenerator for modΓ. For an arbitrary Γ-module ΓX , we denote by
proj. dimΓX (resp. inj. dimΓX) the projective dimension (resp. the injective dimension)
of the module ΓX . A Γ-module G is Gorenstein projective, if there is an exact sequence
P • : · · · → P−1 → P 0
d0
−→ P 1 → · · ·
of projective Γ-modules, which stays exact under HomΓ(−,Γ), and such that G ∼= Ker d
0.
We denote by Gproj(Γ) the subcategory of Gorenstein projective Γ-modules.
Definition 2.8 ([3, 4, 16]). A finite dimensional algebra Γ is called a Gorenstein algebra
if Γ satisfies proj. dimΓD(ΓΓ) <∞ and inj. dimΓ Γ <∞.
For an algebra Γ, the singularity category of Γ is defined to be the quotient category
Dbsg(Γ) := D
b(Γ)/Kb(proj.Γ) [9, 16, 20]. Note thatDbsg(Γ) is zero if and only if gldimΓ <∞
[16]. For any two algebras, if their singularity categories are equivalent, then we call them
to be singularity equivalent.
Theorem 2.9 ([9, 16]). Let Γ be a Gorenstein algebra. Then Gproj(Γ) is a Frobenius
category with the projective modules as the projective-injective objects. The stable category
Gproj(Γ) is triangle equivalent to the singularity category Dbsg(Γ) of Γ.
Geiß and Reiten [15] have shown that gentle algebras are Gorenstein algebras. Since the
property of being Gorenstein is also preserved under the skew-group ring construction with
a finite group whose order is invertible in K, see [21, 4], Geiß and Reiten also pointed out
that skewed-gentle algebras are Gorenstein algebras in the case of charK 6= 2 [15].
3. The first main theorem
In order to prove the first main result, we describe a construction of matrix algebras which
is obtained by X-W Chen in [12], see also [19, Section 4]. Let A be a finite dimensional
algebra over a field K. Let AM and NA be a left and right A-module, respectively. Then
M ⊗K N becomes an A-A-bimodule. Consider an A-A-bimodule monomorphism φ :M ⊗K
N → A such that Imφ vanishes both on M and N . Note that Imφ ⊆ A is an ideal. Then
the matrix Γ =
(
A M
N K
)
becomes an associative algebra via the following multiplication
(
a m
n λ
)(
a′ m′
n′ λ′
)
=
(
aa′ + φ(m⊗ n) am′ + λ′m
na′ + λn′ λλ′
)
.
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Proposition 3.1 ([12]). Keep the notation and assumption as above. Then there is a
triangle equivalence Dbsg(Γ) ≃ D
b
sg(A/ Imφ).
Note that the above construction contains the one-point extension and one-point coex-
tension of algebras, where M or N is zero.
The following two lemmas are crucial to the proof of our first main theorem.
Lemma 3.2. Let (Q, Sp, I) be a skewed-gentle triple and (Qsg, Isg) its corresponding skewed-
gentle pair. Then for any paths p1 = α1 . . . αn, p2 = αn+1 . . . αn+m with p1, p2 /∈ 〈I
sg〉 and
αnαn+1 /∈ 〈I
sg〉, we get that p1p2 /∈ 〈I
sg〉.
Proof. We denote this path as the following diagram shows:
◦a1 ◦a2
α1oo · · ·
α2oo ◦an+1
αnoo ◦an+2
αn+1
oo · · ·
αn+2
oo ◦an+m+1 .
αn+m
oo
Note that p1, p2, αnαn+1 /∈ 〈I
sg〉. Then we have αiαi+1 /∈ I
sg for any 1 ≤ i ≤ n +
m − 1. First we define an operator Φ on p1p2 as follows: for any 2 ≤ s ≤ n + m, if as
comes from a special vertex bs ∈ Sp, then there exists two arrows β1, β2 with s(β1) =
t(β2), such that as ∈ {b
+
s , b
−
s } and {αs−1, α
′
s−1} = {(as, β1, as−1), (a
′
s, β1, as−1)}, {αs, α
′
s} =
{(as+1, β2, as), (as+1, β2, a
′
s)}, where a
′
s is the vertex such that {as, a
′
s} = {b
+
s , b
−
s }, by the
definition of Isg. Set p′1 = α
′
1 . . . α
′
n and p
′
2 = α
′
n+1 . . . α
′
n+m, where α
′
i = αi for i /∈ {s−1, s}.
Then p1p2 ∼ p
′
1p
′
2 and we define Φ(p1p2) := p
′
1p
′
2.
If α′iα
′
i+1 ∈ I
sg for some 1 ≤ i ≤ n +m − 1, then i = s − 2, s − 1 or s, since α′iα
′
i+1 =
αiαi+1 /∈ I
sg for any i 6= s − 2, s − 1, s. However, it easy to see that α′s−1α
′
s /∈ I
sg from
α′s−1α
′
s ∼ αs−1αs. So i = s − 2 or s, and we have αs−2α
′
s−1 ∈ I
sg or α′sαs+1 ∈ I
sg, by
the definition of (Qsg, Isg), which implies αs−2αs−1 ∈ I
sg or αsαs+1 ∈ I
sg respectively,
contradicts. So α′iα
′
i+1 /∈ I
sg for any 1 ≤ i ≤ n+m− 1.
Suppose p1p2 ∈ 〈I
sg〉. Since p1, p2, αnαn+1 /∈ 〈I
sg〉 and the relations in Isg are either the
zero relations or commutative relations, we know that there must be a finite sequence of
operations:
p1p2
Φ1−→ p′1p
′
2
Φ2−→ · · ·
Φr−→ p
(r)
1 p
(r)
2 ,
where p
(i)
1 = α
(i)
1 . . . α
(i)
n is a path of length n and p
(i)
2 = α
(i)
n+1 . . . α
(i)
n+m is a path of length m
for any 1 ≤ i ≤ r, and Φj is the operator defined for some special vertex in p
(j−1)
1 p
(j−1)
2 for
any 1 ≤ j ≤ r, such that α
(r)
k α
(r)
k+1 ∈ I
sg for some 1 ≤ k ≤ n +m − 1. By the property of
the operator Φ1 and αiαi+1 /∈ I
sg for any 1 ≤ i ≤ n +m − 1, we know that α′iα
′
i+1 /∈ I
sg
for any 1 ≤ i ≤ n + m − 1, and discussing Φj recursively, we get that α
(j)
i α
(j)
i+1 /∈ I
sg for
any 1 ≤ j ≤ r and 1 ≤ i ≤ n + m − 1, which contradicts to α
(r)
k α
(r)
k+1 ∈ I
sg for some
1 ≤ k ≤ n+m− 1. So p1p2 /∈ 〈I
sg〉. 
Remark 3.3. The above lemma is not true for any finite dimensional algebra KQ/〈I〉 with
the relations in I being zero or commutative relations. Here is an example, let (Q, I) be the
7pair as the following diagram shows.
◦3
γ1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
◦1 ◦2
β1
__❄❄❄❄❄❄❄❄
β2⑧⑧
⑧⑧
⑧⑧
⑧⑧
◦5
αoo I = {γ1β1 − γ2β2, β2α}
◦4
γ2
__❄❄❄❄❄❄❄❄
Then γ1β1 /∈ 〈I〉, β1α /∈ 〈I〉, but γ1β1α ∼ γ2β2α ∈ 〈I〉.
Lemma 3.4. Let (Q, Sp, I) be a skewed-gentle triple and (Qsg, Isg) its corresponding skewed-
gentle pair. For any oriented cycle α2α3 . . . αnα1 in Q
sg, we get that either α1α2 ∈ 〈I
sg〉,
or α2α3 . . . αnα1 ∈ 〈I
sg〉.
Proof. Suppose α1α2 /∈ 〈I
sg〉 and α2α3 . . . αnα1 /∈ 〈I
sg〉. Then Lemma 3.2 implies
(α2α3 . . . αnα1)
n /∈ 〈Isg〉,
for any n > 0, and so KQsg/〈Isg〉 is infinite dimensional, a contradiction. 
Let Q be any quiver. For any path α1α2 . . . αn in Q, we call a path c = α1α2 . . . αn
passing through a vertex b if b = t(αj) for some 2 ≤ j ≤ n.
The following theorem is the first main result of the paper.
Theorem 3.5. Let (Q, Sp, I) be a skewed-gentle triple. Then its corresponding skewed-
gentle algebra KQsg/〈Isg〉 is singularity equivalent to the gentle algebra KQ/〈I〉.
Proof. For any vertex a ∈ Sp, there are two vertices a+, a− in Qsg. We denote by ea−
the primitive idempotent corresponding to the vertex a−. Set Γ = KQsg/〈Isg〉, and Γ′ =
Γ/Γea−Γ, whose quiver is obtained from Q
sg by removing the vertex a− and the adjacent
arrows α+, α−. Then Γ′ is a skewed-gentle algebra, in fact, Γ′ is the skewed-gentle algebra
with the corresponding skewed-gentle triple (Q, Sp′ = Sp \ {a}, I). We discuss Γ in the
following three cases.
Case (a). If the valency of a is 0, then KQsg/〈Isg〉 = Γ′ ⊕K, and it is easy to see that
Dbsg(KQ
sg/〈Isg〉) ≃ Dbsg(Γ
′).
Case (b). If the valency of a is 1, then KQsg/〈Isg〉 is a one-point extension or one-point
coextension of Γ′, so Dbsg(KQ
sg/〈Isg〉) ≃ Dbsg(Γ
′) by Proposition 3.1.
Case (c). If the valency of a is 2, then there exist only two arrows α1, α2 in Q such that
s(α1) = a = t(α2), and α1α2 ∈ I. Set b = s(α2) and c = t(α1). We do not exclude the case
b = c. Then there are four cases.
Case (c1). If b, c /∈ Sp, then the quiver of Qsg is as the picture Case (c1) in Figure 1
shows. Then α+1 α
+
2 − α
−
1 α
−
2 ∈ I
sg.
We fix some notations. Let A = (1− ea−)Γ(1− ea−),
M := SpanK{p|p is a path in(Q
sg, Isg), and p = p1α
−
1 for some path p1},
N := SpanK{p|p is a path in(Q
sg, Isg), and p = α−2 p2 for some path p2}.
Then M is naturally a left A-module, and N is naturally a right A-module. Note that M
and N are finite dimensional vector spaces since Γ is finite dimensional. Furthermore, the
A-A-bimodule morphism φ : M ⊗K N → A is defined as
φ(p1α
−
1 ⊗ α
−
2 p2) = p1α
−
1 α
−
2 p2.
8 CHEN AND LU
We claim that φ is injective. We define
T1 := {p|p is a path in(Q
sg, Isg), and p = p1α
−
1 for some path p1
which does not pass through e+ for any special vertex e},
and
T2 := {p|p is a path in(Q
sg, Isg), and p = α−2 p2 for some path p2
which does not pass through e+ for any special vertex e},
where α+1 = (a
+, α1, c) and α
+
2 = (b, α2, a
+). By the definition of (Qsg, Isg), it is easy to see
that M = SpanK T1 and N = SpanK T2.
Let I1 = {βα ∈ I|t(α) /∈ Sp} and Λ = KQ/〈I1〉. We also define
S1 := {p|p is a path in(Q, I1), and p = p1α1 for some path p1},M
′ := SpanK S1,
and
S2 := {p|p is a path in(Q, I1), and p = α2p2 for some path p2}, N
′ := SpanK S2.
In fact, M ′ (resp. N ′) is a left (resp. right) Λ-module which is isomorphic to the radical of
the indecomposable left (resp. right) projective module Pa corresponding to the vertex a.
Note that Λ is the algebra KQ/〈I1〉 with the ideal generated by zero-relations of length two.
So S1 (resp. S2) is a basis ofM
′ (resp. N ′). Denote by S1 = {u1, . . . , um}, S2 = {v1, . . . , vn}.
By the definition of (Qsg, Isg), we get that
dimK M = dimK M
′ + ♯{ui|t(ui) ∈ Sp} = ♯(T1),
dimK N = dimK N
′ + ♯{vi|s(vi) ∈ Sp} = ♯(T2).
which yields that T1 and T2 are basis of the linear spaces M and N over K, respectively.
Similarly, we get that
TA := {p|p is a path in(Q
sg, Isg), and p does not pass through
e+ for any special vertex e, and s(p), t(p) 6= a−}
is a basis of A over K. Note that
φ(p1α
−
1 ⊗ α
−
2 p2) = p1α
−
1 α
−
2 p2,
for any p1α
−
1 ∈ T1 and α
−
2 p2 ∈ T2. Denote by T := {ui ⊗ vj |ui ∈ T1, vj ∈ T2}. Then T is a
basis of M ⊗K N . Lemma 3.2 yields that p1α
−
1 α
−
2 p2 is nonzero in A, which is in TA. It is
easy to see that φ induces an injective map from T to TA, which means φ is injective.
It follows from Lemma 3.4 that ea−Γea− is isomorphic toK. We identify Γ with
(
A M
N K
)
,
where the K in the southeast corner is identified with ea−Γea− . Note that A/ Imφ = Γ
′.
Then Proposition 3.1 yields a triangle equivalence
Dbsg(Γ) ≃ D
b
sg(Γ
′).
Case (c2). If b ∈ Sp, c /∈ Sp, then the quiver Qsg is as the picture Case (c2) in Figure 1
shows. Then γ1β1 − γ2β2, γ1β3 − γ2β4 ∈ I
sg. Let A = (1− ea−)Γ(1− ea−),
M := SpanK{p|p is a path in(Q
sg, Isg), and p = p1γ2 for some path p1},
N := SpanK{p|p is a path in(Q
sg, Isg), and p = β2p2 or β4p2 for some path p2}.
The remaining is similar to Case (c1), we omit the proof.
9Case (c3). If b /∈ Sp, c ∈ Sp, then the quiver Qsg is as the picture Case (c3) in Figure 1
shows. This case is similar to Case (c2), we omit the proof.
Case (c4). If b, c ∈ Sp, then the quiver Qsg is as the picture Case (c4) in Figure 1 shows.
Then γ1β1−γ2β2, γ1β3−γ2β4, γ3β1−γ4β2, γ3β3−γ4β4 ∈ I
sg. Let A = (1− ea−)Γ(1− ea−),
M := SpanK{p|p is a path in(Q
sg, Isg), and p = p1γ2 or p1γ4 for some path p1},
N := SpanK{p|p is a path in(Q
sg, Isg), and p = β2p2 or β4p2 for some path p2}.
The remaining is similar to Case (c1), we omit the proof.
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Case (c4)
Figure 1. The quiver Qsg in Case (c).
To sum up, we get that Dbsg(Γ) ≃ D
b
sg(Γ
′). Since Γ′ is also skewed-gentle, we replace
Γ in the above with Γ′, and discuss it recursively. After ♯(Sp) steps, we can get that
Dbsg(Γ) ≃ D
b
sg(KQ/〈I〉). The proof is complete. 
Corollary 3.6. Let (Q, Sp, I) be a skewed-gentle triple. Then the following statements are
equivalent.
(i) gldimKQsg/〈Isg〉 <∞,
(ii) gldimKQ/〈I〉 <∞.
Proof. It follows from Theorem 3.5 that gldimKQsg/〈Isg〉 <∞ if and only if gldimKQ/〈I〉 <
∞ since they are singularity equivalent. 
4. The second main theorem
We first recall the singularity category of a gentle algebra due to [17]. For a gentle
algebra Λ = KQ/I, we denote by C(Λ) the set of equivalence classes (with respect to cyclic
permutation) of repetition-free cyclic paths α1 . . . αn in Q such that αiαi+1 ∈ I for all i,
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where we set n+1 = 1. For convenience, we call any element c in C(Λ) to be full repetition-
free cyclic. For every arrow α ∈ Q1, there is at most one cycle c ∈ C(Λ) containing it.
Moreover, we set l(c) for the length of a cycle c ∈ C(Λ), i.e. l(α1 . . . αn) = n.
Theorem 4.1 ([17]). There is an equivalence of triangulated categories
Dbsg(Λ) ≃
∏
c∈C(Λ)
Db(K)
[l(c)]
,
where Db(K)/[l(c)] denotes the triangulated orbit category, see Keller [18].
Let (Q, Sp, I) be a skewed-gentle triple. For any c = α1 . . . αn ∈ C(Λ), if there are
even (resp., odd) number of special vertices lying on c, then we call c an even (resp., odd)
repetition-free cyclic path. We denote by Ceven(Λ) (resp., Codd(Λ)) the set of even (resp.,
odd) repetition-free cyclic path. Recall that we call a cyclic path c = α1α2 . . . αn passing
through a vertex b if b = t(αj) for some 2 ≤ j ≤ n.
For any path c = α1 . . . αn in Q and 2 ≤ i ≤ n, we set
σi(c) :=
{
+ if α1 . . . αi passes through even number of special vertices,
− if α1 . . . αi passes through odd number of special vertices.
Sometimes, we write σi(c) to be σi if c is obvious. Similarly, for any 2 ≤ i ≤ n, we set
τi(c) :=
{
+ if α1 . . . αi passes through odd number of special vertices,
− if α1 . . . αi passes through even number of special vertices.
Lemma 4.2. Let (Q, Sp, I) be a skewed-gentle triple. For any oriented path c = α1α2 . . . αn
in Q, we get that α+1 α
σ2
2 . . . α
σn
n and α
−
1 α
τ2
2 . . . α
τn
n is an oriented path in Q
g. In particular,
if αi−1αi ∈ I for some 2 ≤ i ≤ n, then α
σi−1
i−1 α
σi
i and α
τi−1
i−1 α
τi
i are in I
g.
Proof. We only need prove it for α+1 α
σ2
2 . . . α
σn
n , the other is similar. Set σ1 = +. For any
2 ≤ i ≤ n, if t(αi) is special, then s(α
±
i−1) = s(αi) = t(α
±
i ). On the other hand, if t(αi)
is ordinary, then σi−1 = σi, so s(α
σi−1
i−1 ) = s(αi)
σi−1 = t(ασii ). To sum up, we get that
s(α
σi−1
i−1 ) = t(α
σi
i ) for any 2 ≤ i ≤ n, so α
+
1 α
σ2
2 . . . α
σn
n is a path in Q
g.
For the last statement, if t(αi) is special, then σi−1 6= σi, which implies that α
σi−1
i−1 α
σi
i ∈ I
g
by the definition of Ig; if t(αi) is ordinary, then σi−1 = σi, which also implies that α
σi−1
i−1 α
σi
i ∈
Ig. 
Lemma 4.3. Let (Q, Sp, I) be a skewed-gentle triple. Then for any arrow α1 in Q, the
following statements are equivalent.
(i) There is a full repetition-free cyclic path in Q containing α1,
(ii) There is a full repetition-free cyclic path in Qg containing α+1 ,
(iii) There is a full repetition-free cyclic path in Qg containing α−1 .
Proof. Recall that Qg0 := ∪i∈Q0Q0[i] where Q0[i] is the set {i} (resp., {i
−, i+}) if the vertex
i is special (resp., ordinary), Qg1 := {α
+, α−|α ∈ Q1},
s(α±) :=
{
s(α)±, if s(α) /∈ Sp;
s(α), if s(α) ∈ Sp,
t(α±) :=
{
t(α)±, if t(α) /∈ Sp;
t(α), if t(α) ∈ Sp
and
Ig := {β+α+, β−α−|βα ∈ I, t(α) /∈ Sp}
⋃
{β+α−, β−α+|βα ∈ I, t(α) ∈ Sp}.
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For (i)⇒ (ii), (iii), let c = α1α2 . . . αn be a full repetition-free cyclic path in Q containing
α1. We discuss it in the following two cases.
(a) If c ∈ Ceven(Λ), then we claim that α+1 α
σ2
2 . . . α
σn
n and α
−
1 α
τ2
2 . . . α
τn
n are full repetition-
free cyclic paths.
We only need prove that for α+1 α
σ2
2 . . . α
σn
n , the other is similar. In fact, Lemma 4.2 yields
that it is an oriented path in Qg.
If t(α1) = s(αn) is special, then t(α
±
1 ) = s(α
±
n ) = t(α1), so α
+
1 α
σ2
2 . . . α
σn
n is a cyclic path.
Furthermore, α1 . . . αn passes through odd number of special vertices, so σn = −, which
implies ασnn α
+
1 ∈ I
g. Lemma 4.2 also shows that
α+1 α
σ2
2 , . . . , α
σi−1
i−1 α
σi
i , . . . , α
σn−1
n−1 α
σn
n ∈ I
g,
and then together with above, we get that α+1 α
σ2
2 . . . α
σn
n is full repetition-free.
If t(α) = s(αn) is ordinary, then t(α
+) = t(α)+ = s(αn)
+ and t(α−) = t(α)− = s(αn)
−.
In particular, α1 . . . αn passes through even number of special vertices, so σn = +, which im-
plies α+1 α
σ2
2 . . . α
σn
n is cyclic and α
σn
n α
+
1 ∈ I
g. Similarly, we get that it is also full repetition-
free.
(b) If c ∈ Codd(Λ), set l = α1 . . . αnα1 . . . αn, then we claim that
p = α+1 α
σ2(l)
2 . . . α
σn(l)
n α
σn+1(l)
1 α
σn+2(l)
2 . . . α
σ2n(l)
n
is a full repetition-free cyclic path. From c ∈ Codd(Λ), it is easy to see that σn+1(l) = −
and σn+i(l) = τi(c) for any 2 ≤ i ≤ n. Thus
p = α+1 α
σ2(c)
2 . . . α
σn(c)
n α
−
1 α
τ2(c)
2 . . . α
τn(c)
n .
Similar to (a), we only need check that s(α
σ2n(l)
n ) = t(α
+
1 ) and α
σ2n(l)
n α
+
1 ∈ I
g. If s(αn) is
special, then l passes through odd number of special vertices, and so σ2n(l) = −. In this
case, we have s(α±n ) = t(α
±
1 ), and then α
σ2n(l)
n α
+
1 ∈ I
g by the definition of Ig. If s(αn) is
ordinary, then l passes through even number of special vertices, and so σ2n(l) = +. In this
case, we also have s(α+n ) = s(αn)
+ = t(α+1 ), and then α
σ2n(l)
n α
+
1 ∈ I
g by the definition of Ig.
For (ii) ⇒ (i) and (iii) ⇒ (i), let αδ11 α
δ2
2 . . . α
δn
n be any full repetition-free cyclic path in
Qg, where δi = + or −, and αi is an arrow in Q for any 1 ≤ i ≤ n. Since s(α
δi
i ) = t(α
δi+1
i+1 )
for any 1 ≤ i ≤ n, where we set n + 1 = 1, it is easy to see that s(αi) = t(αi+1). So
α1α2 . . . αn is cyclic. On the other hand, by the definition of I
g, every zero relation in Ig
comes from a zero relation in I, it is easy to see that αiαi+1 ∈ I since α
δi
i α
δi+1
i+1 ∈ I
g for any
1 ≤ i ≤ n. If αi 6= αj for any i 6= j, then α1α2 . . . αn is a repetition-free cyclic path.
Otherwise, without losing generality, we assume that αm+1 = α1 for some 1 < m < n. It
is easy to see that δm+1 6= δ1 since α
δ1
1 α
δ2
2 . . . α
δn
n is repetition-free, which also implies that m
is unique. In fact, for any 1 ≤ i ≤ n, there exists at most one j satisfying 1 ≤ j 6= i ≤ n and
αi = αj . We claim that α1α2 . . . αm is a full repetition-free cyclic path. Since (Q, I) is gentle,
for α1, there exists at most one arrow β with t(β) = s(α1) such that α1β ∈ I. However, we
know that α1α2, αm+1αm+2 ∈ I, so αm+2 = α2. Inductively, we can get that αm+i = αi for
1 ≤ i ≤ m. Since αnα1 ∈ I and αmαm+1 ∈ I, we also get that αn = αm = α2m, which yields
α1α2 . . . αm is cyclic and α1α2 . . . αm = αm+1αm+2 . . . α2m. In fact, we also know n = 2m.
For any 1 ≤ i 6= j ≤ m, if αi = αj, then αm+i = αi = αj = αm+j , which contradicts to
αδ11 α
δ2
2 . . . α
δn
n is repetition-free. So α1α2 . . . αm is repetition-free. To sum up, we get that
α1α2 . . . αm is a full repetition-free cyclic path. 
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The following theorem is the second main result of this paper.
Theorem 4.4. Let (Q, Sp, I) be a skewed-gentle triple. There is an equivalence of trian-
gulated categories
Dbsg(KQ
g/〈Ig〉) ≃ (
∏
c∈Ceven(Λ)
Db(K)
[l(c)]
)
∏
(
∏
c∈Ceven(Λ)
Db(K)
[l(c)]
)
∏
(
∏
c∈Codd(Λ)
Db(K)
[2l(c)]
),
where Λ = KQ/〈I〉 and Db(K)/[l(c)] denotes the triangulated orbit category, see Keller
[18].
Proof. Since (Qg, Ig) is a gentle pair, for any arrow αδ ∈ Qg, where δ = + or −, there is at
most one full repetition-free cyclic path containing αδ. It follows from Lemma 4.3 and its
proof that
C(KQg/〈Ig〉) = {α+1 α
σ2
2 . . . α
σn
n , α
−
1 α
τ2
2 . . . α
τn
n |c = α1α2 . . . αn ∈ C
even(Λ)}⋃
{α+1 α
σ2(c)
2 . . . α
σn(c)
n α
−
1 α
τ2(c)
2 . . . α
τn(c)
n |c = α1α2 . . . αn ∈ C
odd(Λ)}.
Then Theorem 4.1 yields the result immediately. 
In general, we do not have Dbsg(KQ
sg/〈Isg〉) ≃ Dbsg(KQ
g/Ig). In fact, Theorem 4.4 shows
that Dbsg(KQ
sg/〈Isg〉) ≃ Dbsg(KQ
g/Ig) if and only if they are zero. So we have the following
direct corollary.
Corollary 4.5. Let (Q, Sp, I) be a skewed-gentle triple. Then the following statements are
equivalent.
(i) gldimKQsg/〈Isg〉 <∞,
(ii) gldimKQ/〈I〉 <∞,
(iii) gldimKQg/〈Ig〉 <∞.
Proof. By Corollary 3.6, we only need prove that (ii) ⇔ (iii). Theorem 4.4 shows that
Dbsg(KQ/〈I〉) ≃ 0 if and only if D
b
sg(KQ
g/〈Ig〉) ≃ 0, which implies that gldimKQ/〈I〉 <∞
if and only if gldimKQg/〈Ig〉 <∞. 
Remark 4.6. Note that we do not assume charK 6= 2 in Corollary 4.5. When charK 6= 2,
we know that KQsg/〈Isg〉 is Morita equivalent to a skew-group algebra (KQg/〈Ig〉)G defined
in Section 2.3. In this case, [21, Theorem 1.3] shows that gldimKQsg/〈Isg〉 < ∞ if and
only if gldimKQg/〈Ig〉 <∞.
In the following, we denote by Sn the self-injective Nakayama algebra of a cyclic quiver
with n vertices modulo the ideal generated by paths of length 2.
Example 4.7. (a) Keep the notations as in Example 2.6 (a) and Example 2.7 (a). Then
Dbsg(KQ
sg/〈Isg〉) ≃ mod(KQ/〈I〉) ≃ modS2, while D
b
sg(KQ
g/〈Ig〉) ≃ modS4.
(b) Keep the notations as in Example 2.6 (b) and Example 2.7 (b). ThenDbsg(KQ
sg/〈Isg〉) ≃
mod(KQ/〈I〉) ≃ modS3, while D
b
sg(KQ
g/〈Ig〉) ≃ modS6.
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