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Resumen: Este trabajo analiza el Nuevo Acuerdo de Capitales del 
Banco Internacional de Pagos de Basilea, conocido como BIS-II, en lo 
relativo al riesgo de crédito con Pymes, riesgo país y riesgo 
operacional.  
Estudia los conceptos, clasificaciones y métodos de estimación 
propuesto por la norma, así como las ventajas e inconvenientes de cada 
una de las opciones. 
Presenta además, para cada uno de los tres riesgos estudiados, una 
propuesta de rating basada en el estudio de muestras diferentes para 
cada caso, Pymes españolas, información sobre países suministrada por 
el Banco Mundial y entidades financieras españolas. 
Finalmente, recoge un modelo econométrico que cumple las exigencias 
de BIS-II para modelos avanzados en los respectivos riesgos 
estudiados, y que permite incluir tanto efectos aleatorios como 
correlación, espacial y temporal. 
Todo ello se acompaña con una abundante y actualizada bibliografía 
sobre los temas tratados. 
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1. INTRODUCCIÓN 
Cualquier medida que trate de implantarse en el sistema financiero debe tener en 
consideración las mutuas y estrechas relaciones que existen con la economía real, por lo 
que el acierto normativo del regulador es clave para no introducir efectos indeseados 
tanto en el sistema real como en el financiero. 
Dentro del conjunto de retos que esto supone, es importante subrayar aquellos que fijan 
criterios, que basados en el análisis de riesgos, permitan adecuar las exigencias de 
capital del sistema financiero a las condiciones económicas imperantes, dada su 
incidencia en el sector productivo y las familias. En general, buenos resultados en el 
sector financiero coinciden normalmente con fases expansivas del ciclo económico y 
situaciones económicas favorables, en las que los precios del sistema crediticio son altos 
y las tasas de morosidad bajas. Por el contrario, en la fase contractiva del ciclo, se 
produce una caída de la rentabilidad y un aumento de la morosidad. Como consecuencia 
de ello y, dentro de la lógica gestión de una institución financiera y la incidencia del 
ciclo sobre su balance, en la fase expansiva el volumen de los recursos existentes en el 
sistema tiende a crecer, mientras que en la contractiva se produce una retirada de 
fondos. Esto supone que mientras que en la fase de expansión la financiación de 
proyectos arriesgados sea mayor, a pesar de su alto riesgo, en la de recesión, por el 
contrario, los proyectos elegidos son mucho más tradicionales y seguros, lo que puede 
prolongar la crisis, ya que los factores de crecimiento futuro suelen estar ligados a la 
asunción de mayores niveles de riesgo en los proyectos. 
A esta situación generalizada hay que unir los problemas propios de cada país; así a 
modo de ejemplo, en España, en estos momentos, se podría destacar el que se plantea 
como consecuencia del aumento generalizado del precio de la vivienda y el continuo 
crecimiento del endeudamiento de las familias, lo que hace ineludible tomar posiciones 
de salvaguarda del sistema financiero ante futuras situaciones de insolvencia. 
Ante este panorama, la regulación y supervisión de los sistemas financieros ha pasado 
de aplicar criterios meramente estructurales, que tendían a restringir la capacidad de 
maniobra de las instituciones, a criterios que pueden encuadrarse bajo una perspectiva 
de control-prudencial, esto es, elevar el capital o grado de solvencia del sistema 
financiero durante épocas de expansión, permitiendo así una reducción de dicho colchón 
en las épocas de contracciones, para de este modo, facilitar una más pronta 
recuperación, así como suavizar la caída. Sin embargo, esta estrategia choca con otro 
problema que surge en las épocas recesivas y que tienden a alargar la etapa de 
contracción, se trataría de la financiación del sector público y el consiguiente aumento 
del endeudamiento público y que redunda en una retirada de los capitales del sistema 
financiero de sectores clave para la recuperación, optándose por financiar las 
necesidades públicas dado su menor nivel de riesgo. 
Históricamente, el sistema financiero ha sido objeto de regulación internacional como 
puede observarse a partir de los llamados Acuerdos de Capital de Basilea, promulgados 
por el Comité de Basilea, creado en 1975 por los países del G-10 con la intención de 
coordinar la supervisión de los bancos activos internacionalmente y, formado por 
representantes de los bancos centrales de países como Estados Unidos, Canadá, Japón, 
Reino Unido, Alemania, Francia, Italia, Bélgica, Holanda, Luxemburgo, Suecia, Suiza y 
España (desde enero de 2001). Dicha regulación, es aplicable no sólo en los países 
miembros, sino también en otros países industrializados, y organismos multilaterales 
como el Fondo Monetario Internacional y el Banco Mundial, habiendo pasado del 
Acuerdo de 1988, conocido como BIS-I, a la actual propuesta objeto de estudio de este 
trabajo. 
  3El Acuerdo de Capital de Basilea de 1988, por el que las entidades debían tener en todo 
momento un coeficiente de solvencia superior al 8%, calculado como cociente entre los 
recursos propios de la entidad y sus activos de balance, más alguno fuera de balance, 
ponderados por una medida aproximada del riesgo de cada contrapartida, fue criticado 
por inducir a ciertas anomalías para el sistema financiero ya que: 
−  No permitía ahorro de recursos como consecuencia de políticas activas conducentes 
a la diversificación de riesgos, ni de acuerdos o contratos de mitigación, como el 
netting o los derivados de crédito. 
−  Permitía el arbitraje regulatorio en la gestión de carteras de activo, en lugar de 
buscar una gestión óptima del riesgo. 
−  Era un enfoque tradicional, al evaluar el riesgo de una entidad tan solo en función 
del tamaño de su balance. 
−  Presentaba un escaso número de categorías de riesgos a ponderar, así por ejemplo, 
suponía que todas las corporaciones, con independencia de su calificación crediticia, 
tuviesen la misma ponderación por riesgo. 
−  No estimaba el riesgo de crédito en función del plazo o estructura temporal del 
mismo. 
Como consecuencia de todo ello, para tratar de paliar sus efectos perversos, en 1999 se 
presentó el primer borrador del Nuevo Acuerdo de Capital (a partir de ahora BIS-II), 
que ha sufrido diferentes propuestas de cambio y modificaciones hasta llegar a la 
redacción actual. 
El presente trabajo analiza los efectos de BIS-II en lo relativo al riesgo de crédito, riesgo 
país y operacional, incluyendo además un modelo econométrico aplicable en éstos casos 
y que cubriría las exigencias de BIS-II sobre modelos avanzados. 
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2. ANÁLISIS DE LA PROPUESTA DE BASILEA PARA RIESGO DE CRÉDITO 
 
2.1. Aspectos relativos al riesgo de crédito en la propuesta BIS-II 
 
En virtud del Nuevo Acuerdo, el capital mínimo exigido por riesgo de crédito está 
compuesto por tres elementos fundamentales: una definición del capital regulador, una 
definición de activos ponderados por riesgo y la relación mínima capital-activos 
ponderados por el riesgo, que se sitúa en el 8%. 
Lo primero que se hecha en falta en esta propuesta es una definición de riesgo de crédito 
que indique claramente si únicamente se considera el default o impago, o también la 
migración o pérdida de calidad crediticia. De hecho, se confunden a lo largo de todo el 
documento los conceptos de riesgo y exposición. La única definición que aparece 
asimilable es la de incumplimiento o default, básica para definir el evento cuyo efecto 
económico pretende medirse. Para la propuesta el default tiene lugar cuando se 
produzca al menos uno de los dos hechos siguientes: 
  El deudor no pague probablemente la totalidad de sus obligaciones frente a la 
entidad de crédito, sin que ésta tenga recurso alguno para realizar protecciones. 
  El deudor se halle en una situación de mora durante más de 90 días con respecto a 
cualquiera de sus obligaciones, o la superación del límite recomendado en caso de 
descubierto. 
En cuanto a la estimación, presenta dos posibles métodos, el estándar, que establece 
ponderaciones fijas por exposición asumida para cada una de las categorías, y el 
fundado en la calificación interna, realizado a través de las estimaciones particulares de 
cada entidad para los diferentes componentes del riesgo crédito. 
 
2.1.1. Aproximación estándar 
 
Este método consistiría en aplicar una serie de coeficientes sobre las exposiciones en 
función de su clasificación. Esta última puede ser de dos formas, dando lugar a su vez a 
dos posibilidades: bien acogerse a las ponderaciones sobre activos propuestas por BIS 
dentro de la norma, o bien aplicar las obtenidas de agencias externas de rating. En este 
último caso, estas agencias deberán cumplir 6 criterios: 
1.  Objetividad: la metodología debe ser rigurosa y sistemática y estar sujeta a 
alguna forma de validación basada en la experiencia histórica. 
2.  Independencia: no estará sujeta a presiones políticas ni económicas. 
3.  Acceso internacional-transparencia: se debe tener acceso internacional a las 
evaluaciones individuales en las mismas condiciones, todas las instituciones con 
interés legítimo. 
4.  Divulgación: de los metodologías de evaluación, índices de incumplimiento y 
migración entre calificaciones. 
5.  Recursos suficientes: para realizar evaluaciones de calidad con enfoques 
cuantitativos y cualitativos. 
6.  Credibilidad: basada en la confianza de las fuentes y en la existencia de 





  52.1.2. Aproximación mediante ratings internos 
 
A efectos del tratamiento dentro de los métodos internos, el Documento divide la cartera 
de activos o exposiciones en 6 categorías: 
−  Empresas, que se subdivide en función de la financiación especializada: 
o  Proyectos, esto es, grandes, complejas y costosas instalaciones, en las 
que además, los reembolsos proceden exclusivamente de las rentas 
generadas por los contratos sobre la producción de la instalación. 
o  Bienes, es decir, adquisición de activos físicos tales como barcos, 
aviones, trenes y flotas. 
o  Productos básicos, consistiría en préstamos a corto plazo dedicados a 
financiar existencias o derechos de cobro producto de la operativa de la 
empresa. 
o  Bienes inmuebles generadores de renta, como edificios de oficinas para 
alquiler, locales comerciales, edificios de viviendas multifamiliares, 
zonas industriales y de almacenamiento y hoteles. 
o  Inmuebles comerciales de elevada volatilidad, consecuencia de la mayor 
correlación entre los precios de los activos. 
Dentro de este grupo, se permite además, realizar una diferenciación por tamaño de 
la contrapartida o deudor, es ahí precisamente donde aparecerán recogidas las 
PYMES. Para ello será preciso que cumplan una condición respecto de su cifra de 
negocio, en concreto, que sea inferior a 50 millones de euros, teniendo en ese caso un 
ajuste especial por tamaño. 
−  Soberanos, que incluirá exposiciones frente a soberanos, sus bancos centrales y 
ciertas empresas públicas (riesgo país). 
−  Bancos y sociedades de valores. 
−  Minoristas o al detalle (retail), dentro de las que estarían por ejemplo, préstamos 
hipotecarios, tarjetas de crédito, créditos y líneas de crédito y préstamos a pequeñas 
empresas siempre que la exposición frente a éstas en el conjunto consolidado de la 
entidad sea inferior al millón de euros. Se subdivide en: 
o  Hipotecas sobre viviendas. 
o  Exposiciones auto-renovables cualificadas. 
o  Resto exposiciones. 
−  Acciones. 
−  Derechos de cobro adquiridos, que no provengan de ninguno de los anteriores. 
Para la determinación del riesgo de crédito mediante métodos internos, hay que 
considerar los tres elementos básicos del mismo: 
  Componentes del riesgo, o factores de que depende su estimación: 
1.  Probabilidad de default (PD), esto es, la probabilidad de que la contrapartida del 
correspondiente activo incumpla. 
2.  Loss Given Default (LGD) o tasa de pérdida esperada en caso de que se 
produzca el evento de impago, es decir, la parte no recuperada el activo. 
3. Exposición al riesgo de crédito (EAD), o valor esperado del activo 
correspondiente en el momento de default. 
4.  Vencimiento de la exposición (M). 
  Ponderación, o transformación de los componentes anteriores en el activo 
ponderado, y por ende, en el capital requerido o exigido. 
  Requerimiento mínimos, o capital exigido mínimo (8% de la cuantía resultante del 
apartado anterior). 
  6Dentro de esta metodología existen dos aproximaciones con diferentes exigencias en lo 
relativo a la estimación de los componentes del riesgo de crédito (Tabla-1): 
 
Parámetros  IRB Básico  IRB Avanzado 
PD  Estimado por la entidad  Estimado por la entidad 
LGD  Fijado por el supervisor  Estimado por la entidad 
EAD  Fijado por el supervisor  Estimado por la entidad 
M  Fijado por el supervisor  Estimado por la entidad 
Tabla 1. Exigencias para los métodos internos de rating. 
 
Dentro de esta aproximación la propuesta presenta dos posibilidades, que en lo relativo 
a las PYMES, indica lo siguiente: 
−  Aproximación mediante rating interno básico, en el que la tasa de severidad será del 
45% si no existe garantía, la exposición se determinará como en el método estándar, 
el plazo será estándar de 2.5 años y la probabilidad de default será lo que únicamente 
se estimará internamente. 
−  Aproximación mediante rating interno avanzado, en este caso se fijan unas 
exigencias de estimación: 
o  Respecto de la exposición se indica que deberá ser una exposición bruta 
esperada no inferior a la cuantía dispuesta y estimada como media ponderada 
por el incumplimiento sobre una base histórica de 7 años. 
o  En cuanto a la tasa de pérdidas, también deberá estimarse como media 
ponderada por la tasa de incumplimiento para un período de 7 años, dado que se 
considera que las pérdidas tienen una correlación con el ciclo, evitando así 
minusvaloraciones. 
o  Por lo que respecta al plazo, será el denominado vencimiento efectivo estimado 
en años, que dependerá de los flujos de caja (cf) y del momento en que tengan 
lugar (t), con un máximo de 5 años, esto es: 
 
















Para ambos métodos además se fijan otras condiciones en cuanto a la estimación de la 
probabilidad de default, como que deberá corresponderse con la media de los valores 
obtenidos para los últimos 5 años, y en cualquier caso, su valor no será inferior al 
0,03%. 
Finalmente, se fijan unas condiciones transitorias para aplicar cualquier de los dos 
métodos internos, y que a efectos de las PYMES, indican lo siguiente: 
−  Si se opta por uno de los métodos internos, la entidad tendrá que estimar los 
requerimientos de capital por dicho método, durante un año antes de la puesta en 
marcha de esta propuesta, previsto para finales de 2006. 
−  Durante los 3 primeros años de la puesta en marcha de la propuesta, se podrá relajar, 
a decisión del supervisor nacional, el tamaño de la muestra para estimar la 
probabilidad de default (5 años). 
−  El tamaño mínimo muestral al inicio de la aplicación de la propuesta será de 2 años, 
elevándolo en 1 año por cada tres años de duración del período de transición. 
  7 
2.2. Modelo implícito en BIS-II para el riesgo de crédito 
 
BIS-II se apoya en el modelo de Merton (1974), en el que la insolvencia es función de 
que el valor del activo caiga por debajo de una determinada barrera. El problema de este 
modelo radica en la necesidad de conocer el valor de mercado del activo o en su defecto 
de las acciones de la contrapartida y, dado que no siempre es posible, ello ha conducido 
a que el regulador haya optado por un modelo de Merton basado en factores macro o 
sistemáticos. 
La estructura en que se apoya BIS-II consiste en que la probabilidad incondicional de 
fallo de una contrapartida es la probabilidad de que, antes de finalizar un horizonte 
temporal dado, la contrapartida, estimada con las observaciones existentes, falle. Por 
otro lado, la probabilidad condicional de fallo será la probabilidad de que tenga lugar 
dicho evento conocido el valor de un determinado factor de riesgo sistemático. De esta 
manera, la probabilidad incondicional será la media de las probabilidades condicionales 
para una de las posibles realizaciones del factor sistemático o general. 
Gordy (2001) demuestra en su trabajo que el planteamiento del modelo de BIS-II es 
válido si se cumplen dos condiciones: 
a)  Las carteras están compuestas por un número de contrapartidas que tiende a 
infinito y en las que la exposición individual con cada una es insignificante 
respecto del total. 
b) Existe un único factor que recoge el riesgo sistemático para todas las 
contrapartidas. Esto sin duda es una hipótesis simplista de la heterogeneidad de 
las contrapartidas. Ahora bien, la complejidad de aumentar el número de 
factores supone en la práctica un acicate para asumir esta hipótesis. 
Por tanto, y de forma simplificada las hipótesis sobre las que se sustenta BIS-II son las 
siguientes: 
a)  El número de contrapartidas que forman la cartera tiende a infinito (n). 
b)  El tamaño de las exposiciones de todas las contrapartidas es igual a 1/n que 
tiende a cero. 
c)  Todas las contrapartidas tienen la misma probabilidad de impago individual 
(PD). 
d)  El valor de los activos (A) de cualquier compañía i sigue un proceso gaussiano 















e)  La correlación entre los activos de todas las contrapartidas es igual a ρ. 
Para demostrar como se llega a este modelo unifactorial, supongamos en este momento 
una cartera compuesta de N exposiciones con N contrapartidas, que el tamaño de cada 
exposición es el mismo (L), que la tasa de recuperación en caso de default es la misma 
(R) y que, la probabilidad de fallo para el horizonte temporal T es igual para todas las 
contrapartidas (p). De este modo, la pérdida esperada en caso de fallo sería (EL): 
  ( ) 1 EL L R X = ⋅− ⋅ (2.3) 
Donde X es el número de fallos que ocurren hasta T. Dado que el fenómeno es binomial 
(fallar o no), entonces la distribución del número de fallos sería: 
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∑  (2.4) 
  8Pero cuando el número de contrapartidas tiende a infinito, de acuerdo con el Teorema 
Central del Límite, la distribución binomial tiende hacia una normal. 
Entonces, se plantea el llamado modelo unifactorial, en el que el valor del activo (A) 
depende de un factor común (f) y un término ideosincrático (ε), ambos distribuidos 
según una normal: 
  () ( ) ( ) 1 i AT fT T ρρ =⋅ + − ⋅ i ε  (2.5) 
Donde ρ sería la correlación de fallo igual para todas las contrapartidas y dependiente 
del factor genérico. 
De esta manera, y a partir de la Ley de las Esperanzas Iteradas, puede establecerse que 
la probabilidad (p) de tener n fallos coincide con la media condicional de n fallos: 
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 (2.6) 
Y entonces la probabilidad de un determinado número de fallos x sería: 
  () () ()
11 1
1
prob X x x p ρ
ρ
−−       ≤= ⋅ −     −   
   N  (2.7) 
Observemos que si H es el valor crítico de fallo, entonces la probabilidad de fallo 
depende, como se comprueba, de dicho valor, y si a su vez se demuestra que la tasa de 
severidad también depende de dicho valor, entonces una buena forma de tener el rating 
de contrapartidas, a partir de sus probabilidades de default, es agrupándolas según el 




− =  (2.8) 
De esta formulación se desprende que al aumentar la correlación las colas de la 
distribución se vuelven más gruesas y, aumenta la tasa de default para un mismo 
percentil. 
Además, BIS-II fija ciertos valores para algunos de los parámetros (método interno 
básico), que a efectos de las PYMES, como ya se indicó, son los siguientes: 
  Nivel de confianza del 99,9%. 
  Tasa de pérdida constante y del 45% (LGD). Que sea un parámetro fijo hace que 
el capital exigido sea proporcional a este parámetro y lo convierte en crítico. 
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
 = ⋅⋅− ⋅  −−  
 (2.9) 
Y como la pérdida esperada (EL) se define como el producto de la probabilidad de 
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A partir de esta expresión puede verse que una menor tasa de severidad conlleva 
menores cuantías del capital regulatorio exigido. 
Este modelo general, modificado para las condiciones que BIS-II propone para el caso 
de las empresas sería: 
  9() () ()
()
()
probabilidad default modelo unifactorial (Merton)
conversion en activos ponderados
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(2.11) 
Donde M es el vencimiento en años y S  es la una variable función de las ventas anuales 








=  ≤ 
 (2.12) 
La cuestión es entonces comprobar cuales son las variables macro (sistémicas) y micro 
(idiosincráticas) que influyen sobre el valor del activo de las contrapartidas. 
Otra cuestión que caber reseñar, relativa al modelo que plantea BIS-II, es determinar 
que relación existe entre el capital regulatorio propuesto CR(PD) y, el capital 
económico (CE), ambos para una operación con probabilidad de impago PD, con LGD 
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Donde: 










De estas expresiones surge la duda de conocer a qué obedecen los valores constantes 
observados en la misma. 
Por otro lado, puede determinarse el percentil asociado a un cierto nivel de confianza 
(α), y a partir de éste y una LGD determinada, calcular el capital económico como: 
 




CE PD LGD LGD PD αρ α
ρ
−−  
=⋅ ⋅ ⋅ −   −  
NN N  (2.15) 
Si en esta expresión tomamos una LGD = 45%, α = 99.9%, e igualamos ambos 
expresiones del capital exigido, obtendremos los valores implícitos de la correlación 
para cada probabilidad de default y tamaño de las ventas de la PYME: 
 
  () ( ) , , 45% , , 99.9%, 45% CR PD p S s LGD CE PD p LGD ρα == = = == =  (2.16) 
Así por ejemplo asumiendo S=5 el algoritmo sería: 
 
  () ( )
0* 1 min ,5,45% *, ,99.9%,45% CR p CE p
ρ ρρ
≤≤ −=    (2.17) 
En cambio tomando ahora PD=1%, el algoritmo sería: 
 
  () ( )
0* 1 min 0.01, ,45% *,0.01,99.9%,45% CR s CE
ρ ρρ
≤≤ −=    (2.18) 
  10Los resultados de los algoritmos (2.17) y (2.18) pueden observarse en las Tablas-2 y 3, 
respectivamente: 
 
PD S  CR  CE  correl(CR) correl(CE)  Dif.% 
0.0003 5  0.5156%  0.5156% 0.20710 0.20716 -0.005% 
0.0005 5  0.7673%  0.7673% 0.20593 0.20598 -0.005% 
0.001 5  1.2869% 1.2869% 0.20304  0.20308  -0.005% 
0.005 5  3.7069% 3.7069% 0.18234  0.18238  -0.004% 
0.01 5 5.3220% 5.3220%  0.16167  0.16170  -0.003% 
0.03 5 8.4950% 8.4950%  0.11566  0.11568  -0.002% 
0.05 5 10.7516%  10.7516%  0.09874  0.09876  -0.002% 
0.07 5 12.9097%  12.9097%  0.09251  0.09253  -0.002% 
0.08 5 13.9551%  13.9551%  0.09109  0.09110  -0.002% 
0.10 5 15.9531%  15.9531%  0.08970  0.08971  -0.001% 
0.12 5 17.8121%  17.8121%  0.08919  0.08920  -0.001% 
0.15 5 20.3468%  20.3468%  0.08896  0.08897  -0.001% 
0.20 5 23.9980%  23.9980%  0.08889  0.08891  -0.001% 
0.25 5 27.0914%  27.0914%  0.08889  0.08890  -0.001% 
Tabla 2. Comparativa de las correlaciones del método IRB básico y las implícitas que 
igualan el capital económico (CE) y requerido (CR) para distintas probabilidades de 
default y un mismo ajuste por tamaño 
 
S PD  CR  CE  correl(CR) correl(CE)  Dif.% 
0.5 0.01  5.1979%  5.1979% 0.15767  0.15770  -0.003% 
1 0.01 5.2117% 5.2117%  0.15812  0.15815  -0.003% 
3 0.01 5.2667% 5.2667%  0.15989  0.15993  -0.003% 
5 0.01 5.3220% 5.3220%  0.16167  0.16170  -0.003% 
7 0.01 5.3773% 5.3773%  0.16345  0.16348  -0.003% 
10 0.01  5.4607% 5.4607% 0.16612  0.16615  -0.003% 
15 0.01  5.6003% 5.6003% 0.17056  0.17059  -0.003% 
20 0.01  5.7408% 5.7408% 0.17501  0.17504  -0.003% 
25 0.01  5.8823% 5.8823% 0.17945  0.17948  -0.003% 
30 0.01  6.0247% 6.0247% 0.18389  0.18393  -0.004% 
35 0.01  6.1681% 6.1681% 0.18834  0.18838  -0.004% 
40 0.01  6.3124% 6.3124% 0.19278  0.19282  -0.004% 
45 0.01  6.4577% 6.4577% 0.19723  0.19727  -0.004% 
50 0.01  6.6039% 6.6039% 0.20167  0.20171  -0.004% 
Tabla 3. Comparativa de las correlaciones del método IRB básico y las implícitas que 
igualan el capital económico (CE) y requerido (CR) para una misma probabilidad de 
default y distintos ajustes por tamaño 
 
A la luz de los resultados de las Tablas-2 y 3 observamos una infravaloración de la 
correlación.  
 
  11Finalmente, otro aspecto que destaca en el modelo propuesto por Basilea es el relativo 
al ajuste por plazo de la operación, así por ejemplo tomando la probabilidad constante y 
variando el plazo, se obtienen los resultados que pueden observarse en la Tabla-4; pero 




M  PD  Ajuste plazo Var.% (M)  Var.% (Ajuste plazo) 
0.25  0.01  0.8825       
0.5 0.01  0.9217  100.00%  4.44% 
0.75 0.01 0.9608 50.00%  4.25% 
1 0.01  1.0000  33.33%  4.07% 
1.25 0.01 1.0392 25.00%  3.92% 
1.5 0.01  1.0783 20.00%  3.77% 
1.75 0.01 1.1175 16.67%  3.63% 
2 0.01  1.1566  14.29%  3.50% 
2.25 0.01 1.1958 12.50%  3.39% 
2.5 0.01  1.2349 11.11%  3.27% 
2.75 0.01 1.2741 10.00%  3.17% 
3 0.01  1.3132  9.09%  3.07% 
3.25 0.01 1.3524  8.33%  2.98% 
3.5 0.01  1.3915 7.69%  2.90% 
3.75 0.01 1.4307  7.14%  2.81% 
4 0.01  1.4699  6.67%  2.74% 
4.25 0.01 1.5090  6.25%  2.66% 
4.5 0.01  1.5482 5.88%  2.59% 
4.75 0.01 1.5873  5.56%  2.53% 
5 0.01  1.6265  5.26%  2.47% 
pendiente 2.1234% 
t-value 5.4396   
 
Tabla 4. Evolución del ajuste por plazo para diferentes vencimientos y una única 













  12PD  M  Ajuste plazo Var.% (PD) Var.% (Ajuste plazo) 
0.0003  3  2.2081       
0.0005 3  1.9889  66.67%  -9.93% 
0.001 3  1.7598  100.00%  -11.52% 
0.005 3  1.4128  400.00%  -19.72% 
0.01 3 1.3132  100.00%  -7.05% 
0.03 3 1.1945  200.00%  -9.04% 
0.05 3  1.152  66.67%  -3.56% 
0.07 3 1.1277  40.00%  -2.11% 
0.08 3 1.1187  14.29%  -0.80% 
0.1 3  1.1047  25.00%  -1.25% 
0.12 3  1.094  20.00%  -0.97% 
0.15 3 1.0819  25.00%  -1.11% 
0.2 3  1.0677  33.33%  -1.31% 
0.25 3 1.0577  25.00%  -0.94% 
0.3 3  1.0502  20.00%  -0.71% 
0.35 3 1.0443  16.67%  -0.56% 
pendiente -4.9891% 
t-value -7.6658   
Tabla 5. Evolución del ajuste por plazo para un único vencimiento y diferentes 
probabilidades de default 
 
Según los resultados de las Tablas-4 y 5 podemos concluir que para una misma 
probabilidad de default, aumentos en el plazo conlleva aumentos en el ajuste por plazo, 
como cabría esperar, de aproximadamente el 2%; en cambio, para un mismo 
vencimiento, aumentos en la probabilidad de default suponen disminuciones en el ajuste 
por plazo de aproximadamente el –5%. 
Dado que las principales agencias mundiales de rating (Standard & Poor´s, Moody´s y 
Fitch IBCA), entre otros, han realizado una serie de comentarios sobre la propuesta 
BIS-II, tal y como se muestra en los trabajos de Gripe y De Stefano (2001), Cantor 
(2001) y Linnell (2001), nos proponemos a continuación estudiar el modelo interno de 
BIS-II generalizado para n factores de riesgo. 
 
2.3. Modelo n-factorial 
 
Si bien la propuesta de BIS-II considera tan sólo dos grupos de factores representados 
por dos variables, riesgo sistemático e idiosincrático, la implementación del modelo 
permite una generalización, incluyendo un mayor número de factores representativos de 
cada grupo de riesgo. De este modo podemos generalizar el modelo tomando n factores: 
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  (2.20) 
Esta metodología también puede aplicarse a la migración, así por ejemplo, si Da,b es el 
valor crítico que hace que una contrapartida con rating a pase a tener b, de forma que el 
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Con lo que una aproximación de la distribución condicional de los cambios en el valor 
del activo de las contrapartidas que componen la cartera, podría obtenerse a partir de 
una normal con media y varianza: 
























La cuestión que surge es como estimar estas funciones generalizadas que explican el 
comportamiento del activo, puesto que los modelos de riesgo de crédito parten del 
trabajo de Merton (1974) según el cual una entidad falla si el valor de su activo (A) cae 
por debajo de un nivel de deuda (D). Esto puede expresarse como: 
  ( ) ( ) ,, , ln ln it it it it aA HD =< = ,
,
 (2.24) 
Entonces, a partir de esto podemos definir una variable binaria a* tal que: 













=  ≥ 
De este modo la probabilidad de fallo, o de que se alcance el nivel crítico será: 
  ( ) ,, , , 1 it it it it it pp r o b aH a H , 1 − − =< ≥  (2.26) 
Es decir, la probabilidad de que el evento de fallo tenga lugar en t y no hubiese ocurrido 
antes (t-1). Esto supone que dicha probabilidad sea igual a la de considerar T, instante 
de fallo, como una variable aleatoria tal que: 
  ( ) , 1 it i i pp r o b T t T t = => −  (2.27) 
El problema que se plantea es que para estimar dicha probabilidad el valor del activo de 
las empresas ha de ser observable, y en caso contrario, buscar una aproximación que 
permita expresar el modelo en forma lineal. 
  14En este sentido el rendimiento del activo (Ra), y siguiendo la propuesta unifactorial de 
BIS-II, podrá expresarse en función de un factor general tipificado (f) y otro particular 
(u): 
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=  (2.31) 
De este mismo modo, la probabilidad condicional a un cierto valor del factor genérico 
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En este modelo, como en el de BIS-II, la probabilidad incondicional no varía con el 
tiempo, aunque en este caso, esto dependerá de la dinámica de µi,t o lo que es igual, del 
rendimiento medio de los activos. 
Una cuestión que queda abierta es cual debe ser la variable que represente el factor 
genérico. Para ello en la literatura financiera se han empleado tres posibilidades: 
a)  Modelos de factor estadístico: para ello mediante análisis de componentes 
principales se pretende identificar cuales son los factores (X) que dirigen el 
comportamiento de los rendimientos de las acciones de las contrapartidas se 
exige, por tanto, que éstas coticen de forma líquida. 
b)  Modelos de factor índice o macroeconómicos: en este caso son indicadores 
macroeconómicos (Y) los que se emplean como factores generales. 
  15c)  Modelo de factores fundamentales: en este caso los indicadores generales serán 
variables características de la contrapartida (Z), como por ejemplo datos 
contables. 
Es factible crear un modelo que contempla los tres tipos anteriores, lo cual llevaría a un 
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Entonces el rendimiento esperado condicionado a las observaciones conocidas sería: 
 
  ()() () ,11 0 ,1 2 1 1 , 2 , , it t t t i t i t i t i t ER a E E β 1 − −− ′′ ′ ′ =+ ⋅ + ⋅+ ⋅ +⋅ YZ β Y β Y − γ Z γ Z  (2.34) 
 
En estos modelos el problema es que el rendimiento del activo no es observable, con lo 
que deberá tomarse alguna aproximación, como scoring,  cambios de scoring, o 
transformar el modelo en un logit o probit, y emplear entonces como aproximación una 
variable dicotómica, por ejemplo, fallar o no. 
Entonces si la probabilidad de default a partir del modelo general anterior se expresa 
como: 
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De esta forma según la hipótesis de la distribución del residuo así será el resultado, por 
ejemplo en BIS-II es una normal (probit), con lo que se obtendría: 
  () ( ) ,, 0 , , , it it t t t i it t p fX b X β ′ == + ⋅− W ψ W N  (2.36) 
 
Pero si se toma un logit sería: 
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En este caso la probabilidad incondicional de fallo sería: 
  () ( ) () ,, 0 , , it it t i it t t t p bX X dX βφ
∞
−∞
′ =+ ⋅ − ⋅ ⋅ ∫ W ψ W F  (2.38) 












Mientras que la distribución conjunta de fallo vendría dada por la expresión: 
  () ( ) ( ) () ,, , , 0 , , 0 , , , ist it st t i it t t s st t t t p bX bX X dX ββ
∞
−∞
′′ =+ ⋅ − ⋅ + ⋅ − ⋅ ⋅ ∫ WW ψ W ψ W FFφ  (2.40) 
Entonces si b
2 no es significativamente distinta de cero, los efectos aleatorios pueden no 
tenerse en cuenta, con lo que el default del grupo i será independiente del default del 
grupo  s, es decir, la correlación será nula. De no ser cierto lo anterior, se estará 
produciendo un error de sobrestimación de la correlación entre las contrapartidas. 
  16De esta forma, y tras estimar los modelos logit o probit generales propuestos 
anteriormente, pueden darse varias situaciones: 
a)  Si las rentabilidades de los activos en un instante t quedan explicadas por los 
valores de los factores elegidos en un instante anterior t-1, y por tanto valores 
observables, entonces, sería el caso ideal en el que la correlación entre 
contrapartidas viene explicada por el factor general f exclusivamente. 
b) Si los factores retardados no explican completamente los fallos ocurridos 
(variable con que se aproxima el rendimiento de los activos), y el efecto 
aleatorio del dato de panel es significativo, entonces pueden ocurrir tres cosas: 
primera, puede añadirse un término independiente o constante (intercept) que 
represente el ciclo, si tras hacerlo se consigue eliminar el efecto aleatorio y 
además dicho término es independiente del tiempo, entonces queda resuelto el 
problema, pues se estaría en el caso primero; segunda, que al añadir los factores 
con valores contemporáneos el efecto aleatorio se vuelven insignificante, en 
cuyo caso, es preciso recurrir a modelos estocásticos para determinar el 
comportamiento de dichos valores contemporáneos; y tercera, si a pesar de esta 
introducción el efecto aleatorio sigue siendo significativo, existen otras fuentes 
de incertidumbre no incluidas que afectarán a las correlaciones. 
c)  Si los residuos no son i.i.d., no podrá aplicarse la distribución binomial y de 
hacerlo, se estaría perdiendo una porción de correlación que no vendría recogida 
en el modelo. 
Este modelo general lo experimentó Hamerle et al. (2002) para el caso alemán, y 
comprobó que existe una gran diversidad entre contrapartidas lo que hacía imposible 
establecer todos los factores necesarios para eliminar los efectos aleatorios. Esto hizo 
que propusiera la aplicación del modelo de forma separada para cada categoría de 
contrapartida, esto es, realizando previamente el rating de las contrapartidas. 
 
2.4. La correlación entre activos 
 
Una primera idea que hay que considerar es que el coeficiente de correlación lineal (no 
observable) entre las rentabilidades del valor del activo de dos contrapartidas es una 
medida muy inadecuada de la dependencia de default entre ellas. Además, aunque 
tradicionalmente se ha empleado la correlación entre activos como medida de 
correlación de default, según Schönbucher (2000), la primera no es igual a la segunda, 
pues normalmente es mayor. 
Para determinar la relación que existe entre el default de dos grupos de compañías, 
tomemos dos grupos de contrapartidas A y B con probabilidad conjunta de default igual 
a pA,B en un horizonte temporal T, siendo pA la probabilidad de fallo incondicional del 
grupo de contrapartidas A y pB de B, a su vez sea pAB la probabilidad condicional de 
que fallen una contrapartida del grupo A tras hacerlo una del B, de igual manera puede 
definirse  pBA, y finalmente sea ρA,B la correlación de fallo entre dichos grupos de 
contrapartidas. Entonces sabemos que existen las siguientes relaciones: 
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De donde puede observarse que el coeficiente de correlación de default es un factor 
clave por cuanto domina la probabilidad conjunta de fallo y las probabilidades 
condicionales, siempre que las incondicionales sean pequeñas. 
De esta manera se justifica la importancia y necesidad de estimar dicha correlación; 
para ello se aplican varias aproximaciones: 
1.  Ratings y eventos de fallo: el problema es que se precisa un elevado número de 
observaciones de default para que el resultado sea estadísticamente significativo, y a 
veces, no se dispone de series largas. 
2.  Spread de crédito: el inconveniente reside en la necesidad de que los bonos de las 
contrapartidas se negocien en un mercado y además, sean títulos líquidos. 
3.  Correlación entre acciones: presenta dos inconvenientes, primero que coticen las 
acciones de todas las contrapartidas y de forma líquida; y segundo, que el modelo 
teórico asumido que relaciona la correlación entre acciones con la de fallo sea 
válido. 
Consecuentemente con esto, si se estima la correlación entre cada 2 grupos de 
contrapartidas del total que compongan la cartera sometida a riesgo de crédito, resultará 
que el número de eventos de fallo posibles será para cada par de grupos como sigue: 
−  Que falle A y no lo haga B. 
−  Que falle B y no lo haga A. 
−  Que fallen A y B. 
−  Y finalmente, que no fallen ni A ni B.  
Entonces generalizando esto, los sucesos posibles serán 2
N, donde N es el número de 
grupos en que se clasifican las contrapartidas. Ahora bien, bajo la asunción de que la 
distribución conjunta del evento de fallo es una normal, entonces los parámetros a 
estimar serán los de la matriz de correlaciones, esto es, N(N-1)/2 < 2
N. 
Para llevar a cabo dicha estimación procederemos del siguiente modo. Supongamos que 
la rentabilidad de los activos de dos grupos de empresas (A y B) se identifican por Ra, 

























Siendo  x una variable aleatoria, con lo que como se indicó anteriormente, puede 
















Entonces puede afirmarse que: 
  18  ( ) ( ) , ,, AA B A B A r a t i n g fp fppρ == , B  (2.44) 
Ya que: 
  () () ,, 11 A B A B AA BB
independencia dependencia
A B p pp p p p ρ ⋅+ ⋅ ⋅ −⋅ ⋅ − =                       
p  (2.45) 
Pero como además se sabe que: 
  ( ) , 0m í n . , AB A B p pp ≤≤  (2.46) 
De este modo pueden obtenerse unos límites sobre la relación entre las probabilidades y 
la correlación, y por ende, entre el rating y la correlación: 
1)  Si las probabilidades marginales son iguales: 
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Entonces la dependencia sólo podrá ser igual a –1 si las probabilidades marginales son 
0,5. 
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Esto supone que para que la correlación sea igual a 1 es preciso que las probabilidades 
marginales sean iguales. 
 
2.5. La tasa de severidad 
 
La tasa de severidad o pérdida dado el incumplimiento (LGD) es igual a la tasa de 
pérdida esperada, o bien 1 menos la tasa de recuperación (R), esto es, para cualquier 
contrapartida perteneciente a la categoría i: 
 1 ii R LGD = −  (2.49) 
Un primer problema a resolver en el estudio de esta tasa es el relativo a la definición de 
recuperación. Cualquier posible solución exige fijar dos hipótesis de trabajo que deben 
dar respuesta a las dos siguientes cuestiones: a) ¿cuánto tiempo tras el fallo se considera 
que es plazo para que tenga lugar la recuperación?; y b) ¿cómo se estima la cuantía 
recuperada si no es en metálico? 
Pero dejando al margen estas cuestiones, y centrándonos en el estudio de la tasa de 
severidad, comprobamos que en la literatura financiera existen diversas propuestas que 
podemos agrupar como sigue: 
a)  Modelos de valoración: 
−  Modelos estructurales, dentro de los cuales el trabajo original fue el de Merton 
(1974). En este grupo se considera que la relación entre la probabilidad de fallo 
(PD) y R es inversa, es más, un aumento de la volatilidad de las tasas de 
rentabilidad de los activos hace crecer la probabilidad de fallo y disminuir la tasa 
de recuperación. 
−  Modelos estructurales avanzados, como el de Longstaff y Schwartz (1995), en 
los que la probabilidad de fallo y la tasa de recuperación son independientes, 
puesto que esta última se asumía con valor constante, esto es, un parámetro. 
−  Modelos de forma reducida, como el de Jarrow et al. (1997) y el de Duffie y 
Singleton (1999), en los que ambas variables se consideraban dinámicas y su 
modelización se realizaba de forma independiente. 
−  Modelos de última generación, como el de Altman y Brady (2002), en los que 
ambas variables se consideran como estocásticas y dependientes de un factor 
  19común de riesgo sistemático, el estado de la economía. En este caso además, las 
evidencias encontradas son que la correlación entre ambas variables es negativa. 
b) Modelos de medición de riesgos: 
−  CreditMetrics® de J.P. Morgan las considera independientes y además modeliza 
la tasa de recuperación mediante una distribución beta. 
−  CreditPortolioView® de McKinsey también las considera independientes y 
estocásticas. 
−  CreditRisk
+® de Credit Suisse Financial Products las considera independientes, 
pero toma la tasa de recuperación como una constante. 
−  KMV CreditManager® las considera como variables estocásticas y de forma 
independiente. 
A modo de conclusión, podemos afirmar que la cuestión clave es comprobar si existe 
una relación entre la probabilidad de fallo y la tasa de severidad, y caso de haberla, 
intentar estimar la probabilidad condicional de una determinada tasa de severidad sujeta 
a una cierta probabilidad de default. Ello conduciría a que, dado que esta última 
depende del factor genérico, entonces, dicha probabilidad condicional de la tasa de 
severidad puede estimarse como función del factor sistémico, o de los factores que 
influyen sobre la probabilidad de fallo. 
De este modo, y con el objetivo de estimar esta relación, podemos establecer que 
existen tres formas de tratar la tasa de recuperación: 
a)  Tradicional, simplemente sería una media histórica, con lo que se tomaría como 
constante. 
b)  Estadística, en concreto se suele comprobar que la distribución que mejor se ajusta 
es una beta con parámetros (α, β) y acotada entre un mínimo (no se recupera nada, 
0%) y un máximo (se recupera todo, 100%). 
c)  Modelización, para lo que se emplean variables como el plazo de la operación, el 
tipo de deuda u operación, características particulares de la contrapartida, sector al 
que pertenece y variables macroeconómicas, similares a las empleadas para 
determinar la probabilidad de impago. 
Consecuentemente con lo anterior, proponemos un tratamiento sobre el comportamiento 
de esta tasa que considera tanto el aspecto estadístico como el de modelización, así 
como la correlación entre dicha tasa y la probabilidad de default mediante la inclusión 
en el modelo de los factores explicativos de esta última. 
Para ello, en primer lugar, y bajo la hipótesis de que se distribuye como una beta, 
transformamos su distribución beta en una normal, para lo que: 
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Y como una distribución beta puede ponerse en función de distribuciones gamma, 
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Donde X son las n variables explicativas de la probabilidad de default. 
  20Finalmente, estimada Y, se procedería como sigue para determinar las tasas de severidad 
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En el caso de que el modelo considere varios rating, y no solo default y non-default, 
previamente hemos de identificar cual es la tasa de recuperación para cada una de las 
situaciones recogidas en el modelo de estimación de las probabilidad de insolvencia, 
que estarán acotadas entre 1 para situación no crítica y 0 para quiebra. 
 
2.6. La propuesta 
 
2.6.1. Selección de muestra 
 
La muestra objeto de estudio fue facilitada por la empresa INFORMA SA y abarca 
desde el año 1992 hasta el año 2002, habiéndose efectuado la selección sobre sus 
ficheros históricos de cada uno de los años, ya que se requiere conocer la evolución 
histórica de las empresas que integran la muestra, es decir, si las mismas en algún 
momento tuvieron alguno de los incidentes reseñados más adelante con independencia 
de que en la actualidad o en el transcurso del tiempo hayan superado el incidente o 
incluso se hubiera agravado y devenido en el cierre de la empresa en algún ejerció del 
período. Los ficheros históricos registran las suspensiones de pagos y quiebras desde 
1992, los embargos y subastas desde 1994 y todas las demás incidencias desde 1998. 
 
El criterio de selección de las empresas PYME, (ver cuadro adjunto con los resultados 
de la aplicación de los criterios) objeto de estudio ha sido el siguiente: a) domiciliadas 
en España; b) que su situación jurídica sea de empresa en activo, en suspensión de 
pagos o en quiebra; c) únicamente sociedades anónimas o sociedades limitadas, 
excluyéndose el resto de formas jurídicas, como comunidades de bienes, sociedades 
cooperativas dado que se consideran estas últimas como sociedades donde el carácter 
personalista es su principal componente; d) que no coticen en bolsa; e) que los ingresos 
de explotación en miles de euros desde 1992 a 2002 estén comprendidos entre un 
mínimo de 1000 € y un máximo de 49.999,99 € y f) que depositen sus cuentas en su 
registro oficial. De la aplicación sucesiva de estos criterios sobre la base de datos inicial 
y añadiendo las 61 empresas no activas en quiebra o suspensión de pagos se ha llegado 
a una muestra de 8.482 empresas. 
 
2.6.2. Situaciones consideradas o ratings 
 
Se ha considerado como incidentes de riesgo a efectos de su medición las siguientes 
situaciones jurídicas, habiendo sido objeto de ordenación de mayor a menor 
probabilidad de falencia (se adjunta tabla con código y descripción del incidente): 
0.  Solvente: sin incidentes reseñables durante el período muestral. 
1.  Verbal civil: juicio declarativo ordinario en el que la cuantía reclamada no 
excede de 480,8€. 
2.  Cognición: juicio declarativo ordinario utilizado cuando la cuantía del objeto 
litigioso se encuentra entre 480,8€ y 48.081€. 
  213.  Menor cuantía y juicios monitorios: menor cuantía son juicios declarativos 
ordinarios utilizados para cuando la cuantía litigiosa es superior a 48.081€ e 
inferior a 961.619,4€., para cuando sea inestimable y para todas aquellas 
demandas para las que no se disponga una tramitación específica; por su parte 
los monitorios son escritos de reclamaciones de deudas dinerarias de hasta 
30.050,6€. 
4.  Mayor cuantía: juicio declarativo ordinario utilizado cuando la cuantía litigiosa 
es superior a 961.619,4€. 
5.  Reclamaciones de cantidad en los juzgados de lo social: reclamaciones de una 
cierta cantidad de dinero efectuadas por los trabajadores en los procedimientos 
laborales y que se sustancia en los juzgados de lo social. 
6.  Deudas con Organismos oficiales: notificaciones de deudas con organismos 
oficiales como Seguridad Social, Hacienda, Ayuntamientos, etc. 
7.  Reclamación ejecutiva: procedimiento judicial con embargo y venta de bienes 
para pago de deudas. Es necesario para que exista este proceso una pretensión de 
condena al pago de una determinada cantidad de dinero líquida, vencida y no 
inferior a 300,5€ , fundamentada en un título que lleve aparejada ejecución, 
siendo los más usuales: letras de cambio, cheques y pagarés. 
8.  Suspensión de pagos: expediente solicitado por un empresario cuando prevé que 
no va a poder hacer frente a sus deudas vencidas por una falta transitoria de 
liquidez, con el fin de conseguir un convenio con sus acreedores y evitar, por 
consiguiente, la quiebra. 
9.  Quiebra: situación jurídica dirigida a la liquidación del patrimonio del quebrado 
y a su reparto entre los acreedores, ya que se produce una situación de 
insolvencia definitiva al ser el activo inferior al pasivo, aunque también podrá 
producirse la insolvencia provisional que no necesariamente conlleva la 
liquidación de la empresa. 
El criterio de ordenación de los incidentes de acuerdo al riesgo estimado se ha efectuado 
considerando por orden de importancia: 
a)  Grado de insolvencia. 
b)  Grado de inmediatez o exigibilidad de la deuda. 
c)  De mayor a menor importe. 
Finalmente, la muestra ha sido agrupada tanto por actividad de las empresas como por 
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Al principio de la década de los setenta el total de la deuda exterior de los países de la 
OCDE era de 100 millones de dólares. Al final de los ochenta, esta deuda en el mercado 
de deuda pública ascendía ya a tres trillones de dólares. 
La situación económica de los años 70, con tipos de interés por debajo del crecimiento 
de las exportaciones, afectó significativamente al crecimiento de la deuda exterior de los 
países, sin que los prestamistas, en su mayoría pertenecientes al sistema bancario, 
tomaran conciencia del riesgo derivado de dichos préstamos. Fue en agosto de 1982, 
tras el anuncio de México de su incapacidad para hacer frente a una deuda exterior que 
ascendía a 80 billones de dólares, cuando se empezó a considerar el análisis y la 
estimación del riesgo país como uno de los mayores problemas del sistema financiero 
internacional. 
En la actualidad, a todo lo anterior, hemos de unir el Nuevo Acuerdo de Supervisión de 
Basilea, cuya finalidad es armonizar mejor la suficiencia de capital frente a los riesgos 
bancarios derivados de su actividad, con el objetivo de lograr un mayor nivel de 
seguridad y solidez del sistema financiero internacional. 
En este contexto es en el que Erb et al. (1997) indica que la definición y valoración del 
riesgo país es el mayor problema al que se enfrenta un agente en la elección de sus 
inversiones. 
La mayor parte de estudios realizados sobre el riesgo país coinciden en la dependencia 
de éste con respecto a dos factores principalmente. Por un lado, la capacidad o habilidad 
para hacer frente a las obligaciones de pago, que se correspondería principalmente con 
elementos económicos y financieros: los primeros suelen estar relacionados con la 
imposibilidad de pago por la falta de recursos, más acorde con un problema estructural, 
cuya solución se encuadra mejor en el largo plazo (riesgo de repudiación o 
renegociación de la deuda); los segundos, los elementos financieros, están ligados a la 
indisponibilidad eventual de recursos, generalmente por falta de liquidez, y se considera 
un problema coyuntural de corto plazo (riesgo de liquidez). El otro factor originario de 
riesgo país reside en la intención de un Estado de abonar su deuda, denominado 
habitualmente como riesgo político o administrativo. 
Siguiendo a Ciarrapico (1992), el enfoque teórico dado al estudio del riesgo país en la 
literatura económica puede clasificarse en dos grupos denominados métodos informales 
y métodos formales.  
Los primeros desarrollan índices y ratings basados en criterios subjetivos a partir de 
información cualitativa y cuantitativa del país prestatario. La subjetividad de estos 
métodos radica en la elección de las variables a considerar, en la ponderación o peso 
específico de éstas y en los juicios de valor empleados por los analistas en el 
establecimiento de los ratings de los distintos países. El rating es un indicador de la 
mayor o menor capacidad de pago en el tiempo convenido de los intereses y el principal 
de una obligación financiera, lo cual adquiere mayor relevancia en la actualidad debido 
a la desintermediación acaecida en los mercados financieros. Entre los más destacados 
métodos de este apartado podemos citar el BERI (Business Environment Risk Index), el 
CPR (Country Potencial Rating), el índice Euromoney, el III (Institutional Investors 
Index), el Dun&Bradstreet, el FDIC (Federal Deposit Insurance Corporation) y los 
rating elaborados por agencias como Standard&Poors y Moody’s. 
  23Existen también numerosos trabajos relacionados con el funcionamiento de estos 
ratings, acerca de su capacidad para predecir crisis financieras (Erb et al., 1998), de su 
relación con las principales variables macroeconómicas (Feder y Uy, 1985; Lee, 1993; 
Cantor y Packer, 1996) y de su eficacia en función del nivel de desarrollo de los países 
(Erb et al., 1995). 
Por el contrario, los métodos formales o estadísticos se basan en la estimación de la 
probabilidad de cierto tipo de sucesos de riesgo económico-financiero y de riesgo 
político-administrativo, empleando para ello diferentes técnicas estadísticas. En esta 
línea destacan trabajos como los de Harvey y Zhou (1993), Ferson y Harvey (1993), 
Clarke et al. (1994), Blejer y Schumacher (1998) y Cornelius (1999). Dentro este grupo 
además, pueden distinguirse dos subgrupos. El primero, formado por aquellos trabajos 
que pretenden determinar las primas de riesgos país y las probabilidades de default a 
partir de los precios de mercado de la deuda pública (modelos libres de oportunidades 
de arbitraje), lo cual evidentemente exige la existencia de mercados líquidos donde se 
negocie ésta; y el segundo, que se compone de estudios que intentan determinar para 
cada país un rating y su probabilidad de insolvencia asociada en función de variables 
macro y micro que lo describan y, para lo que se emplean diferentes técnicas 
econométricas, como modelos de variable dependiente cualitativa entre otros. 
Nuestro trabajo se encuadra dentro de este último grupo como consecuencia de dos 
hechos, primero que los mercados financieros suelen negociar activamente la deuda de 
países desarrollados y, segundo, normalmente estos países no presentan situaciones de 
riesgo país.  
 
3.2. Definición y clasificación del riesgo país 
 
El riesgo de crédito se divide en riesgo de contrapartida y riesgo país. El primero tiene 
su origen en el cambio de la solvencia de una contrapartida o un conjunto de ellas que 
forman un grupo claramente diferenciado del resto, por su actividad, mercado en que 
actúan, área geográfica, u otros factores. En cambio, el riesgo país se corresponde con la 
solvencia del total de contrapartidas caracterizadas por pertenecer a un área geográfica 
política y jurídicamente definida como Estado, ya sea por causas temporales o por 
causas permanentes. 
El objetivo de la estimación del riesgo país es el de establecer qué países y con qué 
grado presentan problemas que puedan afectar a las operaciones que con ellos se 
realizan, bien con el Estado o la Administración Pública, o bien con contrapartidas 
privadas de dichos países. De esta forma, una vez clasificados, y según el grado de 
riesgo que se les asigne, los inversores solicitarán una prima en sus inversiones, es 
decir, una rentabilidad proporcional al riesgo asumido. 
Como hemos comentado anteriormente, las causas de insolvencia de un país pueden ser 
económico-financieras o políticas, de modo que, atendiendo a su origen, este riesgo se 
divide en:   
−  Riesgo Soberano, que se corresponde con dos posibles eventos: por un lado, la 
repudiación de la deuda por un Estado (total o parcial), es decir, el impago definitivo 
amparado en la imposibilidad de ser demandado judicialmente por este hecho; y por 
otro, la moratoria o reestructuración de la deuda, o lo que es igual, el impago 
provisional con la consiguiente renegociación de las condiciones contractuales de la 
deuda del país.  
−  Riesgo de Transferencia o Liquidez, provocado por la falta de medios de pago 
suficientes para hacer frente a las obligaciones con el exterior. Depende por tanto, del 
stock de medios de pago que posea el país en cada instante. 
  24−  Riesgo Político o Administrativo, representado por las limitaciones permanentes o 
temporales a la actividad económica, mediante restricciones sobre la libertad de 
mercado y movilidad de los factores. Se corresponde con la pérdida potencial ante un 
cambio político y social, siendo representado, en un modelo de riesgo de crédito, 
mediante la probabilidad de migración o empeoramiento en las condiciones de 
solvencia del deudor. 
Para identificar estos riesgos con situaciones reales de la economía y las finanzas de un 
país seguiremos las propuestas de Blejer y Schumacher (1998) y Cornelius (1999), y 
estableceremos un símil entre la situación de insolvencia de un país y una empresa, 
mediante la búsqueda del reflejo de las situaciones patrimoniales de la empresa según la 
contabilidad financiera, en la contabilidad nacional de los países según el Sistema 
Europeo de Cuentas Nacionales (SEC95). Ello nos obliga en primer término, a 
encontrar un concepto similar al de capital de la empresa dentro del conjunto del país, 
ya que éste constituye la garantía final de pago a los acreedores. De este modo, 
definimos capital nacional como la suma de los capitales poseídos por los individuos y 
sociedades residentes, así como los capitales del Estado y demás entes públicos. 
Esta magnitud es a una economía nacional lo que el capital privado es a una empresa, 
pero en su cálculo hay que realizar una serie de eliminaciones, al igual que se hace en la 
consolidación contable de un grupo de empresas. El dinero, por ejemplo, que en manos 
de un individuo se considera un bien o un activo, representa a su vez un débito o pasivo 
para el Banco emisor del mismo. Pero a partir de SEC95 sabemos que el balance 
patrimonial de la economía nacional consolidada de un país proporciona como saldo 
contable lo que se denomina riqueza nacional, que tomaremos como aproximación del  
concepto no observable de capital nacional y, definida como la suma de los activos no 
financieros y los activos financieros netos con el Resto del Mundo. De esta forma, los 
activos financieros netos de una Economía Nacional equivalen a presentar la cuenta 
exterior de activos y pasivos, relativa al sector Resto del Mundo, desde la óptica de los 
sectores residentes. 
Así pues, las distintas situaciones patrimoniales que se pueden dar en un país y sus 
equivalencias a nivel empresarial en un instante de tiempo t son: 
 












Gráfico 1. Cuenta Exterior con saldo nulo 
  25En esta situación, o bien un país se encuentra en una situación de autarquía absoluta en 
la que carece de relaciones económicas y/o financieras con otros países, o bien el valor 
de sus activos financieros coinciden con el de sus pasivos con el resto del mundo, 
determinando así un saldo nulo en la Cuenta Exterior. 
 















Gráfico 2. Cuenta Exterior con saldo acreedor 
Situación típica a nivel empresarial en la que, con frecuencia, se acude a fuentes de 
financiación ajenas a la empresa. 
 















Gráfico 3. Cuenta Exterior con saldo deudor 
Finalmente, un país está ejerciendo de prestamista al resto del mundo cuando el valor de 
sus activos financieros supera al de sus obligaciones con el exterior.  
  26A pesar de esta comparativa con la situación financiera de una empresa, que podría 
parecer facilita la identificación de situaciones de riesgo, el planteamiento es diferente 
ya que el Estado es el garante último de su propio sistema financiero y, como muestran 
Kaminsky y Reinhart (1999), las crisis bancarias han sido buenas predictoras de las 
crisis monetarias. Esto se traduce en que el Estado, a través de su Banco Central, habrá 
vendido un seguro sobre los activos del sistema financiero nacional para garantizarlo y, 
además, el sistema financiero nacional habrá hecho lo propio con la economía real en 
sus operaciones de financiación.  
Gráficamente, el trasiego de riesgos dentro de la economía de un país lo representamos 
de la siguiente manera: 








Riesgo país vs. Lp
 
Gráfico 4. Transferencia del riesgo de un país 
 
Donde L representa cada una de las situaciones que pueden generar riesgo país. Por lo 
tanto, al consolidar la economía nacional, el riesgo país puede ser considerado como 
una opción put comprada por el Banco Central a los agentes del exterior. 
Llegados a este punto, y a partir del símil realizado entre las situaciones de equilibrio y 
desequilibrio patrimonial en la empresa frente a los Estados, hemos de identificar 
formalmente cada uno de los posibles componentes del riesgo país. Esto es, la 
estimación del riesgo de repudiación y del riesgo de renegociación requiere del análisis 
de la evolución del balance patrimonial de un país, es decir, de su capitalización o 
descapitalización a lo largo del tiempo como consecuencia de su actividad productiva; 
por otro lado, el análisis del riesgo de liquidez o transferencia depende del monto de 
reservas internacionales de las que un país dispone para hacer frente a sus obligaciones 
de pago con acreedores no residentes de su economía. 
 
3.3. Propuesta de modelización del riesgo país 
 
De este modo, nuestra propuesta parte de la ecuación fundamental de la partida doble y 
el planteamiento del equilibrio patrimonial de un país en un instante t a partir de la 
posición que adoptan los elementos patrimoniales que lo constituyen.  
  27De esta forma, definimos el Activo (At) como la estructura económica de un país es 
decir, el destino o aplicación de los recursos financieros de los que dispone con el 
objetivo de incrementar su capacidad productiva. En cuanto a la estructura financiera, el 
Pasivo (Pt) representa las fuentes de financiación ajena (en nuestro caso, procedentes 
del resto del mundo) utilizadas para financiar las inversiones en activo no cubiertas por 
los fondos propios o neto patrimonial (Nt) de un país. 
  tt APN t = +  (3.1) 
Esta igualdad relaciona las masas patrimoniales de un país y se basa en el concepto de 
equilibrio de que el origen de los recursos ha de ser igual al destino dado a los mismos. 
Sabiendo que la ecuación (3.1) se cumple para cualquier instante de tiempo t, tenemos 
que: 
  11 tt APN 1 t + ++ = +  (3.2) 
Por lo tanto, si restamos ambas ecuaciones, obtenemos que: 




Es decir, el aumento de la capacidad productiva de un país está financiado bien por 
recursos ajenos, bien por recursos propios, o bien por una combinación de ambos. 
Para analizar los componentes que determinan las variables relacionadas en la ecuación 
(3.3), partimos de las relaciones macroeconómicas de la Teoría Económica adoptadas 
por la SEC95, obteniendo así la Renta Disponible (Ydt) anual de un país a partir de la 
Producción a precios de mercado (PIBt), del saldo de las Rentas Netas con el exterior 
(RNt) y de las Transferencias Corrientes Netas (TCNt) de dicho país con el resto del 
mundo: 
   (3.4) 
pm
tt t Yd PIB RN TCN =± ±
Siguiendo con la Teoría Económica, la renta disponible de una economía se destina bien 
a Consumo final (Ct), o bien se mantiene como Ahorro (St) con el objetivo de financiar 
futuras inversiones en la estructura económica de un país: 
  tt Yd C S = +  (3.5) 
Por otro lado, la inversión en activo que anualmente realiza una nación, y que resulta 
determinante de su crecimiento económico, se denominada Formación Bruta de Capital 
(FBKt), la cual se descompone en Formación Bruta de Capital Fijo (FBKfijot) o 
inversión neta en nuevos bienes de capital, Consumo de Capital Fijo (CKfijot) o 
amortización del activo propiedad de un país y Variación en el stock de Existencias 
(VExitt). De esta forma: 
   (3.6)  tt t FBK FBKfijo CKfijo VExist =+ ± t
Así pues, consideramos que las variaciones de activo de un país entre dos instantes de 
tiempo (t, t+1) dependen de la inversión neta realizada (FBKfijot), de la variación de 
existencias (VExitt) y de las adquisiciones menos las cesiones de activos no financieros 
no producidos por su economía
1 [(AdqANF-NP – CesANF-NP)t]: 
  ( ) ,1 t t t t NF NP NF NP t A FBKfijo VExist AdqA CesA +− ∆= ± + − −
P
 (3.7) 
Como ya indicamos anteriormente, los activos financieros se encuentran incorporados 
en la definición de pasivo de una economía. Por lo tanto, la variación de la deuda de un 
país dependerá del saldo de su posición neta de inversión internacional, y ésta a su vez 
de las adquisiciones netas de activos financieros menos los pasivos netos contraídos 
durante el periodo considerado. Así: 
  ,1 1 tt t t PP ++ ∆ =−  (3.8) 
                                                 
1  Medida representativa e importante del riesgo derivado de la venta continuada de activos nacionales a 
otros países. Por ejemplo, concesiones de explotación de yacimientos petrolíferos. 
  28Finalmente, la SEC95 define como Variación Anual del Patrimonio Neto de un país 
(concepto similar al saldo de la cuenta de pérdidas y ganancias de una empresa), al 
ahorro generado por su economía (St), tras cubrir el consumo o amortización de sus 
bienes productivos (CKfijot) durante dicho periodo y aumentado o disminuido por el 
saldo neto de las transferencias de capital (TKNt) realizadas con el resto del mundo: 
   (3.9)  ,1 tt t t t N S CKfijo TKN + ∆= − ±
Por lo tanto, consideramos en nuestra propuesta que la capitalización o 
descapitalización de un país dependerá de la evolución de su neto patrimonial, cuyo  
principal componente está representado por el ahorro generado por su economía para 
afrontar las inversiones necesarias en su activo. 
De esta forma, una vez expuesto el punto de partida de nuestra propuesta, y continuando 
con el símil entre el análisis de insolvencia de una empresa con el de una nación, las 
situaciones generadoras de riesgo país son las que se analizan a continuación. 
 
3.3.1. Riesgo de repudiación 
 
Consideraremos que este riesgo se origina cuando un país genera flujos negativos 
derivados de su economía de forma creciente y continuada, por lo que la evolución de 
su neto patrimonial presenta una tendencia decreciente.  
De esta forma, definimos la situación de riesgo de repudiación de un Estado (Eit) en un 
instante de tiempo t como: 
  () ,1 , 1 1 , min 0; , 0 it t t t t t t t SRE N siendo N N −− − − −  =∆ Ω ∆ < ∆  2 , 1 <  (3.10) 
donde Ωt -1  se corresponde con la información disponible en  t – 1. 
 
3.3.2. Riesgo de renegociación 
 
Entendemos, a efectos de este trabajo, que el riesgo de renegociación de la deuda 
exterior de un país se origina en el primer período en el que su economía genera flujos 
negativos, o bien en instantes posteriores a éste en los que, a pesar de también 
consumirse recursos propios, presenta una variación relativa positiva con respecto al 
periodo anterior.    
Así, definimos la situación de riesgo de renegociación de un Estado (Ei) en un momento 
t de la siguiente forma: 
  () ,1 , 1 2 , 1 min 0; , 0 it t t t t t t t SRE N siendo N N 1 , − −− −  =∆ Ω ∆ > > ∆  −  (3.11) 
o bien: 
  () ,1 , 1 2 , 1 min 0; , 0 it t t t t t t t SRE N siendo N N −− − −−  =∆ Ω ∆ < ∆  1 , <  (3.12) 
La ecuación (3.11) corresponde al caso en el que un país genera una variación negativa 
en su patrimonio neto habiendo sido positiva dicha variación en el periodo 
inmediatamente anterior, mientras que la ecuación (3.12) recoge aquellas situaciones en 
las que, a pesar de que la variación patrimonial también ha sido negativa, el país ha 
mejorado dicho flujo respecto al periodo anterior. 
 
3.3.3. Riesgo de transferencia o liquidez 
 
El riesgo de iliquidez de un país es percibido como la situación en la que el valor actual 
de la deuda con el exterior a corto plazo (P
c/p), para el conjunto de su economía 
consolidada, es superior al valor actual de sus reservas internacionales (Rt) en un 
  29instante t. Por lo tanto, el riesgo de iliquidez de un país ante una situación de iliquidez 
se define como: 




it t t t SRE R P −1   =− Ω    (3.13) 
A la diferencia entre el monto de reservas internacionales y la deuda a corto plazo lo 
denominamos Insuficiencia de Divisas. 
En resumen, y para un Estado (Ei) en un instante de tiempo t, las distintas situaciones de 
riesgo definidas anteriormente pueden ser expresadas en función de sus variables 
explicativas en una única función de probabilidad (Jt) de la siguiente manera: 
  ()
/
,2 , 1 1 , ;; ;
cp
t i t t tt tt tt t Jf S R E p r o b j N N R P −− − − 1   == ∆ ∆ Ω    (3.14) 
  0,1, 2, 3 j =  
donde j representa los distintos componentes del riesgo país definidos previamente en 
nuestra propuesta. Así, para  j = 0  un Estado se encontraría en una situación donde no 
existe riesgo país; si  j = 1, existiría riesgo de liquidez o transferencia por insuficiencia 
de divisas; cuando j = 2  se encontraría en una situación de riesgo de renegociación; y, 
finalmente, para  j = 3  la situación se correspondería con el riesgo a la repudiación total 
o parcial de la deuda exterior. 
 
3.3.4. Riesgo administrativo o de cambio político-social 
 
Viene determinado por la probabilidad de migración de la situación del país hacia otra 
que supone un empeoramiento de su grado de solvencia. De esta forma, será función de 
la situación inicial y de las probabilidades de transición a otra peor, con la consiguiente 
pérdida de valor de la deuda. Esta posible pérdida de valor representa el riesgo 
administrativo. 
Por lo tanto, definimos en nuestra propuesta el riesgo administrativo de un Estado (Ei) 
por medio de la siguiente función de probabilidad: 
  , it t t t t Jp r o b j j −− 1 1 = > Ω   (3.15) 
 
3.4. La muestra 
 
La muestra seleccionada para el estudio empírico procede de la Base 2002 World 
Development Indicators editada por el Banco Mundial, y sobre un total de 207 países 
analizados inicialmente, la muestra de nuestro análisis comprende un total de 40 países 
(Tabla-6) para el período 1980-2000, esta reducción de países se debe a la restricción de 
las variables necesarias para la definición de las situaciones de riesgo propuestas y a la 
ausencia de información para el resto de países utilizados inicialmente, así como a la 
selección de aquellos países que pudieran catalogarse de en vías de desarrollo, ya que en 
ellos es más necesario la estimación del riesgo país junto con la inexistencia de mercado 
líquidos donde se negocie su deuda pública. La frecuencia de los datos es anual y el 









  30Argentina  Egypt, Arab Rep.  Madagascar  Pakistán 
Brasil Ghana  Malawi Perú 
Cameroon Guatemala  Mali  Philippines 
República Centro Africana  Honduras  Mauritania  Senegal 
Costa Rica  India  México  Sri Lanka 
Cote d'Ivoire  Indonesia  Morocco  Thailand 
Chad Jamaica Nepal  Túnez 
Chile Jordania  Nicaragua  Turquía 
República Dominicana  Kenya  Níger  Uruguay 
Ecuador  Korea, Rep.  Nigeria  Venezuela, RB 
Tabla 6. Países de la muestra 
 
Las variables explicativas seleccionadas en nuestro estudio responden a la necesidad de 
encontrar distintos indicadores que puedan justificar la evolución de la situación de 
riesgo de los países de la muestra. Estas variables son: 
−  El Producto de Interior Bruto de un país fue seleccionado como indicador del motor 
de la economía, dicha variable se ha toma en su descomposición en valores añadidos, 
con el fin de determinar cuál o cuáles son los verdaderamente significativos a la hora 
de establecer la situaciones de riesgo. Así, se emplearon el Valor Añadido del Sector 
Primario (agricultura, ganadería y pesca), el Valor Añadido del Sector Secundario 
(industria) y el Valor Añadido del Sector Terciario (servicios). 
−  Dado que otra de las situaciones de riesgo analizadas es la de liquidez, se consideran 
a estos efectos varios indicadores macroeconómicos relacionados con ello, en 
concreto M3 (disponibilidades líquidas) y M2 (dinero y quasi-dinero), ambos como 
medidas de la liquidez de una economía. 
−  Los  Créditos Domésticos procedentes del sector bancario como medida del 
endeudamiento de los sectores residentes de un país, también es una variable 
importante puesto que representa el principal componente del activo en las entidades 
financieras y es indicar del grado de endeudamiento de uno de los componentes 
económicos de un Estado, el sector privado. Además no hemos de olvidar (Gráfico-
4) que existe una transmisión del riesgo desde las instituciones financieras hacia el 
Banco Central, y que incide en el riesgo país. 
−  El total de la Deuda del Sector Privado, a diferencia del anterior nos añadirá el 
endeudamiento exterior, esto es, cuánto del riesgo de los agentes de un Estado se ha 
transmitido al Resto del Mundo. 
−  La Liquidez Bancaria, medida como el ratio entre las cuentas corrientes que las 
entidades financieras mantienen en los Bancos Centrales y el total de sus activos. La 
selección de esta variable se debe a su posible relación con la liquidez interna del 
sistema financiero, lo cual a priori puede incidir en situaciones de insolvencia de los 
agentes, con el consiguiente efecto sobre el conjunto de la economía. 
−  La Inflación, índice de precios consumo obtenido a partir de una cesta de bienes y 
servicios y calculado mediante la metodología de Laspeyres. Este indicador permitirá 
determinar en qué medida el nivel de precios puede influir negativamente en la 
solvencia de los agentes que componen un Estado.  
−  El Tipo de Cambio anual de la moneda local frente al Dólar Estadounidense, dicha 
variable servirá de indicador de las expectativas de los mercados financieros 
internacionales sobre la economía en cuestión. Respecto a esta variable cabe señalar 
que, al igual que algunos países “dolarizados” mantienen (Panamá) o han mantenido 
(Argentina) la paridad de su moneda local con respecto al dólar estadounidense, 
existen otros países de la muestra para los que el precio de sus monedas frente al 
  31dólar es idéntico a lo largo de todo el período analizado. Este es el caso de países 
muy próximos geográficamente como África Central, Camerún, Chad, Costa de 
Marfil, Malí, Níger y Senegal. Ello puede suponer que esta variable al seleccionar el 
Modelo Base-Line no sea incluida por falta de significación estadística. 
−  Los Flujos Netos de Capital de una economía con el exterior, esta variable junto a la 
anterior muestran el peso de la economía de un Estado respecto al Resto del Mundo 
La mayoría de las variables económicas en niveles presentan fuertes tendencias, por lo 
que su comportamiento no es estacionario y no se pueden adaptar a los análisis 
estadísticos tradicionales basados en series estacionarias. Debido a este motivo, y con el 
objetivo de homogenizar la información de las variables utilizadas, hemos trabajado con 
las tasas de variación relativa de todas ellas, perdiendo así el primer valor de la muestra, 
a excepción de las que ya por definición son tasas (inflación). 
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Es evidente que en los últimos años se ha asistido a un importante avance en la 
medición de riesgos financieros, pero también lo es la distinta evolución seguida por las 
metodologías de estimación para los diversos riesgos; así mientras que los riesgos de 
mercado y crédito son estudiados de manera habitual en la literatura financiera, el riesgo 
operacional ha comenzado a serlo en los últimos años como consecuencia de tres 
hechos básicos que justifican este estudio. 
Por un lado, no existe un concepto generalmente aceptado de riesgo operacional, y por 
tanto falta consenso sobre los eventos y variables explicativas de dicho riesgo. Dentro 
de la literatura financiera podemos encontrar alguna evidencia de esto en la definición 
más usual de riesgo operacional, como todo aquel riesgo que no es ni de mercado ni de 
crédito, se trataría pues de una acotación del concepto por exclusión. Como indican 
Ebnöther et al. (2001), dado que para modelizar cualquier riesgo es preciso identificar 
los factores claves (Tabla-7) que lo caracterizan, y mientras que para los riesgos de 
mercado y de crédito la respuesta parece haber sido encontrada, no ocurre igual para el 
riesgo operacional: 
 
FACTOR CLAVE  RIESGO MERCADO  RIESGO CRÉDITO  RIESGO 
OPERACIONAL 
Proceso a modelizar  Precios  Solvencia contrapartidas  ¿Cuáles  son  las 
actividades que realiza la 
entidad? 
Evento  Volatilidad  Insolvencia o pérdida de 
calidad crediticia 
¿Qué origina la pérdida? 
Probabilidad  Comportamiento de las 
rentabilidades 
Comportamiento del 
activo de la 
contrapartida 
¿Qué indicadores deben 
seleccionarse? 
Pérdida  Mark to market  Reposición  ¿Coste oportunidad? 
Tabla 7. Comparativa por factores de los riesgos de mercado, crédito y operacional 
 
A la luz de la Tabla-7, es fácil entender la complejidad de estimar el riesgo operacional 
frente a los otros, y comprender porque los avances en el campo de la medición de 
riesgos financieros comenzaron por el riesgo de mercado, han continuado con el de 
crédito, y ahora intentan solventar el operacional. 
Una segunda justificación de nuestro trabajo se encuentra en que mientras los riesgos de 
mercado y de crédito han sido estimados, controlados y debidamente remunerados 
(prima de riesgo) la gestión del riesgo operacional hasta el momento ha sido pasiva en 
la mayor parte de las entidades. El riesgo operacional no ha sido estimado pero si 
imputado contablemente a la cuenta de resultados de las entidades de forma implícita y 
conjunta, con el consiguiente efecto final sobre la necesidad de recursos propios, 
recurriéndose para ciertos eventos puntuales al aseguramiento externo.  
Por último, y no por ello menos importante, este trabajo queda justificado por la norma 
BIS-II en la que se introduce la necesidad de que las entidades financieras estimen su 
riesgo operacional y lo asuman en función de sus recursos propios, gestionándolo de 
forma activa al igual que se hace con los riesgos de mercado y de crédito. 
A la luz de todo lo anterior este trabajo pretende por un lado, identificar cual es el 
concepto de riesgo operacional que propone BIS-II y analizar los métodos de estimación 
que propone; y por otro, proponer una metodología de estimación de dicho riesgo, 
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capital. 
 
4.2. Concepto de riesgo operacional en Basilea 
 
El riesgo operacional puede ser definido de forma general o de manera restringida, en el 
primer caso se incluirían todos los eventos que pudieran influir negativamente en el 
desarrollo ordinario de la actividad, esto es, se correspondería con el denominado riesgo 
de negocio, o volatilidad de los ingresos de una entidad. En la segunda de las opciones, 
la definición vendría dada por la enumeración de los posibles eventos que afectarían de 
algún modo al negocio de la entidad en su operativa corriente, como podrían ser el 
fraude, los errores del personal, y otros similares. La elección de uno u otro concepto no 
solo dependerá del objetivo final de medición, sino más aún de los datos disponibles 
para la estimación, puesto que el primero contempla el negocio como un todo (visión 
top-down), mientras que el segundo analiza los elementos particulares del mismo 
(visión bottom-up). 
De estas dos posibilidades conceptuales del riesgo operacional, BIS-II utiliza la segunda 
opción, así considera como eventos que pudieran provocar una pérdida, los fallos en los 
procesos internos, las personas y/o los sistemas, o acontecimientos externos. 
Curiosamente, la propia norma indica que esta definición de riesgo operacional no es 
completa, ya que incluye riesgos como el legal, pero deja fuero otros tan importantes 
como el estratégico y el de reputación. 
Se abren pues, a partir de estas definiciones, dos claras posibilidades de estimación, por 
un lado considerar tan sólo la versión restringida de BIS-II, o bien trabajar sobre una 
visión de conjunto, esto es, catalogar al riesgo operacional como el riesgo derivado de la 
mera gestión del negocio. De este modo, cuando se busca operar con la acepción más 
restrictiva del riesgo operacional, como hace BIS-II, para su estimación puede recurrirse 
a la Teoría de la Fiabilidad, tal y como proponen McConnell y Blacker (2000), es decir, 
relacionar el riesgo operacional resultante de cada proceso, sistema o empleado, en 
función del transcurso del tiempo, de manera que surgen los denominados gráficos de 
“bañera”, puesto que a corto plazo el riesgo es mayor como consecuencia de la etapa de 
aprendizaje; en el medio plazo o etapa de madurez de los procesos, los errores o fallos 
disminuyen y, a largo plazo o final de la vida de los procesos o elementos, vuelven a 
aumentar los errores y fallos consecuencia del desgaste. 
Pero esta visión individual o de mera agregación de procesos internos que propone BIS-
II conlleva diferentes críticas, como las de Hoffman (1998), Baud et al. (2002), Nyström 
y Skoglund (2002), Roehr (2002) y Pezier (2002). 
Así cabe destacar, en primer lugar, que esta definición presenta un inconveniente clave 
en el intento de medición del riesgo operacional, ya que no tiene en cuenta que se trata 
de un riesgo en su mayor parte idiosincrático de cada entidad, a diferencia de los riesgos 
de mercado y crédito que tienen tanto o más componente sistemático. Por ello quizás, la 
definición debería ser más abierta y permitir que las entidades tuvieran su propia 
definición, que lógicamente, fuese aprobada por el supervisor. 
En segundo lugar, a pesar de que la definición intenta facilitar la identificación y 
cuantificación de la pérdida, ello es cuestionable por dos hechos. Primero, porque no se 
evita que los eventos que generan el riesgo operacional, no puedan considerarse como 
inductores de riesgo de crédito o mercado al mismo tiempo, con la consiguiente 
duplicidad de recursos y, segundo, por la dificultad para la entidades de contar con 
suficiente información para realizar la estimaciones oportunas relacionadas con cada 
uno de los posibles eventos. 
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necesaria, hay que indicar que el regulador es consciente de la dificultad que supone la 
búsqueda de información para estimar el riesgo operacional, de ahí que se decante por 
proponer el empleo de información interna, de la propia entidad, y externa. Pero esta 
solución no parece tan sencilla en la realidad financiera por cuanto que: 
o  ¿Cuál ha de ser el importe para considerar que un resultado negativo en la gestión es 
una evidencia de pérdida por riesgo operacional? Esto sin duda variará a lo largo del 
tiempo y entre entidades, de modo que cualquier mezcla de información conlleva un 
sesgo hacia la media, con lo que si ya de por si BIS-II no se ocupa del riesgo de 
negocio, ahora incluso puede quedar enmascarado. 
o  ¿Dónde se han recogido históricamente en cada entidad las pérdidas por riesgo 
operacional, y por tanto, qué criterio contable se ha seguido? De ser muy diferente, 
el indicador del riesgo operacional en cada línea de negocio, podría ser distinto para 
cada institución, y por tanto, si a priori no se define perfectamente y sin posibilidad 
de duda su determinación, podría existir un sesgo muy importante, pues el 
tratamiento contable incidiría sobre las observaciones muestrales. 
o  La hipótesis básica en que se sustenta la mezcla de información externa e interna es 
que la distribución de las pérdidas es la misma en ambos casos, o dicho de otra 
forma, los datos externos pueden considerarse como una fuente implícita de 
información interna. Lógicamente si esto no es cierto, la mezcla conllevaría graves 
errores de estimación, quizás antes de trabajar bajo esta hipótesis, como hacen Baud 
et al. (2002), habría que comprobar si la normativa financiera del entorno de la 
entidad, hace que el riesgo de negocio entre instituciones competidoras sea similar, 
pues de lo contrario, si existe un proceso de liberalización en el sector, esta hipótesis 
parece más inconsistente. Esto habría que comprobarlo además atendiendo al 
tamaño y operaciones de las entidades, es decir, a su propia filosofía de negocio. 
Resulta curiosa, frente a la complejidad de mezclar la información, la propuesta de 
Mori y Harada (2001), para los que la pérdida esperada por riesgo operacional se 
estimaría a partir una mezcla ponderada de los resultados obtenidos con información 
externa (general) e interna (particular), donde la ponderación vendrá fijada por el 
supervisor, con lo que de nuevo se introduce la subjetividad regulatoria. 
o  La información histórica en muchas entidades para los eventos considerados en BIS-
II es prácticamente inexistente, para estos casos destaca la propuesta de Frachot y 
Roncalli (2002), que recurren a la Teoría de la Credibilidad, en la que se apoya la 
práctica de las entidades aseguradoras, para dar respuesta a la pregunta de cuál debe 
ser la prima a cobrar a un asegurado del que no se tiene base histórica sobre el 
evento cubierto, considerándose que el riesgo asumido es similar a la media de los 
eventos históricos sufridos. 
En cuarto y último lugar, hay que añadir que existe una más que evidente dificultad para 
estimar el comportamiento de las 56 categorías de pérdidas que definen el riesgo 
operacional según BIS-II, esto es, los 7 eventos (fraude interno, fraude externo, daños 
en activos físicos, prácticas de los empleados, prácticas del negocio, interrupción del 
negocio y gestión del proceso), para cada una de las 8 líneas de negocio (banca 
corporativa, negociación e intermediación, liquidación y compensación, intermediación 
al por menor, gestión de activos, servicios y custodia, banca al por menor y banca 
comercial), en que indica la propuesta debe dividirse la actividad de las entidades 




  354.3. Métodos de estimación del riesgo operacional en Basilea 
 
Antes de presentar las posibilidades de estimación del riesgo operacional en la 
propuesta de Basilea, resulta interesante comprobar la consideración cuantitativa que 
hace BIS-II de dicho riesgo frente al de mercado y crédito. 
La propuesta de Basilea indica que el requerimiento mínimo de capital para el conjunto 










Donde K es el capital computable, Rc el riesgo de crédito, Rm el de mercado y Ro el 
operacional. Como se comprueba en (4.1) la única variación de BIS-I frente a BIS-II ha 
sido la del denominador, donde la justificación del parámetro 12.5 que afecta al riesgo 
de mercado y operacional, supone que el capital computable deberá cubrir al menos el 
8% del riesgo de crédito, y el total de los riesgos de mercado y operacional, ya que: 
  ( ) 8% 100% KR c R m R ≥+ + o
 
 (4.2) 
Es paradójico que a pesar de tratarse de una norma sobre recursos propios y riesgos, la 
propuesta BIS-II deja para un futuro la modificación de la definición de los 
componentes del capital regulatorio, esto es, el numerador, con lo que siguen siendo, y 
así se tomarán a efectos de este trabajo, los siguientes: 
  Clase-1: suma de capital, reservas y acciones preferentes, menos fondo de comercio 
pendiente de amortizar, resto de intangibles y acciones propias. 
  Clase-2: deuda subordinada a largo plazo con cupón fijo y fondo genérico de 
insolvencias. 
  Clase-3: instrumentos subordinados a corto plazo. 
Donde además el capital computable será (Circular 5/1993 del Banco de España): 
  []
[]
= ( 1 )      ( 2 )
..
max  (2)  100%   (1)
max  50%  (1)








esto supone dejar fuera la clase-3 y fijar una proporcionalidad máxima entre la clase-1 y 
2, de manera que el máximo capital computable será dos veces el de la clase-1. 
A lo anterior hay que unir que un objetivo del Comité de Basilea es que el consumo de 
recursos propios por riesgo operacional esté entorno al 12% del capital regulatorio 
mínimo total (4.2), esto es, el capital exigible por riesgo operacional (Kop) sería 
entonces: 
  ( ) 12% 8% op KR c R m ≈+ R o +  (4.4) 
Pero a partir de (4.1) sabemos que el riesgo operacional sería: 
 
  8% Ro K Rc Rm = −−  (4.5) 
 
Entonces, operando sobre (4.4) y (4.5), y dado que el capital exigible por riesgo 
operacional es el 100% del riesgo operacional, es decir, Kop=Ro, quedaría: 
 
  9.09% 113.64% KR c R m = +  (4.6) 
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las exigencias de capital por riesgo de crédito del 1.09% y del 13.64% para el riesgo de 
mercado. 
En cuanto a los posibles métodos de estimación del riesgo operacional, la propuesta 
BIS-II presenta 3 formas que pasamos a estudiar. 
 
4.3.1. Indicador básico 
 
El método de indicador básico consiste en aplicar un coeficiente (α), fijado por BIS en 
el 15%, sobre la media de los ingresos brutos (IB) durante los tres años previos, 
calculados éstos como la suma de ingresos netos por intereses más los ingresos netos 
por otros conceptos como honorarios y comisiones recibidas menos las pagadas, y 
excluyendo los resultados de la venta de activos, los resultados extraordinarios y otros 
ingresos derivados del aseguramiento, así pues, el importe de riesgo operacional a cubrir 
con capital computable (Kop) será: 
  15% op KI B I B α = ⋅= ⋅ (4.7) 
Este método sin duda alguna es algo simplista, y puede conducir a un exceso de 
requerimientos para las entidades con mayor facturación, sin que ello signifique 
necesariamente un mayor riesgo operacional, con lo cual podemos formular una serie de 
críticas al respecto: 
  La elección del ingreso bruto como indicador del volumen de negocio puede ser 
acertada, pero ello no tiene porqué corresponderse con el volumen de las pérdidas 
por riesgo operacional, esto conllevaría además, que se penalice a las entidades que 
aumentan sus beneficios a través de la reducción de costes. Sería más coherente 
tomar alguna aproximación basada en los gastos operativos, o alguna combinación 
entre ingresos y volumen de activos. 
  Asumir que existe una relación lineal entre el riesgo operacional y el volumen o 
ingreso bruto supone que entidades con el negocio muy diversificado (menor riesgo) 
sean tratadas comparativamente peor que entidades que se concentren en una única 
actividad, y podría suponer una reestructuración del sector bancario, con posibles 
escisiones y especializaciones dentro de un mismo grupo. 
  El valor del coeficiente ha podido fijarse de forma arbitraria si la muestra de estudio 
no ha sido suficientemente amplia, o por el contrario, ha sido excesivamente 
dispersa. 
  Finalmente, este método no da incentivos para mejorar la gestión del riesgo 
operacional y, tampoco recoge la posibilidad de mitigación o aseguramiento 
exterior, de modo que solo cabe el auto-seguro mediante recursos propios. 
 
4.3.2. Aproximación estándar 
 
En este caso, las actividades realizadas por las entidades de crédito son divididas en las 
8 líneas de negocio ya indicadas anteriormente, fijando como indicador de la exposición 
al riesgo operacional en cada una de ellas, el valor medio de los ingresos brutos en cada 
línea para los tres ejercicios anteriores. Dichos indicadores vendrán afectados por un 
parámetro (β), igual que en el método básico, siendo la carga de capital exigida la 
simple suma de los resultados parciales por líneas de negocio, es decir, se consideran 
  37independientes. De este modo, las 8 líneas de negocio y sus respectivos parámetros 
fijados en BIS-II aparecen en la Tabla-8
2: 
 
Líneas de negocio  Párametros 
Banca corporativa  β1 = 18% 
Negociación e intermediación  β2 = 18% 
Liquidación y compensación  β 3 = 18% 
Intermediación al por menor  β 4 = 15% 
Gestión de activos  β 5 = 12% 
Servicios y custodia  β 6 = 12% 
Banca al por menor  β 7 = 12% 
Banca comercial  β 8 = 15% 
Tabla 8. Líneas de negocio y parámetros en el método estándar 
 








I B = ⋅ ∑  (4.8) 
Donde IBi es la media de los ingresos brutos de la línea de negocio i para los 3 últimos 
ejercicios. 
A efectos de las partidas de la cuenta de resultados que pueden considerarse incluidas en 
la definición de ingreso bruto en este caso, BIS-II los específica por línea de negocio en 
la nota a pie 155 dentro del anexo-6, indicando además la necesidad de incluir en todo 
caso los gastos operativos. 
Además de esta versión general del método estándar, la propuesta BIS-II recoge otra 
posibilidad, denominada Aproximación estándar alternativa, que podrá ser aplicada por 
una entidad a discreción del correspondiente supervisor. Con ella se pretende evitar la 
doble contabilización de riesgos. Su formulación presenta dos posibilidades: 
−  Estimar el capital requerido para las primeras seis líneas de negocio igual que en la 
aproximación estándar, y modificarlo tan solo para las dos últimas, esto es, banca 
comercial y banca al por menor. Para estas dos líneas se modificaría el indicador, y 
en lugar del ingreso bruto se tomaría el volumen de negocio (V) medio de los tres 
últimos ejercicios en cada una de dichas líneas, corregido por un parámetro (m) de 
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Lógicamente una entidad optará por esta posibilidad siempre que: 
   (4.10)  3.5% 7,8 ii i mV V I B i ⋅= ⋅< =
−  La segunda de las posibilidades es una variante de la primera, y consistiría en tratar 
las seis primeras líneas de negocio de manera conjunta, justificado por la 
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2 Se ha modificado el orden de las líneas de negocio según aparece en BIS-II con el único fin de facilitar 
la formulación que se desarrolla, dejando en el último lugar las dos líneas de negocio que reciben un trato 
diferente en la Aproximación estándar alternativa. 
  38Destacar además que cuando un ingreso bruto no sea posible asignarlo a una línea de 
negocio concreta de entre varias posibles, se aplicará a aquella de mayor coeficiente, es 
decir, se penalizará la no identificación de un ingreso bruto con una línea de negocio. 
Aunque fijar las líneas y los eventos permite la comparabilidad de riesgos operacionales 
entre entidades con independencia del modelo, también da lugar a una serie de 
inconvenientes: 
  La elección de las variables representativas de cada evento de riesgo puede suponer 
tratamientos favorables de la especialización, o incluso de la concentración de 
riesgos, además de una sobrestimación del riesgo global. Por ello, habría que 
comprobar estadísticamente si los ingresos brutos son el mejor indicador del riesgo 
operacional para cada línea de negocio, puesto que, por ejemplo, qué interpretación 
tendría un ingreso negativo en la actividad de trading. 
  La simple agregación de cargas por riesgo en cada línea de negocio no recoge la 
relación que pueda existir entre ellas, esto es, ignora la diversificación del negocio e 
incentiva la especialización, lo que conlleva concentración y elevación de la 
volatilidad de los ingresos. Además asume un modelo lineal de riesgo. De este 
modo, parece preciso comprobar si existe una relación positiva entre los eventos, 
puesto que el riesgo se estima como la simple suma de cada uno de los riesgos por 
línea de negocio. 
  Finalmente, en este método no se permite disminuir las exigencias de capital cuando 
existen pólizas de seguros que cubran ciertos eventos. Ello supone que la entidad 
busque entonces el auto-seguro, pues de lo contrario pagaría una prima que no 
podría deducirse de los recursos exigidos. 
 
4.3.3. Aproximaciones avanzadas 
 
Según se deduce de BIS-II, una entidad puede emplear para algunas líneas de negocio 
los métodos de indicador básico o aproximación estándar, y para otras una 
aproximación avanzada; ahora bien, una vez que se adopte un determinado método de 
los tres posibles, no estará permitido en el futuro un cambio por otro más simple. Con lo 
cual, las entidades deben analizar cuidadosamente en que líneas les resulta más 
ventajoso emplear los métodos más avanzados, y en cuales los más simples. 
Una ventaja de este grupo de aproximaciones reside en la posibilidad que recoge BIS-II 
de permitir la compensación del capital requerido por riesgo operacional con seguros 
formalizados al efecto, lo cual no está permitido en los otros dos métodos, si bien se fija 
un límite de compensación en el 20% del capital requerido por riesgo operacional, 
exigiéndose además que el vencimiento inicial del aseguramiento no sea inferior al año, 
que es el horizonte temporal de medición, como luego veremos. 
Para que una entidad pueda aplicar una aproximación avanzada será preciso que lo 
hubiera venido haciendo al menos durante un año antes de la entrada en vigor de la 
propuesta BIS-II, que se prevé sea para el cierre de 2006. 
Con relación a la información que puede emplearse en la estimación del riesgo 
operacional mediante la aproximación avanzada, BIS-II indica la posibilidad de 
combinar información interna y externa relevante, aunque no diga como hacerlo. A su 
vez, en cuanto al uso de información externa, BIS-II indica que deberá emplearse 
especialmente cuando existan razones por las que la entidad crea que está expuesta a 
pérdidas infrecuentes y de alta severidad. Parece por tanto, que se esté diferenciando 
entre pérdidas frecuentes de bajo impacto, que podrán analizarse mediante bases de 
datos internas, y pérdidas infrecuentes de alto impacto, para las que podría ser 
recomendable emplear bases externas junto con las internas. En cuanto al tamaño de la 
  39base de datos a utilizar, se indica que para la estimación o validación del modelo al 
menos deberá ser de 5 años al menos, aunque para la primera estimación que se realice 
será aceptable una base de 3 años. 
Por lo que respecta a la metodología que debe aplicarse, BIS-II no especifica ninguna, 
ni siquiera menciona los supuestos a realizar sobre las distribuciones de probabilidad a 
emplear, únicamente indica que los criterios de estimación debe ser comparables con los 
exigidos para los modelos internos de rating en el caso de riesgo de crédito, lo que 
supone que la estimación se realice para un período temporal de 1 año y un nivel de 
confianza del 99.9%. También se indica la necesidad de distribuir las pérdidas entre las 
diferentes categorías indicadas, es decir, para cada uno de los eventos en cada una de las 
líneas de negocio ya mencionados, de modo que el riesgo operacional será la suma (se 
asume independencia) de las pérdida esperadas para cada evento y cada línea de 
negocio. A pesar de ello, se permite el uso de correlaciones estimadas internamente, 
siempre que se pueda demostrar que existe un alto nivel de confianza en la estimación y 
ello satisfaga al correspondiente supervisor nacional. Se indica además, que la 
estimación incluirá tanto la pérdida esperada como la inesperada para el correspondiente 
nivel de confianza, solo pudiéndose excluir la primera si las prácticas de negocio y 
contable de la entidad ya la capturan adecuadamente, y ello lo pueden demostrar. 
De todo lo anterior se deduce que el tratamiento implícito de modelos avanzados de 
estimación del riesgo operacional es muy similar al de riesgo de crédito, es decir, si Kop 
es el capital exigido por riesgo operacional, p la probabilidad de que tenga lugar la 
pérdida o evento que la genera, Ex la exposición al riesgo o variable contable con la que 
se identifica, T la tasa de pérdida en caso de que tenga lugar el evento que genera el 
riesgo, EL es la pérdida esperada, i representa cada línea de negocio, j cada evento de 
riesgo en las líneas de negocio y, UL la pérdida inesperada o valor del percentil en cada 
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Entre las críticas que pueden realizarse a la estimación avanzada hay que reseñar: 
  El plazo u horizonte temporal de 1 año viene fijado de forma arbitraria, cuando lo 
lógico con el concepto de eventos particulares que se recoge en BIS-II, sería 
determinar un período mínimo necesario para reducir el riesgo o reestablecer el 
capital, y al mismo tiempo acorde con los plazos de información de la entidad. Este 
problema temporal supone que errores que se solucionan en un corto espacio de 
tiempo (liquidación de una operación de mercado, por ejemplo), sean considerados 
como riesgos a largo plazo. 
  Exigir un nivel de confianza del 99.9% en lugar de otro menor como el 99%, puede 
suponer un consumo excesivo de capital para cubrir un riesgo más que improbable, 
y que quizás, caso de tener lugar el evento correspondiente, ni siquiera con el capital 
asignado pueda salvarse la situación. 
  Desconocimiento de la distribución conjunta de los eventos cuyo riesgo quiere 
medirse, y escasez de datos para calibrar los parámetros de la misma. Además qué 
factores influyen sobre los eventos, y por tanto, sobre la distribución conjunta. En 
concreto, considerar que la dependencia entre eventos puede ser el resultado de la 
relación entre factores externos no controlables, denominados key risk drivers, sería 
similar a como se opera con los modelos factoriales del riesgo de crédito, en los que 
  40la dependencia directa no observable entre eventos, se sustituye por otra estructura 
de dependencia entre factores exógenos. 
  Al intentar emplear bases de datos externas en la estimación del riesgo operacional 
mediante la aplicación de modelos más avanzados, surgen dos problemas 
relacionados con el nivel de excesos o threshold, puesto que en cada muestra 
(interna y externa), puede ser distinto y además, puede variar con el tiempo. 
  La aplicación de métodos avanzados exige que se realicen otros cambios en la 
gestión, puesto que desde la perspectiva contable tradicional, un cash-flow negativo 
puede ser un gasto necesario para lograr un beneficio, y no por ello conllevar un 
riesgo, si el beneficio está garantizado. Por tanto, la medición de riesgos como base 
de la gestión activa de los mismos, se apoya en el necesario cambio de criterio 
contable, de modo que con la aplicación del fair value se recoja el valor esperado 
(matemático) de los flujos futuros, ya sea positivo o negativo (riesgo). Ahora bien, 
utilizar el capital como “colchón” único que cubra dichos riesgos puede propiciar 
que, situaciones críticas de escasa importancia se conviertan en otras de mayor 
impacto. Al mismo tiempo, el tratamiento asimétrico de la propuesta BIS-II y de los 
sistemas contables tradicionales, juega en contra de los modelos avanzados, ya que 
el hecho de que únicamente se regule la carga de capital exigida para las situaciones 
de riesgo futuras, pero no la posibilidad de incluir en el numerador de los 
indicadores de rentabilidad ajustada a riesgo los flujos positivos esperados, hace que 
la toma de decisiones esté sesgada hacia el lado de los riesgos asumidos. 
A pesar de estas críticas, en los últimos años y como consecuencia de la demanda que la 
propuesta BIS-II crea entre las entidades para conocer que alternativas podrían aplicar 
para estimar su riesgo operacional mediante modelos avanzados, han surgido diferentes 
estudios y propuestas. 
Para la correcta interpretación de los mismos es preciso realizar una agrupación en 
función del objetivo que persigue cada metodología, aunque debemos destacar que 
todas ellas dan por resuelto u obvian el principal problema, la falta de información. A 
nuestro entender, los objetivos principales de medición son dos, que vienen 
implícitamente fijados dentro de la propia propuesta BIS-II, cuando indica que el riesgo 
operacional puede ser fruto de dos tipos de eventos, unos frecuentes y de baja 
intensidad, y otros, de menor frecuencia pero de alto impacto. Fijémonos que en 
cualquier caso, todas las propuestas se centran en eventos individuales, y dejan al 
margen, tal y como hace BIS-II, la visión conjunta del riesgo de negocio. De cualquier 
modo la agrupación propuesta es la siguiente: 
 
a) Eventos de alta frecuencia 
 
Para estos casos se presentan a su vez dos posibilidades, por un lado considerar que los 
errores y fallos de los sistemas son independientes entre si, de modo que se ajustará una 
distribución para cada uno de los posibles eventos y en cada línea de negocio de forma 
individual, considerándolo independiente del resto, tal y como hacen Frachot et al. 
(2001); o bien tomar en consideración los llamados efectos dominó, es decir, la caída de 
parte del sistema influye sobre el funcionamiento del resto. 
En el primero de los casos, dentro de las posibles aproximaciones realizadas, las 
distribuciones de probabilidad más empleadas para medir el riesgo operacional son las 
siguientes: 
  Severidad de la pérdida: lognormal, gamma, beta y Weibull. 
  Frecuencia de la pérdida: Poisson y binomial negativa. 
  41En el otro supuesto, esto es, incluyendo la dependencia entre eventos que conllevan 
riesgo operacional, surgen diferentes propuestas. Una primera sería la de Powojowski et 
al. (2002), que determinan el riesgo operacional conjunto, incluyendo la dependencia, 
empleando para ello distribuciones Poisson, de modo que la intensidad de la 
distribución conjunta es el resultado de la suma de las intensidades de las distribuciones 
individuales de los eventos por línea de negocio, de esta forma la estimación que 
realizan por máxima-verosimilitud de dicha intensidad del proceso, da como resultado la 
media muestral de los valores observados. 
Otra propuesta es la de Kühn y Neu (2002), para los que la dependencia entre los 
eventos que generan riesgo operacional, no es sólo estocástica, como consecuencia de 
factores generales y exógenos que conllevan los fallos en los sistemas y los riesgos de 
negocio, sino que además existe una dependencia funcional. Esta última supone que las 
diversas tareas en una organización están relacionadas, de este modo, si algún proceso 
falla, ello incidirá negativamente en el resto, lo que supondrá un aumento del riesgo de 
fallo del resto de procesos. 
 
b) Eventos de baja frecuencia 
 
En estos casos, en los que la pérdida es elevada, la metodología empleada es la de 
estudiar la cola de la distribución a partir de la Teoría de Eventos Extremos, aunque ello 
exige un caudal de información, que probablemente para una entidad en particular no 
sea suficiente, por lo que sería preciso recurrir a información externa de un conjunto de 
entidades de crédito. 
El empleo de esta teoría en la estimación de riesgos [Embrechts et al. (1997), McNeil y 
Frey (1999), e.g.] supone determinar la distribución de pérdidas y ganancias, para lo 
cual se considera que X es una variable aleatoria de pérdidas o ganancias cuya 
distribución viene definida por cuatro parámetros, la localización, la escala, el índice de 
la cola (ϖ), o su inverso, la forma y la asimetría. Para ajustar esta distribución pueden 
utilizarse las distribuciones estables, que son aproximaciones de distribuciones de 
sumas de variables i.i.d. con varianza infinita. Ahora bien, el problema que se plantea en 
el caso del riesgo operacional, es la escasez de datos en las colas de la distribución, lo 
que hace inviable estimar la distribución de valores extremos, o sus parámetros, 
mediante máxima-verosimilitud. La cuestión entonces es como definir una distribución 
de excesos sobre un nivel de pérdidas, en nuestro caso la pérdida esperada, conocida 
como Distribución Generalizada de Pareto (DGP). 
Una posible solución a la estimación de la DGP que permita determinar el riesgo 
operacional dado un número de observaciones no muy alto, consiste en la calibración de 
los parámetros mediante la regla de Bayes, esto es, mediante el modelo conocido como 
Peaks Over Threshold (POT), que emplea una distribución instrumental o medida de la 
intensidad de ocurrencia de los fenómenos de riesgo, por ejemplo una Poisson. En esta 
línea destaca el trabajo de Medova y Kyriacou (2001) por ejemplo, que realizan una 
estimación Bayesiana de los parámetros mediante la solución de la simulación de Monte 
Carlo por Cadenas de Markov (MCMC). Pero esto también tiene varios problemas, por 
un lado fijar el umbral o nivel de exceso, y por otro, seleccionar una distribución 
empírica que aproxime el comportamiento de los parámetros. Sin duda la decisión que 





  424.4. Análisis comparativo de los métodos de estimación básico y estándar 
 
Dado que la propuesta BIS-II permite una vez aplicado un método de estimación 
sustituirlo por uno más complejo pero no regresar a otro más sencillo, parece lógico 
pensar que las entidades antes de implantar un método sofisticado cuyos resultados no 
fueran los esperados en términos de ahorro de recursos, y sin posibilidad además de 
rectificar, exploren las oportunidades que le ofrecen los métodos más elementales. Por 
ello, en este apartado, se trata de comprobar las ventajas comparativas entre los métodos 
básico y estándar, este último en su diferentes versiones. 
Para realizar este análisis buscaremos cuál es la combinación de ingresos brutos por 
línea de negocio que genera la menor exigencia de capital por riesgo operacional, 
aplicando los correspondientes parámetros propuestos por BIS-II para la aproximación 
estándar y recogidos en la Tabla-8, respecto a la opción de aplicar el método básico; 
también se busca cuál es la combinación de ingresos brutos que conlleva la misma 
exigencia de capital que el método básico, y todo ello bajo dos posibles escenarios de 
ingresos brutos, por un lado que éstos sólo puedan ser nulos (no se opera en la línea de 
negocio) o positivos (se opera con beneficio), y por otro, se opera con todas las líneas 
con independencia del resultado (beneficio o pérdida). 
De este modo y distinguiendo para cada una de las 3 posibles alternativas de aplicación 
del método estándar, se plantean respectivamente 3 sistemas a optimizar, y cuyo 
resultado será la combinación de ingresos brutos por línea de negocio. 
 
a)  Método estándar general 
 





























Donde βi representa cada uno de los coeficientes fijados por BIS-II por línea de negocio 
i, IBi sería el porcentaje del ingreso bruto total obtenido en cada línea de negocio i, que 
nunca podrá ser negativo y sería nulo si la entidad no desarrolla dicha línea de negocio. 
Por otro lado, IB será 100% o total del ingreso bruto. 
También, como se indicó anteriormente, se estimará la posibilidad de que alguna línea 
de negocio fuese deficitaria, por ello en la expresión (4.13) la última restricción, relativa 
al signo (positivo o nulo) del ingreso bruto por línea de actividad, desaparecería. 
Finalmente, además de las dos estimaciones anteriores, que buscan la combinación más 
económica en términos de capital respecto del método básico, se tratará de obtener  
aquella que iguala las condiciones exigidas por el indicador básico, lo que supone que la 
función objetivo en (4.13) se iguale a cero en lugar de minimizar. De este modo 
acotaremos las posibles combinaciones de ingresos brutos por líneas de negocio entre 
aquellas que equivalen al método básico, y la que más reduce, respecto de este último, 
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Los resultados para el método estándar general aparecen en la Tabla-9: 
 














%IB  Capital 
exigido  %IB  Capital 
exigido  % IB  Capital 
exigido 
Banca corporativa  0 0  11.83  2.13  -379.16  -68.25 
Negociación e 
intermediación  0 0  12.78  2.3  56.12  10.1 
Liquidación y 
compensación  0 0  12.78  2.3  56.12  10.1 
Intermediación al por 
menor  0 0  12.62  1.89  66.91  10.04 
Gestión de activos  44.86 5.38 12.46  1.5  77.7 9.32 
Servicios y custodia  27.57 3.31 12.46  1.5  77.7 9.32 
Banca al por menor  27.57 3.31 12.46  1.5  77.7 9.32 
Banca comercial  0 0  12.62  1.89  66.91  10.04 
TOTAL 100  12  100  15  100  0 
Tabla 9. Comparativa entre método básico y estándar general 
 
Los resultados de la Tabla-9 indican que de cada 100 euros de ingreso bruto que 
obtenga una entidad que pretenda aplicar el método estándar general y tener una carga 
de capital por riesgo operacional menor que el método básico, 44.86 euros lo habrán 
sido en gestión de activos y 27.57 euros tanto en servicios y custodia como en banca al 
por menor, lo cual conllevaría una exigencia final de capital, tras aplicar los coeficientes 
respectivos, de 12 euros, que son lógicamente inferiores a los 15 euros exigidos por el 
método básico. Finalmente, si se admite la posibilidad de ingresos brutos negativos se 
obtiene una combinación que no exigiría capital alguno, siempre que se estuviese 
dispuesto a perder –379.16 euros en banca corporativa. Esta última combinación sin 
coste alguno y que garantiza 100 euros de ingreso bruto final, supone en términos de 
teoría financiera una cartera de negocio libre de riesgo, de modo que si el rendimiento 
obtenido por la misma supera la tasa libre de riesgo, existirían oportunidades de 
arbitraje legal o normativa contra BIS-II. 
Fijémonos que a partir de los resultados de la Tabla-9 es posible determinar un ingreso 
bruto por capital arriesgado como cociente de ambos, o lo que es igual la remuneración 
en términos de ingresos brutos por cada euro de capital que cubra el riesgo operacional. 
Es importante poner de manifiesto que para la posibilidad que no admite ingresos brutos 
negativos por línea de negocio los requerimientos de capital superan el 8.33%. 
 
b)  Método estándar alternativo tipo-1 
 
En este caso, las líneas de negocio de banca al por menor y banca comercial no tienen 
como variable representativa del riesgo operacional los ingresos brutos sino el volumen 
de negocio (V) corregido por un parámetro que fija BIS-II (m = 3.5%). Entonces si βi 
  44representa cada uno de los coeficientes fijados por BIS-II por línea de negocio i, IBi 
sería el porcentaje del ingreso bruto total obtenido en cada línea de negocio i, que nunca 
podrá ser negativo y sería nulo si la entidad no desarrolla dicha línea de negocio. Por 
otro lado, IB será 100% o total del ingreso bruto, mientras que V representa el volumen 
de negocio total de la entidad y VR el volumen de negocio del resto de líneas cuya 
variable proxy para el riesgo operacional sigue siendo el ingreso bruto, entonces el 
sistema a optimizar sería: 
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En este supuesto, al igual que en el anterior, interesa conocer también la combinación 
que hace cero la función objetivo. Como en el supuesto del caso anterior, en el que el 
porcentaje de ingresos generados por cada línea no puede ser negativo, lógicamente, en 
este caso se ha de asumir que el valor de los activos para las líneas de negocio 7 y 8 no 
puede ser negativo, lo cual se deriva de la propia definición de activo, y además, que el 
porcentaje del ingreso bruto total correspondiente a dichas líneas, será m (3.5%) por el  
correspondiente valor del activo. 
Los resultados obtenidos fueron iguales al del caso anterior, salvo que ahora, para las 
líneas 7 y 8 en lugar de obtener el porcentaje de ingreso bruto, resultó el porcentaje del 
activo (Tabla-10): 
 
LÍNEAS DE NEGOCIO 
% Volumen activo mejor 
combinación que el 
método básico 
% Volumen activo con 
combinación igual al método 
básico 
Banca al por menor (V7)  7.88 3.56 
Banca comercial (V8)  0.00 3.61 
Resto de líneas (VR) 92.12  92.83 
TOTAL (V) 100.00  100.00 
Tabla 10. Comparativa entre método básico y estándar alternativo tipo-1 
 
A partir de los resultados de la Tabla-10 comprobamos que la operativa en banca 
comercial ha de ser nula, mientras que de cada 100 euros de activo, 7.88 euros deben 
estar relacionados con banca al por menor y los restantes 92.12 euros en el resto de 
líneas de negocio. Esto era de esperar puesto que de los resultados de la Tabla-3, para el 
caso de admitir operativa en banca comercial, los ingresos resultaron ser nulos. 
 
c)  Método estándar alternativo tipo-2 
 
En este caso, de forma similar al anterior, los ingresos brutos de las líneas de banca al 
por menor y comercial se sustituyen por el volumen de activos, mientras que el resto de 
líneas se agrupan para ser representadas por la suma de sus ingresos brutos, todo ello a 
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Los supuestos a comprobar serán los mismos que en el caso anterior, solo que ahora, 
dado que no puede diferenciarse el ingreso bruto de las primeras seis líneas de negocio, 
se agrupa en conjunto dentro de la variable IBR o ingreso bruto del resto. Los resultados 
obtenidos fueron los que aparecen en la Tabla-11 y solo bajo la hipótesis de ingresos 
brutos no negativos, ya que si el total de ingresos brutos fuera negativo (IBR) entonces 
sería cuestionable en si misma la propia subsistencia de la entidad: 
 
MEJOR COMBINACIÓN  COMBINACIÓN IGUAL A LA 




(K)  %IB / K %V  %IB 
Capital exigido 
(K)  %IB / K  %V 
Banca al por menor  0.00  0.00 0.00  71.43 33.18 5.97 5.56  80.91
Banca comercial  100.00 12.00  8.33  28.57 33.18 3.98  8.33  9.48 
Resto de líneas  0.00  0.00  0.00  0.00  33.63 5.05  6.67  9.61 
TOTAL  100.00  12.00 8.33  100.00 100.00 15.00 6.67  100.00
Tabla 11. Comparativa entre método básico y estándar alternativo tipo-2 
 
Como podemos comprobar de los resultados de la Tabla-11, el ingreso bruto debe 
obtenerse tan solo en banca comercial, no invirtiendo en el Resto de líneas (V = 0), y 
curiosamente, la inversión más importante sería en banca al por menor (V =71.43%), de 
la cual además no se espera ingreso bruto alguno. Estos resultados son complementarios 
de los obtenidos para el método estándar alternativa-1, de modo que la elección de 
aquella primera opción o de esta segunda alternativa dependerá de cual sea la línea de 
negocio principal de la entidad, para el primer caso, banca al por menor, y en éste la 
comercial. 
 
4.5. Propuesta sobre riesgo operacional para las entidades de crédito españolas 
 
De los apartados anteriores podemos realizar una enumeración de los principales 
inconvenientes que se plantean al aplicar la propuesta BIS-II sobre riesgo operacional: 
−  Acotar el concepto de riesgo operacional y definir el proceso a modelizar para 
estimar las probabilidades de que tenga lugar el evento. 
−  Determinación de los factores que explican la pérdida esperada por riesgo 
operacional. 
−  Escasez de información para realizar las estimaciones. 
−  Relacionado con lo anterior, cómo puede mezclarse información interna de la propia 
entidad y externa procedente de otras entidades. 
  46−  Con relación al punto anterior, cómo debe recogerse la heterogeneidad de cada tipo 
de entidad crediticia, o lo que es igual, el carácter idiosincrático del riesgo 
operacional. 
−  Comportamiento temporal de las variables con las que se identifica el riesgo 
operacional, ya que la propuesta normativa considera los 3 últimos años y bases de 
datos de 5 años. 
−  Análisis de la correlación temporal y/o cruzada (entre entidades) en el riesgo 
operacional. 
De este modo, en este apartado pretende resolver estos inconvenientes mediante una 
propuesta metodológica que será aplicada sobre una muestra de entidades de crédito 
españolas. 
 
4.5.1. Formalización del modelo 
 
Nuestro objetivo será modelizar un concepto genérico de riesgo operacional y no uno 
restringido, de ahí que, dentro de las posibles según BIS-II, la metodología de referencia 
deberá ser la básica, ya que ésta aplica un coeficiente (15%) sobre el promedio de los 
tres últimos años de los ingresos brutos. Tomando entonces este método como referente, 
podemos acotar el ingreso bruto como una de las variables a modelizar, pero no la 
única, ya que los recursos propios computables también intervienen en la definición de 
situaciones de riesgo. 
De este manera, y para establecer nuestro modelo, comenzamos definiendo la variable 
opi,t como aquella que mostrará la situación de riesgo operacional de la entidad i y en el 











α = −  (4.16) 
Donde Ki,t es volumen de recursos propios computables de la entidad i al final del 
ejercicio t según la expresión (4.3), IBi,t es el valor de los ingresos brutos al cierre del 
ejercicio t, y α es una constante que representa el valor del coeficiente (15%) según el 
método del indicador básico. 
Fijémonos que a medida que el valor de op sea mayor, mostrará una entidad más 
solvente, o con menor riesgo operacional no cubierto, pero al mismo tiempo, un valor 
excesivo representaría una baja remuneración del capital, en conclusión, un indicador 
alto supone menor riesgo pero también menor rendimiento. Esta idea parece coherente, 
ya que se trataría de remunerar el riesgo asumido, aunque dicha remuneración debe 
estar en consonancia con el resto de entidades de crédito del mismo tipo. Además, la 
propuesta BIS-II indica que la estimación del riesgo debe realizarse sobre la media de 
los 3 últimos ejercicios (t-2,  t-1 y t). De este modo podemos definir diferentes 
situaciones de riesgo o ratings en función del comportamiento de la expresión (4.16) 
tanto en el tiempo (3 últimos ejercicios), como respecto del resto de entidades similares. 
Por tanto, si definimos yi,t como el rating de la entidad i al cierre del ejercicio t, como 
función de la evolución del valor de op durante los 3 últimos ejercicios, podría ocurrir: 
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Donde γ es el grupo al que pertenece la entidad i analizada dentro del total de entidades 
de crédito (p.e., cajas de ahorro, bancos extranjeros, ...), ϖι sería el ingreso bruto medio 
de los tres últimos ejercicios por unidad monetaria de capital computable, mientras que 
ϖγ representaría la media de dicha remuneración para el grupo γ, siendo I el número de 
entidades que componen ese grupo. Por tanto, según la expresión (4.17), los ratings 2 a 
5 representarían situaciones en las que la entidad ha tenido un/os ratio/s inferior/es al 
15% fijado en el método básico, mientras que los ratings 0 y 1, muestran situaciones de 
solvencia superiores al método básico en los 3 ejercicios consecutivos, pero se 
diferencian en la remuneración del capital por encima o por debajo de la media para el 
período considerado y respecto del grupo de entidades a que pertenezca la institución 
analizada. 
 
4.5.2. La muestra 
 
Como el objetivo es comprobar cuáles serán los efectos que la propuesta BIS-II, en lo 
relativo al riesgo operacional, para las entidades de crédito españolas, y teniendo en 
cuenta que existe una clara imposibilidad para contar con información interna de las 
entidades relativa a fraudes, errores y otros eventos diferenciados por líneas de negocio, 
provocado todo ello por su inaccesibilidad, inexistencia, confidencialidad o 
imposibilidad de homogeneización, no queda más remedio que recurrir a la información 
contable de carácter público suministrada por estas entidades, y por tanto, plantear el 
modelo en términos de un concepto genérico de riesgo operacional a partir de la 
expresión (4.16), aunque eso no es óbice para emplear este modelo para líneas de 
negocio, o concepto restringido del riesgo operacional, siempre que se contase con 
información para ello. Para esto último bastaría con asignar como valor del parámetro α 
en la expresión (4.16), el de la β correspondiente a la línea de negocio objeto de estudio 
según los valores definidos en BIS-II y recogido en la Tabla-8. 
Para ello se ha utilizado la Base de Datos de Entidades Financieras facilitada por 
Intertell Bd’s Co., que recoge información contable (balance y cuenta de resultados), 
financiera y societaria sobre 224 entidades financieras (bancos, cajas de ahorro y cajas 
rurales) entre los años 1993 y 2002, expresada toda ella en miles de euros. Del total de 
la base, finalmente resultaron seleccionadas 207 entidades (63 bancos nacionales, 17 
bancos extranjeros, 54 cajas de ahorro y 73 cajas rurales) como consecuencia de la falta 
de información sobre alguna de las entidades para el período objeto de estudio, de esta 
forma resultó un panel balanceado. El total de la muestra de 207 entidades de crédito 
representa el 57.34% del total del año 2002 (361 entidades) según datos del Banco de 
España y su composición interna fue por tanto la que figura en la Tabla-12: 
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Tipo entidad  Número  Porcentaje 
Bancos nacionales  63  30.43% 
Bancos extranjeros  17  8.21% 
Cajas de Ahorro  54  26.09% 
Cajas Rurales  73  35.27% 
Total 207  100% 
Tabla 12. Composición de la muestra 
 
Las variables con las que trabajaremos inicialmente como regresores, o posibles factores 
explicativos de la situaciones de riesgo operacional, y cuya limitación viene dada por la 
base de datos disponible, son las siguientes: activo (A), volumen de recursos propios 
computables o ajustados (RPaj), exceso de recursos propios de la clase-2 (Excesos) 
número de oficinas (Oficinas), número de empleados (Empleados), número de cajeros 
(Cajeros), número de tarjetas de crédito (Tarjetas), número de cuentas a la vista en 
moneda nacional (Cvista), número de cuentas de ahorro en moneda nacional (Cahorro), 
número de cuentas a plazo, efectos y pagarés en moneda nacional (Cplazo) y número de 
cuentas en moneda extranjera (Cextranj). Las estadísticas resumen de estas variables 
para el conjunto de la muestra figura en la Tabla-13: 
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3 €)  Oficinas Empleados Cajeros Tarjetas Cvista Cahorro Cplazo  Ctaextranj
media  3,645,625 327,906  54,409  153  966  1,130  122,910  100,394  106,577  156,283  209,084 
mediana  432,855 42,011  0  23  153  31  3,699  8,095  12,723  5,914  0 
desviación  13,474,382 1,571,868  650,037  399  2,736  7,030  490,510  282,926  390,901  459,335  660,375 
asimetria  9 15 15  6  6 14  9  6 10 6  6 
curtosis  108  277 267  44  52 225  102 50 132 48  43 





















mínimo  33 -1,189,944 0  0  0  0  0  0  0  0  0 
media  6,243,902 595,020  138,424  193  1,507  160  182,839  132,450  171,125  60,559  23,269 
mediana  743,488 64,844  0  15  187  1  298  8,305  723  1,724  0 
desviación  21,668,819 2,689,527  1,109,479  514  4,175  525  657,373  405,786  648,523  183,897  168,021 
asimetria  6 9 9  4  5 6  7 5 7 5  8 
curtosis  47 101 96  22  25  49 72  30  53  23  65 



















mínimo  359 -1,189,944 0  0  0  0  0  0  0  0  0 
media  1,443,063 121,056  7,378  37  373  22  26,812  30,725  7,421  8,963  638 
mediana  413,567 49,226  0  3  51  0  0  624  0  51  0 
desviación  2,314,485 163,308  27,969  74  652  58  70,908  62,496  19,369  37,241  4,169 
asimetria  2 2 4  2  2 4  3 2 4 8  9 
curtosis  6 5 14 5  4 16  9 3  15  67  77 




















mínimo  33 27  0  0  0  0  0  0  0  0  0 
media  5,846,024 487,675  44,752  302  1,661  473  232,493  208,290  160,865  512,834  773,709 
mediana  2,862,402 241,119  0  161  966  175  13,148  114,168  71,305  254,415  454,575 
desviación  10,796,315 879,956  412,788  498  2,501  1,089  616,728  295,589  265,307  771,147  1,098,665 
asimetria  5 5 13 5  4 5  6 4 4 3  3 
curtosis  25 25 179 30  20 23  36 17 16 14  12 

















mínimo  6,996 2,571  0  1  0  0  0  0  0  0  0 
media  288,510 27,367  0  36  122  2,712  12,509  9,139  33,804  9,452  319 
mediana  85,983 9,641  0  5  32  12  4,989  1,431  8,960  2,757  0 
desviación  579,727 61,291  0  60  227  11,624 21,347  19,474  69,344  17,924  2,805 
asimetria  6 7 0  4  5 8  5 5 5 6 18 
curtosis  53 67  0  24  39 79  30 31 37 73 392 















mínimo  4,123 415  0  1  0  0  0  0  0  0  0 
Tabla 13. Resumen de estadísticos de las variables empleadas como regresores 
 
A efectos de definir las situaciones de riesgo de cada entidad de la muestra durante el 
período objeto de estudio, fue necesario que previamente determinar el valor de la 
variable que a juicio de BIS-II es la relevante como medida de dicho riesgo, el ingreso 
bruto. 
Dado que la definición de ingreso bruto propuesta por BIS II resulta imposible de 
calcular, si no es desde el interior de la entidad, es preciso sustituirla por otra 
aproximación con la información contable disponible en nuestra muestra, para lo que se 
proponen cuatro posibilidades a distintos niveles de la cuenta de resultados de las 
entidades: 
   La primera de las variables proxy (IB
1) es el Margen Ordinario Bruto, que se 
define como el margen de intermediación (diferencia entre los ingresos por intereses 
menos costes por intereses) más (menos) las comisiones u otros ingresos y gastos. 
   La segunda variable proxy (IB
2) es el Margen Ordinario Neto más (menos) el 
Saneamiento Financiero y más (menos) la Provisión de Morosos, es decir, el 
  50margen ordinario neto (margen ordinario bruto menos los gastos operativos) 
corregido por el saneamiento financiero y la provisión para morosos, representativas 
del riesgo de mercado y del riesgo de crédito, respectivamente, a fin de evitar que la 
variable recoja también riesgos de mercado y crédito. 
   La siguiente proxy (IB
3) utilizada será los Resultados Ordinarios más (menos) el 
Saneamiento Financiero y más (menos) la Provisión de Morosos, esto es, los 
resultados ordinarios (margen ordinario neto más o menos los resultados de la 
cartera de renta variable y otras operaciones financieras) corregido de nuevo por el 
saneamiento financiero y la provisión para morosos. 
   Y por último, la cuarta proxy (IB
4), definida como Resultados antes de Impuestos 
(resultado ordinario más o menos los resultados extraordinarios), más (menos) el 
Saneamiento Financiero y más (menos) la Provisión de Morosos. 
De este modo, el modelo propuesto tendrá cuatro resultados en función de cual sea la 
variable proxy empleada para determinar la expresión (3.1). El resumen estadístico de 
las cuatro variables proxy del ingreso bruto para el total de la muestra fue el que aparece 
en la Tabla-14 expresado en miles de euros: 





media  100,772 28,049  45,484  47,464 
mediana  13,940 3,946  4,899  4,926 
desviación  278,720 76,455 163,055  174,985 
asimetria  7 6  12  11 
curtosis  64 55  189  171 





















mínimo  -15,434 -549,436 -47,663 -344,801 
media  146,227 35,736  76,277  81,031 
mediana  16,534 4,288  6,181  6,341 
desviación  405,060 108,077 267,314 290,109 
asimetria  6 5 8 8 
curtosis  38 36 80 69 



















mínimo  -15,434 -549,436 -47,663 -344,801 
media  40,267 3,689  8,638 10,223 
mediana  9,514 631 1,082  1,590 
desviación  70,058 16,534 20,332 23,630 
asimetria  2 1 2 3 
curtosis  6 4 3  10 




















mínimo  -36 -48,458  -35,930  -33,371 
media  186,856 58,470  76,336  77,902 
mediana  107,304 36,067  41,966  42,764 
desviación  286,942 81,383 116,339  117,047 
asimetria  4 4 4 4 
curtosis  19 18 19 17 

















mínimo  457 -44,391  -1,575  102 
media  11,955 4,586  4,667  4,653 
mediana  3,468 1,481 1,530 1,486 
desviación  25,131 10,359 10,476 10,666 
asimetria  6 7 6 6 
curtosis  57 58 56 53 















mínimo  120 30 -84 -84 
Tabla 14. Resumen de estadísticos de las variables proxy del ingreso bruto 
 
  51Una vez determinadas las variables proxy procedimos a determinar las situaciones de 
riesgo de las entidades que componen la muestra, para lo que en primer lugar se aplicó 
la expresión (4.16) y a continuación la (4.17), de manera que los resultados obtenidos 
por tipo de entidad y totales aparecen en la Tabla-15: 
 
   Proxy  0 1 2 3 4  Total Años Número  entidades 
IB
1  356 1048  48  50  154 1656 8  207 
IB
2  249 186 210 198 813  1656 8  207 
IB








4  529 13 288  254  572  1656 8  207 
IB
1  221  104  31 28  120  504 8  63 
IB
2  94  4  29 36  341  504 8  63 
IB
















4  130 3  52 62  257  504 8  63 
IB
1  19 48 15 20 34  136 8  17 
IB
2  0 8 3 8  117  136  8  17 
IB

















4  10 0  7 13  106  136  8  17 
IB
1  28  404 0  0  0 432 8  54 
IB
2  51 86 59 54  182  432 8  54 
IB












4  207 5  89 64 67  432 8  54 
IB
1  88  492 2  2  0 584 8  73 
IB
2  104 88 119  100  173  584  8  73 
IB













4  182  5  140 115 142 584  8  73 
Tabla 15. Número de situaciones de riesgo (rating) 
 
En la Tabla-15, para comprobar que los resultados son correctos, basta con recordar que 
el período muestral es 1993-2002, ambos inclusive, pero como las expresiones (4.16) y 
(4.17), que definen las situaciones de riesgo, precisan de dos períodos previos además 
del de cálculo, ello conlleva que el tamaño muestral para cada entidad quede reducido a 
8 años (1995-2002). Finalmente, cabe destacar de esta Tabla-15 que mientras los bancos 
nacionales más solventes son además rentables (mayor número de rating 0 que 1), para 
los extranjeros y sobretodo las cajas de ahorro y rurales ocurre al contrario, puesto que 
presentan un déficit de remuneración o exceso de recursos propios computables para el 
ingreso bruto generado, con respecto a la media de su subgrupo de entidades. 
  525. MODELO ECONOMÉTRICO PROPUESTO 
 
5.1. Descripción del modelo 
 
Llegados a este punto, procedemos a presentar un modelo econométrico general, que 
puede se aplicado para determinar las probabilidades y ratings de cada uno de los 
riesgos anteriormente analizados, esto es, riesgo crédito con PYMES, riesgo país y 
riesgo operacional. 
De esta forma, para especificar el modelo adecuado, se supone que la decisión de cada 
calificación para entidad en cada instante depende, en forma creciente, de una función 
índice aleatorio (V
*
i,t), la cual relaciona de forma continua la utilidad subyacente, como 
variable dependiente no observable, con el valor de los factores explicativos del riesgo 
operacional, como regresores. En forma lineal este modelo puede expresarse como: 
 
( ) *
** * * * * * 2



















La diferencia de este modelo respecto al de regresión habitual está, como ya se ha 
indicado en la no observación de la variable dependiente. En concreto, dicha utilidad es 
función del rating asignado en cada instante a cada entidad, lo cual fue descrito para 
cada uno de los riesgo estudiados en los apartados anteriores, entonces el proceso 
descrito no puede asemejarse a una multinomial, sino a un proceso en el que el orden 






































Donde J el último umbral. De este modo, la calificación ordinal observada depende del 
tramo en que se sitúe la utilidad aleatoria, pudiéndose mapear de este forma, una 
variable observada cualitativa en otra no observable y cuantitativa. 
Además, hay que destacar que el modelo recogido en (5.3) presenta un componente 
sistemático (xi,t), función de los factores explicativos del riesgo operacional, y otro 
aleatorio mediante las perturbaciones (u
*
i,t). Así, según se especifique la distribución 
seguida por dicho componente aleatorio surgirán los diversos modelos habituales en la 
literatura (Logit si toma una distribución logística y Probit se considera una distribución 
normal). 
Ahora bien, para poder identificar el modelo y obtener de forma unívoca los parámetros, 
es preciso realizar una normalización de escala (h0 = 0) y, de escala, dividiendo todos 
los coeficiente por la varianza de la perturbación: 





























































De este modo, y a partir de las expresiones (5.3) y (5.4), y tras las normalizaciones de 
(5.5), se obtendría el siguiente modelo a estimar: 
 

















































Con lo que la probabilidad de la calificación de una institución en un instante temporal 
vendrá dado por: 
   (5.5) 
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Según la expresión (5.6) la probabilidad de cada elección dependerá de los parámetros 
asociados a cada regresor, los umbrales y la función de distribución supuesta para el 
ruido. Para nuestro caso supondremos que dicha distribución es una normal, de modo 
que: 
   (5.6)  ( 0, U Ω ∼N
Con lo que el modelo resultante será un Probit Ordenado para datos de panel, en los que 
la estimación de los parámetros se realiza maximizando la función de verosimilitud, 
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Donde ji,t pertenece al conjunto de alternativas j = 0,1,...,J; y hi,t está incluido en el 
vector de umbrales h1,..., hJ-1. 
Para evaluar esta función verosimilitud habrá que estimar una integral de dimensión 
NxT, donde además, y con el objetivo de recoger las posibles estructuras de correlación, 
la matriz Ω tendrá posibles diferentes formatos: 
  541.  No se considera que exista ni correlación cruzada, ni temporal, ni tampoco efecto 
aleatorio. De esta manera, Ω será la matriz identidad, por lo que la función de 
verosimilitud podrá descomponerse en el producto de TxN integrales 
unidimensionales, donde cada una de ellas se corresponderá con la función de 
distribución de una normal estándar. Así pues: 
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2.  En este caso se considera que no existen correlaciones, pero si un efecto aleatorio 
común para todos los individuos de la muestra. Entonces: 
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De este modo, la matriz Ω será diagonal a bloques con la siguiente estructura: 























 Σ        Σ     Ω=             Σ   
 +        +     ∀ = Σ =              +  
 
 





      
 
3.  Para este caso, se considera que existe tan solo autocorrelación de orden 1 o AR(1) 





















it it it it d ts
d ts dd d
it d js d
it it js dd d
u
uu




















































 Σ        Σ     Ω=             Σ   
            ∀ = Σ =     −            
 
 





      
 
 (5.12) 
4.  En este supuesto, a diferencia del segundo, en el que también las correlaciones son 
nulas, el efecto aleatorio no será el mismo para todos los individuos, sino que 
dependerá del tipo de entidad de que se trate en cada instante temporal. Es decir, sea 
γi,t el tipo de entidad de la institución i en el instante t, tal que: 
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  55Así pues, la matriz Ω ya no será diagonal a bloques sino que presentará la siguiente 
estructura: 


























 Σ        Σ     Ω=             Σ   
 +          +     ∀ = Σ =            +      
 
 









5.  Otra estructura que consideraremos será una variación de la número 3, en este caso, 
se permitirá que exista tan solo autocorrelación de primer orden, donde además el 
parámetro no será el mismo para todos los individuos, sino que dependerá del tipo 
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 Σ        Σ     Ω=             Σ   
            ∀ = Σ =    −             
 
 





      
 
 (5.16) 
6.  En este caso la estructura de la matriz Ω permitirá tanto efecto aleatorio según el 
tipo de entidad, como correlación cruzada entre los efectos de los distintos tipos de 
entidades, aunque se admitirá la correlación temporal: 
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Con lo que la estructura diagonal a bloques de la matriz Ω se rompe: 
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  567.  Finalmente, consideraremos una estructura en la que tendrán cabida los efectos 
aleatorios en función del tipo de entidad, la correlación entre los efectos de distintos 
tipos de entidades y correlación temporal o autocorrelación, se trata por tanto de 
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 (5.20) 
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  575.2. Estimación del modelo 
 
Para estimar el modelo Ordered Probit (Ordered Nested Probit a partir del tipo-4 de Ω) 
propuesto es preciso maximizar el logaritmo de la función de verosimilitud (5.7), ahora 
bien, si en el caso del tipo-1 para la matriz Ω es fácil de realizar ya que se considera que 
las variables son independientes, de manera que resultarán TxN integrales, en cambio 
para el resto de casos (tipo-2 a tipo-7) no ocurre igual, ya que sería preciso estimar 
integrales multidimensionales cuya dimensión crecería con N o/y T. Por ello, es preciso 
recurrir al uso de la simulación, de modo que en lugar de emplear un método de 
maximización de la log-verosimilitud, maximizaremos una función de verosimilitud 
simulada (SML). En este contexto uno de los más utilizados es el simulador GHK, que 
comienza realizando una descomposición de Cholesky de la matriz Ω, tal que si C es 
una matriz triangular inferior con diagonal positiva resulta: 
   (5.22) 
T CC Ω= i
De este modo, el vector de perturbaciones aleatorias U en (5.3) puede expresarse como: 












Con lo que: 
   (5.24) 
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Entonces, como C es triangular inferior, los elementos del vector de perturbaciones 
pueden obtenerse recursivamente para todos los individuos a partir de las variables 
aleatorias estandarizadas: 
   (5.25) 
() () () ()()
1,1 1,1 1,1
1,2 2,1 1,1 2,2 1,2
1, ,1 1,1 ,2 1,2 , 1,
,1 1,1 1,2 1, ,1 11 , 1 11 , 2 11 , 11 , 11
, ,1 1,1 ,2 1,2 , 1, , ,
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Entonces, la función de verosimilitud (5.7) puede expresarse como: 
  ()
1,1 1,1
11 , 1 1 , 1
1,1
1,1 1,1
1,2 1,2 1,1 1,1
1 1,2 1,2 1 1,1 1,1
1,2 1,1




















    −−
Ω= Φ ≤ < ⋅            
      −− − −
Φ≤ < ≤ < ⋅                  
Φ
1,3 1,3 1,1 1,1 1,2 1,2
1 1,3 1,3 1 1,1 1,1 1 1,2 1,2
1,3 1,1 1,2
3,3 3,3 1,1 1,1 2,2 2,2
TT T T T
jj j j j Xh X h Xh X h Xh X
uu u
cc cc cc
ββ β β β −−          −− − − −−






A partir de aquí la verosimilitud puede evaluarse simulando las distribuciones truncadas 
y evaluando el producto de las integrales unidimensionales de la distribución normal, 
para lo cual deberán seguirse los siguientes pasos: 
  581. Calcular: 
 
1,1 1,1
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2.  Simular un valor u
r
1,1 a partir de la distribución normal truncada de u1,1, para lo que 
basta con: 
−  Simular un valor µ
r
1,1 de una distribución uniforme [0,1]. 
−  Estimar: 
 
1,1 1,1 1,1




















jj r hX c u hX c u
u
cc
ββ −    −− −−
Φ≤ <         
u u =  (5.29) 
4.  Simular un valor u
r
1,2 a partir de la distribución normal truncada de u1,2, para lo que 
basta con repetir: 
−  Simular un valor µ
r
1,2 de una distribución uniforme [0,1]. 
−  Estimar: 
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uu
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ββ −     −−− −−−
Φ≤ < =            
r u u u =  (5.31) 
6.  Repetir los pasos hasta completar las TxN observaciones, de modo que el valor de la 
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    −−
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 (5.32) 
7. Repetir R veces los pasos 1 a 6, con lo que el logaritmo de la función de 
verosimilitud simulada sería: 
  () ()
1
1










  (5.33) 
La expresión (5.33) tendrá que ser maximizada con respecto al vector de parámetros (β, 
h y los elementos de Ω). Para ello pueden aplicarse los métodos tradicionales de 
optimización basados en el gradiente y el hessiano (Newton-Raphson), o los que 
sustituyen este último por una matriz definida positiva que converge al hessiano (como 
BFGS y BHHH). 
Ahora bien, debido a la no linealidad de la función y al gran número de parámetros a 
medida que se avanza en la complejidad de la matriz Ω, los métodos anteriormente 
mencionados, no funcionan de forma óptima en este contexto, ya que el óptimo, local, 
dependerá en gran medida de las condiciones iniciales y en ocasiones, la función no 
cambia con alguno de los parámetros (curvatura plana). Por ello, recurrimos a 
algoritmos estocásticos de optimización global, que mediante esquemas iterativos, 
  59permiten explorar posibilidades que se encuentran en direcciones donde se produce un 
empeoramiento de la función. De este modo, estos algoritmos escapan de óptimos 
locales y exploran en mayor profundidad el comportamiento de la función en el espacio 
paramétrico, a cambio el tiempo de computación es mayor. Dentro  de los métodos de 
optimización estocástica nos hemos decantado por el denominado “simulated 
annealing”, cuyo nombre obedece a su origen en el estudio termodinámico del 
enfriamiento del acero hasta llegar a una configuración de energía mínima. 
Para emplear este algoritmo es importante seleccionar de forma adecuada: 
−  El valor inicial de la “temperatura”, pues cuanto mayor sea, mayor será la 
probabilidad de elegir puntos que empeoren la función (en nuestro caso la 
temperatura inicial fue de temp
0 = 5). 
−  El factor de reducción o “enfriamiento” para que la exploración del espacio 
paramétrico sea exhaustiva (en nuestro estudio se ha elegido rtemp = 0.9). 
−  La longitud inicial de búsqueda (V
0), aunque este valor es menos importante, ya que 
se ajusta dentro del propio algoritmo para que la mitad de los puntos estudiados 
resulte aceptable o empeore la función. 
−  El número de evaluaciones de la función (Ns) a realizar antes de cambiar la longitud 
y antes de hacerlo con la temperatura (Ntemp). 
De este modo la formulación del método de optimización se realiza según los siguientes 
pasos: 
1.  Elegir los valores iniciales de V
0, temp
0 y los parámetros respecto de los que se 
optimiza (θ
0), es decir, β,  h y los elementos de Ω según el tipo de matriz 
seleccionado. A partir de estos valores, calcular el valor de [ln L(θ
0)] y establece el 
contador i=0. 





j = +⋅  (5.34) 
Siendo r un valor aleatorio simulado a partir de una distribución uniforme [-1,1]. 
3. Calcular  [ln  L(θ
 i+1)], pudiendo resultar alguno de los siguientes casos: 
−  Si [ln L(θ
 i+1)] > [ln L(θ
 i)], entonces se acepta θ
 i+1 en lugar de θ
 i, pues la 
función mejora en el nuevo punto. 
−  Si [ln L(θ
 i+1)] ≤ [ln L(θ
 i)], se emplea el criterio de Metrópolis para decidir, esto 
es: 
a. Calcular: 









+ i θ   −
  =
   
 (5.35) 
b.  Similar un valor aleatorio p* de una distribución uniforme [0,1]. 
c. Si  p>p*, entonces se acepta θ
 i+1 en lugar de θ
 i+1. En otro caso, θ
 i+1 se 
rechaza. Lógicamente, cuanto menos empeore la función, más probable 
será que la nueva estimación sea aceptada. 
4.  Establece el contador i = i+1 y repetir los pasos anteriores Ns veces. 
5.  Ajustar la longitud de etapa V
i de tal forma que el 50% de todas las iteraciones sean 
aceptadas. De esta manera, se intenta una exploración mayor del espacio 
paramétrico. Los pasos anteriores se repiten Ntemp veces, ya que de este modo, al 
aumentar el número de iteraciones, el algoritmo se especializa en las zonas del 
espacio paramétrico que mejor resultado dan de la función. 
6.  Se reduce la temperatura de modo que la probabilidad de aceptar una estimación que 




temp temp temp r temp r
++1 = ⋅< <  (5.36) 
  607. El algoritmo para si la temperatura se reduce por debajo de un mínimo 
preestablecido, se alcanza el número máximo de iteraciones, o la función no mejora 
durante un número máximo de iteraciones establecido. 
Por otra parte, en cuanto a la implementación del algoritmo, hemos de tener en cuenta 
que existen ciertas restricciones sobre los valores posibles que pueden alcanzar los 
parámetros, para lo que se llevan a cabo las siguientes modificaciones: 
−  Varianzas no negativas: para lo que en lugar de maximizar respecto de σ
2
γ, se hará 
sobre │σγ│ . 
−  Coeficientes de correlación acotados entre cero y uno: para lo que se maximizará 












−  Umbrales ordenados: con lo que para lograr que 0 = h0  ≤  h1  ≤ ... ≤  hJ-1 debe 
optimizarse respecto de η, tal que: 
  ( ) 1 1, , 1 exp jj j jJ h hη + ∀= − = +   1 +  (5.38) 
−  También, como en ciertos casos al optimizar, pudiera ocurrir que la matriz Ω no 
fuera definida positiva, con lo que no podría aplicarse la descomposición de 
Choleski, ha garantizarse que ello no ocurre. Para lo cual, se opera como sigue 
(descomposición espectral
3): 
















                                                
 (5.39) 
  Multiplicamos los (λ
∗
i) por los correspondientes autovectores (si), obteniéndose 
la matriz B
*. 
  Seguidamente normalizamos los vectores fila de B
*, de modo que se obtiene otra 
matriz B, tal que Ω =B·B
T. 
  Además, y a fin de asegurar que las covarianzas no superen, en valor absoluto, el 
producto de las desviaciones típicas, lo que supondría correlaciones superiores a 
1, se ha añadido un término de penalización en la función de verosimilitud para 
estos posibles valores no válidos, de modo que si el algoritmo se detuviera en 
alguno de ellos, al sumarle dicha penalización, saldría de este punto fácilmente 
pues dejaría de ser un máximo. También se aplicó una penalización similar en el 
tipo-7, para evitar que el proceso de optimización buscara el óptimo en regiones 
en las que no estuviera definida la función, esto es, que Ω no fuera definida 
positiva. 
−  Finalmente, como consecuencia del elevado número de individuos y observaciones 
para cada uno, al evaluar la función de verosimilitud simulada en cada observación 
se obtenía un valor de la probabilidad muy pequeño, lo cual suponía que al 
multiplicar todos ellos para el conjunto de observaciones, se obtuviera un valor muy 
próximo a cero de la función de verosimilitud simulada conjunta, ello suponía que al 
aplicar logaritmos el valor resultante fuera hacia menos infinito, de manera que la 
optimización no era posible. Por todo esto, se optó por realizar un cambio de escala 
en la función de verosimilitud simulada, multiplicando por una constante (la menor 
 
3 Este procedimiento permite obtener una matriz definida positiva similar a Ω, de hecho en las pruebas 
realizadas, los elementos de la matriz resultante no han diferido respecto de la original en más de dos 
décimas como mucho. 
4 Para nuestro caso, tomamos ψ = 1.0E-08. 
  61posible) cada uno de los valores obtenidos para cada observación, lógicamente, esto 
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