A depth two extension A | B is shown to be depth two over its double centralizer C A (C A (B)) if this is separable over B. The pseudo-Galois extensions of McMahon and Mewborn are shown to be depth two extensions. Studying its left bialgebroid, we construct a enveloping Hopf algebroid for the semi-direct product of groups or involutive Hopf algebras and their module algebras. It is a type of cofibered sum of two inclusions of the Hopf algebra into the semi-direct product and its derived right crossed product.
Introduction
Depth two is a notion of normality for noncommutative subalgebras. On the one hand, it is a noncommutative analog of normal field extension which in combination with separability or a bicommutant condition, yields a Galois action by certain quantum groupoids. There are then several theorems characterizing as depth two Hopf-Galois extensions with trivial centralizer, weak Hopf-Galois extensions with absolutely semisimple centralizer, and the like which are analogous to Steinitz's characterization of Galois field extensions as separable and normal. On the other hand, normal objects in group and quantum algebra theory are themselves satisfying the depth two condition. For example, the smash products of an H-module algebra with a finite dimensional Hopf algebra H and a normal Hopf subalgebra form a depth two extension. Using character theory one shows that a subgroup of a finite group is normal when it induces a depth two complex group subalgebra.
Old definitions of normal subalgebra via representation theory are closely related to depth two; e.g., a depth two extension has normal centralizer, where normality is defined by invariance of contracted maximal ideals with respect to the over-algebra. The notion of normal subalgebra when restricted to Hopf subalgebras is the same as the notion of normal Hopf subalgebra, which is defined in terms of conjugacy invariance w.r.t. antipode and coproduct. It follows that a depth two Hopf subalgebra has normal double centralizer subalgebra under certain circumstances [6] . In Section 2 of this paper we show that a more general fact underlies this; that a depth two extension A | B where the double centralizer V = C A (C A (B)) is a separable extension of B has depth two extension A | V . We consider other closure and transitivity properties of depth two in a tower of algebras A ⊃ C ⊃ B. The aim in sight is to extend Galois correspondences for special H-separable extensions to certain depth two algebra extensions. A depth two extension A | B has a Galois action machinery consisting of a left bialgebroid at the level of the endomorphism algebra, a bialgebroid being in simplest terms a bialgebra over a noncommutative base algebra, in this case the centralizer C A (B). Bialgebroids that come with antipodes are Hopf algebroids, a new subject in noncommutative algebra with competing definitions of what constitutes an antipode [1, 9] . In Section 3, we investigate a new type of depth two extension and their left bialgebroids: a pseudo-Galois extension proposed by McMahon and Mewborn [12] which is a notion generalizing the notions of H-separable extension and group-Galois extension. The left bialgebroid is shown in Theorem 3.3 to be closely related to a certain Hopf algebroid (in the sense of Böhm and Szlachanyi [1] ) we obtain from a cofibered sum of a semi-direct product of an algebra with a group of automorphisms and its opposite right crossed product. This Hopf algebroid extends Lu's basic Hopf algebroid of an algebra tensored with its opposite algebra [9] to the group action setting, which in turn is extended in Theorem 4.1 to the involutive Hopf algebra action setting.
Closure and transitivity properties of depth two
An algebra extension A | B is left depth two (D2) if its tensor-square A ⊗ B A as a natural B-A-bimodule is isomorphic to a direct summand of a finite direct sum of the natural B-A-bimodule A: for some positive integer N , we have
Since condition 1 implies maps in two hom-groups satisfying
, we obtain an equivalent condition for extension A | B to be left D2: there is a positive integer N , β 1 , . . . , β N ∈ S and t 1 , . . . , t N ∈ (A⊗ B A) B (i.e., satisfying for each i = 1, . . . , n, bt i = t i b for every b ∈ B) such that
This equation is quite useful; for example, to show S finite projective as a left C A (B)-module (module action given by r · α = λ r • α), apply α ∈ S to the first tensorands of the equation, set y = 1 and apply the multiplication mapping µ :
where we suppress a possible summation in t i ∈ A ⊗ B A using a Sweedler notation, t i = t 1 i ⊗ B t 2 i . But for each i = 1, . . . , N , we note that
Similarly, an algebra extension
for all x, y ∈ A. We call the elements γ j ∈ S and u j ∈ (A⊗ B A) B right D2 quasibases for the extension A | B. Fix this notation and the corresponding notation β i ∈ S and t i ∈ (A ⊗ B A) B for left D2 quasibases throughout this paper. In the paper [7] it is shown that a subgroup H of a finite group G has complex group algebras C H ⊆ C G of depth two if and only if H is normal in G. From this fact we draw several examples to show that given an intermediate algebra
where being depth two will imply another subalgebra pair in these is depth two. For example, the trivial subgroup is normal in a finite group G containing a nonnormal subgroup H, so that A ⊃ B being D2 does not imply that A ⊃ C is D2 (unlike separability).
However, if C has a special relationship to B, there is an exception to this rule. Thinking of the double centralizer of a subalgebra B ⊆ A as a closure operation for subalgebras within A, the next theorem shows that depth two is an invariant of separable closure.
Proof. We note that R = C A (B) and V = C A (R) are in general each other's centralizers since also C A (V ) = R. Now consider the bimodule endomorphism bialgebroid S ′ for the extension A | V with base algebra C A (V ) = R. We claim that the natural inclusion ι :
Let e = e = e 1 ⊗ e 2 ∈ V ⊗ B V be a separability element for V | B. Define a mapping η : S → S ′ by η(α) := α = e 1 α(e 2 ?e 1 )e 2
We note that η(λ r ρ s α) = λ r ρ s η(α) for every α ∈ S, r, s ∈ R since elements in R and V commute. The mapping η is a splitting of ι since for every β ∈ S ′ we have β = β as β is V -linear and e 1 e 2 = 1.
We will now show that
too is finite projective. It will then suffice to show that the mapping
Define a splitting map
The proof that V | B separable and A | B right D2 implies that A | V is right D2, is entirely similar.
For example, the theorem is well-known for the complex group algebras corresponding to the subgroup situation where H normal in a finite group G implies that its centralizer C G (H) is normal in G. Also depth two is not a transitive property (unlike separable and Frobenius extensions). If G is a finite group with normal subgroup N having a normal subgroup K where K ⊲G, then the corresponding complex group algebras A = C G,
However, from normality of subgroups it may come as a surprise that A | C and A | B D2 ⇒ C | B D2, which may be seen from the example A = M 2 (C ), B = C × C and C = T 2 (C ), the triangular and full 2 × 2 matrix algebras and the algebra of diagonal matrices.
There is a certain transitivity of the depth two property when it follows an H-separable extension.
Proposition 2.2. If the algebra extension A | C is right (or left) D2 and the ex-
C for some positive integer M . It follows from this applied to eq. (5), then restricting from right C-modules to B-modules that
It is similarly proven that a left D2 following an H-separable extension is altogether left D2.
Pseudo-Galois extensions
If σ is automorphism of the algebra A, we let A σ denote the bimodule A twisted on the right by σ, with module actions defined by x · a · y = xaσ(y) for x, y, a ∈ A. Two such bimodules A σ and A τ twisted by automorphisms σ, τ : A → A are A-Abimodule isomorphic if and only if there is an invertible element u ∈ A such that τ • σ −1 is the inner automorphism by u (for send 1 → u).
If B is a subalgebra of A then recall A is a Galois extension of B if two conditions are met. First, there is a finite group G of automorphisms of A such that B = A G , i.e. the elements of B are fixed under each automorphism of G and each element of A in the complement of B is moved by some automorphism of G. Second, there are elements
is a Frobenius homomorphism with dual bases a i , b i , it follows that there is an A-A-bimodule isomorphism between the tensor-square and the semi-direct product of A and G:
Mewborn and McMahon [12] relax this condition as follows:
For example, Galois extensions are clearly pseudo-Galois. Another example of a pseudo-Galois extension is an H-separable extension A | B, which by definition satisfy A ⊗ B A ⊕ * ∼ = A N as A-A-bimodules, so we let S = {id A } in the definition above. Note that the definition of pseudo-Galois extension A | B leaves open the possibility that B is a proper subset of the invariant subalgebra A S : if B ⊂ C ⊂ A S and C is a separable extension of B, then A | C is also a pseudo-Galois extension, since one may show that A ⊗ C A ⊕ * ∼ = A ⊗ B A as natural A-A-bimodules via use of the separability element as in the proof of theorem 2.1. In the next proposition, we note that pseudo-Galois extensions are depth two by means of a characterization of pseudo-Galois extensions using pseudo-Galois elements.
As a consequence, A | B is left and right D2 with left and right D2 quasibases derived from the elements r i,σ and
Proof. (⇒) We note that the condition (7) implies the existence of N pairs of mappings f i,σ and g i,σ for each B-automorphism σ ∈ S satisfying
The mappings simplify as
), as well as mappings
If e i,σ corresponds via the other isomorphism above with g i,σ , then g i,σ (a) = ae i,σ . We compute:
which shows that
are right D2 quasibases. Setting x = y = 1 we obtain the eq. (8). Finally use the twisted centralizer property ea = σ(a)e for a ∈ A and e ∈ ( σ A ⊗ B A) A to obtain
Hence, the following are left D2 quasibases for A | B:
(⇐) Conversely, suppose we are given a finite set S of B-automorphisms, and for each σ ∈ S, N centralizer elements r i,σ ∈ C A (B), and N twisted A-central elements e i,σ ∈ ( σ A ⊗ B A) A for i = 1, . . . , N such that eq. (8) holds. By multiplying the equation from the left by x ∈ A and from the right by y ∈ A, we obtain eq. (10) and then eq. (9) by defining f i,σ and g i,σ as before, which is of course equivalent to the condition (7) for pseudo-Galois extension.
We note that pseudo-Galois elements in eq. (8) specialize to H-separability elements in case S = {id A } [4, 2.5].
Recall from [8] that a depth two extension A | B has left bialgebroid structure on the algebra End B A B with noncommutative base algebra C A (B). Again let R denote C A (B) and S denote the bimodule endomorphism algebra End B A B (under composition). We sketch the left R-bimodule structure on S as we plan to determine it in the case of pseudo-Galois extensions.
Its R-R-bimodule structure R S R is generated by the algebra homomorphism λ : R → S given by r → λ r , left multiplication by r, and the algebra antihomomorphism ρ : R → S given by r → ρ r , right multiplication by r. These are sometimes called the source map λ and the target map ρ of the bialgebroid. These two mappings commute within S at all values:
whence we may define a bimodule by multiplying strictly from the left:
Next we equip S with an R-coring structure (S, R, ∆, ε) as follows. The comultiplication ∆ : S → S ⊗ R S is an R-R-homomorphism given by (13) ∆
in terms of left D2 quasibases in the first equation or right D2 quasibases in the second equation.
There is a simplification that shows this comultiplication is a generalization of the one in [9, Lu] (for the linear endomorphisms of an algebra):
for all α, β ∈ S and x, y ∈ A. From a variant of eq. (3) we obtain:
The counit ε : S → R is given by evaluation at the unity element, ε(α) = α(1 A ), again an R-R-homomorphism. It is then apparent from eq. (14) that
using a reduced Sweedler notation for the coproduct of an element, and a similar equation corresponding to (id S ⊗ R ε)∆ = id S . Finally, the comultiplication and counit satisfy additional bialgebra-like axioms that make (S, R, λ, ρ, ∆, ε) a left R-bialgebroid [8, p. 80 ]. These are:
which is obvious,
which follows from eq. (14),
which follows from the equation defining φ (since both sides yield α(xry)),
where eq. (17) justifies the use of a tensor algebra product in Im ∆ ⊆ S ⊗ R S and the equation follows again from equation defining φ (as both sides equal α(β(xy))), and at last the easy
On occasion the bialgebroid S is a Hopf algebroid [1] , i.e. possesses an antipode τ : S → S. This is anti-automorphism of the algebra S which satisfies:
A homomorphism of R-bialgebroids S ′ → S (like the monomorphism in the proof of Theorem 2.1) is an algebra homomorphism which commutes with the source and target mappings, which additionally is an R-coring homomorphism (so there are three commutative triangles and a commutative square for such an algebra homomorphism to satisfy) [5] . If S ′ and S additionally come equipped with antipodes τ ′ and τ , respectively, then the homomorphism S ′ → S is additionally a homomorphism of Hopf algebroids if it commutes with the antipodes in an obvious square diagram. Recall that in homological algebra the enveloping algebra of an algebra A is denoted and defined by A e := A ⊗ A op . Theorem 3.3. Suppose A | B is pseudo-Galois extension satisfying condition (7) with G the subgroup generated by S within Aut B A and R the centralizer C A (B). Then there is a Hopf algebroid denoted by R e ⊲⊳ G which maps epimorphically as R-bialgebroids onto the left bialgebroid S = End B A B .
Proof. Denote the identity in G by e and the canonical anti-isomorphism R → R op by r → r satisfying r s = sr for every r, s ∈ R. Note that the B-automorphisms of G restrict to automorphisms of the centralizer R. The notation C for R e ⊲⊳ G is adopted at times. The Hopf algebroid structure of R e ⊲⊳ G is given by (1) as a K-module (over the ground ring K)
is the group K-algebra of G; (2) multiplication given by
source map s L : R → R e ⊲⊳ G given by s L (r) = r ⊗ 1 ⊲⊳ e, (4) target map t L : R op → R e ⊲⊳ G given by t L (r) = 1 ⊗ r ⊲⊳ e, (5) counit ε C : R e ⊲⊳ G → R given by ε C (r ⊗ s ⊲⊳ σ) = rσ(s),
and the antipode τ : C → C by τ (r ⊗ s ⊲⊳ σ) = s ⊗ r ⊲⊳ σ −1 We will postpone the proof that this defines a Hopf algebroid over R until the next section where it is shown more generally for an involutive Hopf algebra H and its H-module algebras.
The epimorphism of left R-bialgebroids Ψ : R e ⊲⊳ G → S is given by
We note that Ψ is an algebra homomorphism by comparing eq. (20) with
and Ψ(1 C ) = 1 S . The mapping Ψ is epimorphic since each β ∈ S may be expressed as a sum of mappings of the form λ r • σ • ρ s where σ ∈ G and r, s ∈ R. To see this, apply µ(id A ⊗ β) to eq. (10) with x = 1, which yields
where e 1 i,σ β(e 2 i,σ ) ∈ R for each i and σ. Note next that Ψ commutes with source, target and counit maps. For Ψ(s L (r)) = Ψ(r ⊗ 1 ⊲⊳ e) = λ r and Ψ(t L (r)) = Ψ(1 ⊗ r ⊲⊳ e) = ρ r for r ∈ R. (From this it follows that the algebra homorphism Ψ : C → S is an R-R-bimodule map.) The map Ψ is counital since ε(Ψ(r ⊗ s ⊲⊳ σ)) = λ r (σ(ρ s (1))) = rσ(s) = ε C (r ⊗ s ⊲⊳ σ).
Using the isomorphism φ : S ⊗ R S → Hom ( B A ⊗ B A B , B A B ) for a depth two extension A | B defined as above by φ(α ⊗ R β)(x ⊗ B y) = α(x)β(y), note from eq. (21) that Ψ is comultiplicative:
since σ ∈ G is a group-like element satisfying σ (1) ⊗ R σ (2) = σ ⊗ R σ (corresponding to the automorphism condition).
Corollary 3.4. If the algebra extension
Proof. Note that R e is isomorphic as algebras to the subalgebra R e ⊲⊳ {e}. The first statement follows from [5] , since Ψ(r ⊗ s) = λ r • ρ s is shown there to be an isomorphism of bialgebroids.
Putting the two together yields
which is split by the monomorphism R ⋊ G → R e ⊲⊳ G given by r ⋊ σ → r ⊗ 1 ⊲⊳ σ, an algebra homomorphism by an application of eq. (20).
An enveloping Hopf algebroid over algebras in certain tensor categories
Let H be a Hopf algebra with bijective antipode S and A a left H-module algebra, i.e. an algebra in the tensor category of H-modules. Motivated by the left bialgebroid of a pseudo-Galois extension as studied in section 3, we define a type of enveloping algebra A e ⊲⊳ H for the smash product algebra A ⋊ H. It is a left bialgebroid over A, and a Hopf algebroid in case H is involutive such as a group algebra or the enveloping algebra of Lie algebra. For noncommutative algebras, it is the minimal algebra which contains subalgebras isomorphic to the Hopf algebra H, the standard enveloping algebra A e of an algebra A, and the semidirect or crossproduct algebra A⋊H as well as its derived right crossproduct algebra H ⋉ A op . In terms of category theory, it is derived from the pushout construction of the inclusion H ֒→ A ⋊ H and its opposite via the isomorphism S : H → H cop, op [10] .
Then B is a left bialgebroid over A with structure given in eqs. (24) through (28). If S 2 = id H , then B is a Hopf algebroid with antipode eq. (29).
Proof. The proof requires a check that B is an algebra, and finding the left A-Abimodule structure on B via source and target mappings, the A-coring structure on B, checking the remaining bialgebroid axioms, and, if H is involutive, defining an anti-automorphism τ , the antipode of B.
Clearly the unity element 1 B = 1 A ⊗ 1 A ⊲⊳ 1 H . The multiplication is associative, since
It follows that B is an algebra.
Define a source map S L : A → B and target map t L : A → B by
an algebra homomorphism and anti-homomorphism, respectively. It is evident that (1) .
Note that ε is an A-A-bimodule homomorphism via its application to the RHS of eq. (26):
ε(xa ⊗ c(S(h (2) ) · y) ⊲⊳ h (1) ) = xah (1) · (c(S(h (2) ) · y)) = xa(h · c)y = xε(a ⊗ c ⊲⊳ h)y, since h · (xy) = (h (1) · x)(h (2) · y), the measuring axiom on A. The comultiplication ∆ : B → B ⊗ A B is defined by
It is an A-A-homomorphism: Hence (B, A, ∆, ε) is an A-coring.
We check the remaining bialgebroid axioms:
are apparent from eqs. (28) and (27) . The axiom corresponding to eq. (17) computes as: (2) ), and on the other hand
Next, the comultiplication is multiplicative:
Suppose the antipode on H is bijective and satisfies S 2 = id H . Define an antipode on B by (a, b ∈ A, h ∈ H)
Denote the compositional inverse of S by S. Then τ has inverse,
Note that τ is an anti-automorphism of B:
). The antipode satisfies the three axioms (1)-(3):
Continuing our notation b = a ⊗ c ⊲⊳ h ∈ B, note too that
Hence, B is a Hopf algebroid.
Given a group G, its group algebra K[G] over a commutative ring K is an involutive Hopf algebra [13] . Moreover, if G acts by automorphisms on a K-algebra A, then A is a left K[G]-module algebra and A ⋊ G is identical with the semidirect product [13] . Thus the construction R e ⊲⊳ G (covering the left bialgebroid of a pseudo-Galois extension in Section 3) is a Hopf algebroid, and we record the following. Recall that Lu [9] defines over an algebra A a Hopf algebroid A e . This is a Hopf subalgebroid of the construction in the theorem above. We note that j 1 • ι 1 = j 2 • ι 2 , both sending h → 1 A ⊗ 1 A ⊲⊳ h. Also define the algebra monomorphism k 1 : A ֒→ A⋊H by k 1 (a) := a#1 H and anti-monomorphism k 2 : A ֒→ H ⋉ A op by k 2 (a) = 1 H #a. Note that j 2 (k 2 (a))j 1 (k 1 (b)) = (1 A ⊗ a ⊲⊳ 1 H )(b ⊗ 1 A ⊲⊳ 1 H ) = (b ⊗ 1 A ⊲⊳ 1 H )(1 A ⊗ a ⊲⊳ 1 H ) = j 1 (k 1 (b))j 2 (k 2 (a)), for all a, b ∈ A.
? Figure 1 . A e ⊲⊳ H is the cofibered sum of ι 1,2 : H ֒→ A ⋊ H, H ⋉ A op such that A e embeds homomorphically. The second equality follows from a#h = (a#1 H )(1 A #h) and f 1 • ι 1 = f 2 • ι 2 . It follows that F • j i = f i for i = 1, 2 since f i (1) = 1 B . Then the uniqueness of F follows from noting a ⊗ b ⊲⊳ h = (a ⊗ 1 A ⊲⊳ h)(1 ⊗ b ⊲⊳ 1 H ) and the homomorphic property of F . We compute that F is an algebra homomorphism by using f 1 (k 1 (c))f 2 (k 2 (b)) = f 2 (k 2 (b))f 1 (k 1 (c)) in the third equality: The homomorphism F may fail to be monic as for example when A is a commutative algebra, H acts trivially on A and B = A ⊗ H. 
