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1.0 INTRODUCTION 
One of the prime difficulties of satellite data 
reduction lies in the computer time required to obtain 
the partial derivatives f o r  estimating orbital para- 
meters. If the problem is formulated in classical 
rectangular coordinates x ,  y, z, 2, f, i, one is obliged 
to generate the 36 partial derivatives 
ax ax ax ax ax ax - - - - - -  
axO ay0 azo  a?o a f o  a io 
? 
? 
? 
I 
For perturbed artificial satellite motion, these partials 
cannot be obtained in closed analytic form. If they could 
be written in closed form, then one could write 
x = f(x Y o ,  Z 0 ’  G o ,  z t - to) 
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(or a slight modification thereof if the chain rule is 
to be invoked) which would imply the artificial satellite 
problem was solved in closed analytic form. This 
appears to be impossible. 
- -  
We are therefore restricted to computing the 
partials by numerical means. One approach is to hold 
five of  the six parameters constant, vary the sixth, and 
numerically integrate to obtain the various rates o f  
change. This method is very time consuming, but in some 
cases is the only possible way to obtain the desired 
result. 
In the following sections, we describe a numeri- 
cal integrati’on method which gives the required partial 
derivatives as a by-product of the integration scheme. 
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2 . 0  THE POWER SERIES METHOD 
One of the simplest means of numerical integra- 
The proce- tion is doubtlessly that of  Runge and Kutta. 
dure is adequate in most cases, but exhibits certain 
limitations on accuracy. For example, a 4th order 
Runge-Kutta scheme has an inherent error of the order 
of the 5th power of the step size. 
reduce the step size to increase accuracy, but this 
eventually leads to a trade-off with round-off error. 
To increase the accuracy beyond the minimum error 
obtained by determining an optimum trade-off between 
truncation and round-off, one must go to a whole new 
set of integration equations; for example, a 5th order 
Runge-Kutta scheme. 
One may, of course, 
. 
In this section, we will describe a numerical 
integration procedure in which only one input parameter 
must be changed in order to obtain a higher degree o f  
accuracy, 
2;l General Concepts 
Consider, for example, the differential equation 
1; = f(x) 
_ -  
The method proposed here is called the "Power Series 
Solution." The basic idea is to assume a solution for 
equation (1) of the form 
n 
i=O 
x = x + x1 At + x2At2 + ... xnAtn = xiAti (2) 0 
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and de te rmine ,  v i a  r e c u r r e n t  formulae t h e  unknown c o e f f i -  
c i e n t s  x l ,  x 2 ,  ... x Equat ion (1)  w i l l  y i e l d  one 
c o n s t a n t  of i n t e g r a t i o n ,  which we t a k e  a s  t h e  i n i t i a l  
c o n d i t i o n ,  xo.  
n '  
Having a l l  t h e  c o e f f i c i e n t s  o f  e q u a t i o n  ( 2 )  w e  
have t h e n  o b t a i n e d  a r e l a t i o n  which r e p r e s e n t s  t h e  v a l u e  
o f  x w i t h i n  some i n t e r v a l  of t ime ,  A t .  
We n o t e  t h a t  xo i s  t h e  p o s i t i o n  o f  the system 
when A t  = 0 ,  and, by t a k i n g  t h e  t ime d e r i v a t i v e  o f  ( Z ) ,  
t h a t  x1 i s  t h e  v e l o c i t y  a t  t ime A t  = 0 .  
The o v e r a l l  o b j e c t i v e  i s  t h e n ,  having  assumed 
some i n i t i a l  & c o n d i t i o n ,  say  xo,  t o  o b t a i n  a r e c u r r e n t  
r e l a t i o n s h i p  of t h e  form 
- 
i+l - gCxi, x i - l ,  ... x 0' i , j  i a0 X 
s o  t h a t  we may compute, t o  any p r a c t i c a l  deg ree  o f  accu -  
r a c y ,  t h e  v a l u e  o f  x w i t h i n  some i n t e r v a l  A t .  A f t e r  
choos ing  t h i s  p a r t i c u l a r  A t ,  a new v a l u e  of x may be 
o b t a i n e d  by performing t h e  C o f  e q u a t i o n  ( 2 )  and t a k i n g  
t h i s  t o  be a new xo. We then con t inue  t h i s  p r o c e s s  s t e p  
' b y  s t e p  u n t i l  some v a l u e  tFINAL i s  reached .  
The advantage of t h i s  p r o c e s s  over  t h a t  of  t h e  
Runge-Kutta method i s  t h a t  i f  t h e  assumed s e r i e s  con- 
v e r g e s ,  a h i g h e r  o r d e r  o f  accuracy  may be o b t a i n e d  by 
s imply  computing more c o e f f i c i e n t s  v i a  t h e  r e c u r r e n c e  
formula .  There i s  no need t o  change t h e  b a s i c  form o f  
t h e  i n t e g r a t i o n  scheme. 
-.. 
2.2 ExamDle 
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We assume 
Consider the equation 
a 
x = x + 5  
n 
i=O 
x =  c X i A t  i 
so that 
n- 1 
1 
I 
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1 
1 
( 3 )  - - .  
( 4 )  
Substituting these last two equations into (3) yields, 
or 
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s o  that i f  we equate equal powers o f  At' ( i  = 0, 1, 2, 
. ; ., n - 1) one obtains 
i = O  
. - .  
(5) 
- xi 
'i+l + 
- - .  
Once a value of xo has been selected, the value of x1 
may be computed froin (5) and all succeeding coefficients 
(x2, x3,  ... x ) may be computed from ( 6 ) .  .- n- 1 
2 . 3  ConGe r g enc e 
We now address ourselves to the question of the 
convergence o f  the series solution ( 4 ) .  
If we let 
we recall that i f  
/ 
S = Limit Sn 
n+w 
exists, the series is said to converge to the value S .  
- - . -  
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The following theorems will be used to answer 
the question of convergence. 
THEOREM I 
The geometric series 
00 
v a 
L 
i=O 
(a = const) 
converges for [ A I  < 1. 
THEOREM I1 
If 
converges, then 
03 
xi A i  
i = O  
also converges. 
- - .  
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In order to prove the convergence of the series 
(4), we introduce E and x as arbitrary, positive, finite 
numbers. We wish to show that the inequality 
implies the validity of the inequality 
i+l 
IXi+ll L E 
(7) 
That  is, we will show that all values of lxil (i = 1, 2, 
3 ,  . . . ) are bounded provided xo is finite. Theorems I 
and I1 then will be invoked t o  prove the convergence of 
the series (4). 
To start the proof of convergence, we write 
( 6 )  as 
Substituting equation (7) into the above results in 
Substitution of (8) for the left-hand side of (9) results 
in either 
- i  
i+l 
XE < -  - i+l - XE 
or 
- i  
i+l 
XE < -  - i+l - XE 
For the sake of clarity in that which follows, we rewrite 
(9 ) ,  (lo), and (11) as . 
- i+l < A XE -
' A  (14) 
- i+l 
- X E  
Equations (12) and (13) yield no significant information 
concerning a relationship between Ix 1 and ?ci+'. How- 
ever, (12) and (14) demand that 
i+l 
., 
, , .  
s o  t h a t  a s u f f i c i e n t  c o n d i t i o n  t h a t  (8 )  h o l d s  t r u e  i s  
(14), and t h e r e f o r e ,  
- 
- i  
i+l 
- i+l > XE - 
I 
XE 
which we w r i t e  as 
S i n c e  i t  was assumed t h a t  x and E were p o s i t i v e  and non- 
z e r o ,  we must have 
. 
But ,  f o r  any i 3 1, 
1 
2 
< -  1 
i+l 
7 .  - (i - > 1 )  
which p u t s  a lower bound on E,  i . e . ,  we s h a l l  t a k e  
- - .  
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We have now proved t h a t  a l l  xi  a re  bounded p rov ided  
- -  
I f  w e  d e f i n e  x* a s  t h e  i n f i n i t e  s e r i e s  of  a b s o l u t e  v a l u e s  
o f  t h e  s o l u t i o n  s e r i e s  ( 4 ) ,  t h e n  
x* = lxol + 1x1 
02 = c  
i = O  . 
n l h t l  + . .. lxnl l A t  I + ... 
x i [  I A t l i  
Theorem I1 s t a t e s ,  however, t h a t  i f  ( 1 5 )  can be  shown t o  
b e  conve rgen t ,  t h e n  
00 
x = xi A t i  
i = O  
is  a l s o  conve rgen t .  Thus,  t h e  burden of  t h e  p roof  l i e s  
i n  showing t h a t  (15) i s  convergent .  To t h i s  end ,  w e  
s u b s t i t u t e  ( 7 )  i n t o  (15) t o  o b t a i n  
which,  by Theorem I i s  convergent  i n  t h e  d i s k  
We have now proved convergence f o r  the s e r i e s  
p rov ided  
and 
2.4 P r a c t i c a l  App l i ca t ions  
The b i g g e s t  a s s e t  o f  t h e  power s e r i e s  s o l u t i o n  
l i e s  i n  t h e  p r a c t i c a l  a p p l i c a t i o n  o f  t h e  method. That 
i s ,  one need n o t  was te  time on u s e l e s s  accuracy .  F o r  
example,  assuming t h e  series converges and t h e  i n p u t  
d a t a  i s  a c c u r a t e  t o  some 6, we now choose some va lue  of  
"n" i n  e q u a t i o n  (6)  and compute x l ,  x2, . . . xn- 1 
W 
x = x; A t i  
I 
i=O 
4 
1. 
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Exper ience  has  shown t h a t  
a lways - < xiAti ,  and t h e r e f o r e ,  t h e  s t e p s i z e  may be 
computed from, 
x . A t j  i s  p r a c t i c a l l y  
j = i + l  3 
- - ,  
or 
. 
Computing t h e  i n t e g r a t i o n  s t e p  i n  t h i s  manner g u a r a n t e e s  
a c e r t a i n  degree  of  accuracy  (assuming round-o f f  d o e s n ' t  
become u n c o n t r o l l e d  due t o  v e r y  long  i n t e g r a t i o n  t i m e s ) ,  
and a t  t h e  same t ime minimizes t h e  computer t ime f o r  
some p r e s c r i b e d  number o f  c o e f f i c i e n t s .  O f  c o u r s e ,  a 
d i f f e r e n t  v a l u e  o f  "n" may a l s o  d e c r e a s e  t h e  t ime 
r e q u i r e d  . 
The p r o c e s s  of i n t e r p o l a t i o n  a l s o  h a s  advantages  
o v e r  many o f  t h e  o t h e r  methods. I n  t h e  power s e r i e s  
approach ,  t h e  i n t e r p o l a t i n g  polynomia l  i s  a l r e a d y  a v a i l -  
W 
a b l e  (x = xi Ati) and one need o n l y  t o  s u b s t i t u t e  
i = O  
some v a l u e  o f  A t  t o  o b t a i n  x a t  any t i m e ,  s ay  A t * ,  where 
- A t  < At* < A t .  The r e s u l t s  w i l l  b e  a t  l e a s t  as accu-  
r a t e  a s  t h e  c a s e  where t h e  s t e p  s i z e  i s  A t .  
I .  
I. 
I 
I .  
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I n v e r s e  i n t e r p o l a t i o n  i s  a l s o  o b t a i n e d  by s imply  
i n v e r t i n g  t h e  polynomial  t o  y i e l d  a v a l u e  o f  At* f o r  some 
g i v e n  x. S i n c e  t h e  polynomial  can be i n v e r t e d  by i t e r a -  
t i v e  methods ,  t h e  r e s u l t s  can b e . a t  l e a s t  a s  a c c u r a t e  a s  
t h e  i n t e g r a t i o n  i t s e l f .  
. 
- - .  
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3 . 0  EVALUATION OF PARTIAL D E R I V A T I V E S  
We now address ourselves to the problem of 
obtaining expressions for the partial derivatives given 
i n  section 1.0. 
Many programs simply choose small increments 
in the orbital parameters (Ax, Ay, Az, A>, A), A’z), add 
these increments to the original parameters (one at a 
time) and numerically integrate to obtain, for example 
axe. Ax 
This procedure is very time consuming on a computer, and 
should be discardeh if possible. 
I n  the next section we describe a procedure for 
computing partial derivatives which is primarily a by- 
product of the integration scheme just discussed. 
3.1 General Concepts 
We start by considering the simple example o f  
section 2.2. The assumed series solution was (equation 2) 
x = x + x 
0 1 At + x2 At2 + ... xn Atn 
. c 
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Equations ( 5 )  and (6) show that we may write this last 
equation as 
(17) 
x = x + x1(xo)At + x2(xo)At 2 + . .. xn(xo)At 
0 
so that 
This  last equation represents ax/axo anywhere in the 
domain of convergence for At. A l l  that is required is 
t o  compute the partials ax /ax ax2/ax - - -  axn/axo, 1 0' 0' 
which are constants in the domain for At. 
(5 )  and ( 6 )  
From equations 
- -  - 1  
a x O  
(19) 
axO i + 1 axo 
... 
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The coefficients 3xi/axo (i = 1, 2, - - -  n) may 
be computed by (19) and (20) and hence, we now have only 
to choose a Lt and perform the summation of equation (18) 
to obtain axi/"oo at any time in the domain of convergence 
for At. Notice that it is not necessary to reevaluate 
the partial axi/axo (i = 1, 2, - - -  n) for every different 
time in the interval At. 
- -  
The advantages of this method become apparent 
with a little examination of the physical interpretation 
of (18) F o r  short arc orbit determination (15-20 minutes) 
it appears that if we assume a reasonable upper limit on 
the number o f  coefficients xn (say n < 3 0 ) ,  then only 
one evaluation of the various coefficient ax./ax 
(i = 1, 30) is required. The partials at any time in 
the domain of convergence may then be computed by simply 
assigning the required value to At and summing as shown 
in (18). This appears to be many times faster than 
other techniques used to get the required partial 
derivatives. 
1 0  
3 . 2  Convergence 
The proof of convergence for (18) is identical 
to that given for (2). Only the high-lights will be 
given here. Again, let &and x be arbitrary, positive, 
finite numbers. We wish to show that the inequality 
. r  
I .  
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implies the validity of the inequality 
for i > 1. From 20 - 
Substituting (22) into (23) ' gives the suffic-ient 
condition 
. 
- i  
X E  > -  - i+l XE - 
i+l 
From this point on the proof is identical to 
that given in section 2.3, and will not be duplicated. 
.. 
4.0 APPLICATION TO THE TWO-BODY ARTIFICIAL SATEL- 
L I T E  PROBLEM 
The f o l l o w i n g  f o u r  s e c t i o n s  a r e  devoted  t o  t h e  
a n a l y t i c a l  development o f  t h e  r e c u r s i v e  r e l a t i o n s  f o r  
appea r  t o  be a was te  of t ime,  t h i s  i n t e r m e d i a t e  s t u d y  
w i l l  y i e l d  a f e e l  of t h e  method; i t s  v i r t u e s ,  i t s  p i t -  
f a l l s .  I t  i s  a l s o  d e s i r a b l e  t o  app ly  a new and u n t r i e d  
method t o  a problem w i t h  a known c l o s e d  form s o l u t i o n ,  
s i n c e  t h i s  a i d s  i n  t e c h n i c a l  e v a l u a t i o n  and accu racy  
c h e c k s .  
t h e  two-body problem. While such  an  a p p l i c a t i o n  may . -  
The pr imary  concern i n  t h e s e  s e c t i o n s  i s  t o  
d e t e r m i n e  how f a s t  t h e  c o e f f i c i e n t s  converge  f o r  t h e  
assumed s e r i k s  s o l u t i o n  and t h e  s e r i e s  f o r  t h e  p a r t i a l  
d e r i v a t i v e s .  
4 . 1  The I n t e g r a t i o n  Formulae 
The e q u a t i o n s  o f  motion f o r  t h e  two body problem 
c a n  he  p u t  i n  t h e  form 
x = -  -lJx 
3 r 
- x  
r 
Y -  3 
.. z = -  - v =  
3 r 
where 
1 
I 
I 
i 
I 
o r  
2 + z  r 2 = x  2 + y 2  
p = constant 
Define 
- 1 
3 r 
A1 - - 
I 3 Alr = 1 
which yields 
. 
3A1+ + rA1  = 0 
Equations (25) and (26) can now b e  written in the 
following form: 
r+ = x i  + yq + 
P5d)  - - .  
rAl = -3A1; 
Assume the s o l u t i o n s  
. 
m 
i = O  
y =  C Yi t i  
m 
i = O  
z = C z Ati i 
m 
i = O  
r =  C 'i A t i  
m 
i = O  
A1= C al, i  A t i  
.. 
From t h e s e  w e  o b t a i n ,  t o  the  same powers o f  A t ,  
m 
i = O  
. 
z = C ( i + l )  z i t l  A t i  
and t h e r e f o r e  
m 
2 = 1 ( i + l )  ( i t 2 )  x i+2  A t ’  
i = O  
m 
‘ i= C .  ( i + l )  ( i + 2 )  z i + 2  A t ’  
i = O  
* .  
1 .  
1 
We now wish t o  o b t a i n  r e c u r r e n t  formulae f o r  
t h e  unknown c o e f f i c i e n t s  x i ,  y i ,  z i  , T i ,  and a l , i .  Note 
t h a t  t h e  e q u a t i o n s  t o  be solved a r e  second o r d e r ,  and 
hence s i x  c o n s t a n t s  o f  i n t e g r a t i o n  a r e  a t  ou r  d i s p o s a l .  
Choose t h e s e  s i x  c o n s t a n t s  t o  be xo, y o ,  2 0 '  X I ,  Y 1 '  and 
z (which cor respond t o  the  p o s i t i o n  and v e l o c i t y  a t  
t ime A t  = 0 ) .  
1 
I n  o r d e r  t o  o b t a i n  t h e  r e c u r r e n c e  formulae ,  w e  
u t i l i z e  t h e  fo l lowing  gene ra l  formulae :  
(: i = O  p i  At?(! 11= 0 q n  A t j  = n=O :(: i = O  pi  qn-$Atn 
. (31a) 
( 'c' ( i + l )  
n=O i = O  
Consider  e q u a t i o n  (27a) 
r; = xl; + y q  + zi 
- - .  
. ..
i I. 
From (31b) 
I 
A t ?  (? n=O rn A t 9  = 
where [ ] A t m + v  r e p r e s e n t s  some q u a n t i t y  t i m e s  A t  m+v . 
1 
S i m i l a r  e x p r e s s i o n s  e x i s t  f o r  x:, y q ,  and z i :  S u b s t i t u -  
t i o n  o f  t h e s e  r e s u l t s  i n t o  e q u a t i o n  (27a)  g i v e s  I 
I 
1 
i 
I 
I 
I 
8 
1 
i 
1 
n m 
A t n ]  + [ 3, A t m + v  - 
( i + l )  X i + l  X n -  i ) At.] [ ] A t m + v  
2 
- - .  
which we w r i t e  as 
I 
I 
I 
I 
I 
I 
I 
I 
I 
i 
I 
I 
8 
I 
I 
1 
c r n- i ) A t n  = 
+ z  i+l Z. n - i  ) A t g  +[ ] A t m + v  
5 
S i n c e  we have assumed o n l y  "m" t e rms  i n  t h e  s e r i e s  s o l u -  
t i o n ,  a l l  c o i f f i c i e n t s  of A t  m+u can  be assumed t o  be  
"ze ro . "  Equa t ing  t h e n ,  c o e f f i c i e n t s  o f  A t n ,  we o b t a i n  
n 
- 
'n- i ( i + l J  r i+l i = O  
- - .  
w .  
o r  
n: 1 
i = O  
r ( n + U  '0 rn+l  + C ( i + l )  ri+l n -  i 
- . ,  
which we w r i t e  as 
n-  1 
I 
I 
I 
e .  
+ 'i+l Z n - i  - r  i+l r l  n - i  
1 .  
1 
1. 
I 
D 
D 
1 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
which i s  t h e  d e s i r e d  r ecu r rence  formula f o r  t h e  r i .  
an i d e n t i c a l  manner,  one ob ta ins  t h e  fo l lowing  r e c u r r e n c e  
formulae f o r  e q u a t i o n s  ( 2 7 b ) ,  ( 2 7 c ) ,  (27d) and (27e ) :  
I n  
- - ,  
n-  1 
n 
i = O  ( n + l )  (n+2) Y , + ~  = -1.1 E al,i  Yn-i 
n 
i = O  
(r i+l)  (n+2) z ~ + ~  = -1.1 al, i  ' n - i  
4 . 2  The P a r t i a l  D e r i v a t i v e  Formulae 
The r e q u i r e d  p a r t i a l  d e r i v a t i v e s  were g iven  i n  
s e c t i o n  1 . 0 ,  and t h e  method o f  o b t a i n i n g  them fo l lows  
t h e  i d e a s  l a i d  down i n  s e c t i o n  3 . 1 .  
I .  
I 
1 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
1 
I 
I 
1 
I 
I 
R e c a l l i n g  t h a t  x o y  y o ,  and z o  r e p r e s e n t  t h e  
p o s i t i o n  a t  t ime A t  = 0 and x 1’ y l ,  and z1 t h e  v e l o c i t y  
a t  t ime A t  =- 0 ,  we w r i t e  
I n  t h e  i n t e r e s t  o f  compactness,  we p u t  t h i s  l a s t  r e s u l t  
i n  t h e  fo l lowing  f o r m :  
ax*. - 
ax* 
- -  
A l s o ,  s i n c e  t h e  p o s i t i o n  and v e l o c i t y  componen’ts a t  t ime 
A t  = 0 a r e  independent  o f  each o t h e r ,  we have 
Let  us now d e f i n e  c o e f f i c i e n t s  o f  A t m  t o  be  o f  
t h e  rnth o r d e r .  
t o  t h o s e  of e q u a t i o n s  ( 3 3 )  a r e  
The p a r t i a l s  o f  “zero”  o r d e r  i n  a d d i t i o n  
c ,  
I .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
The p a r t i a l s  of  ro can  be o b t a i n e d  from 
- - .  
which g i v e s  
- - -  
ax* 
X *  - 
‘0 
0 
. 
190 
For  a 
- 1 
- 3  
‘0 
190 
a 
which y i e l d s  
0 
T h i s  completes  a l l  z e r o  o r d e r e d  p a r t i a l s .  
FIRST ORDER PARTIALS 
I .  
i 
I 
I 
I 
I 
1 
I 
1 
1’ 
1 
1 
1 
I 
Equat ions  (33) g ive  some of t h e  f i r s t  o r d e r  p a r t i a l s .  
The remain ing  a r e  
ar, aa, , 
S e t t i n g  n = 0 i n  (32a)  g ives  
o r  
aYO 
y1 axJ; xo - + x1 - + 
’1 arl - - - - [  ax* ax* ax* ‘0 
y o - + z  a y l  - +  z o  - az l  - rl  51 
ax* 1 axR ax * ax* 
I t  i s  obvious  t h a t  s e v e r a l  o f  t h e  terms o f  (36) a r e  z e r o  
f o r  a g i v e n  x*. However, i n  t h e  i n t e r e s t  o f  u n i f o r m i t y  
and s i m p l i c i t y  o f  programming, we l e a v e  t h i s  l a s t  e q u a t i o n  
I 
I 
I . ..
I .  
1 
I o r  
i n  i t s  p r e s e n t  form s o  t h a t  one "DO" l oop  c a n  b e  deve loped  
f o r  a l l  p a r t i a l s  d e f i n e d  by ( 3 6 ) .  Th i s  t r e n d  w i l l  be  
c a r r i e d  on th roughou t  t h e  a n a l y s i s .  
S e t t i n g  n = 0 i n  (32b) g i v e s  
r a  - - 3 r l a l S 0  
0 1,l 
I 
I 
I 
Equat ions  (36) and ( 3 7 )  d e f i n e  a l l  remain ing  
f i r s t  o r d e r  p a r t i a l s .  
nth ORDER PARTIALS 
A l l  h i g h e r  o r d e r  p a r t i a l s  may be  computed by 
t a k i n g  t h e  p a r t i a l s  of  the  r e c u r s i v e  e q u a t i o n s  (32a)  - 
(32e ) .  YO I n  a l l  c a s e s ,  x* is  t o  b e  r e p l a c e d  w i t h  xo, 
2 0 '  X I ?  Y1' and 2 1 '  
-.. 
I .  For (32a)  
I 
I 
I 
I 
I 
I 
I 
I 
I 
+ z o - -  a z n + l  r 
ax* 
n -  1 ax,- i a x i + l  -
ax* n-  i 
+ x  i+l .ax* + ( i + l )  I x i = O  . 
.. 
For (32b) 
For (32c) 
,n-i . n-1 
i=O 'i+l ax* 
+ xn- i 
(39) 
I .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
For  (32d) 
+ aal, i 
.ax* Yn- i 
F o r  ( 3 2 e )  
3'1, i ) 
ax* n- i 
+ z  
I -  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
4 . 3 .  Convergence 
I n  t h i s  s e c t i o n  we wish t o  prove convergence - 
f o r  t h e  assumed s e r i e s  provided x 0 ’  Y O ’  2 0 ’  X I ’  Y 1 ’  z 1  
are  bounded and ro  # 0 .  We start w i t h  t h e  s e r i e s  f o r  t h e  
i n t e g r a t i o n  scheme. 
- - - -  
Define x, y ,  z ,  r ,  a ,  and E as  a r b i t r a r y  p o s i t i v e  
f i n i t e  numbers. Furthermore,  d e f i n e  f o r  a l l  n > 2 - 
1 
n ( n + l )  
k =  n 
To prove conyergence,  we want t o  show t h a t  f o r  any 
n > 2 ,  t h a t  t h e  i n e q u a l i t i e s  - 
,. 
(43) 
( 4 4 4  
- - .  
I .  
I .  
I 
I 
imply t h e  v a l i d i t y  o f  
I 
I , 
That  i s ,  we wish  t o  show t h a t  a l l  xn, yn ,  Z n ,  rn ,  and an 
a re  bounded p rov ided  t h e  i n i t i a l  c o n d i t i o n s  a r e  f i n i t e  
(45a) 
- - .  
and ro # 0 .  
invoked t o  complete  t h e  proof  o f  convergence.  
The theorems o f  s e c t i o n  2 . 3  may t h e n  be  
I We s t a r t  w i t h  equa t ion  (32a ) ,  which w e  w r i t e  a s  , 
I 
I 
I 
I 
I 
I 
I 
I .  
i 
1 
I 
I 
I 
I 
I 
I 
I 
1 
1 
1 
i 
1 
R 
I 
I 
I 
n- 1 ( 
- . .  
Substituting (44) into this 
. 
-I- 
-. 
+ 
- 
Y lY0 
(X2 + y2 
last result gives 
< - 
+ 
+ 
- 
Z 
-2 z 
-2 n+ 1 n-1 
r )  E: i=O c (i+ll kn-i 
which we write in abbreviated form as 
.. 
ki+l 
i .  
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
1 
1 
I 
I 
I 
I 
I 
Substitutini, (45d) into the last equation gives either 
or 
Equations (46a) and (46b) give no information concerning 
a relationship between rn+l, 
and (46c) deemand that 
and cn+l. But (46a) kn+l 2 
and therefore a sufficient condition that (45d) hold true 
is (46c). Substituting (43) into (46c) gives 
(47) 
. r  
n-1 
i=O 
+ [x2'+ y2 + 2' + 7'1 (n+2) (i+l) ki+l k n-i 
I .  
1 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
8 
I 
1 
I 
We now want t o  o b t a i n  some k ind  o f  l i m i t  on 
n- 1 
k i+l n - i  (n+2)  ( i + l ) .  k i = O  
Wr i t ing  
(n+2)  = ( i + 2 )  ( n - i + l )  - ( i + l )  ( n - i )  
t h e n  
n+3 \ i + 2  n - i + l  J 
or 
n-  1 .. 
n-  i (n+2) ( i + l )  ki+l  k i = O  
n - i + l  
i+l n-  1 
n-  1 n-.l 
= (i..o A) - i = O  c 
I 
i+l 
( i + 2 )  ( n - i + l . )  
.. 
I '  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
Using p a r t i a l  f r a c t i o n s  f o r  t h e  second member o f  t h e  
r i g h t  hand s i d e  
n- 1 
i = O  n - i + l  
- c (5 [ n+2 - 4) i + 2  
Not ing  t h a t  
n 
n+ 1 
n+ 1 
i = 2  i 
= c  1 n- 1 
i = O  n - i + l  
c 
and fu r the rmore  t h a t  
one o b t a i n s  t h e  r e s u l t  
B u t ,  f o r  any n > 2 - 
1 n-2 - 3 n-2 - + -  < 1 t - + - -  
i=l i 2 3 2 3 
1 
- 
s o  t h a t  
and t h e r e f o r e  
o r  
Substituting this result into (47) 
- - .  
To obtain a sufficient condition for (32b), we start by 
writing this equation as 
Substituting (45) into this equation gives 
. 
In the same way as before, a sufficient condition that 
C45) hold true is 
I .  
n- 1 
1 3 0  i=O 
- 
n- i + 4 al F (n+2) (i+l) ki+l k > 3 F a  ro  al - 
I 
Incorporating the previous results for a limit on the 
sum of the last member of this equation gives I 
I 
I 
I 
I 
I 
I 
I 
For equation, ( 3 2 c )  
n-1 
i=l 
- -  
+ al x E~ E ki kn-i 
. 
1 .  
1 
I 
I 
I 
I 
I 
I 
1 
I 
1 
I 
I 
I 
I 
i 
I 
I 
I 
and t h e  s u f f i c i e n t  c o n d i t i o n  i s  
n -  1 n+ 3 
n+l i=l 
- -  
C k i  k n - i  + al x -
We now o b t a i n  bounds on 
For  t h e  f i r s t  o f  t h e s e  
.. 
1 -  
i 
I 
I 
I 
I 
I 
I 
1 
I 
1 
I 
I 
I 
D 
I 
I 
I 
I 
To o b t a i n  a bound on t h e  remaining term, w e  w r i t e  
n-  1 n - 1  
i=l i=l 
(n+3) c k i  k n - i  = ( n + l )  ki kn-i 
I 
Consider  t h e  f i r s t  member of  t h e  r i g h t  hand s i d e .  Write 
and t h e r e f o r e  
- 1 1 
n+ 2 ( n - i + l  + k) 
I .  
I 
I 
I 
I 
1 
i 
I 
1 
I 
I 
I 
8 
I 
1 
I 
o r  
n-  1 n - 1  
n- i i=l i=l 
( n + l )  ki k 
i+l . .  
- 1 - 
n (n+ 2 )  i 
( 5 3 )  
i=l n-  i n - i + l  
W r i t i n g  
- - A) = ( n  n - 1  
i=l i it1 i=l :) 
n - 1  n - 1  
1=1 i=l i+l 
1 n - 1  n - 1  
1=1 i=l i ( i + l )  
and r e c a l l i n g  t h a t  
- n - -  1 
i=l i ( i + l )  n+ 1 
We o b t a i n  
- n- 1 - -  1 
n- 1 
1=1 i ( i + l )  n c 
which y i e l d s  
n - 1  n- 1 (T - -1->; n - 1 + 2  c 
i=l i+l i= 1 
n+ 2 1 
i 
- 
Consider  now t h e  l a s t  t e r m o f  ( 5 3 ) .  
n - i + l  
n-  1 
i=l n-  i+l i=l n -  i 
= n nkl (I - 
n - 1  
i=l n - i  
+ 2 c  - 
.. 
Noting t h a t  
n - 1  
i=l n - i + l  
= c  1 n-  1 1 n-  1 n - 1  l - x - a n d c  - 
i=l n - i  i=l i i=l i+l 
c - -  
one o b t a i n s  
n-  1' n - 1  
= n - l + 2  C - 
i=l n - i + l  i=l i 
and t h e r e f o r e  
However, f o r  any n > 2 - 
n-  1 
i=l i 
< n - 1  c -  - 
- - ,  
I 
which g i v e s  
1 
and a l s o  1 
n - 1  . 
i=l i < 2 ( n - 1  + 2 ( n - 1 ) )  
n - 1  + 2 C 
- 
n (n+2)  n (n+2) 
2 ( 3 n - 3 )  6 (n-1)  6 (n -1 )  
n (n+2) - n (n+2)  n 
< - < 
and t h e r e f o r e  
-. .  
., 
Finally, we now have that 
n- 1 
or 
10 n- 1 - < -  n+ 3 
n+l i=l 3 for n > 2 - C ki kn-i - 
. 
Substituting this last result and (52) into (51) gives 
10 - 5 - 
a11 > - v a1 1.01 (54 )  - -  - 2 5  X ( €  - -  - 18 al,O 18 
Symmetry gives, f o r  (32d) and (32e) 
- - 2 5  10 - 5 - - al) - F.l a1 lYol Y b  - -  1-1 al,O 3 18 18 
1.I a1 l z o l  (561 a11 ’ - 10 - 5 
3 
-
18 
- -  - 2 5  
lJ al,O Z ( &  - -  18 
Equations ( 4 9 ) ,  (SO), (54), (55) and (56) give the 
sufficient conditions for convergence of the assumed 
series so1u"iion. We must now show that these conditions 
are all compatible. 
I -  
I 
To begin with, ( 5 4 ) ,  (55) and (56) can always 
be satisfied by choosing E large enough and provided 
1 10 - al + -  5 18 lJ al,O 3 2 > + 
I 
Equation (50) can be satisfied provided 
4 
I 
1 
8 
I 
1 
t 
1 
1 
I 
I 
I 
I 
3 - 
< m r 0  
( 5 7 )  
(58)  
and al is sufficiently large. 
E somewhat larger for equation ( 5 7 ) .  Finally, (49) can be 
satisfied provided 
This may require choosing 
3 - r < 5 r o  
or provided (58) is satisfied, and by choosing z, 7 ,  
and 
( 5 4 ) ,  (55) and (56) can always be offset by choosing a 
larger E .  Thus, the sufficient conditions are all 
compatible. 
small enough. The smallness of X, 7 and Z in 
Knowing now the sufficient conditions such that 
all coefficients of the assumed series are bounded, we 
may simply follow the method of section 2 . 3  to show that 
the series are convergent. 
I ,  
- - .  
I .  
1 
~~ 
m L -  l l l t ;  - - - -=  I . ' lUUI U I  -11 +he L l l G  L U l l V b L & b I I b U  - ~ - - ~ n v m n n ~ n  f e r  thp p ' t i a l  
derivative series will not be demonstrated. The results 
of numerical computations suggest convergence, since the 
coefficients for the partial series converge just as fast 
(numerically) as the integration series. 
- - ,  
I '  
I .  
I 
1 
Numerical Applications 
In order to test the accuracy of the integration 
P 
4.4 
scheme, the following initial conditions were chosen. 
x = -3915.2321 km. 
y = +4802.5435 km. 
z = -3723.0849 km. 
k = -240.95718 km./min. 
= -331.63944 km./min. 
i = -169.31280 km./min. 
Using the value 
p = 1434978970.0 km3/min2 
the corresponding two body period is 
T = 100.5721745036 min. 
I .  
D 
1 
I 
I 
1 
1 
I 
I 
1 
I 
1 
I 
1 
I 
*I 
I 
I. 
I 
Twenty terms were a r b i t r a r i l y  t a k e n  f o r  t h e  assumed 
s e r i e s  s o l u t i o n ,  and t h e  d e s i r e d  accu racy  was lxlO-’ 
km. The i n t e g r a t i o n  s t e p  s i z e  was computed as g i v e n  
i n  s e c t i o n  2 . 4 ,  t h a t  i s ,  i f  we d e f i n e  Cmax t o  be t h e  
l a r g e s t  i n  a b s o l u t e  v a l u e  o f  x19, y19, and z l g ,  t h e n  
At1’ = lxlO-’ max C 
o r  
I A t  = 
lcmax j 
which gave v a l u e s  r ang ing  between 23 and 26 minu tes  f o r  
t h e  example c o n s i d e r e d  h e r e .  The v a l u e s  o f  t h e  c o o r d i n a t e s  
a f t e r  i n t e g r a t i n g  up t o  t he  p e r i o d  T were 
XT = -3915.2321 
= 4802.5433 YT 
zT = -3723.0849 
= -240.95718 jCT 
YT = -331.63946 
5,  = -169.31280 
. r  
- - .  
I .  
I 
1 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
Using a fixed At of 20 minutes for 5 steps and 
then one step with A t  = ,5721745036 yielded no diffe- 
rences to 8 significant digits in the initial and periodic 
coordinates. 
Several tests are available to check the accuracy 
of the partial derivatives. 
a matrix to be 
For the first test, define 
B =  
1 - - - - - - - - - - -  
I 
Now s u b d i v i d e  B s o  t h a t  
I 
I 
I 
I 
I 
I '  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
0 
where each of  t h e  b i j  i s  a 3x3 m a t r i x .  I t  can  be shown 
t h a t  i f  t h e  f o r c e  f i e l d  can be d e r i v e d  from a p o t e n t i a l  
which i s  con t inuous ,  t h e n  
Then from 
one o b t a i n s  
= I  T T $11 $ 2 2  - $ 1 2  4 2 1  
m rn 
1 - 6 6 = o  $ 1 2  $11 11 1 2  
, 
w .  
( 5 9 4  
- - .  
. I  
1 
= o  T T 6 2 1  8 2 2  - 8 2 2  6 2 1  
= I  T T b 2 2  %l - 821 6 1 2  
-.. 
i 
S u b s t i t u t i o n  o f  t h e  computed v a l u e s  o f  t h e  v a r i o u s  p a r t i a l s  
i n t o  (59a) g i v e s  t h e  fo l lowing  r e s u l t .  
i 
. 
+.999 999 8 7  + . O O O  0 0 0  0 2  + . O O O  0 0 0  09 
- . o o o  000  0 1  + . 9 9 9  9 9 9  9 7  - .ooo-000 0 2  
+ . O O O  000  0 1  - . O O O  0 0 0  0 3  + .999‘999 9 1  
T 
$11 $ 2 1  - 812 4 2 1  
A second t e s t  f o r  t h e  p a r t i a l s  i s  t o  u t i l i z e  t h e  
d e f i n i t i o n  o f  a p a r t i a l  d e r i v a t i v e .  For example. 
The increment  Ay was determined by t a k i n g  v a r i o u s  p e r c e n t a g e s  
of y l .  A sample r e s u l t  i s  shown i n  Table  I f o r  A t  = 1 0  minu tes .  
.. . . .  
I. 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
II 
i 
.I 
I 
I 
I 
Table I 
- - ,  
% Y o  ax S e r i e s  va lue  f o r  - 
a Y 1  
9 %  
5 
1 
.5 
.1 
. 0 5  
.01 
. 0 0 5  
. O O l  
. 0005  
. O O O l  
. 00005  
.00001 
. 000005  
-.18102203 
- .18318041 
- .18517090 
- .18540662 
- .18559297 
-.18561613 
- .18563463 
-.18563694 
- .18563879 
-.18563902 
- .18563920 
- .18563922 
- .18563925 
- ,18563925 
-.18563925 
. 
1 
5.0 APPLICATION TO THE ARTIFICAL SATELLITE PROBLEM 
WITH PERTURBATIONS DUE TO J J J 2 ' - - - 3 L 4  
The e q u a t i o n s  d e f i n i n g  t h e  motion o f  a c l o s e  e a r t h  
s a t e l l i t e  p e r t u r b e d  by t h e  zonal  harmonies J2, J3, and J4 
are  
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R = ear th’s  e q u a t o r i a l  r a d i u s  
J2  = second zonal harmonic 
J3 = t h i r d  zonal harmonic 
J4 = f o u r t h  zonal harmonic 
p = GM = (mass e a r t h )  x ( g r a v i t a t i o n a l  c o n s t a n t )  
r 2 = x 2 + y 2 + z  2 
From ( 6 2 ) ,  
and i f  we d e f i n e  
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A 7  = x A 2  
A s  = x A3 
A10 = Y Ag 
All = z A 2  
. 
A1, = z Ag 
A13 = z A5 
The equations to b e  solved are then, 
~ A ~ E  + r A ,  = o 
 SA^; + r A ,  = o 
( 6 4 i )  
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A,, = z A, + A2 k 
A,, = 2 A, + A3 k 
(651) 
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i; = - w A 1 y  + K 2 A 9 ( - 1 + 5 A 5 )  
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+ K4 A10 (1 - 1 4  As + 2 1  As)  
'i = - l~ A1 z + K 2  All ( - 3  + 5 A s )  
+ K3 A 2  ( - 3  + 3 0  A s  - 35 A 6 )  
+ K4 AIZ (5  - - 70 As + 2 1  As)  
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5.1 The Integration Formulae 
Assume the following solutions: 
x = 5 x i Ati 
i=O 
Ati 
z = 5 z i Ati . i=O 
r = 5 r Ati i i=O 
Then 
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Ati x = C (i+l) (i+2) xi+2 .. 
. 
Substituting equations (31), (66), and (67) into equations 
( 6 5 ) ,  we obtain the following recurrence formulae: 
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The P a r t i a l  D e r i v a t i v e  Formulae -- 5.2 
F o l l o a i n g  t h e  n o t a t i o n  o f  s e c t i o n  4 . 2 ,  one o b t a i n s ,  
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