Abstract
Introduction
The correctness of speed-independent and delay-insensitive circuits can be proved by only considering the sequencing of events and abstracting time as nondeterministic delays. However, the correctness of timed circuits depends on the actual values of event delays. Typically, timing behavior is specified by a set of delays that determine the time duration between the initiation and the completion of an event. This is the valid model for the gates in a circuit, in which gate delays denote the time between the enabledness of the gate and the actual change at the output.
The calculation of the language generated by a timed system is proven to be PSPACE-complete [1] , and demonstrated to be highly complex in several contexts such as real-time systems [1, 15] and asynchronous circuits [13, 9, 16, 18, 24, 27] . Difference bounds matrices [5] and decision diagrams [8] have been used to efficiently represent timed polyhedra. Even though these techniques have been combined with partially ordered sets [7] , the size of the untimed state space is still the major bottleneck for the analysis of highly concurrent systems. This paper proposes a novel approach that extends the applicability of the conventional methods based on symbolic reachability analysis to timed circuits. The approach is based on the following observation: the set of traces of a transition system can be covered by a set of marked graphs. Rather than calculating the exact timed state space, our approach performs an off-line timing analysis on a set of event structures that covers the traces leading to circuit failures. This timing analysis can be efficiently performed by using
McMillan and Dill's algorithm [20] . If some of the failure traces cannot be proven to be timing inconsistent, then the system is incorrect.
The idea of using event structures for timing analysis was already proposed in [17] . However, no algorithm was presented that can handle a general class of transition systems for verification.
The approach presented in this paper not only verifies the circuit, but also provides a set of timing constraints required for its correctness. For speed-independent circuits, the method does not involve any additional overhead with regard to the conventional symbolic methods (e.g. [10] ). In [21] , an approach with similar goals, but limited to the comparison of circuit paths that start at the same point, was proposed.
With a very naive implementation of a preliminary prototype, circuits with more than ½¼ untimed states have been verified in few minutes of CPU time.
Overview
This work presents a formal approach to verify that a circuit with certain timing constraints satisfies a given safety property È . The circuit is modeled by means of a timed transition system (TTS), , composed by an underlying transition system (TS), , and two functions, AE Ð and AE Ù , which associate minimal and maximal delays, respectively, to each event of the system. A given sequence of events of a TTS (a trace) is said to be timing consistent if it is possible to assign increasing time values to all the events such that their firing times are within the allowed bounds. The verification problem is posed in terms of the following language inclusion question: Ä´ µ Ä´Èµ [14] . The approach consists in building successive approximations of Ä´ µ starting from Ä´ µ, by adding relative timing constraints [26] in an iterative manner. We start from the TS ¼ and try to prove the inclusion Ä´ ¼µ Ä´Èµ by applying well-known symbolic model checking techniques [10, 12] . If this is true, then Ä´ µ Ä ¼µ ÄÈµ and satisfies È without any timing assumption. The verification succeeds. If È is not satisfied in some state, a trace that leads to a failure is generated. If the trace is timing consistent, then the system is incorrect, i.e. violates the required property. However, if the trace is not timing consistent, it can be used to refine the untimed state space and remove other inconsistent traces leading to failure states.
To do this, a suffix ¼ of the trace is taken and an event structure (acyclic marked graph) that covers ¼ is built. Timing analysis of the event structure is performed by using the algorithm in [20] .
The state space of the event structure is composed with the untimed abstraction of the system ¼, in such a way that at least the wrong trace is removed and no timing consistent trace is removed. A series of successive approximations of are constructed iteratively, with containment Ä´ µ Ä µ and monotonic convergence, Ä´ ·½µ Ä µ. At every step Ä´ µ ÄÈµ is checked. Verification stops successfully if the inclusion holds, or fails if a counterexample trace is found. Iterative approaches for the verification of real-time systems have also been presented in [2, 6] . The major novelty of the approach in this paper is the use of event structures to perform efficient timing analysis, and to incorporate the resulting timing information in the form of relative timing constraints.
An example
This section illustrates the verification approach by means of a simple example. Figure 1 depicts the TTS modeling a system. Figure 1 (a) shows its underlying TS, while Figure 1(d) shows the delay intervals of events , , and . The delay interval for the rest of events is ¼ ½µ. Figure 1 (e) depicts the state space of the system when the delays are taken into account. A crucial observation is that all traces that start and end at ×¼ can be covered by the two event structures depicted in Figures 1(b) and (c). Black states are covered by the event structure (b). White states are covered by the event structure (c). Grey states are covered by both.
Assume that the property to be verified indicates that event must always precede event in any possible trace after having visited state ×¼. It can be seen that the property holds in the timed state space. However, it does not hold in the untimed state space.
By exploring the state space of Figure 1 (a) we see that the property does not hold in state ×½¼ if fires before . A failure trace from ×¼ to ×½¼ followed by the firing of before can be generated (Figure 2(a) ). From this trace, an event structure with the same causality relations can be derived (Figure 2(b) ). Note that, in the event structure, is only triggered by but not triggered by . This corresponds to the causal relations derived from the trace, i.e.
is not enabled in ×½ and is enabled after having fired from ×½. By timing analysis, we find that and always precede . These timing relations are shown by dotted arcs. Such timing analysis is only valid for the causal relations expressed in the event structure, but it is not valid, for example, in the case when triggers . Figure 2 (c) depicts the state space of the event structure. Event is prevented to fire in some states, where its firing would be inconsistent with the timing analysis.
Finally, we incorporate all this information into the system ( Figure 2(d) ) by composing the original system and the event structure. An event structure being derived from a particular trace gives only partial behaviors of the original system. When the behaviors of the system and the event structure mismatch, the special symbol is used. Some states in the composed system are split into two instances depending on whether they are reached by traces matching (enabling compatible) the event structure or not (see states × , × , ×½½ and ×½¿). Figure 2(d) shows the resulting system. One can easily check that the set of traces is smaller than that of the original system, but larger than that of the actual state space in Figure 1 (c), and that only timing inconsistent traces have been removed. This first step has removed some wrong traces but not all of them. Figure 3 depicts one more refinement. In the resulting system all the wrong traces have been removed, which proves that the system satisfies the property. Although it is not generally true, in this case the final state space contains exactly the same traces than the actual state space shown in Figure 1(c) .
The following sections describe the theoretical aspects of the presented approach.
Transition systems
This section presents the main models used in the paper. Figure 4 shows the relationship among them. [4] A transition system´TSµ is a quadruple In the sequel, we will only consider transition systems with the following properties: Ë and ¦ are finite.
Definition 3.1 (Transition System)
between any pair of states). With an abuse of notation, the expressions × ¾ , × × ·½ ¾ , × ¾ , × ·½ ¾ , etc, will be often used to denote the fact that different fragments of a sequence belong to a run. Time is incorporated to transition systems by assuming that transitions happen instantaneously, while minimal and maximal delay bounds restrict the times at which they may occur. [15] A timed transition system´TTSµ is a triple 
Definition 3.5 (Timed Transition System)
The previous definition characterizes those runs which are possible according to the delay bounds of the system. The time stamp Ø ·½ is assigned to state × ·½ and corresponds to the firing time of event along . Similarly, Ø corresponds to the enabling time. Thus, the firing time of an event only depends on its enabling time plus certain delay amount within the bounds.
Next, lazy transition systems [11] are introduced. The notion of laziness explicitly distinguishes among the enabling and the firing of an event, assuming certain implicit delay between them.
Definition 3.7 (Lazy Transition System)
A lazy transition system´LzTSµ is a five-tuple Notice that a TS is just a particular case of LzTS in which both enabling and firing regions coincide for all the events. 
Traces and languages
A common semantics that unifies all the models above can be defined in terms of traces. Based on traces, we will derive several notions that formalize our refinement approach for verification. This flow, depicted in Figure 5 , covers the contents of Sections 4 and 5.
We extend the usual notion of trace [19] by associating the set of enabled events to the firing of each event in a run. Thus, each element of the trace keeps track of which events are enabled and which event fires at each step. Remark: Henceforth, and for the sake of simplicity, all events in a trace will be assumed to be distinct. This assumption can always be enforced by renaming different occurrences of the same event. This renaming does not affect the validity of the theory presented in this paper. 
Lemma 4.4 Let
The proof directly follows from Definition 4.3.
The following definition is the cornerstone of the verification strategy presented in this paper.
Definition 4.5 (Enabling-compatible trace mapping)
Let
The mapping of onto ¼ is a function that preserves the enabledness of the events in ¦ ¼ . Initially, the events enabled in ¼ ½ must also be enabled in ½ (initialization condition). Next, the events of ¦ ¼ enabled along and ¼ must be the same (projection condition). Moreover, may fire events that are not relevant to ¼ (when Ñ Ô´ µ Ñ Ô´ ·½µ in the firing condition). Since the firing time of an event only depends on its enabling time and its delay (see Section 3), this notion will allow us to apply the timing analysis of ¼ to in the fragment Ø. . Clearly, enables in , whereas is enabled by in ¼ .
The notions of enabling interval and timing-consistent run with respect to a pair of functions AE Ð and AE Ù that assign min/max delays to the events (see Definitions 3.4 and 3.6 respectively), can be naturally extended to traces. From this extension it can be easily proved that a trace defined by a timing-consistent run is also a timing-consistent trace with AE Ð and AE Ù .
The following is the main theoretical result of this work. The previous theorem states that the timing analysis of a trace can be reduced to the timing analysis of those events that are causally related (events in ¦ ¼ ). Therefore, the events that are concurrent with all the events of ¦ ¼ can be abstracted out. Hence, the timing analysis for one trace can be applied to all those traces that have the same causality relations among the events in ¦ ¼ .
Event structures
This section presents the basic theory on causal event structures and their traces. Event structures are the only object for which we perform timing analysis, which is rather simple because event structures are acyclic. Taking an event structure which partially specifies the behavior of the original system, we map the timing constraints back to the system behavior by means of composing the system and the event structure.
Definition 5.1 (Causal event structure) [22] A causal event structure´CESµ, Ë
A causal event structure is usually depicted as a Hasse diagram (Figure 8(a) ). That is, an event is enabled by a prefix if all the predecessor events (according to ) are in but is not. 
Definition 5.2 (Words and prefixes)

Timing analysis on event structures
CESs with timing assumptions can be derived from traces with events annotated with minimum and maximum delay bounds (see Definition 5.5). These assumptions are captured by the notion of maximal separation time between the events of a CES. The maximum separation time of two events ½ and ¾ is computed as the maximum difference between their firing times, provided any possible assignment of delays to the events in the graph:
Ë Ô Ñ Ü´ ½ ¾µ Ñ Ü Ǿ ½µ Ǿ ¾µ for any delay assignment , where Ø denotes the firing time of the event.
A simple and efficient algorithm for the calculation of the maximal separation between events of a CES can be found in [20] . We can use this information to analyze whether two events are ordered in the time domain, i.e. ½ precedes ¾ if Ë Ô Ñ Ü´ ½ ¾µ ¼ .
It is important to point out that the minimum delay bound for all the source events of a CES is conservatively set to 0, given that the prehistory on the enabledness of the events is unknown. With this strategy, timing analysis is still exact in case the CES has only one source event, since the relative firing order of all other events does not depend on the enabling time of their common predecessor. 
Incorporation of relative timing constraints
This section describes how to refine the set of traces produced by a lazy TS by considering the timing constraints coming from event delay bounds. The timing constraints are derived by the analysis of a causal event structure corresponding to an eligible trace of a lazy TS in the untimed domain. The refinement is performed through the parallel composition of a LzTS and a LzCES. Defining the parallel composition requires both descriptions to be represented in a uniform way. To satisfy this requirement we first introduce a state-based representation for CESs.
State-based representation of a CES
Form a causal event structure one can obtain an underlying transition system. This process relies on the notion of configuration, which plays the role of global state.
Definition 6.1 (Configuration)
¦ is a configuration iff is left-closed, i.e.
¾ all predecessors of by are in .
Clearly, every prefix of word a in CES is left-closed and hence defines a configuration which is reached by firing the events from . Consideration of all possible words and their prefixes gives the set of reachable configurations, , where the initial configuration due to the empty prefix ¼ is denoted by . The set of reachable configurations together with a partial order defines a graph of reachable configurations. The following statement shows that in CES a configuration is uniquely defined by the set of enabled events. [23] In the sequel we will indistinctly use configurations or their enablings to characterize the states of a CES. Based on this one-toone correspondence instead of a graph of reachable configurations one could consider an isomorphic graph of reachable enablings (Figure 8(c) ).
Theorem 6.3 (Configurations and enablings)
Refining the reachability space by timing constraints
At this moment we have two objects at hands: a lazy TS , and another lazy TS obtained from an event structure Ë . Ë is derived by a particular trace of (actually by an appropriate suffix, see Figure 5 ), thus giving only a partial specification of the behavior of . Ë is refined through the exact timing analysis yielding the lazy TS .
Refining the behavior of by the timing constraints incorporated in can be done by calculating the enabling-compatible product of and , which is a particular case of transition system product under the restrictions of making synchronization by the same transitions and the same enabling conditions.
For sake of simplicity, before introducing the product rules we will add the special configuration to . denotes the fact that the product is not synchronizing with the state space of the CES and, therefore, no timing analysis is applied for the involved traces. 
Staying inside the timed domain Transition Conditionś
Inside1 corresponds to the condition in which does not synchronize with . Here the enablings of state must be preserved, i.e. the firing of cannot disable or enable events in ¦ .
For inside2, both and make a synchronized move which might affect the events from ¦ in exactly the same way: if ¾ ¦ becomes enabled in due to this move, it should also become enabled in , and vice versa.
Exiting or staying outside the timed domain
Transition
Conditionś
It can be shown that, in the enabling-compatible product, only the traces of the original TS which are enabling compatible with the event structure are refined. This refinement excludes the traces which are timing inconsistent with respect to timing constraints coming from the event structure. All other traces are not changed, thus guaranteeing the conservativeness of the approach.
Algorithm for timed verification
Timing refinement
The verification problem can be solved by checking the language inclusion Ä´ µ ÄÈµ of a timed system described by a TTS and a property described by È . Figure 9 shows the timed verification procedure. The function untimed verification checks whether a trace violating È is present in ¼ . If such a trace exists, a finite prefix, , demonstrating the wrong behavior is returned. This prefix is checked for timing inconsistency by building and analyzing the corresponding event structure (procedure build event structure. If no event structure can disprove the feasibility of the trace the verification returns as an example of violation of È . Otherwise the system is refined through the composition with an event structure.
The timed verification procedure does not depend on any particular implementation of the untimed verification function. We have implemented, however, an approach based on efficient symbolic model checking techniques [10] . Basically, we explore ¼ looking for failure states where È is violated. Then, a backward traversal is performed to generate a trace, leading from the initial state to the failure, reproducing the discrepancy with È . Consider the trace Ü Ü Ý for the TS of Figure 1 (a) and assume the delay bounds specified in Figure 1(d) . Recall that in this example, the property being verified says that must always fire before .
Timing analysis of failures
The shortest possible suffix is given by the trace Ý , from which the event structure of Figure 10(a) is derived, according to Definition 5.5. The timing analysis can conclude nothing about the occurrence order of events and , since both can fire concurrently. Therefore the algorithm continues by moving one step backwards along the trace and repeats the same process again. Figure 10 depicts the three attempts needed to find the shortest sufficient suffix of the original trace. According to it, timing analysis concludes that and occur before (and consequently before ). This is shown by the dashed arcs in the lazy event structure of Figure 10(c) .
The function build event structure builds the shortest suffix ¼¼ of the trace returned by the untimed verification procedure
such that the timing analysis shows a timing inconsistency with the delays imposed by . An event structure Ëis constructed by using the causal relations of the events in ¼¼ .
Function timing consistent performs timing analysis over the Ë . It implements the algorithm described in [20] for timing analysis of an acyclic graph of events with min/max delay constraints.
If the trace is not timing consistent, function compute lazy arcs also extracts a set of relative timing constraints from Ë , i.e. a set of additional orderings between the events of ¼¼ imposed by the delay bounds. These new constraints are added to the initial Ëas lazy arcs by function add lazy arcs. The resulting lazy event structure Ä Ë models only those orderings of the events of ¼¼ which are timing consistent with the delays imposed by .
Incorporation of constraints
Finally, we develop the composition algorithm that implements the enabling-compatible product between ¼ and a lazy CES, Ä Ë, which derives ¼¼ by removing from ¼ all traces contradicting the timing orderings of events in Ä Ë. Thus Ä´ ¼¼ µ Ä´ ¼ µ. The resulting ¼¼ is a new lazy TS where: The state space may be split in two parts: one following the enabling orders of the events in Ä Ë , and the other one where the enablings are not followed. The former corresponds to the state subspace where the constraints imposed by Ä Ë apply (the timed subspace). In the latter, Ä Ë does not apply (the untimed subspace).
In the timed subspace, some events are prevented to fire when they are enabled. More precisely, the composition with Ä Ë allows only those firing orderings which are consistent with the timing analysis.
Correctness
The correctness of the timed verification algorithm is guaranteed by the following facts:
(i) The language of the TTS being verified is a subset of the language of the initial untimed abstraction (its underlying TS). This condition is proved by Lemma 4.4.
(ii) Conservativeness: the compose function does not remove any trace which is timing consistent with the delays AE Ð and AE Ù of the verified TTS. This is guaranteed by the composition rules of the enabling-compatible product (see Section 6.2).
(iii) Convergence: for a particular class of systems the verification requires only few refinements to converge (more details in next section). For the general class of systems a pre-defined upper bound on the number of refinements can be imposed. This could produce false negatives during verification. However it is in full correspondence to the conservative nature of the suggested approach.
Convergence
Each composition step of the original LzTS ¼ with the lazy event structure Ä Ë implicitly performs an unfolding of ¼ separating traces that are enabling compatible with Ä Ë and those which are not.
The convergence of the refinement procedure for the class of Marked Graphs is guaranteed by the known results on termination of separation times analysis in a finite number of unfolding iterations [16] . Nevertheless the upper bound on the number of iterations could be quite high (depends on the ratio of critical and sub-critical cycles). This is an inherent limitation of exact separation analysis and, for practical applications, it is better to work with pre-established separation bounds and do not unfold beyond those bounds. Though it gives only conservative verification, an acceptance of pre-defined upper bounds seems to be a reasonable option because the largest class of systems for which the separation times analysis could be performed exactly are free and unique choice systems [16] (beyond them the calculation of separation times is inherently conservative).
However there is an important practical class of systems for which the refinement procedure is especially simple and is exact for few unfolding iterations. The characterization of this class is done in terms of the so-called nodal states. Nodal states are natural points from which the timing analysis is convenient to start. Any event enabled somewhere in a path to a nodal state must fire before reaching this state and, hence, timing analysis from a nodal state does not depend on the prehistory of the process behavior. We will call a TS in which every trace passes through at least one nodal state as strongly synchronized. Note that the requirement of breaking traces by a set of nodal states is essential here because it is easy to construct an example of TS with choices, in which different branches of a choice would have different nodal states and none of them could serve as a "global synchronizer" for the whole TS. For strongly synchronized TSs, timing analysis can always be performed on event structures with only one source node. Thus, timing analysis can be exact in those cases (see section 5.1).
In the TS in Figure 1 , states ×¼, ×½ and ×½¿ are nodal, this TS has no conflicting events (no choice) and therefore each nodal state is a "global synchronizer" because it breaks all the TS cycles.
In a strongly synchronized TS, given a faulty trace with an "improper" ordering of the pair of events and , checking the timing consistency by and might be reduced to the analysis of the suffix Ø starting from the nodal state closest to and .
By Ø one can construct the corresponding CES to check whether and might occur in the order they have in . However in case of cyclic behavior, might continue in such a way that the first Ò occurrences of events and satisfy the checked properties while their Ò· ½occurrences have an "improper" ordering. The nice feature of strongly synchronized TS is that timing analysis made for trace can be equally applied for "later" occurrences of and because the analysis, started at a nodal state, does not depend on prehistory. Therefore timing inconsistency of implies also timing inconsistency for any cyclic unfolding of , from which it immediately follows the exactness and convergence of the suggested procedure for verification.
The practical significance of the class of strongly synchronized TS could be shown by analyzing the known set of asynchronous benchmarks: more than 80% of the specifications are strongly synchronized.
Beyond the class of strongly synchronized TSs our verification procedure would be conservative in general. Still in many cases it might require just few iterations in unfolding the TS to reach the exact separation analysis. For example, [3] shows the fast convergence of separation times analysis for pipelined specifications, which are inherently not strongly synchronized.
Experimental results
A naive prototype of the proposed method has been implemented by using state-of-the-art symbolic BDD-based techniques for reachability analysis.
The following experiments have been performed on a set of specifications given as Signal Transition Graphs. A speedindependent complex-gate implementation (i.e. one complex gate per output) of each specification has been obtained by using petrify. The complex gates have been decomposed and mapped into a library with only 2-input gates (NAND2, NOR2 and inverter). Conventional decomposition for synchronous circuits has been used for technology mapping (map command in SIS). None of the examples were hazard-free under the unbounded delay model after decomposition.
Next, the following interval delays were assigned to the events of the system: ¼ ½ ½ for inverters, ½ ¿ ½ for NAND2/NOR2 gates and ½½ for the events produced by the environment. The property verified for each circuit was absence of hazards with the given delays. Formally, the property was modeled as semi-modularity for each event. The composition of the environment with the circuit defines the transition system that must be verified. Although most specifications were marked graphs (choice-free Petri nets), the transition system obtained after the composition with the circuit manifested a great variety of causality relations among the events (OR, AND and complex combinations of both) produced by the funcionality of the gates. Table 1 reports the obtained results. Columns ¦ and Ë contain the total number of signals (outputs are shown in parenthesis) and states of the specification. Columns and ËÙ indicate the number of gates and the number of untimed states of the circuit.
Column Ë indicates the number of untimed failure states (only failure states reachable from non-failure states are generated). The column Ì indicates the number of event structures (timing constraints) generated for timing analysis. This corresponds to the number of iterations of the algorithm. The column indicates whether the circuit is correct or not. Finally, CPU times are given in seconds.
The results show that, even with a naive implementation, systems with more than ½¼ untimed states could be verified. The computational cost of the algorithm highly depends on the number of timing constraints required to refine the untimed state space. Some heuristics to improve the strategies to select adequate event structures will be explored in the future. The three largest examples were proved to be hazardous. Only few iterations were required to find an erroneous trace. On the other hand, some circuits required a lot of timing constraints to prove its correctness (e.g. ram-rd-sbf and mr1). We believe that many of these constraints can be redundant and simplified when considering the complete set of constraints as a whole.
In the future we intend to implement clever strategies for state encoding, variable ordering, state traversal, etc, that should produce tangible improvements on the size of the systems that will be handled by the tool. We also want to explore strategies to simplify the set of constraints required for correctness.
Conclusions
We believe that the conventional symbolic methods for reachability analysis can be efficiently extended for timed systems. In this paper we have presented the basic theory and some preliminary experiments for the verification of timed circuits.
Even though timed systems have an inherent delay for each event, it is evident that, in practice, many of the timing constraints imposed by these delays are not required for the correctness of a system. The proposed approach is not only useful to verify correctness, but also to backannotate the set of timing constraints that have been used to prove it. These constraints correspond to the timing arcs derived from the analysis of event structures. This information is crucial in frameworks in which synthesis and verification are iteratively invoked to design systems that must meet functional and non-functional constraints.
The fact that timing analysis is performed by event structures, while verification can be performed in systems with any type of causality relation, opens the door to symbolic analysis. This can be achieved by using techniques similar to those proposed in [3] and based on quantifier-free Presburger arithmetic [25] .
