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Local Solute Sinks and Sources Cause Erroneous 
Dispersion Fluxes in Transport Simulations with 
the Convection–Dispersion Equation
Andre Peters,* Sascha C. Iden, and Wolfgang Durner
The convection–dispersion equation (CDE) is the most widely used model for 
simulating the transport of dissolved substances in porous media. The disper-
sion term in the CDE lumps molecular diffusion and hydromechanical dispersion 
into an effective diffusive solute flux. This is possible by describing hydrodynamic 
dispersion with Fick’s first law of diffusion. We critically analyzed this concept for 
specific water flow situations where the solute concentration is locally increased 
by processes like root water uptake or water evaporation. The local accumula-
tion of solutes in these situations leads to high concentration gradients and a 
dispersive solute flux component opposite to the direction of the water flux. This 
is physically wrong because it assumes that molecules or ions are moving against 
the flow direction by dispersion. The aim of this study was to investigate the 
magnitude of the resulting error by means of numerical modeling. We simulated 
solute transport from a groundwater table to a bare soil surface during steady-
state evaporation using the HYDRUS-1D code. The simulations showed that in the 
region where dissolved substances accumulate due to the transition from liquid 
water to vapor, the resulting incorrect dispersive flux against the mean transport 
direction can reach the same order of magnitude as the convective solute flux. 
Under such conditions, application of the CDE is questionable.
Abbreviations: CDE, convection–dispersion equation; PDI, Peters–Durner–Iden.
Macroscopic modeling of solute transport in porous media is usually done with the 
convection–dispersion equation (CDE) (Vanclooster et al., 2006). The CDE is frequently 
applied at a large variety of scales, ranging from the centimeter scale in packed laboratory 
columns to the kilometer scale for problems of solute transport in groundwater (Hunt et 
al., 2011). The mathematical derivation of the CDE distinguishes three solute transport 
processes: (i) convection due to macroscopic transport of the solute with the mean veloc-
ity of the liquid phase; (ii) diffusion due to random movement of the single molecules 
within the liquid phase (molecular diffusion); and (iii) hydrodynamic dispersion due to 
uneven velocity in the flow field (Bear, 1972). The latter can be attributed to three causes: 
(i) variation of the flow velocity within single pores leads to the highest transport velocity 
at the center and zero velocity at the pore walls; (ii) pores of different size have different 
mean flow velocities; and (iii) solute molecules and ions have different path lengths on 
their tortuous flow path in the porous medium (Bear, 1972). Since dispersion is eventually 
caused by micro-convection, its extent depends on flow velocity, and there is no dispersion 
if water does not move. Due to diffusion, the single molecules will move randomly through 
the flow field of the moving liquid and thus “experience” different flow velocities (Flühler 
et al., 1996). According to the central limit theorem (Scheidegger, 1954), this will lead 
to a macroscopic spreading of concentration peaks toward a Gaussian distribution if the 
transport distance is sufficiently long. Therefore, dispersion is usually described with the 
same mathematical model as molecular diffusion and both processes are lumped together 
into an effective diffusion–dispersion coefficient (Jury and Horton, 2004, p. 228).
The dispersive solute flux depends on the solute concentration gradient and the flow 
velocity. In general, the hydrodynamic dispersion coefficient, Ddisp (cm2 d−1) can be for-
mulated as a function of the mean flow velocity by Ddisp = lvb (Biggar and Nielsen, 1976), 
with l (cm) being the so-called dispersivity or dispersion length, v (cm d−1) being the 
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mean water flow velocity, and b (dimensionless) being an empiri-
cal coefficient. For simplicity, b is set to unity in almost all model 
formulations of the CDE. Because the dispersivity is determined 
by the geometry of the water-filled pore space, it is regarded as a 
material constant.
Describing the dispersion process as apparent diffusion 
has been justified in many investigations of solute transport 
(Vanderborght and Vereecken, 2007). Because it is just an approx-
imation of the real transport process, it is well known that the 
applicability of the concept is restricted to situations where the 
transport distance is large enough with respect to the dispersion 
length so that the central limit theorem is applicable (Bhattacharya 
and Gupta, 1983).
Several studies have been conducted that question the general 
usability of the CDE for solute transport in porous media (see, 
e.g., Cortis and Berkowitz [2004] and the literature cited therein). 
One critique is directed toward the fact that the dispersivity, 
which is assumed to be a material constant, is in fact highly scale 
dependent (e.g., Silliman and Simpson, 1987; Gelhar et al., 1992; 
Vanderborght and Vereecken, 2007). In their review of dispersivi-
ties in groundwater systems, Gelhar et al. (1992) derived as a rule 
of thumb that the dispersivity is approximately 10% of the trans-
port distance. A similar result was found by Vanderborght and 
Vereecken (2007) for variably saturated soils. Another critique is 
that for heterogeneous and seemingly homogenous soil properties, 
an early and late arrival of solutes is sometimes observed, which 
cannot be described by Fick’s law. This is often called “non-Fickian” 
transport (e.g., Levy and Berkowitz, 2003) and might be caused by 
preferential flow. Solutions for this problem are, e.g., using (i) the 
mobile–immobile concept (van Genuchten and Wierenga, 1976), 
(ii) the dual permeability concept (Gerke and van Genuchten, 
1993), (iii) ensemble-averaged CDE or stochastic perturbation 
approaches (see Dagan and Neuman, 1997), or (iv) random walk 
particle tracking approaches (e.g., Cortis and Berkowitz, 2004). 
Column experimental studies with unsaturated porous media 
revealed that the dispersion length might also depend on water 
content (e.g., De Smedt and Wierenga, 1984; Toride et al., 2003). 
A solution is to account for this dependency in the model (Toride 
et al., 2003). However, due to its simplicity and the availability of 
analytical solutions for simple cases, the CDE is widely used to 
predict solute movement in saturated as well as variably saturated 
porous media. We like to stress that in all the above-mentioned 
solutions, except for some special cases of random walk particle 
tracking in which non-Gaussian perturbances are used, there is 
always a dispersion term that is formulated in the same mathemati-
cal way as molecular diffusion.
In this study, we focused on the following fundamental differ-
ence between diffusion and dispersion: Dispersive flux is caused by 
the fact that ions and molecules are moving faster or slower than 
the mean flow velocity due to uneven velocity in the flow field, but 
the molecules will never move against the macroscopic flow direc-
tion by dispersion. In contrast, diffusion leads to transport along 
and opposite to the macroscopic flow direction. Under certain 
conditions, this difference can lead to fundamental inconsistencies 
when using the CDE for solute transport simulations. Examples of 
that are (i) a local increase in solute concentration due to vaporiza-
tion of liquid water at or below the soil surface or due to root water 
uptake with solute exclusion and (ii) a local decrease in the liquid 
solute concentration due to decomposition of organic solutes. The 
latter might also lead to a local increase in the reaction product 
(metabolite), which subsequently undergoes solute transport.
Figure 1 schematically illustrates the two basic cases discussed 
above. Consider an initially homogeneous concentration (black 
dashed line) with the macroscopic water flux directed upward. If 
there is a local increase in the concentration (yellow line), diffu-
sion and dispersion will lead to a matter flux from the solute peak 
toward the surrounding depths with lower concentrations. The 
induced calculated dispersive flux, which is directed opposite to 
the main water flow direction (in this case downward) is physically 
wrong because it assumes that molecules are flowing against the 
flow direction. Similarly, if there is a local sink (blue line), diffu-
sion and dispersion will be directed from the surrounding toward 
the lowest concentration. Again, a dispersive flow against the main 
water flow direction will be predicted.
Fujimaki et al. (2006) conducted evaporation experiments 
with soil columns and allowed salt accumulation at the surface. 
They showed that the use of the CDE to simulate these experi-
ments led to a wrong dispersion of the solute against the f low 
direction, which significantly delayed predicted salt accumulation 
at the soil surface. As a workaround, the dispersivities at the top 
2 cm of the soil columns were reduced to better match the mea-
sured concentrations by the simulation. We note that although 
smaller dispersivities reduce the error of the transport model, the 
wrong dispersive flux against the flow direction remains.
The aim of this contribution was to critically analyze the CDE 
with respect to its inconsistency for modeling solute transport in 
Fig. 1. Schematic illustration of the problems resulting from describ-
ing hydrodynamic dispersion with Fick’s first law. Black dashed line: 
initially homogenous concentration; yellow line: a solute source leads 
to an increase in concentration at a certain depth; blue line: a solute 
sink leads to a decrease in the concentration at a certain depth. Yel-
low and blue dotted lines indicate locations of solute source and sink, 
respectively. The induced upstream dispersive flux (Jdisp) (in this case 
downward and in red) is physically wrong.
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variably saturated soils with local accumulation of solutes. We 
focus on the case of a local increase in concentration as an effect 
of the evaporation of water within the soil profile.
Theory
Modeling Water Flow
Coupled flow of liquid water (qliq [cm d−1]) and water vapor 
(qvap [cm d−1]) was simulated using the HYDRUS-1D code 
(Šimůnek et al., 2013). The soil hydraulic properties, i.e., the soil 
water retention function q(h) and the hydraulic conductivity 
function K(h), where q (dimensionless) is the volumetric liquid 
water content, h (cm) is pressure head, and K (cm d−1) is the liquid 
hydraulic conductivity, were described with the Peters–Durner–
Iden (PDI) model (see Peters, 2013, 2014; Iden and Durner, 2014). 
In contrast to classic models of the soil hydraulic properties like 
the models of van Genuchten–Mualem (van Genuchten, 1980; 
Mualem, 1976), the PDI models assume liquid water retention and 
flow in capillaries and films and edges. In the dry range, water 
content decreases linearly on the semi-logarithmic scale toward 
zero at pF = 6.8 [pF = log10(−h [cm])], which corresponds to oven 
dryness. For details, see the original papers.
Isothermal vapor f low is modeled in HYDRUS-1D as 
described by Saito et al. (2006). Phase transition from the liquid 
(q) to the vapor phase (qvap) and vice versa is modeled under the 
assumption that both phases are in instantaneous local equilib-
rium. The underlying theory and the equations for calculating 
the fluxes of liquid water and water vapor are given in Nassar and 
Horton (1992).
The simulations in this study were performed for a coarse 
sand. Retention and conductivity data of a soil sample have been 
determined with the evaporation method, as described by Peters 
et al. (2015). The soil hydraulic functions and the isothermal vapor 
conductivity function are shown in Fig. 2. The hydraulic functions 
were obtained by fitting the PDI model, with the van Genuchten 
(1980) function representing the capillary water fraction, to the 
measured data using weighted least squares regression.
We simulated water f low from a static groundwater table 
located at two different depths (L = 150 and 300 cm) to a bare 
soil surface with constant atmospheric demand. At the lower 
boundary (z = L), a Dirichlet boundary condition with pressure 
head h = 0 was used. The upper boundary was a system-dependent 
boundary with a prescribed flux density of 1 cm d−1. This flux was 
maintained until the pressure head at the top boundary reached 
a pF of 6. This value corresponds to a relative humidity of 48% at 
a temperature of 20°C. When this value was reached, the bound-
ary condition was switched to a Dirichlet condition with pF = 6. 
The initial condition was set to a hydrostatic pressure head distri-
bution with h = 0 at the bottom. The simulation was continued 
until steady-state conditions were reached, as indicated by time-
invariant water contents, pressure heads, and fluxes in the profile. 
We assumed steady-state conditions when the bottom and top flux 
densities did not change anymore within the numerical resolu-
tion of HYDRUS-1D. Although water flow under steady-state 
conditions can be modeled with an ordinary differential equa-
tion (Peters, 2013), we used the HYDRUS-1D software package 
because of its user-friendly interface, flexibility, and the fact that 
it has been verified many times. We discretized the domain into 
500 equidistant finite elements.
Modeling Solute Transport
After the water flow simulation had reached steady state, the 
transport of a conservative solute undergoing no chemical reac-
tions was simulated. We assumed that the solute originated from 
the groundwater and was transported with the liquid water phase 
upward toward the bare soil surface. One-dimensional transport of 
a nonreactive solute without sinks and sources was modeled with 
the CDE as implemented in HYDRUS-1D:
( ) ( )conv diff dispC J J Jt z
¶ q ¶=- + +
¶ ¶
  [1]
where Jconv (mmol cm−2 d−1), Jdiff (mmol cm−2 d−1), and Jdisp
(mmol cm−2 d−1) are convective, diffusive, and dispersive fluxes, 
respectively, given by
conv  J v C= q  [2]












Fig. 2. Hydraulic functions for the coarse sand used 
in the simulations: soil water retention function, 
i.e., volumetric water content (q) as a function of 
pF [pF = log10(−h[cm]) (left), and hydraulic con-
ductivity function, i.e., hydraulic conductivity (K) 
as a function of pF (right); Kliq, conductivity for the 
liquid phase; Kvap, conductivity for the vapor phase. 
The data points were determined with the evapora-
tion method. The lines denote the fitted hydraulic 
functions (Peters–Durner–Iden model).
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with
( ) wdiff lD D=x q   [5]
dispD v=l   [6]
where C (mmol cm−3) is the liquid-phase concentration, v (cm d−1) 
is the mean pore water velocity, t (d) is time, z (cm) is the spatial 
coordinate, Dlw (cm2 d−1) is the diffusion coefficient of the solute 
in pure water, x (dimensionless) is the tortuosity coefficient, and 
l (cm) is longitudinal dispersivity. The mean pore water velocity 
is defined as v = qliq/q with the flux density of liquid water qliq
(cm d−1). The tortuosity coefficient was parameterized with the 
Millington and Quirk (1961) model: x = q7/3/qs2; Ddiff (m2 d−1) 
and Ddisp (m2 d−1) are the diffusion and hydrodynamic dispersion 
coefficients, respectively.
At the lower boundary (z = L), a Dirichlet condition was set 
with a constant concentration, CL = 0.1 mmol cm−3, mimicking 
a well-mixed groundwater reservoir. At the upper boundary, a 
no-flux concentration was applied, reflecting the fact that the non-
reactive solute can neither flow nor volatilize across the soil surface. 
The soil profile was initially assumed to be solute free. Since the 
solute is transported in a profile that is initially free of solute from 
the bottom, any simulated dispersion against the flow direction is 
caused by a local increase in concentration. This implies that ions 
or molecules that have accumulated there are transported against 
the flow direction by dispersion, which is physically wrong.
Dispersivities were set to 0.1L, 0.01L, and 0.001L. For sim-
plicity, Dlw was set to 1 cm2 d−1, which roughly corresponds to 
the average value of major ions at 25°C reported by Appelo and 
Postma (2005). The simulation time was chosen to ensure that the 
maximum concentration C in the profile did not exceed the satu-
ration concentration of a typical salt, i.e., NaCl, which is around 
6.1 mmol cm−3 at 25°C. The discretization of 500 equidistant 
elements guaranteed that the grid Peclet number was always £2 
to ensure numerical stability. The Crank–Nicholson and upstream 
weighing schemes were applied for time and space weighing.
We note that the underlying assumption for this study might 
not be entirely fulfilled in real systems. Salt accumulation would, 
for example, continuously decrease the osmotic potential and thus 
the water potential in the soil. This would lead to a decrease of the 
evaporation rate (Fujimaki et al., 2006) and would add another 
driving force for water flow. Finally, the times required to establish 
steady-state conditions are between »1000 d (L = 150 cm) and 
»10,000 d (L = 300 cm).
Results and Discussion
Steady-State Water Flow
Figure 3 shows the depth distribution of the volumetric water 
content, liquid and vapor water flux densities, and mean pore water 
velocity of the simulation for the profile with depth L = 150 cm. 
The water content decreases with height, with a sharp decrease at a 
depth of about 25 cm above which vapor flow exceeds liquid water 
flow (Fig. 3, center). The mean pore water velocity v increases as 
water content decreases, reaching its maximum just below the 
depth where vapor transport becomes dominant (Fig. 3, right). 
Above that depth, v sharply decreases again. An accumulation of 
a nonvolatile solute is expected at exactly this depth because it is 
not transported in the gas phase. Note that the water content at 
the top does not reach zero but a low finite value (»0.005). This 
is in accordance with the formulation of the PDI water retention 
function, where the water content becomes zero only at a pressure 
head of −106.8 cm (Fig. 2, left), whereas the pressure head at the top 
is −106.0 cm. As a consequence, also the mean pore water velocity 
becomes small but not zero at the top.
Solute Transport
The depth distributions of Ddiff and Ddisp (Eq. [5] and [6]) 
for the profile with length L = 150 cm are shown in Fig. 4. Due 
to the small water f low velocity, Ddisp is small for all values of l
at the bottom. However, closer to the surface v sharply increases 
(Fig. 3) and so does Ddisp, whereas water content and thus Ddiff
decrease (note the logarithmic scale of the abscissa). At the 
depth where the solute accumulation is expected (z » 25 cm), 
Ddisp is at least one order of magnitude higher than Ddiff. We 
note that the predictive model of Millington and Quirk (1961), 
which is the standard model to predict the tortuosity coeffi-
cient for solute transport in unsaturated porous media, seems 
to underestimate Ddiff for low water contents, since values mea-
sured by Tokunaga et al. (2017) are about one to two orders of 
magnitude higher than our calculated values. However, Ddisp
is in most cases much higher than Ddiff at the depth of solute 
accumulation. Therefore, we discuss only the dispersive f luxes 
in the following.
Figure 5 shows the depth distributions of the simulated 
solute concentration for the different dispersivities at three dif-
ferent times. Since the solute is transported only in the liquid 
phase and liquid water f lux decreases sharply at a depth of 
approximately 25 cm, the solute accumulates at this depth. As 
Fig. 3. Depth distribution of volumetric water 
content (left), depth distribution of liquid 
(qliq), vapor (qvap), and total water flux density 
(qtot) (center), and depth distribution of the 
average pore water velocity (v) (right).
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expected, this increase in concentration is higher for small values 
of l . Note that only dispersion plays a role for solute spreading 
in our modeling study, since Ddisp >> Ddiff for all depths down 
to »80 cm (Fig. 4).
Although the vapor f lux exceeds the liquid water f lux in 
the top centimeters, there is still a small liquid f lux and a water 
content greater than zero. Thus the solute is slowly transported 
toward the top, where it eventually accumulates because of the 
no-f lux condition at the top. This process is faster for higher 
dispersivities.
The depth distributions of the convective ( Jconv) and dis-
persive ( Jdisp) solute f luxes are shown in Fig. 6. Positive f luxes 
are directed upward and negative f luxes directed downward. As 
expected, the convective flux is always directed upward, whereas 
the dispersive flux is directed downward (upstream) and upward 
(downstream). The same holds for the flux caused by molecular 
diffusion, which is not shown because it is at least one order of 
magnitude smaller than the dispersive f lux in all cases. While 
the upstream (i.e., downward) diffusive flux is physically correct 
because it is caused by random motion, the upstream dispersive 
f lux, which is caused by the local accumulation of the solute 
around z = 25 cm, is in this case clearly unphysical. In the case 
l = 15 cm (1/10 of the column length), the dispersive f lux even 
reaches the magnitude of the convective f lux. This illustrates 
that the error due to CDE-modeled upstream dispersion caused 
by a local increase of concentrations can be remarkably high. The 
results for the soil depth of 300 cm look similar and therefore 
confirm these findings (Fig. 7). For shorter columns, the evapora-
tion plane is located near the surface but the results show again 
that the upstream dispersion has the same magnitude as convec-
tion for l = 0.1L (not shown).
Fig. 4. Depth distribution of the dispersion coefficient Ddisp, with 
three different dispersion lengths l, and the diffusion coefficient 
Ddiff. At the depth of interest (approximately 25 cm), Ddisp is at least 
one order of magnitude higher than Ddiff for all dispersivities. The 
dashed line indicates the depth at which vapor and liquid flow are 
equal; above this level, vapor flow is dominant (see Fig. 3).
Fig. 5. Solute concentration profiles at three 
times for three values of the dispersion length 
l. Note that at time t = 1000 d (dotted line), 
the concentration is low in the whole profile and 
the solute has not yet been transported to the 
enrichment depth at 25 cm.
Fig. 6. Depth distribution of convective (top) 
and dispersive (bottom) fluxes (Jconv and Jdisp, 
respectively) at three different times t for three 
different values of the dispersion length l. The 
profile depth is 150 cm.
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 Conclusions
Our study shows that describing the hydrodynamic dispersion 
process of solutes in variably saturated porous media by Fick’s first 
law can lead, under specific flow and transport conditions, to an 
implausible direction and magnitude of the dispersive flux and 
therefore to wrong simulation results. Specifically, if the solute 
concentration in the transporting liquid increases locally by pro-
cesses like vaporization of the liquid water (treated in this work) 
or root water uptake with solute exclusion, or decreases locally 
by processes like precipitation or local decay, the description of 
hydrodynamic dispersion by Fick’s law leads to solute flux predic-
tions that are wrong. This holds for the classic CDE, extensions 
thereof, e.g., the mobile–immobile dual-porosity transport model, 
and also for specific random-walk particle tracking models where 
macroscopic dispersion is described as an isotropic random trans-
port process. If the CDE is used under such conditions, the error 
associated with a simulation should be approximately quantified 
or estimated. If the error is too large, an alternative model needs 
to be taken into account. At this stage we are not able to give well-
founded general advice concerning at what point the error is too 
large, but the error is obvious if the dispersive f lux component 
reaches the same magnitude as the advective component. Suitable 
alternative models under such conditions might be random-walk 
particle tracking methods in which dispersion is implemented as 
an anisotropic random process or a numerical solution of the two- 
or three-dimensional Navier–Stokes equation for water flow and 
a subsequent numerical solution of the two- or three-dimensional 
convection–diffusion equation for the resulting water flow field. 
Appropriate experimental studies are necessary to test and improve 
the different approaches.
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