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ABSTRACT 
Dictionary based translation is a traditional approach in use by 
cross-language information retrieval systems. However, 
significant performance degradation is often observed when 
queries contain words that do not appear in the dictionary. This is 
called the Out Of Vocabulary (OOV) problem. In recent years, 
web-based translation extraction was shown to be one of the more 
effective approaches to the solution of this problem. Previous 
work focussed on selecting the correct translation from a set of 
web extracted terms. The common methods for translation 
selection for web-based translation always rely on word frequency 
calculation but the results are not always satisfactory. In this paper 
we present our approach to the selection of terms in a more 
accurate manner.  Our experiments show marked improvement 
in translation accuracy over other commonly used approaches.   
Categories and Subject Descriptors 
Information Search and Retrieval 
General Terms 
Algorithms, Experimentation 
Keywords 
Cross-language Information retrieval, CLIR, query translation, 
translation disambiguation, OOV problem 
1. INTRODUCTION 
As more and more documents written in various languages 
become available on the Internet, increasingly users wish to 
explore documents that were written in either their native 
language or some other language. Cross-language information 
retrieval (CLIR) systems enable users to retrieve documents 
written in more than one language through a single query. This is 
a helpful end user feature.  It is obvious that translation is needed 
in the CLIR process. The common approach is to translate the 
query into the document language using a dictionary. Dictionary 
based translation has often been used in cross-language 
information retrieval because bilingual dictionaries are widely 
available and dictionary approaches are easy to implement. This 
approach shows high efficiency in word translation. However, 
translation ambiguation and the out of vocabulary (OOV) problem 
challenge cross-language information retrieval systems. 
Translation ambiguation refers to finding the most appropriate 
translation from several choices in the dictionary. Very frequently, 
translation of a word results in such a choice having to be made. 
For example, the English word STRING has over 20 different 
translations into Chinese, according to the Kingsoft online 
dictionary (www.kingsoft.com). One approach selects the most 
likely translation [6] – usually the first one offered by a 
dictionary.  But even if the choices are ordered and the most 
likely a-priori translation is picked, in general such an approach 
has a low probability of success. Another solution is to use all 
possible translations in the query with the OR operator. However, 
while this approach is likely to include the correct translation, it 
also introduces noise into the query.  This can lead to the 
retrieval of many irrelevant documents and this is of course 
undesirable.  Jang, M.-G., Myaeng, S.H et al. [4] and Gao, J., 
J.-Y. Nie, et al.[3]  report that with this approach the precision is 
50% lower than the precision that is obtained by human 
translation. 
The OOV problem refers to the situation where translations of 
some words or phrases cannot be found in the dictionary at all. 
For example, the query terms may be new created words that are 
not included in the dictionary; or the query terms are domain 
specific and out of the dictionary’s scope. It is more often that 
dictionaries have insufficient information about Multi Word Units 
(MWU) such as popper names and phrase. Even in the best of 
dictionaries this is to be expected of course.  
As the length of input queries are usually less than 3 words, query 
expansion does not have enough information to help recover the 
missing words. Furthermore, it is precisely that sort of OOV term 
that is a key term in a query. In particular, the OOV terms such as 
proper names or newly created technical terms carry the most 
important information in a query. For example, a query “SARS, 
CHINA” may be entered by a user in order to find information 
about SARS in China. However SARS is a newly created term 
and may not be included in a dictionary which was published only 
few years ago. If the word SARS is left out of the translated query 
or translated incorrectly, it is most likely that the user will 
practically be unable to find any relevant documents at all.  
In this paper, we present our approach to finding the translations 
of OOV terms in the query by using the web translation extraction 
approach. Specifically, we introduce a translation disambiguation 
technique to improve the precision of the translations. The 
remainder of this paper is structured as follows: in section 2, we 
present existing approaches to query translation; in section 3 we 
present our proposed approach. Experimental evaluation and 
results discussion are presented in section 4 and we conclude with 
section 5. 
2. Anchor text mining 
Anchor text mining for automated translation is a popular 
approach for term translation. It is based on the observations that 
there are large numbers of web pages which contain more than 
one language. Investigation has found that, when a new English 
term such as a new technical term or a proper name is introduced 
into Chinese, the Chinese translation to this term and the original 
English term very often appear together in publications in an 
attempt to avoid misunderstanding. Mining this kind of web page 
can easily discover the translation of the new terms. Some earlier 
research already addressed the question of how those kinds of 
documents can be extracted by using web search engine such as 
Google and Yahoo. Popular search engines allow us to search 
English terms only for pages in a certain language, e.g., Chinese 
or Japanese. The results of web search engines are normally a 
long ordered list of document titles and summaries to help users 
locate information. Mining the result lists is necessary to help find 
translations to the unknown query terms. Some studies(Chen, 
Jiang and Gey 2000; Zhang and Vines 2004) have shown that 
such approaches are rather effective for proper name translation. 
The common steps for anchor text mining approach are as Figure 
1 shows.  
 
Anchor text mining approach usually consists of two parts: word 
extraction and translation selection. Word extraction refers to 
identify the terms in the web text.  This task gets harder when 
dealing with languages such as Chinese because there are no word 
boundaries in Chinese text. Segmentation has to be preformed to 
Chinese sentences in order to find terms. Segmentation makes 
keyword extraction harder because incorrect segmentation of the 
Chinese text may break the translation of the English term into 
two or more words. Many existing system use a segmenter based 
on lexical analysis or dictionary to identify word boundaries in 
Chinese text. However, as an OOV term is an unknown term, this 
kind of segmenter usually cannot correctly identify the OOV 
terms in the sentence and may break the OOV terms into words. 
Therefore, the translation cannot be found by later process.   
Some researchers [1, 2, 3, and 9] suggested approaches that are 
based on co-occurrence statistics model for Chinese word 
segmentation to solve the problems. Segmentation approaches 
based on co-occurrence statistics model works fine when large 
corpus of Chinese text available. In anchor text mining, the 
amount of text is usually much smaller. However, only few of the 
researchers report the performance of the approaches used in 
anchor text mining. 
 
 
3. PROPOSED APPROACH 
Our approach is based on previous works proposed by Chen [1] 
and Zhang [9]. Both of the two approaches submit English queries 
to web search engines and the top results are segmented into a 
word list. Each of the words in the list is then be assigned with a 
rank calculated based on term frequency. The word with the 
highest rank in the word list is selected as the translation of the 
English terms term. However, their experiments showed that the 
correct translation does not always have the highest frequency 
even thought it very often have a higher frequency. Therefore we 
argue that the correct translation is not necessarily the term with 
the highest rank.  
Our approach is similar to the previous works work in terms of the 
web based translation approach which tries to find the OOV 
term’s translation through web search engine. However, our 
approach differs in term ranking and selection strategy. The aim 
of our approach is to find the most appropriate translation from 
the word list regardless the term frequency. 
The basic idea of our approach is to combine the translation 
disambiguation technology and the web-based translation 
extraction technology together. As we described before, the 
web-based translation extraction process usually returns a list of 
words. As those words are all extracted from the results returned 
by the web search engine, it is reasonable to assume that those 
words are relevant to the English terms that were submitted to the 
web search engine. If we assume all those words are translations 
of the English terms, we can apply the translation disambiguation 
technique to select the most appropriate word as the translation of 
the English terms. 
Our translation extraction approach contains three major modules: 
collecting web document summaries, word extraction, and 
translation selection. For easier understanding, we will use an 
example of finding the translation to Time Warner to demonstrate 
our approach. 
3.1 Collecting Web Document summaries 
Firstly, we collect the top 100 document summaries returned from 
Google that contain both English and Chinese. Sample document 
summaries are as showed below shown in figure 1. 
 
Figure 1 Sample document summary for Time Warner 
 Figure 1 clearly shows that Time Warner and its translation 
 時代華納 is always appear together. The Chinese translation of 
Time Warner is either before it or after it appears either before or 
after the English words. 
Although the query submitted to Google is asking for Chinese 
documents, Google may still return some documents in English. 
Therefore we need to filter out the documents which are written in 
English only. The documents that contain both the English terms 
and Chinese characters are kept. Also all All the html tags are 
removed and only the plain text is kept. 
Then, from the document summaries returned by the search 
engines we choose 30 Chinese characters that are located before 
and after either before or after the English term to build a Chinese 
string collection. We choose chose 30 Chinese characters because 
we believed that the English word and its translation are always 
within a sentence and a Chinese sentence is usually less than 30 
characters long. From the summary given in Figure 1, we get the 
following Chinese strings collection shown in Figure 2 
:  
Figure 2 Sample output of Chinese string collection 
3.2 Word/phrase extraction 
We use a co-occurrence statistics model to extract the keywords 
from document summaries. The extraction contains the following 
steps: pattern construction, pattern filtering and pattern refining.  
3.2.1 Pattern construction 
As no word segmentation is performed on the summaries, we 
need to construct all the possible patterns (substrings) from the 
Chinese string collection to avoid losing any words. For instance, 
consider the string “c1c2c3”.  Then c1”, “c2”, “c3”, “c1c2”, 
“c2c3”, “c1c2c3” are all possible substrings for the string. Here, 
c1, c2, c3 are Chinese characters. 
Then, we record all the possible substrings and their frequency. 
We use an efficient data structure that is based on hash table to 
store all the strings and their frequency. The string itself becomes 
the key and its frequency becomes the value in the hash table. We 
also group the strings according to their length. Thus, string 
“c1c2c3” will be put to hash table 3 and “c2c3” will be put to hash 
table 2. An example is given in Figure 3 below 
 
Figure 3 Sample output of hash table 1, 2 and 4  
3.2.2 Pattern filtering 
Figure 3 shows that if the string is related to the translation of the 
English term, for example, Time Warner (時代華納 ), it will have 
a very high frequency. 納 hits 23, 代華 hits 20 and時代華納  
hits 19. As we can see from the example, partial Chinese terms hit 
more than complete Chinese terms. By partial Chinese term we 
mean a substring of a complete Chinese term.  For instance, 
代華 is a partial Chinese term of a full Chinese term 時代華納 .  
If we select the most frequent string as the translation without any 
further processing, we will have a very high probability of 
choosing the shortest string because the shortest string always has 
a higher count. The aim of the pattern filtering process is to filter 
out the partial Chinese terms thereby ensuring that most of the 
highly frequent strings will be complete Chinese terms.  
As we are using a statistical model to extract translations, it is 
meaningless to perform the calculation on the strings that only 
appear few times. The first step of the process is to filter out the 
strings with very low frequency. In our experiment, we only select 
the terms with a frequency that is higher than a predefined value 
fmin. The second step is to filter out any strings that are not likely 
to be a Chinese phrase (partial Chinese terms). Silva and Lopes 
suggest an approach for n-gram phrase extraction which is called 
Symmetrical Conditional Probability (SCP) measure [7].  
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and f (w1…wn) is the frequency of string w1…wn. 
If a string has higher SCP value, the string is more likely to be a 
phrase. Although this approach was originally designed for 
detecting phrases in English, it is language independent, and so 
we can apply this approach to detect Chinese terms. We use 
equation (2) as our ranking method for strings. The filtering 
process consists of following steps:  
1. Starting form the longest strings. Each string will be given a 
ranking r according to equation (2). 
2. For every n-gram string s, if r is larger than its (n-1)-gram 
substring, the string is recorded as a candidate translation 
phrase. And the The frequency of all its substring will be 
decreased by the frequency of this string’s frequency. 
3. Repeat step 1 and 2 for all patterns except for patterns of 
length 1. 
We start the filtering process from the longest string as shorter 
strings always have higher frequency than longer strings. If we 
start from the shortest pattern, we will introduce lots of 
incomplete patterns. When starting form the longest patterns, most 
of the incomplete patterns will be filtered out because if a pattern 
has a high SCP value r, the frequency of all its substrings will be 
decreased. For example: when finding the translation of Time 
Warner(時代華納 ), the incomplete substrings such as 時代華 
and 代華納  will not be extracted as translation candidates. As 
we find 時代華納  first, the frequency of 時代華 and 代華納 
will decrease. 時代華  and 代華納  will only appear when 時代
華納 appears, thus after we extract時代華納 , the frequency of時
代華  and 代 華納  will be decreased to nearly zero. 
Consequently, when we start to process時代華  and 代華納 , they 
would not be extracted because their frequency would be too low.  
The last step of pattern filtering is using a bilingual dictionary to 
filter out the highly frequent common words (stop words). Each of 
the candidate translations will be translated back to English using 
a bilingual dictionary. If we can find a translation of a string and 
the translation is different from the original English word, the 
string will be filtered out.  After this step, the candidate strings 
for the translation example are given in Figure 4 below. 
 
Figure 4 Sample candidate translation list 
3.3 Translation selection 
At this point we have a list of translation candidates. The final 
step is to find the correct translation from the candidate list. It is 
common to choose the longest or the most frequent terms in the 
candidate list. But the translation is not always correct. In our 
approach, the correct translation will be selected using a simple 
translation disambiguation technique that is based on 
co-occurrence statistic. We use the total correlation which is one 
of several generalizations of the mutual information to calculate 
the relationship between the query words. 
Total correlation is defined as  
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Here, xi are query words, f(xi) is the frequency that the query word 
xi appears in the corpus, )...( 321 nxxxxf  is the frequency that 
all query words appears in the corpus. N is the size of the corpus  
Firstly we retrieve the documents from our document collection 
that contain each candidate translations.  For instance, if we have 
an English query A,B,C and the translations of A,B,C are 
A1,A2…,B1,B2…,C1,C2….., respectively, we calculate the 
frequency of A1 in the collection as f(A1), A2’s frequency as 
f(A2),…B1 as f(B1), B2 as f(B2)…., and so on. Then, we retrieve 
the number of documents that contain all the possible combination 
of the translated query words. For example, the number of 
documents that contain A1B1C1 is f(A1B1C1), A1B2C1 is 
f(A1B2C1), and A1B2C3 is f(A1B2C3)…. 
At last Finally, we calculate the co-occurrence of all the possible 
combinations using equation 4. In this example, we have 
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The translation combination with the highest total correlation 
value C is selected as the correct translation for that query.  
4. EVALUATION 
We have conducted experiments to evaluate our proposed query 
translation approach. The threshold fmin was used in the 
experiments. fmin is the minimum frequency that a string should 
have in order to be selected as a candidate patternIn pattern in the 
experiments that we have conducted, fmin is set to max (6, N/40) 
where N is the number of the strings that we collected form the 
web.  The web search engine we used in the experiments is 
Google. The result pages returned from Google is are stored for 
later processing.   
4.1 Test set 
The NTCIR5 Chinese test document collection was used as our 
test collection. The articles in the collection are news articles 
published on United Daily News(udn), United Express(ude), 
MingHseng News(mhn), and Economic Daily News(edn) in 
2000-2001, all together 901,446 articles.  
50 topics are were created by researchers from Taiwan, Japan and 
Korea. All topics were translated into English, and each English 
topic was translated into Chinese except the topics from Taiwan 
All translation work was done by human translators. 
4.2 Retrieval system  
The documents were indexed using a character-based inverted file 
index. In the inverted file, the indexer records each Chinese 
character, its position in the document, and the document ID. 
Chinese phrase is determined by each Chinese character position 
and document ID. Only when character positions are consecutive 
and have the same document ID the character sequence will be 
considered as a phrase in the document.  The English word and 
numbers in the document are also being recorded in the inverted 
file. The retrieval model that is used in the system is a Boolean 
model with tf-idf weighting schema. We do not employ the 
relevance feedback in the retrieval system. And all All the 
retrieval results are initial search results without query expansion.  
4.3 Experiment design 
The following runs were performed in our English-Chinese CLIR 
experiments: 
l MonoRun: in this run, we use the original Chinese queries 
form NTCIR5. Only the title field is used and the Chinese 
terms are segmented by human. This run provides the 
baseline result for all other runs.  
l TransRun1: in this run, the English queries are translated 
using the online Yahoo English-Chinese dictionary with 
disambiguation technology which is discuss in 3.3. If a 
translation is not found in the dictionary, the query will keep 
the original English word.  
l TransRun2: similar to TransRun1, English queries are 
translated using the online Yahoo English-Chinese 
dictionary with disambiguation technology. If a translation 
is not found in the dictionary, we use our proposed approach 
to find the translation online. Select the longest and the 
highest frequency string as the translation. Those strings 
will replace the OOV terms in queries. This run simulates 
the previous web translation extraction approaches. 
l TransRun3: like TransRun2, except that the translation for 
the “missing word” is selected with disambiguation 
technology which is discuss discussed in 3.3. 
4.4 Results and Discussion 
Table 1 below gives the results from four runs.  
Table 1 Retrieval performance 
 Average precision  Percentage of MonoRun  
MonoRun 0. 3526 100% 
TransRun1 0.1290 36.5% 
TransRun2 0.2302 65.3% 
TransRun3 0.2576 73.1% 
4.4.1 TransRun1 
The performance of the TransRun1 is 0.1290 which is only 36.5% 
of the monolingual retrieval performance. This result shows the 
extent to which an OOV term can affect a query. By looking at the 
translated queries, we found that 31 queries out of 50 have OOV 
terms.                                                                                                                                                                                                             
By removing all those 31 queries, the MonoRun’s average 
precision becomes 0.2196 and the TransRun1’s average precision 
becomes 0.1873 which is about 85.3% of the MonoRun’s 
precision. This is a reasonable result and indicated that our 
disambiguation technique just works fine works well to find the 
correct translations. The reason that we cannot get 100% precision 
is mainly because the limited coverage of the dictionary 
introduces inappropriate translations. We define an inappropriate 
translation as a valid translation in some other context but not in 
the current query context. In query 24: space station, Mir, 儲存
信息暫存器  (Memory Information Register) is the only 
translation returned from our dictionary but it should be transited 
translated to和平號太空站  here. In this case, when a dictionary 
only returns one translation, it is hard to tell if it will be suitable in 
the context. As the dictionary only gives one translation, we have 
no opportunity to correct this translation error by using a 
disambiguation technique. Some translations from dictionary are 
incorrect because the translations in various distinct Chinese 
cultures are different. For example in the query mad cow disease, 
the query is translated to 瘋牛病 . This translation is in use in 
mainland China and Hong Kong, but in our document collection, 
as they are from Taiwan, it should be translated to 狂牛症  or to 
狂牛病. We also find the same problem in query 24 syndrome. Its 
translation is症候群  in Taiwan but given by the dictionary as併
發症狀  and 綜合症狀  which is for Hong Kong and mainland 
China. With those inappropriate translations, those queries have 
very low precision thus we cannot possibly match 100% of 
MonoRun performance. 
4.4.2 TransRun2  
The performance of TransRun2 which achieved 0.2302 in 
precision was much better than TransRun1 and it is 65.3% of the 
MonoRun performance. The result is quite clear that some of the 
OOV terms in English are found and translated to Chinese 
correctly. 
Table 2 Retrieval performance on queries that contains OOV 
terms only 
 Average precision  Percentage of MonoRun  
MonoRun 0.4074 100% 
TransRun2 0.2371 58.2% 
TransRun3 0.2867 70.0% 
 
A look at the results of the 31 queries that have OOV terms is 
shown in table 2, the precision of MonoRun is 0.4074 and the 
precision of TransRun2 is 0.2371 which is 58.2% of the 
MonoRun’s precision. This indicates that by just choosing the 
longest and highest frequency terms as translation of OOV terms, 
the performance is actually lower than looking up the dictionary. 
The performance is quite close to the performance of looking up 
dictionary without translation disambiguation technology reported 
by other researchers.  However, some of our results show that 
this approach is quite useful in looking up proper names. Because 
there is no standard for name translation in Chinese, it is quite 
common that for a person’s name is to be translated into different 
form with similar pronunciation (akin to phonetic form). Different 
people may choose different translation due to their custom. As 
our test collection contains articles from four different news 
agents, if we only choose one of the translations, we may not
retrieve all the relevant documents.  
Table 3 Retrieval performance on query 12 
 Average precision  Percentage of MonoRun  
MonoRun 0.0508 100% 
TransRun2 0.3528 694% 
 
For example, in query 12, the precision of TransRun2 is 0.3528 
and the precision of MonoRun is 0.0508 which means 
TransRun2’s performance is vastly superior to MonoRun. This is 
a notable performance boost. The English OOV term in query 12 
is Jennifer Capriati (name of a tennis player). The human 
translation is卡普莉雅蒂 . The translations from our approach are
卡普裏亞蒂 , 卡普莉雅蒂 , 卡普裏雅蒂 and 雅蒂. They are all 
correct translations. It is clear that we miss many relevant 
documents when we only use the translation 卡普莉雅蒂. When 
we take a deep look into the collection, actually three out of four 
news agents have sports news. And those three news agents use 
three different translations for Jennifer Capriati. These 
translations are卡普莉雅蒂  in the mhn, 凱普莉雅蒂  in the ude 
and卡普莉亞蒂 in the udn. Obviously, our translated query takes 
the advantage of adding雅蒂. Because we use character based 
index for our collection, the documents containing 雅蒂  will 
include the documents that contain both 卡普莉雅蒂  and 凱普
莉雅蒂. Therefore, although we cannot find the correct translation 
凱普莉雅蒂 , we can still retrieve the documents that contain 凱
普莉雅蒂  by using雅蒂. 
4.4.3 TransRun3 
 
Table 4 Accuracy of translated OOV terms 
 Correct translations Accuracy  
TransRun2 25 65% 
TransRun3 20 51% 
 
Table 4 shows that by using translation disambiguated technology 
in Web Translation Extraction, we can get more accurate 
translation then previous approaches. We have 65% accuracy of 
the translation while the simulation of previous approach only 
achieves 51%. The performance of disambiguated queries 
achieved 73% of the MonoRun which is 0.2576. If we only look 
at the results of 31 queries that contain OOV terms, the precision 
is 0.2867 which is 70% of the MonoRun’s precision. This result is 
much higher than the result in TransRun2. The translations of 
OOV terms are shown in table 4. There are 39 OOV terms over 50 
queries. 31 of OOV terms’ translation can be found using our 
proposed approach. And 20 of the translations are exactly the 
same or identical to the human translation. It is about 64.5% in 
precision.  
There are many reasons that it is difficult to get 100% precision. 
The first reason is the different translation custom that we 
described earlier. Since we cannot control from where the web 
search engine gets the documents and to whom the web search 
engine returns documents, we cannot guarantee the translation 
will be suitable for the collection. For example, we may be able to 
find the translation for an OOV term from the Internet, but this 
translation may be used in Hong Kong and is not suitable for a 
collection from Taiwan. The translation of Kursk is a good 
example. Our web translation extraction system only returns one 
translation 庫爾斯克  as the translation of Kursk.  This result 
shows that most of the documents over the Internet use 庫爾斯克  
as the translation of Kursk, however, the NTCIR5 collection uses
科斯克  as its translation. This kind of inappropriate translation is 
very hard to avoid even by human interpreters. A good example is 
the translation of National Council of Timorese Resistance. We 
believe 帝汶抵抗全國委員會  (from our web translation 
extraction system) and 東帝汶人抗爭國家委員會  (from NTCIR 
human translation) are both correct. The difference of the two 
translations comes from the different custom of translation. 
However, when using the two translations as two queries, our IR 
system cannot return any document. This means that the 
documents in the NTCIR5 collection use a different translation for 
National Council of Timorese Resistance. Actually the 
translation in the NTCIR5 collection is this: 東帝汶全國反抗會
議.  
Another reason that we cannot get 100% precision is that our web 
translation extraction system does not consider the query context. 
As we described before, we only put the OOV terms into a web 
search engine. This may lead to a situation where we get the 
translation for another context. For instance, in query 36, we are 
looking for some articles about the use of a robot for remote 
operation in a medical scene. Remote operation is an OOV term 
in this query. Our web translation extraction system returns the 
term 遠程操作服務  as its translation. Regardless Disregarding 
the query context, this is a correct translation.  But this 
translation is only correct when it is used in computer science. If 
we do not consider the query context, 27 of the translations are 
correct. It is about 87% in precision. This result is close to the 
disambiguated queries of dictionary translations which is 85%.  
5. CONCLUSION AND FUTURE WORK 
In this paper, we have described an approach to tackling the OOV 
problem in English-Chinese information retrieval. Our experiment 
results show that OOV terms can significantly affect performance 
of CLIR systems. By using web translation extraction based on 
co-occurrence model, the overall performance can boost to almost 
174% comparing to the case of not processing OOV terms. With 
our proposed translation selection approach, the accuracy of OOV 
term translation can be improved by up to 85%. The overall 
performance is about 200% comparing to the case of relative to 
not processing OOV terms. And it It is about 120% comparing to 
by comparison with the simulation of previous approaches.  
While the experimental result is promising, inappropriate 
translation is still a problem. The main reasons include a limited 
size dictionary, different customs of translation or missing query 
context. Some work should be done to minimize this problem. 
Our experiments hint at possible approaches. If we have large 
enough resources, we may find all the possible translations. For 
translation selection, if some of the translations hit a similar 
number of documents, we may keep all of them as correct 
translations. It may be useful to include more results from the 
Google search for instance. We will validate these ideas in the 
future.  
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Table 5: OOV terms and their translations 
OOV Terms Web translation 
extraction  
Human 
translation 
Correct 
Time Warner 時代華納 時代華納 Yes  
American Online 美國線上 美國線上 Yes 
Alberto Fujimori 藤森 藤森 Yes 
Kim Dae Jung 金大中 金大中 Yes 
Kim Jong Il 金正日 金正日 Yes 
Inter-Korea Summit  南北韓高峰會 No  
the US Secretary of 
Defense 
 美國防部長 No 
William Sebastian 
Cohen 
國防部長柯恩 柯恩 Part*  
G8 八國集團 八國集團 Yes 
Kursk 庫爾斯克 科斯克號 Part*  
Wen Ho Lee 李文和 李文和 Yes 
ILOVEYOU 我愛你 我愛你 Yes 
Ichiro 鈴木一朗 鈴木一朗 Yes 
Rookie of the Year 最佳新 新人王 Part* 
Jennifer Capriati 雅蒂 卡普莉雅蒂 Part* 
Taliban 塔利班 塔利班 Yes 
Tiger Woods 老虎伍茲 老虎伍茲 Yes 
Antonio Toddy  安東尼歐 陶德 No 
Bubka 布卡 布卡 Yes 
human bird 中安網 鳥人 No 
Nobel Peace Prize 諾貝爾和平獎 諾貝爾和平獎 Yes 
air pollution 空氣污染 空氣污染 Yes 
space tourism 空旅 太空觀光 Part*  
Dennis Tito 丹尼斯 丹尼斯 帝托 Yes 
fine dust particles 粉塵粒子 細微塵粒 Part*  
Bin Laden 賓拉登 賓拉登 Yes 
remote operation 遠程操作服務 遠端遙控手術 Part*  
Mori Cabinet  森內閣 No 
Ehime maru  愛媛丸 No 
Harry Potter 哈利波特 哈利波特 Yes 
Snow Brand 雪印 雪印乳業 Yes 
Greenspan 葛林斯班 葛林斯班 Yes 
monetary policy 貨幣政策 貨幣政策 Yes 
abnormal weather 天氣異常 氣候異常 Yes 
National Council of 
Timorese Resistance 
帝汶抵抗全國
委員會 
東帝汶人抗爭
國家委員會 
Yes 
Korean general 
election 
 韓國大選 No 
Han Nara Party  大國家黨 No 
genetically engineered 
food 
基因改造食物 基因改造食物 Yes 
human genome 人類基因 人類基因 Yes 
* The translation is part of the correct translation or it is correct 
translation but not suitable in the query context.   
 
 
 
