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Abstract
The dynamics of a qubit in two different environments are investigated the-
oretically. The first environment is a two level system coupled to a bosonic
bath. And the second one is a damped harmonic oscillator. Based on a
unitary transformation, we find that the decoherence of the qubit can be
reduced with increasing temperature T in the first case, which agree with
the results in [Phys. Rev. Lett. 100, 120401], whereas, it can not be reduced
with T in the second case. In both cases, the qubit dynamics are changed
substantially as the coupling increases or finite detuning appears.
Keywords: decoherence, structured bath, 1/f noise
1. Introduction
Quantum computation reveals advantages over classical one for its highly
efficient parallel calculation and therefore attracts wide interests among sci-
entists [1]. With the development of nano-technology, solid state qubits,
such as quantum dots as well as Josephson junction devices, are designed to
fulfill the scalability and avoid severe decoherence [2, 3, 4]. There is some-
thing in common in these promising designs, that is the qubit is coupled to a
single-mode quantum structure which in turn couple to a multi-mode bath.
For example, the Josephson qubit suffers the intrinsic slow noise caused by
the two level fluctuators (TLFs) [5]. The flux qubit is usually coupled to a
read-out device which can be viewed as a damped harmonic oscillator (DHO)
[6, 7]. People commonly believe that temperature only plays a negative role
in preserving the qubit coherence. However, it is pointed out in Ref. [8]
that the temperature can help the coherence when the qubit is coupled to
a TLF (or spin-boson) environment. In this paper, we use a unitary trans-
formation to deal with this problem, and find that the results agree with
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Ref. [8]’s results when qubit-TL coupling is less than TL-boson coupling,
that is g0 < α (g0 and α are defined below). When g0 > α, the decoherence
is only increasing with increasing temperature. On the other hand, we also
investigate the qubit dynamics under another environment, where the TL is
replaced by a harmonic oscillator (HO). And in this case, we find that the de-
coherence can only be enhanced with increasing temperature. In both cases,
the qubit shows beating dynamics when TL-boson (or HO-boson) coupling
is small for the on-resonance case, and it is totally suppressed and becomes
simple oscillation for large coupling or finite detuning.
1.1. 1st model: qubit coupled to a TLF
1/f noise is prevailing in the Josephson qubits, which is probably due to
the intrinsic TLFs caused by defects or impurities [5, 9, 10, 11, 12, 13, 14, 15].
In this paper, we study the effect of a single TLF environment which is
described by the spin boson model (SBM) [16]. The Hamiltonian of such a
system reads H = HA +HB + V with (ℏ = 1) [14, 15, 17, 18, 19, 20, 21] ,
HA =
∆A
2
σAx , V = g0σ
A
z σ
B
z , (1)
HB =
∆B
2
σBx +
∑
k
ωkb
†
kbk +
σBz
2
∑
k
gk(b
†
k + bk), (2)
where σx and σz are the usual pauli matrices, bk (b
†
k) are the annihilation
(creation) operators of the bath mode. ∆A (∆B) is the gap of the qubit
(TL). Only transverse coupling are included for simplicity [14]. The bath is
fully defined by the spectral density,
J(ω) ≡
∑
k
g2kδ(ω − ωk). (3)
Most of the studies on this model focus on the qubit dynamics without
considering the temperature effect [17, 18, 19, 20, 21]. Recently, A. Montina
et al. studied the temperature effect in the resonance case ∆A = ∆B by using
Lindblad master equation [8]. They pointed out that the temperature helps
the qubit coherence. Since the Lindblad equation is based on the rotating
wave approximation (RWA) and the Markov approximation, it requires γB ≪
∆B to justify the RWA and g0 ≪ γB to justify the Markov approximation
(γB is the width of the bath spectrum that the system A sees, which is given
by γ(ωB) in Eq. (24,25)). In this paper, based on a unitary transformation,
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we explore the dynamics in a much looser condition: ∆A is not necessarily
equal to ∆B, and g0 can be bigger than γB.
1.2. 2nd model: qubit coupled to a DHO
In the last decade, many promising qubit schemes have been proposed
and realized, some of which fit our second model, such as a flux-qubit read
out by a dc-SQUID [3, 22] or a qubit placed in a leaky cavity [23]. The
Hamiltonian of the second model is similar to the first one, only the TL is
replaced by a HO, and the corresponding V and HB are
V = g0σ
A
z (B
† +B), (4)
HB = ΩB
†B+
∑
k
ωkb
†
kbk+(B
†+B)
∑
k
gk(b
†
k+ bk)+(B
†+B)2
∑
k
g2k
ωk
, (5)
where Ω is the frequency of HO, B (or B†) is the annihilation (or creation)
operators of HO. The last term in HB is the counter-term, which cancels the
additional contribution due to the coupling of the HO to the bath[16, 24].
Similar to the 1st model, the bath is fully defined by J(ω).
This model can be mapped to the SBM with a Lorentzian structured
spectral density [25, 26]. Since the spectral poses challenge to many existing
method, it arouse much attention recently. Till now, it has been studied
by many different methods including the quasi-adiabatic propagator path
integral (QUAPI) [22, 27, 28], the Van Vleck perturbation theory together
with a Born-Markov master equation [29], the flow equation renormalization
[30, 31, 32], the non-interacting blip approximation (NIBA) [31, 33], and
generalized polaron transformation method [34, 35, 36]. Again, most of the
works have not considered the effect of temperature.
2. Unified Treatment
The aforementioned two models can be expressed as H = H0 + V ,
H0 = HA +HB, V = g0σ
A
z Q
B. (6)
where QB is σBz in the first case, (B
† + B) in the second case. One can
use the weak-coupling approximation [17, 37] (or the so called rigorous Born
approximation [38, 39]) to deal with this Hamiltonian. Compared to the
usual Born-Markov approximation (Redfield equation), this method keeps
3
the full information contained in the correlation functions at the price of
introducing a kernel for the master equation which is no longer local in time.
Since the structured environments may have considerable memory time, the
Markov approximation may not be valid.
The total density matrix (system+environment) χ(t) obeys the Liouville-
von-Neumann equation,
d
dt
χ˜(t) = −i[V˜ (t), χ˜(t)], (7)
where the tildes denote operators in the interaction picture with respect to
H0. Iterating up to the second order and tracing out the environmental
degrees, one get the master equation within the Born approximation,
d
dt
ρ˜(t) = −iTrB[V˜ (t), ρB ⊗ ρ˜(0)]−
∫ t
0
dt′TrB[V˜ (t), [V˜ (t
′), ρB ⊗ ρ˜(t
′)]], (8)
where ρ˜ is the reduced density matrix ρ˜(t) =TrB [χ˜(t)], and χ˜(t) is replaced by
an approximate factorized density matrix χ˜(t) ≈ ρB⊗ ρ˜(t). The environment
is usually assumed to remain in thermal equilibrium ρB = e
−βHB/Tre−βHB ,
which is justified when the environment is ’very large’ and the coupling HSB
’weak’ (g0 ≪ ∆A,∆B,Ω), so that the back-action of the system onto the
environment can be neglected. Going back to the schro¨dinger picture and
inserting V = g0σ
A
z Q
B, we get
∂ρA(t)
∂t
= −i [HA, ρA(t)]−
∫ t
0
d t′X(t, t′) (9)
with
X(t, t′) ≡ g20G1(t
′)σAz e
−iHAt
′
σAz ρA(t−t
′)eiHAt
′
− g20G1(t
′)e−iHAt
′
σAz ρA(t−t
′)eiHAt
′
σAz
+ g20G2(t
′)e−iHAt
′
ρA(t−t
′)σAz e
iHAt
′
σAz
− g20G2(t
′)σAz e
−iHAt
′
ρA(t−t
′)σAz e
iHAt
′
,
where, G1(t) andG2(t) are the correlation functions 〈Q
B(t)QB〉β and 〈Q
BQB(t)〉β,
in which 〈 · · ·〉β represents the average with thermodynamic probability ρB.
Therefore, G1(t) and G2(t) contain all the information of the structured en-
vironment.
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The master equation Eq. (9) which is a 2 × 2 matrix equation can be
solved exactly by the Laplace transform since the convolution theorem can
be applied to the equation of each matrix element. Here, for simplicity,
we only present the comparatively brief expression. Suppose the system
is in the upper eigenstate of σz at time t = 0, the population difference
P (t) ≡ 〈σAz (t)〉 ≡ TrA(σ
A
z ρA(t)) can be obtained in the Laplace space as
P (s) =
s+ 2F (s)
s2 + 2sF (s) + ∆2A
, (10)
where
F (s) ≡
∫ ∞
−∞
dω Jeff(ω)/(s+ iω), (11)
Jeff(ω) = g
2
0 (G1(ω) +G2(ω)) . (12)
3. Correlation functions
3.1. 1st Case: TLF Environment
From the above derivation, we can see that, the dynamics of the qubit is
completely determined by the correlation functions 〈QB(t)QB〉β and 〈Q
BQB(t)〉β
within the weak-coupling approximation. To obtain the correlation func-
tions more accurately, we apply a unitary transformation to the Hamiltonian,
H ′ = exp(S)H exp(−S), with the generator S ≡
∑
k
gk
2ωk
ξk(b
†
k − bk)σ
B
z . The
purpose is to transform to a better representation in which the exact solvable
term contains the most important physics. Similar to Ref. [35, 40], with the
choice of
ξk =
ωk
ωk + η∆B
, (13)
η = exp
[
−
∑
k
g2k
2ω2k
ξ2k coth(βωk/2)
]
, (14)
where, finite temperature is considered in η, HB is transformed to H
′
B =
H ′0 +H
′
1 (HA and V are not affected) with
H ′0 =
η∆B
2
σBx +
∑
k
ωkb
†
kbk, (15)
H ′1 =
∑
k
Vk(b
†
kσ
B
− + bkσ
B
+), (16)
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where, Vk = gkη∆B/ (ωk + η∆B) and σ
B
± ≡ (σ
B
z ∓iσ
B
y )/2. A trivial constant
and the terms of the order of g2k and higher, have been omitted [35, 40]. One
can see that the renormalized TL-bath coupling Vk < gk, which enables the
subsequent second order perturbation (Born approximation) well conditioned
compared with the direct perturbation to the original Hamiltonian.
The equation of motion of Green’s function reads,
ω〈〈A|B〉〉′ω = 〈[A,B]+〉
′ + 〈〈[A,H ′B]|B〉〉
′
ω, (17)
where 〈〈A|B〉〉′ represents the Fourier transform of the Green’s function
−iθ(t)〈[A,B]+〉
′
β, ([, ]+ is the anti-commutator and [, ] the commutator). If
we substitute b†kbk by its thermodynamic average value nk and omitted all
the b†kb
†
k and bkbk terms, the equation chain will be self-closed, and we get
〈〈σBz | σ
B
z 〉〉
′
ω =
1
ω − η∆−
∑
k
V 2k (2nk+1)
ω−ωk
+
1
ω + η∆−
∑
k
V 2k (2nk+1)
ω+ωk
. (18)
Since σBz commutate with the genertator S, we expect 〈〈σ
B
z | σ
B
z 〉〉ω = 〈〈σ
B
z | σ
B
z 〉〉
′
ω.
Consequently, according to the fluctuation dissipation theorem (FDT), the
correlation functionsG1(t) andG2(t) can be expressed by the retarded Green’s
function 〈〈σBz | σ
B
z 〉〉
′
ω+i0+ . In the Fourier space,
G1(ω) = −1/piIm〈〈σ
B
z | σ
B
z 〉〉
′
ω+i0+/(1 + e
−βω) (19)
G2( ω) = −1/piIm〈〈σ
B
z | σ
B
z 〉〉
′
ω+i0+/(1 + e
βω) (20)
which lead to
JTLeff(ω) =
g20γ(|ω|)/pi
[|ω| − η∆B − R(|ω|)]
2 + γ2(|ω|)
, (21)
where the superscript ”TL” indicate that it is the TL case (1st case), and
this notation together with the superscript ”HO” will be used in the fol-
lowing when the distinguish between these two cases are needed. | · · ·|
means the absolute value, R(ω) and γ(ω) are the real and imaginary parts
of
∑
k V
2
k (2nk + 1)/(ω − i0
+ − ωk),
R(ω) = ℘
∫ ∞
0
dω′
(η∆B)
2J(ω′) coth(βω′/2)
(ω′ + η∆B)2(ω − ω′)
, (22)
γ(ω) = pi(η∆B)
2J(ω) coth(βω/2)/(ω + η∆B)
2, (23)
6
where ℘ means the Cauchy principal value.
To check the result, one can assume the pole of G1(ω) and G2(ω) to be
ωB±γ(ωB), where ωB is the solution of equation: ω−η∆B−R(ω) = 0. And
Eq. (19) and ( 20) can be evaluated by using residue theorem,
G1(t) = e
−γ(ωB)t
(
eiωBtn↑B + e
−iωBtn↓B
)
, (24)
G2(t) = e
−γ(ωB)t
(
e−iωBtn↑B + e
iωBtn↓B
)
. (25)
where, n↑B = 1 − n
↓
B =
1
eβωB+1
= e
−ωB/2T
2 cosh(ωB/2T )
. These two-time correlation
functions have the similar forms with those obtained in the Born-Markov
approximation [8]. The difference is that the tunneling frequency ∆B is
replaced by the renormalized frequency ωB.
3.2. 2nd Case: DHO environment
In the bosonic case, the equation of motion reads
ω〈〈A|B〉〉ω = 〈[A,B]〉+ 〈〈[A,HB]|B〉〉ω, (26)
where 〈〈A|B〉〉 represents the Fourier transform of the Green’s function
−iθ(t)〈[A,B]〉β . And the corresponding FDT is expressed as
G1(ω) = −1/piIm〈〈Q
B|QB〉〉ω+i0+/(1− e
−βω), (27)
G2( ω) = −1/piIm〈〈Q
B|QB〉〉ω+i0+/(e
βω − 1), (28)
whereQB = B†+B in this case. Since the DHOmodel is exactly solvable [24],
the equation chain is self-closed automatically without any approximation.
Similarly, one get
JHOeff (ω) =
4g20Ω
2J(ω) coth(βω/2)
[ω2 − Ω2 − 2ΩHR(ω)]
2 + [2piΩJ(ω)]2
(29)
with
HR(ω) = ℘
∫ ∞
0
dx
J(x)
ω − x
−
∫ ∞
0
dx
J(x)
ω + x
+ 2
∫ ∞
0
dx
J(x)
x
. (30)
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4. Results and discussions
4.1. 1st case: TLF environment
Here we would like to summarize the approximations we have made in
this case. Three approximations are made: The first one is the 2nd order
approximation to the TL-bath coupling in obtaining the transformed Hamil-
tonian. The second one is to approximate (b†k + bk)(b
†
k′ + bk′) ≈ (2nk + 1)δkk′
to make the equation chain of motion self-closed. The third one is the Born
approximation in deriving the master equation (9). Therefore, our treatment
is applicable for α < 1.0 (see Eq. (31)) and g0≪∆A,∆B.
In order to calculate P (t), we have to specify the spectral density JTL(ω).
We will use the piezoelectric spectral density, which describes the decoherence
of a double quantum dots (DQD) qubit manufactured with GaAs [41, 42],
JTL(ω) = αω
(
1−
ωd
ω
sin
ω
ωd
)
e−ω
2/2ω2l , (31)
where ωd is related to the center to center distance, and ωl to the dot size.
Typically, ωd ∼ 0.01(ps)
−1 and ωl ∼ 1(ps)
−1 [42]. In the limit of ωd → 0, one
can find that, Eq. (31) goes back to the widely used Ohmic spectrum [16].
Now, we are in position of calculating P (t). We first use Eq. (13), (14)
and (31) to get η self consistently, then calculate P (t) numerically according
to Eq. (10), (11), (21)-(23) and (31). P (t) are reported as a function of time
in the main plots of Fig. 2 and Fig. 3 for ∆A = ∆B = 0.1ωl, g0 = 0.1∆A and
ωd = 0.05ωl. In Fig. 2, where α = 0.3, it shows simple oscillation for the qubit
dynamics and the decoherence is reduced by increasing the bath temperature
T . However, in Fig. 3, where α = 0.01, the beating dynamics appears, and
the coherence is not meliorated but rather damaged with increasing T . In
Fig. 4, we set fixed detuning between A-B: δ = ∆B − ∆A = 0.1ωl and
g0 = 0.1∆A, the coherence is meliorated with increasing T in Fig. 4(a) where
α = 0.3, but damaged in Fig. 4(b) where α = 0.1. And the beating is totally
suppressed for the off-resonance cases.
If we consider the Weisskopf-Wigner approximation, the damping rate of
the qubit is piJeff(ω) [16]. One can find the above results are in consistency
with the property of the effective spectral density. The main difference of
the two cases is that the temperature dependent term coth(βω/2) enters
into both the numerator and the denominator in the 1st case (See Eq. (21)
and Eq. (23)), whereas it only appears in the numerator in the 2nd case
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(see Eq. (29)). This difference causes the different qubit behaviors. In the
following, we explore the properties of the effective spectral density in detail.
The effective spectral density JTLeff(ω) are reported in the insets of Fig. 2
and Fig. 3 according to Eq. (12). One can find that they are consistent
with the numerical results given in the main plots. We should note that, in
Fig. 3, level repulsion occurs, two characteristic frequencies ωB ≈ ∆A ± g0
are dominating the qubit dynamics (see the inset (a) of Fig. 3). Therefore,
in Fig. 3(b), it is Jeff(∆A ± g0), rather than Jeff(∆A), that determines the
damping rate of the qubit. And we can find the damping rate is indeed
enhanced with bath temperature, which explains the results in the main
plot of Fig. 3. Note that, the frequency shift (from ∆A to ∆A± g0) plays an
important role here. Thus, this effect can not be predicted by using Lindblad
formula, where the frequency shift is not considered [8].
4.2. 2nd Case: DHO environment
Since the DHO is exactly solvable [24], the only approximation is the
weak-coupling approximation in deriving the master equation. Here we con-
veniently use the Ohmic spectral density in the Drude form,
JHO(ω) =
Γω
1 + ω2/ω2c
, (32)
so that the integral in (30) can be evaluated explicitly [24]. In the limit
ωc →∞, according to Eq. (29) and (30), we obtain
JHOeff (ω) =
4g20ΓωΩ
2 coth(βω/2)
(ω2 − Ω2)2 + (2piΓΩω)2
. (33)
One can check that this effective spectral density is in consistency with the
previous studies, where the mapping between the model and the SBM are
considered [25, 26].
According to Eq. (10), (11) and (33), P (t) is obtained numerically. Here
we report P (t) as a function of time in the main plot of Fig. 5 and Fig. 6
for ∆A = Ω, g0 = 0.1∆A. In Fig. 5, where Γ = 0.3, the decoherence is
enhanced by increasing the bath temperature T , which is different compared
to the first case (see Fig. 2). In Fig. 6, where Γ = 0.01, the coherence is also
not meliorated with increasing T . In Fig. 7, we set fixed detuning between
A-B: Ω = 2∆A and g0 = 0.1∆A, the decoherence is enhanced with increasing
T both in Fig. 7(a) where Γ = 0.3, and in Fig. 7(b) where Γ = 0.01. In
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the 2nd case, we can not find a parameter set, in which the coherence is
meliorated with increasing T . From the results, one can also find that the
qubit shows beating dynamics when Γ is small for the on-resonance case, and
it is suppressed for large Γ or finite detuning.
The effective spectral density JHOeff (ω) explains the results given above.
It is reported in the insets of Fig. 5 and Fig. 6 according to Eq. (29). In
Fig. 5(b), Jeff (ω) increases with temperature at ω ≈ ∆A, rather than de-
creases as appeared in Fig. 2(b). In Fig. 6(b), similarly to the 1st case,
two characteristic frequencies appear (see the inset (a) of Fig. 6). However,
we should note that, the splitting is increasing significantly with increasing
temperature, which is also affecting the temperature dependent properties.
The dominant frequencies of P (t) are marked in Fig. 6(b). Attention should
pay to the frequencies with smaller damping, which determines the long time
dynamics. We can see the corresponding Jeff(ω) of the smaller values are
of the same order, which explains why the damping rate of P (t) in the main
plot is almost not changing with different temperatures.
4.3. Conclusion
In conclusion, we compared the non-Markov dynamics of a qubit under
the decoherence of two kinds of reservoirs. Within the weak-coupling approx-
imation, the qubit dynamics boils down to the correlation functions of the
structured bath. In the 1st case, where the problem is not exactly solvable,
we obtain the correlation functions by the second order perturbation based
on a unitary transform. We find that, the decoherence of the qubit can be
reduced with increasing bath temperature T when g0 < α, which agree with
the results in Ref. [8]. Whereas, it can only be enhanced when g0 > α. The
results are checked in both on-resonance and off-resonance cases. In the 2nd
case as a comparison, where the correlation functions are exactly solvable,
we find that the decoherence of the qubit can not meliorated with increas-
ing T . In both cases, the qubit shows beating dynamics when TL-boson (or
HO-boson) coupling is small for the on-resonance case, and it is suppressed
for large coupling or finite detuning.
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Figures Captions
Fig. 1: Diagrammatic sketch of a qubit coupled with structured environ-
ments. The environment in the 1st case consists of a two level system coupled
to a bath. The environment in 2nd case is a damped harmonic oscillator.
Fig. 2: (1st case) P (t) as a function of time for the on-resonance case
(∆A = ∆B), where the decoherence is reduced with T . Inset (a): Fourier
analysis of the main plot. Inset (b): The effective spectral density Jeff(ω).
piJeff(∆A) indicates the damping rate γA. One can see that γA is reduced
with increasing T , which is consistent with the main plot.
Fig. 3: (1st case) P (t) as a function of time for the on-resonance case
(∆A = ∆B), where the decoherence is enhanced with T . Inset (a): Fourier
analysis of P (t). One can see that two frequencies are dominating the dy-
namics and the peaks locate at ∆A ± g0. Inset (b): The effective spectral
density Jeff(ω). Here, it is not piJeff (∆A) but piJeff(∆A ± g0) indicates the
damping rate γA.
Fig. 4: (1st case) P (t) as a function of time for the off-resonance case
(∆A 6= ∆B). (a): The decoherence is enhanced with T . (b): The decoherence
is reduced with T .
Fig. 5: (2nd case) P (t) as a function of time, where the decoherence is
enhanced with T . Inset (a): Fourier analysis of the main plot. Inset (b): The
13
effective spectral density Jeff(ω). piJeff(∆A) indicates the damping rate γA.
One can see that γA is enhanced with increasing T , which is consistent with
the main plot.
Fig. 6: (2nd case) P (t) as a function of time, where the decoherence is
enhanced with T . Inset (a): Fourier analysis of the main plot. One sees
that two frequencies are dominating the dynamics and the splitting of the
peaks increases with temperature. Inset (b): The effective spectral density
Jeff(ω). The square, triangle and circle points correspond to the dominant
frequencies of P (t) in different temperature respectively. One can see that
smaller Jeff ’s, which characterize long time dynamics, are almost the same
for three different temperatures. This is the reason why the damping rate of
P (t) is almost not changing with different temperatures.
Fig. 7: (2st case) P (t) as a function of time for the off-resonance case
(∆A 6= Ω). (a): Γ = 0.3. (b): Γ = 0.01. The decoherence is enhanced with
T in both cases.
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