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Abstract
We introduce two non-homogeneous processes: a fractional non-homogeneous Poisson
process of order k and and a fractional non-homogeneous Po´lya-Aeppli process of order
k.We characterize these processes by deriving their non-local governing equations. We
further study the covariance structure of the processes and investigate the long-range
dependence property.
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1 Introduction
Fractional Poisson processes (FPP) enjoy the property of non-stationarity and long range
dependence, which makes them an attractive modeling tool. These processes are widely
used in statistics, finance, meteorology, physics and network science, see for instance
[2] p. 332, and [17].
Fractional Poisson processes were introduced as renewal processes in Mainardi et al.
(2004) [21]. Mainardi et al. generalized the characterization of the Poisson process as
the counting process for epochs defined as sum of independent non-negative exponen-
tial random variables, and, instead of the exponential, the authors used a Mittag-Leffler
distribution. The theory of FPP was further developed by Beghin and Orsingher (2009,
2010) [3, 4] and by Meerschaert et al. (2011) [23].
In particular, Meerschaert et al. (2011) defined FPP by means of a time-change for
the Poisson process N(t), where the time variable t is replaced by the inverse α-stable
subordinator Yα(t). Remarkably, they could prove the equality in distribution between
N(Yα(t)) and the counting process defined by Mainardi et al..
Leonenko et al. (2017) [19] used the same time-change technique to introduce a non-
homogeneous fractional Poisson process (NFPP) by replacing the time variable in the
FPP with an appropriate function of time.
In a recent paper Gupta et al. [11, 12] generalize the results available on fractional Pois-
son processes using the z-transform technique.
Kostadinova and Minkova [14] introduced a Poisson process of order k with insurance
modelling in mind. This process models the claim arrival in groups of size k, where the
number of arrivals in a group is uniformly distributed over k points.
The so-called Po´lya-Aeppli process of order k was studied by Chukova and Minkova
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[7] and later by Kostadinova and Lazarova (2019) [15]. In this process, the uniform
distribution on the integers 1, . . . ,k is replaced by the truncated geometric distribution
of parameter ρ .
To deal with dependent inter-arrival times, a generalization of Poisson processes of or-
der k was proposed by Maheshwari et al. ([22]). These authors extended the Poisson
process of order k by means of time change with a general Le´vy subordinator as well as
an inverse Le´vy subordinator.
Here, we combine the compound Poisson processes of order k and fractional Poisson
processes, namely we study a fractional non-homogeneous Poisson process of order
k and a fractional non-homogeneous Po´lya-Aeppli process of order k (see the defini-
tions below). First, we generalize the results of Minkova [14] by considering a non-
homogeneous Poisson process of order k. Then, we generalize the results of Mahesh-
wari et al. [22] by introducing the time non-homogeneity in the fractional Poisson
process of order k. Finally, we study a non-homogeneous fractional Po´lya-Aeppli pro-
cess of order k.
This paper is organised as follows. Section 2 collects some known results from the the-
ory of subordinators and provides the definition of the compound distributions of order
k. In Section 3, we consider a non-homogeneous fractional Poisson process of order
k. We obtain the governing equations and calculate the moments and the covariance
function of the process. Section 4 is devoted to a non-homogeneous fractional Polya-
Aeppli process of order k.We derive the non-local governing equations for the marginal
distributions of these processes, using non-local operators known as Caputo derivatives.
The moments and the covariance structure of the processes are derived, as well. We
conclude in Sections 5 and 6 by establishing the long range dependency property of the
processes, presenting some simulations and discussing possible applications and gener-
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alizations.
2 Preliminaries
This section presents known results in the theory of subordinators and provides the
definition of the compound distributions of order k.
2.1 Compound distributions of of order k
Consider a random variable that can be represented as a random sum
N = X1+X2+ · · ·+XY , (1)
where {Xi}
Y
i=1 is a sequence of independent identically distributed random variables,
and, moreover, Y and X1,X2, . . . are mutually independent, non-negative integer-valued
random variables. The probability distribution of N is called compound distribution and
the distribution of X1 is called compounding distribution.
A well-known and widely used example is the compound Poisson distribution, where Y
has a Poisson distribution with parameter λ .
Definition 1. (Compound distribution of order k). If Xi assume integer values from 1
up to k then the random variable N given by (1) has a compound distribution of order
k.
Compound distributions of order k were studied by Philippou [30] and Philippou et al.
[31].
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As mentioned previously, in this paper we deal with two types of compounding distribu-
tions: the discrete uniform distribution and the truncated geometric distribution. They
respectively induce the Poisson process of order k and the Po´lya-Aeppli process of order
k as will be shown in the following. We say that the random variable X is uniformly
distributed over k points if its probability mass function is of the form
P[X = m] =
1
k
, m= 1, . . . ,k. (2)
The random variable X has a truncated geometric distribution with parameter ρ and
with success
probability 1−ρ if
P[X = l] =
1−ρ
1−ρk
ρ l−1, l = 1,2, . . . ,k, ρ ∈ (0,1). (3)
Consequently, the probability generating function of X is given by
PX(u) = E
[
uX
]
=
(1−ρ)u
1−ρk
1−ρkuk
1−ρu
, |u| ≤ 1. (4)
Note, that for k→∞, the truncated geometric distribution asymptotically coincides with
the geometric distribution with parameter 1−ρ .
We can now define the Poisson distribution of order k.
Definition 2 (Poisson distribution of order k). The random variable N has Poisson
distribution of order k if
N = X1+X2+ · · ·+XY ,
where
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(1) {Xi}i≥1 is the i.i.d sequence with the uniform distribution give by (2);
(2) Y has Poisson distribution with parameter λ ;
(3) Y and {Xi}i≥1 are independent.
We now introduce the Po´lya-Aeppli distribution of order k as a compound Poisson dis-
tribution (see [26]).
Definition 3 (Po´lya-Aeppli distribution of order k). The random variable N has Po´lya-
Aeppli distribution of order k with parameter 1−ρ ( notation: N ∼ PAk(ρ ,λ )) if
N = X1+X2+ · · ·+XY ,
where
(1) {Xi}i≥1 is the i.i.d sequence with the truncated geometric distribution with pa-
rameter 1−ρ , given by (3);
(2) Y has Poisson distribution with parameter λ ;
(3) Y and {Xi}i≥1 are independent.
Note that the probability generating function of N is φN(u) = e
−λ (1−PX1(u)), where PX1
is given by (4).
2.2 Inverse α-stable subordinator
Let Lα = {Lα(t); t ≥ 0} be a Le´vy process with Laplace transform:
E[e−sLα (t)] = e−ts
α
, 0< α < 1, s≥ 0,
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that isLα(t) is an α-stable subordinator. Then the inverseα-stable subordinator {Yα(t); t ≥
0} (see e.g. [23] p. 103) is defined
Yα(t) = inf{u> 0 : Lα(u)> t}, t ≥ 0 (5)
as the first passage time of Lα . The inverse α-stable subordinator Yα(t) has the follow-
ing properties:
(i) The Laplace transform of Yα(t) is
E[e−λYα (t)] =
∞
∑
n=0
(−λ tα)k
Γ(αn+1)
= Eα(−λ t
α), λ > 0, (6)
where Eα(z) is the one-parameter Mittag-Leffler function defined as
Eα(z) =
∞
∑
n=0
zn
Γ(αn+1)
, z ∈ C α ∈ (0,1].
(ii) The density of Yα(t) is of the form (see [23] p.113):
hα(t,x) =
d
dt
P[Yα(t)≤ x] =
t
α
x−1−
1
α gα(tx
− 1α ), x> 0, t > 0, (7)
where
gα(x) =
1
pi
∞
∑
k=1
(−1)k+1
Γ(αk+1)
k!
1
xαk+1
sin(pikα)
is the density of Lα(1) (see e.g. [13]).
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(iii) It holds that
h˜α(s,x) =
∞∫
0
e−sthα(t,x)dt = s
α−1v−xs
α
, s≥ 0. (8)
(iv) The mean and the variance of the inverse α-stable subordinator are as follows:
E[Yα(t)] =
tα
Γ(1+α)
, Var[Yα(t)] = t
2α
[
2
Γ(2α +1)
−
1
(Γ(α +1))2
]
. (9)
(v) The moments are given by (see e.g. [13] p.1640)
E[Y να (t)] =
Γ(ν +1)
Γ(αν +1)
tαν , ν > 0. (10)
(vi) The covariance function (see [19]) is
Cov[Yα(t),Yα(s)] =
1
Γ(1+α)Γ(α)
min(t,s)∫
0
((t− τ)α +(s− τ)α)τα−1dτ −
(st)α
Γ2(1+α)
.
(11)
3 Poisson processes of order k
This section is devoted to Poisson processes of order k and their fractional non-homogeneous
versions. The Poisson distribution of order k was studied by Philippou et al. [31]
whereas the Poisson process of order k was introduced in Minkova and Kostadinova
[14].
Definition 4. The Poisson process of order k N = {N(t); t ≥ 0} is defined as a com-
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pound Poisson process with the compounding discrete uniform distribution:
N(t) = X1+ . . .XN1(t), (12)
where
(1) Xi are independent identical copies of a discrete uniform variable distributed over
k points given by (2);
(2) N1 = {N1(t); t ≥ 0} is the Poisson process with parameter kλ :
P[N1(t) = i] =
(kλ t)i
i!
e−kλ t , i= 0,1, ...
(3) N1 and {Xi}i≥1 are independent.
One can also define this process as a pure birth process. For small h > 0 the transition
probabilities are as follows:
P[N(t+h) = n |N(t) = m] =


1− kλh+o(h), n= m
λh+o(h) n= m+ i, i= 1,2, . . . ,k
(13)
for m= 0,1, . . . o(h)→ 0 as h→ 0.
The following Kolmogorov forward equations are valid for pm(t) = P[N(t) = m] :
d
dt
p0(t) =−kλ p0(t) (14)
d
dt
pm(t) =−kλ pm(t)+λ
m∧k
∑
j=1
pm− j(t), m= 1,2, . . . (15)
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with the initial condition p0(0) = 1, pm(0) = 0, m ≥ 1, and m∧ k = min(m,k). The
mean, variance and covariance function of the process are given by
E[N(t)] =
k+1
2
kλ t,
Var[N(t)] =
(k+1)(2k+1)
6
kλ t,
Cov[N(t),N(s)] =
(k+1)(2k+1)
6
kλ min(s, t).
We can write the probability generating function h(t,u) of the process N(t) as follows:
h(t,u) = E[uN(t)] =
k
∏
i=1
e−λ t(1−u
i).
The above expression means that N(t) can be represented as the sum of k independent
compound Poisson processesM1(t), . . . ,Mk(t), such that
E[Mi(t)] = λ it, E[u
Mi(t)] = e−λ t(1−u
i), i= 1, . . . ,k.
The Le´vy exponent of this process is given by
ψ(u) =
∞∫
−∞
kλ (eiuy−1)FX1(dy),
where FX1(x) = P[X1 ≤ x] is the cumulative distribution function of X1.
Remark 1. A general discussion about infinite divisibility of integer-valued compound
Poisson distributions can be found in [37] and [38].
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Marginal distributions.
Denote by zk = x1+ x2+ · · ·+ xk, Πk!= x1!x2! . . .xk!. Set
Ω(k,m) = {(x1, . . .xk) : x1+2x2+ . . .kxk = n}.
The random variable N with the Poisson distribution of order k has the following prob-
ability mass function (see [31]):
P[N = n] = ∑
x∈Ω(k,n)
e−kλ
λ zk
Πk!
, n= 0,1, . . . , (16)
and, consequently, the marginal distribution of the Poisson process of order k are as
follows:
pn(t) := P[N(t) = n] =


e−kλ t , n= 0
e−kλ t
n∧k
∑
x∈Ω(k,n)
(λ t)zk
Πk!
, n= 1,2, . . . .
(17)
3.1 Fractional Poisson process of order k
In this sub-section we shall derive governing equations for a fractional Poisson process
of order k and we shall investigate its long-range dependence properties. It is worth
noting that Sengar et al. [22] studied the Poisson process of order k time-changed by
a general Le´vy subordinator and its inverse. However, among their examples, they
did not explicitly consider the inverse α-stable subordinator (this particular process is
studied in [12]). That is why we specify some formulae of [22] that will be used in the
following sub-sections. In particular, below, we use equation (10) to derive the marginal
distributions of the fractional Poisson process of order k.
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Definition 5. (Fractional Poisson process of order k). The process Nα(t) is called
fractional Poisson process of order k (FPPk) if
Nα(t) = N(Yα(t)), 0< α < 1, (18)
where
(1) Yα(t) is the inverse α-stable subordinator, given by (5);
(2) N is the Poisson process of order k, given by (12);
(3) Yα(t) and N are independent.
We first derive the marginal distributions of the FPPk process given by
pαn (t) = P[Nα(t) = n] =
∞∫
0
pn(u)hα(t,u)du,
where pn(u) is given by (17) and hα(t,u) by (7).
Theorem 3.1. (Marginal distribution of FPPk). The marginal distributions pαn (t) of
the FPPk has the following representation:
P[Nα(t) = n] = ∑
x∈Ω(k,n)
λ zk
Πk!
∞
∑
m=0
(−kλ )m
m!
E
[
(Yα(t))
zk+m
]
, n= 0,1,2, . . .
= ∑
x∈Ω(k,n)
λ zk
Πk!
∞
∑
m=0
(−kλ )m
m!
Γ(zk+m+1)
Γ(α(zk+m)+1)
tα(zk+m),
where, as before, zk = x1+ x2+ · · ·+ xk, Πk!= x1!x2! . . .xk! and
Ω(k,n) = {x= (x1, . . .xk) : x1+2x2+ . . .kxk = n}.
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Proof. Using conditioning on the density of the inverse α-stable subordinator Yα(t),
we can write
P[Nα(t) = n] =
∞∫
0
P[N(t) = n|Yα(t) ∈ du]hα(t,u)du=
=
∞∫
0
∑
x∈Ω(k,n)
(λu)zk
Πk!
e−kλuhα(t,u)du=
= ∑
x∈Ω(k,n)
λ zk
Πk!
∞
∑
m=0
(−kλ )m
m!
E
[
(Yα(t))
zk+m
]
,
where the change of order in the summation and the integration is allowed by Fubini-
Tonelli theorem. Equation (10) can then be applied.
The process Nα(t) has the following moments:
E[Nα(t)] = kλ
(k+1)
2
E[Yα(t)],
Var[Nα(t)] = kλ
(k+1)(2k+1)
6
E[Yα(t)]+
(
kλ
(k+1)
2
)2
Var(Yα(t)),
Cov[Nα(t),Nα(s)] = kλ
(k+1)(2k+1)
6
E[Yα(s)]+
(
kλ
(k+1)
2
)2
Cov(Yα(s),Yα(t)),
(19)
where the mean, the variance and covariance of the process Yα(t) are given by (9) and
(11).
Remark 2. There is another possible definition for a fractional Poisson process of order
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k, where the counting process is given by
N(t) = X1+ . . .+XNα(t)
where, as before, the integer random variables Xi are i.i.d., uniformly distributed over
1, . . . ,k and independent from the counting process Nα(t), which is the fractional Pois-
son process defined in Mainardi et al. [21].
Correlation structure and long-range dependence.
There exist many definitions of the long-range dependence property. Here, we will shall
use the definition given in [5].
Definition 6. The process {X(t); t ≥ 0} has a long-range dependence property (LRD)
if for some c(s) and α ∈ (0,1)
lim
t→∞
Corr(X(s),X(t))
t−α
= c(s),
where Corr is the correlation function of the process X, defined as
Corr[X(s),X(t)] =
Cov[X(s),X(t)]√
Var[X(s)]Var[X(t)]
, 0< s< t.
We now investigate the asymptotic behaviour of the correlation function of the FPPk
process defined by (18).
Theorem 3.2. The process Nα(t) has the LRD property.
Proof. Using the result of Leonenko et. al. [18] we have that for a fixed s> 0
Corr[Nα(t),Nα(s)]∼ t
−αC(α,s) t → ∞,
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where
C(α,s) =
(
1
Γ(2α)
−
1
α(Γ(α))2
)−1[ αVar[N(1)]
Γ(1+α)(E[N(1)])2
+
αsα
Γ(1+2α)
]
,
and E[N(1)] =
k(k+1)
2
, Var[N(1)] =
k(k+1)(2k+1)
6
. Thus the correlation function of
FPPk decays at rate t−α , α ∈ (0,1) and thus satisfies the LRD property.
Governing equations.
In the sequel we will employ the fractional Caputo-Djrbashian derivative which is de-
fined as follows
Dαt f (t) =


1
Γ(α)
t∫
0
d f (u)
du
du
(t−u)α , 0< α < 1,
d f (u)
du
, α = 1.
(20)
Theorem 3.3. The governing fractional difference-differential equations for pαn (t), x≥
0 are given by
Dαt p
α
0 (t) =−kλ p
α
0 (t) (21)
Dαt p
α
n (t) =−kλ p
α
n (t)+λ
n∧k
∑
j=1
pαn− j(t), n= 1,2, . . . (22)
with the initial condition
pαn (0) =


1, n= 0
0, n≥ 1.
Note, that by setting α = 1, we get the governing equations of the Poisson process of
order k given in equation (14).
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Proof. Note that
Dαt hα(t,u) =−
∂
∂u
hα(t,u) (23)
and remember that
pαn (t) =
∞∫
0
pn(u)hα(t,u)du n= 0,1,2... (24)
We first consider the case n≥ 1. By taking the fractional Caputo derivative of both sides
(24) and using property (23), we get
Dαt p
α
n (t) =−
∞∫
0
pn(u)
∂
∂u
hα(t,u)du=
=
∞∫
0
[−kλ pn(u)+λ
n∧k
∑
j=1
pn− j(u)]hα(t,u)du− pn(u)hα(t,u)|
∞
0 =
=−kλ pαn (t)+λ
n∧k
∑
j=1
pαn− j(t).
For n= 0 we have
Dαt p
α
0 (t) =−
∞∫
0
p0(u)
∂
∂u
hα(t,u)du=
=
∞∫
0
[−kλ p0(u)]hα(t,u)du=−kλ p
α
0 (t).
Remark 3. Note that Ayushi S. Sengar et al. [22] derived governing equations in which
the Caputo derivative is replaced by a more general non-local operator. We present the
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proof of Theorem 3.3 for the sake of completeness.
3.2 Non-homogeneous Fractional Poisson process of order k
We now generalize the fractional Poisson process of order k by introducing a determin-
istic, time dependent intensity function. Let Nn1 = {N
n
1 (t); t ≥ 0} be a non-homogeneous
Poisson process (NPP) with rate function λ (t) : [0,∞)→ [0,∞). Denote
Λ(s, t) =
t∫
s
λ (u)du, 0≤ s< t, (25)
where the function Λ(t) = Λ(0, t) is the cumulative rate function. Thus Nn1 has indepen-
dent, but not necessarily stationary increments and
fx(t,u) := P[N
n
1 (t+u)−N
n
1 (u) = x] = (26)
e−(Λ(t+u)−Λ(u))(Λ(t+u)−Λ(u))x
x!
x= 0,1,2, . . . , 0≤ u< t.
Incidentally, this model includes Weibull’s rate function:
Λ(t) := Λ(0, t) =
( t
b
)c
, λ (t) =
c
b
( t
b
)c−1
, c≥ 0,b> 0,
Makeham’s rate function:
Λ(t) =
c
b
ebt −
c
b
+µt, λ (t) = cebt +µ, c> 0,b> 0,µ ≥ 0,
and many others.
Note, that the marginal distributions fx(t,u) satisfy the following differential-difference
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equations
d
dt
fx(t,u) =−λ (t+u) fx(t,u)+λ (t+u) fx−1(t,u), x= 0,1,2, . . . (27)
with initial condition
fx(t,0) =


1, x= 0
0, x≥ 1.
The marginal distributions of the increments of the non-homogeneous PPk process
Nn(t) are given by
pnm(t,u) = P[N
n(t+u)−Nn(u) = m] = (28)
=
∞
∑
l=0
P[Nn1 (t+u)−N
n
1 (u) = l]P
[
l
∑
i=1
Xi = m
]
=
=
∞
∑
l=0
e−(Λ(t+u)−Λ(u))(Λ(t+u)−Λ(u))l
l!
∑
x∈Ω(k,m)
e−kλ
λ zk
Πk!
.
We define a non-homogeneous fractional Poisson process of order k as
N∗α(t) = N
n(Yα(t)) = N(Λ((Yα(t))), t ≥ 0, 0< α < 1,
whereYα(t) is the inverseα-stable subordinator (5), independent of the non-homogeneous
PPk process Nn.
Marginal distributions.
Define the increment process: Iα(t,v) = N(Λ(Yα(t)+ v))−N(Λ(v)). Its marginal dis-
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tributions can be written as follows:
p∗x(t,v) = P[Iα(t,v) = x] =
∞∫
0
pnx(u,v)hα(t,u)du,
where hα(t,u) is the density of the inverse α-stable subordinator (7) and p
n
x(u,v) is
given by (28). Consequently the marginal distributions of N∗α(t) are given by
P[N∗α(t) = x] = p
∗
x(t,0) =
∞∫
0
pnx(t,0)hα(t,u)du.
For the non-homogeneous fractional Poisson process Leonenko et al. [19] derived the
governing equations for the marginal distributions f αx (t,v) of the corresponding incre-
ment process Iα(t,v) of NFPP:
Dαt f
α
x (t,v) =
∞∫
0
λ (u+ v)(−px(u,v)+ px−1(u,v))hα(t,u)du
with the initial condition f α0 (0,v) = 1, f
α
x (0,v) = 0, x≥ 1. We shall derive a similar
result for the marginal distributions p∗x(t,v).
Theorem 3.4. The marginal distributions p∗x(t,v) satisfy the following differential-
difference equations
Dαt p
∗
0(u,v) =−k
∞∫
0
λ (u+ v)p0(u,v)hα(t,u)du 0≤ v< u (29)
Dαt p
∗
x(u,v) =
∞∫
0
[−kλ (u+ v)px(u,v)+λ (u+ v)
x∧k
∑
j=1
px− j(u,v)]hα(t,u)du, x= 1,2, . . .
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with the initial condition
p∗x(0,v) =


1, x= 0
0, x≥ 1.
Proof. Taking the characteristic function of p∗x(t,v) and the Laplace transform with
respect to t yields
pˆ∗y(r,v) =
∞∫
0
pˆy(u,v)h˜α(r,u)du=
∞∫
0
exp{Λ(v,u+ v)(eiy−1)}rα−1e−ur
α
du.
Integrating by parts, we get
pˆ∗y(r,v) =
[
−
1
rα
e−ur
α
exp{Λ(v,u+ v)(eiy−1)}|∞0
]
+
1
rα
∞∫
0
d
du
(Λ(v,u+ v))(eiy−1)exp{Λ(v,u+ v)(eiy−1)}e−ur
α
du=
1
rα

rα−1+(eiy−1) ∞∫
0
λ (u+ v)exp{Λ(v,u+ v)(eiy−1)}rα−1e−ur
α
du

 .
We shall use the following property of the Caputo derivative:
Ls{D
α
t f}(s) = s
α
L { f}(s)− sα−1 f (0+),
where L {( f )}(s) stands for the Laplace transform of function f . Note that p∗y(0
+,v) =
1 since Yα(0) = 0 a.s. Hence,
rα pˆ∗y(r,v)− r
α−1 = (eiy−1)
∞∫
0
λ (u+ v)exp{Λ(v,u+ v)(eiy−1)}rα−1e−ur
α
du.
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The left-hand side is equal to
rα pˆ∗y(t,v)−
rα−1
rα
p∗y(0,v) = Ls{D
α
t pˆ
∗
y(t,v)}(r).
Inverting the Laplace transform yields
Dαt pˆ
∗
y(r,v) = (e
iy−1)
∞∫
0
λ (u+ v)pˆy(u,v)hα(t,u)du.
Finally, by inverting the characteristic function we obtain:
Dαt p
∗
x(u,v) =
∞∫
0
λ (u+ v)[−px(u,v))+λ
x∧k
∑
j=1
px− j(u,v)]hα(t,u)du.
Covariance structure
The covariance function of the non-homogeneous fractional Poisson process of order k
can be calculated via the following formula:
Cov[N∗α(t),N
∗
α(s)] = E[Cov[N
∗
α(s),N
∗
α(t)] |Yα(t),Yα(s)]+
Cov[E[N∗α(s) |Yα(t),Yα(s)],E[N
∗
α(t) |Yα(t),Yα(s)]]
21
For the first term we have
E[Cov[N∗α(s),N
∗
α(t)] |Yα(t),Yα(s)] = E[E[N
∗
α(s)N
∗
α(t)] |Yα(t),Yα(s)]−
E[E[N∗α(s)] |Yα(t),Yα(s)]E[E[N
∗
α(t)] |Yα(t),Yα(s)] =
=
∞∫
0
∞∫
0
E[Nn(x)Nn(y)]pYα(t),Yα (s)(x,y)dxdy−
−
∞∫
0
∞∫
0
E[Nn(x)]E[Nn(y)]pYα(t),Yα (s)(x,y)dxdy=
=
∞∫
0
∞∫
0
Cov[Nn(x),Nn(y)]pYα(t),Yα (s)(x,y)dxdy=
=Var[N(1)]E[Λ(Yα(s))]+(E[N(1)])
2
E[Λ(Yα(s∧ t))],
where Nn(t) is a non-homogeneous Poisson process of order k with the following char-
acteristics:
Cov[Nn(s),Nn(t)] = E[N1(s)]Var[N(1)]+(E[N(1)])
2Cov[N1(s),N1(t)]
E[N1(s)] = Λ(s), Cov[N1(s),N1(t)] = Λ(0,s∧ t).
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For the second term we have
Cov[E[N∗α(s)],E[N
∗
α(t)] |Yα(t),Yα(s)] =
= E[E[N∗α(s) |Yα(t),Yα(s)]E[N
∗
α(t) |Yα(t),Yα(s)]]−
−E[E[N∗α(s)] |Yα(t),Yα(s)]E[E[N
∗
α(t) |Yα(t),Yα(s)]] =
=
∞∫
0
∞∫
0
E[Nn(x)]E[Nn(y)]pYα(t),Yα(s)(x,y)dxdy−E[N
n(Yα(s))]E[N
n(Yα(t))] =
=
∞∫
0
∞∫
0
(E[N(1)])2Λ(x)Λ(y)pYα (t),Yα (s)(x,y)dxdy−E[N
n(Yα(s))]E[N
n(Yα(t))] =
= (E[N(1)])2 (E[Λ(Yα(s))Λ(Yα(t))]−E[N
n(Yα(s))]E[N
n(Yα(t))]) =
= (E[N(1)])2Cov[Λ(Yα(s)),Λ((Yα(t))],
where pYα (t),Yα (s)(x,y) is the joint density of Yα(s)) and Yα(t)). This yields
Cov[N∗α(t),N
∗
α(s)] =Var[N(1)]E[Λ(Yα(s))]+(E[N(1)])
2
E[Λ(Yα(s∧ t))]+
+(E[N(1)])2Cov[Λ(Yα(t)),Λ(Yα(s))].
4 Po´lya-Aeppli process of order k
The Po´lya-Aeppli process of order k was defined and studied in the context of ruin
problems by Chukova and Minkova (2015) [7] and later by Kostadinova and Lazarova
(2018) [15]. Related pure fractional birth processes were studied by Orsinger and Polito
[28].
Definition 7. The process NPAk(t) is said to be the Po´lya-Aeppli process of order k
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(PAk) if
NPAk(t) = X1+ · · ·+XN1(t), (30)
where
(1) the random variables Xi are independent identically distributed with the truncated
geometric distribution of parameter ρ :
P[X1 = l] =
1−ρ
1−ρk
ρ l−1, l = 1,2, . . . ,k ρ ∈ (0,1);
(2) N1 = {N1(t); t ≥ 0} is a homogeneous Poisson process (HPP) with intensity func-
tion λ t, independent of Xi.
The transition probabilities of the process NPAk are given as follows:
P[NPAk(t+h) = n |NPAk(t)=m] =


1−λh+o(h), n= m
1−ρ
1−ρk
ρ i−1λh+o(h), n= m+ i, i= 1,2, . . . ,k.
(31)
The following Kolmogorov forward equations are valid for
pm(t) = P[NPAk(t) = m] :
d
dt
p0(t) =−λ p0(t) (32)
d
dt
pm(t) =−λ pm(t)+λ
1−ρ
1−ρk
m∧k
∑
j=1
ρ j−1pm− j(t)
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pm(0) =


1, m= 0,
0, m≥ 1.
The marginal distributions of the PAk process are given by
pm(t) := P[NPAk(t) = m] =


e−λ t , m= 0
e−λ t
m∧k
∑
j=1
(
m−1
j−1
) (λ t(1−ρ)) j
1−ρk
ρm− j, m= 1,2, . . .
(33)
Minkova [27] has derived the following explicit expressions for pm(t) :
p0(t) = e
−λ t
pi(t) = e
−λ t
[
i
∑
j=1
(
i−1
j−1
)
η j
j!
ρ i− j−ηρk
i−k−1
∑
j=0
(
i− k−1
j
)
η j
j!
ρ i−k−1− j
]
,
i= k+1,k+2, . . . ,2k+1
pi(t) = e
−λ t
i
∑
j=1
(
i−1
j−1
)
η j
j!
ρ i− j−ηρk
i−k−1
∑
j=0
(
i− k−1
j
)
η j
j!
ρ i−k−1− j+
+
(ηρk)2
2!
i−2k−2
∑
j=0
(
i−2k−1
j+1
)
η j
j!
ρ i−2k−2− j, i= 2k+2,2k+3, . . . ,3k+2
pi(t) = e
−λ t
i
∑
j=1
(
i−1
j−1
)
η j
j!
ρ i− j−ηρk
i−k−1
∑
j=0
(
i− k−1
j
)
η j
j!
ρ i−k−1− j+
(ηρk)2
2!
i−2k−2
∑
j=0
(
i−2k−1
j+1
)
η j
j!
ρ i−2k−2− j−
(ηρk)3
3!
i−3k−3
∑
j=0
(
i−3k−1
j+1
)
η j
j!
ρ i−3k−3− j,
i= 3k+3, . . . ,4k+3, η =
λ (1−ρ)
1−ρk
.
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The expectation, variance and covariance are as follows:
E[NPAk(t)] = E[N1(t)]E[X1] = λ t
1+ρ + · · ·+ρk−1− kρk
1−ρk
, (34)
Var[NPAk(t)] = Var[X1]Var[N1(t)] =
λ t
1−ρk
[1+3ρ +5ρ2+ · · ·+(2k−1)ρk−1− k2ρk],
Cov[NPAk(s),NPAk(t)] = Var[X1]E[N1(s)]+(E[X1])
2λ (s∧ t).
Note that PAk process is a compound Poisson process with the probability generating
function
Φ(t,u) = E[uNPAk(t)] =
∞
∑
m=0
umP[NPAk(t) = m] = e
−λ t(1−ψN(u)).
We can write the function Φ(t,u) as follows:
Φ(t,u) = E[uNPAk(t)] =
k
∏
i=1
e
λ t
1−ρ
1−ρk
ρ i−1(ui−1)
.
The above expressionmeans thatNPAk(t) can be represented as the sum of k independent
compound Poisson processesM1(t), . . . ,Mk(t), such that
E[Mi(t)] = λ i
1−ρ
1−ρk
ρ i−1t, E[uMi(t)] = e
λ t
1−ρ
1−ρk
ρ i−1(ui−1)
, i= 1, . . . ,k.
4.1 Non-homogeneous Po´lya-Aeppli process of order k
We now consider a non-homogeneous version by introducing a deterministic time de-
pendent intensity function as above.
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Definition 8. (Non-homogeneous Po´lya-Aeppli process of order k). We define a non-
homogeneous Po´lya-Aeppli process of order k with cumulative rate function Λ(t) and
parameter ρ as
NnPAk(t) = X1+ · · ·+XNn1 (t), (35)
where
(1) {Nn1 (t); t ≥ 0} is a non-homogeneous Poisson process (NPP) with cumulative rate
function Λ(t) given by (25);
(2) Xi are identical independent variables following the truncated geometric distri-
bution with parameter ρ , given by (3);
(2) {Nn1 (t); t ≥ 0} is independent from Xi.
Note, that the random variable NnPAk(t + s)−N
n
PAk(s), s, t ≥ 0 has the Po´lya -Aeppli
distribution of order k with parameters Λ(s, t),ρ .
An alternative definition can be given in terms of transition probabilities.
Definition 9. The counting process NnPAk(t) is said to be a non-homogeneous Po´lya
-Aeppli process of order k with the rate function λ (t) and parameter ρ if
(1) NnPAk(0) = 0
(2) NnPAk(t) has independent increments
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(3) for all t ≥ 0
P[NnPAk(t+h)= n|N
n
PAk(t)=m] =


1−λ (t+h)h+o(h), n= m
1−ρ
1−ρk
ρ i−1λ (t+h)h+o(h), n= m+ i, i= 1,2, . . . ,k
(36)
It is easy to verify that the previous two definitions are equivalent.
Marginal distributions of the process.
Denote by fm(t,u) := P[N
n
PAk(t+u)−N
n
PAk(u) = m], m= 0,1,2, . . . the marginal distri-
bution of the increments of the process NnPAk(t). Then they can be written as
f nm(t,u) = P[N
n
PAk(t+u)−N
n
PAk(u) = m] =
∞
∑
l=0
P[Nn1 (t+u)−N
n
1 (u) = l]pl(t), (37)
where pl(t) is given by (33). Then the marginal distributions of the process N
n
PAk(t) are
P[NnPAk(t) = m] = f
n
m(t,0). The following theorem holds.
Theorem 4.1. The functions fm(t,u),m= 0,1,2, . . . satisfy the differential equation:
d
dt
fm(t,u) =−λ (t+u) fm(t,u)+λ (t+u)
1−ρ
1−ρk
m∧k
∑
j=1
ρ j−1 fx− j(t,u). (38)
Proof. We first consider the case m= 0. By fixing u and taking a small h we can write
f0(t+h,u) = P[I(t+h) = 0] = P[N
n
PAk(t+u+h)−N
n
PAk(u) = 0] =
P[no events in (u,u+ t] ∩ no events in (u+ t,u+ t+h]] =
P[ no events in (u,u+ t+h]]P[no events in(u+ t,u+ t+h] =
f0(t+h)[1−λ (t+u)h+o(h)]
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Thus
f0(t+h,u)− f0(t,u)
h
=−λ (t+u) f0(t,u)+
o(h)
h
.
Letting h→ 0 yields
d
dt
f0(t,u) =−λ (t+u) f0(t,u).
For m≥ 1 we have
fm(t+h,u) = P[{ m events in (u,u+ t+h]∩{no events in(u+ t,u+ t+h]}
∪{m−1 events in (u,u+ t]}∩1 event in (u+ t,u+ t+h]}∪ . . .
∪{ 0 events in (u,u+ t]∩m events in(u+ t,u+ t+h]}] =
fm(t+h,u)[1−λ (t+u)h+o(h)]+ fm−1(t+h,u)[
1−ρ
1−ρk
λ (t+u)hρ1−1+o(h)]+ ...
+ f0(t+h,u)[
1−ρ
1−ρk
λ (t+u)hρm∧k−1+o(h)] =
= λ (t+u) fm(t+h,u)+λ (t+u)
1−ρ
1−ρk
m∧k
∑
j=1
ρ j−1 fm− j(t,u),
where the last expression follows from (31).
Letting h→ 0 yields
d
dt
fm(t,u) =−λ (t+u) fm(t,u)+λ (t+u)
1−ρ
1−ρk
m∧k
∑
j=1
ρ j−1 fm− j(t,u),
which was the statement of the theorem.
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Note that in case k→ ∞, the Po´lya-Aeppli process of order k coincides with the Po´lya-
Aeppli process defined in Minkova [26]. The non-homogeneous Po´lya-Aeppli process
was studied recently in [8].
4.2 Fractional Po´lya-Aeppli process of order k
To the best of our knowledge, fractional versions of PAk processes have not been con-
sidered yet. We define a fractional Po´lya-Aeppli process of order k as a Po´lya-Aeppli
process of order k time-changed by the process {Yα(t); t ≥ 0}, such that
N∗α(t) = NPAk(Yα(t)), 0< α < 1, (39)
where
- N = {N(t); t ≥ 0} is the homogeneous Poisson process with intensity λ ;
- NPAk(t) = X1+ · · ·+XN1(t);
- {Yα(t); t ≥ 0},0< α < 1 is the inverse α-stable subordinator, defined in (5) and
independent of N1(t).
Marginal distributions.
We shall now obtain governing equations for the marginal distributions of the fractional
PAk process
pαx (t) = P[NPAk(Yα(t)) = x] =
∞∫
0
px(u)hα(t,u)du, x= 0,1, . . . ,
where px(u) is given by (33).
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Theorem 4.2. The probabilities pαx (t), x = 0,1, . . . satisfy the fractional integro-
difference-differential equations:
Dαt p
α
0 (t) =−λ p
α
0 (t) (40)
Dαt p
α
x (t) =−λ p
α
x (t)+λ
1−ρ
1−ρk
x∧k
∑
j=1
ρ j−1pαx− j(t), (41)
where Dαt f (t) is the fractional Caputo-Djrbashian derivative of the function f given by
(20).
Proof. We first consider the case x ≥ 1. By taking the fractional Caputo derivative of
the both sides (32) and using the property (23), we get
Dαt p
α
x (t) =−
∞∫
0
px(u)
∂
∂u
hα(t,u)du=
=
∞∫
0
[−λ px(u)+λ
1−ρ
1−ρk
x∧k
∑
j=1
ρ j−1px− j(t)]hα(t,u)du− px(u)hα(t,u)|
∞
0 =
=−λ pαx (t)+λ
1−ρ
1−ρk
x∧k
∑
j=1
ρ j−1pαx− j(t).
For x= 0 we have
Dαt p
α
0 (t) =−
∞∫
0
p0(u)
∂
∂u
hα(t,u)du=
=
∞∫
0
[−λ p0(u)]hα(t,u)du=−λ p
α
0 (t).
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4.3 Correlation structure and long-range dependence property
In this sub-section we shall obtain several important characteristics of the fractional
Po´lya-Aeppli process of order k such as its expectation, variance and covariance. After
that, we are able to study the correlation structure of the process. For the fractional
Po´lya-Aeppli process of order k, N∗α(t) = NPAk(Yα(t)),, we can use the property of the
conditional expectation to write (see [18])
E[N∗α(t)] = E[E[N
∗
α(t) |Yα(t)] |Yα(t)] =
∞∫
0
E[NPAk(u)]hα(t,u)du=
= λE[N(1)]
tα
Γ(α +1)
,
Var[N∗α(t)] =
tαVar[NPAk(1)]
Γ(α +1)
+
t2α(E[NPAk(1)])
2
α
(
1
Γ(2α)
−
1
αΓ(α)2
)
.
The covariance function can be calculated via the formula:
Cov[N∗α(t),N
∗
α(s)] = Var[Nα(1)]
tα
Γ(1+α)
+(E[Nα(1)])
2Cov[Yα(t),Yα(s)],
where the covariance of the process Yα(t) is given by equation (11).
Theorem 4.3. The process N∗α(t) has the LRD property.
Proof. Using the results from [18] similarly to the previous section, we get
Corr[Nα(t),Nα(s)]∼ t
−αC(α,s) t → ∞,
where
C(α,s) =
(
1
Γ(2α)
−
1
α(Γ(α))2
)−1[ αVar[N(1)]
Γ(1+α)(E[N(1)])2
+
αsα
Γ(1+2α)
]
,
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where E[N(1)],Var[N(1)] are given by (34). Thus the correlation function of FPAk pro-
cess decays at rate t−α , α ∈ (0,1) and satisfies the LRD property.
4.4 Non-homogeneous fractional PAk process
As we did before, we can now define a non-homogeneous fractional Po´lya-Aeppli pro-
cess of order k as
Nnα(t) = NPAk(Λ(Yα(t))), t ≥ 0, 0< α < 1, (42)
where all the symbols have the usual meaning defined above. In this sub-section, we
shall derive governing equations for the probabilities
p∗x(t,v) = P[NPAk(Λ(Yα(t)+ v))−NPAk(Λ(v)) = x].
Theorem 4.4. The marginal distributions p∗x(t,v) satisfy the following differential-
difference equations
Dαt p
∗
0(u,v) =−
∞∫
0
λ (u+ v)p0(u,v)hα(t,u)du (43)
Dαt p
∗
x(u,v) =
∞∫
0
λ (u+ v)[−px(u,v))+
1−ρ
1−ρk
x∧k
∑
j=1
px− j(u,v)]hα(t,u)du x= 1,2, . . .
(44)
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with the initial condition
p∗x(0,v) =


1, x= 0
0, x≥ 1.
Proof. Taking the characteristic function of p∗x(t,v) and the Laplace transform w.r.t to
t, and employing property (8) yields
pˆ∗y(r,v) =
∞∫
0
pˆy(u,v)h˜α(r,u)du=
∞∫
0
exp{Λ(v,u+ v)(eiy−1)}rα−1e−ur
α
du.
Integrating by parts, we get
pˆ∗y(r,v) =
[
−
1
rα
e−ur
α
exp{Λ(v,u+ v)(eiy−1)}|∞0
]
+
1
rα
∞∫
0
d
du
(Λ(v,u+ v))(eiy−1)exp{Λ(v,u+ v)(eiy−1)}e−ur
α
du=
1
rα

rα−1+(eiy−1) ∞∫
0
λ (u+ v)exp{Λ(v,u+ v)(eiy−1)}rα−1e−ur
α
du

 .
As before, we can use the following property of the Laplace transform of the Caputo
derivative:
Ls{D
α
t f}(s) = s
α
L { f}(s)− sα−1 f (0+),
where L {( f )}(s) stands for the Laplace transform of function f . Note that p∗y(0
+,v) =
1 since Yα(0) = 0 a.s. Hence,
rα pˆ∗y(r,v)− r
α−1 = (eiy−1)
∞∫
0
λ (u+ v)exp{Λ(v,u+ v)(eiy−1)}rα−1e−ur
α
du.
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The left-hand side is equal to
rα pˆ∗y(t,v)−
rα−1
rα
p∗y(0,v) = Ls{D
α
t pˆ
∗
y(t,v)}(r).
Inverting the Laplace transform yields
Dαt pˆ
∗
y(r,v) = (e
iy−1)
∞∫
0
λ (u+ v)pˆy(u,v)hα(t,u)du.
Finally, by inverting the characteristic function we obtain:
Dαt p
∗
x(u,v) =
∞∫
0
λ (u+ v)[−px(u,v)+
1−ρ
1−ρk
x∧k
∑
j=1
px− j(u,v)]hα(t,u)du.
5 Generalization and Simulation
The counting processes of oder k that we have discussed in this paper have this general
form
N(t) =
N (t)
∑
i=1
Xi, (45)
where {Xi}
∞
i=1 is a sequence of i.i.d. integer random variables assuming values in
1, . . . ,k and N (t) is a counting process independent from the sequence. One further
assumes that N(0) = 0. Thanks to the independence among the increments and between
them and the counting process, one can express the moments of N(t) as a function of the
moments of X1 and N (t). In particular, one can use Wald’s equation for the expected
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value as all the assumptions of Wald’s theorem are satisfied [35, 36]
E[N(t)] = E[N (t)]E[X1]. (46)
Similarly, for the variance of N(t), one gets
Var[N(t)] = E[N (t)]Var[X1]+Var[N (t)](E[X1])
2. (47)
Equation (45) suggests a simple and straightforward algorithm for the simulation of
N(t). Given a value of t, one can first extract a value N (t) = n and then sum n values
independently drawn from the distribution of X1. A simple algorithm in R that performs
this task is given below when N (t) is the fractional Poisson process of renewal type
used above and discussed byMainardi et al. [21] and when X1 is uniformly distributed in
1, . . . ,k. In this case, the program simulates the random variable N(t) when the process
is the fractional Poisson process of order k discussed in Remark 2. In order to generate
the time change, it is useful to generate Mittag-Leffler distributed i.i.d. random variables
Ji. A simple algorithm to do so is described in [9] based on previous work on Linnik
distributions [16]. It gives the value of the random variable J1 as
j1 =−γ log(u)
(
sin(αpi)
tan(αpiv)
− cos(αpi)
)1/α
where α ∈ (0,1) is the parameter of the Mittag-Leffler distribution, (u,v) ∈ (0,1)2 are
independent uniform random variables and γ is a scale parameter. The code can be
easily modified to include any distribution on the integers 1, . . . ,k and any counting
process N (t).
# Fractional Poisson process of order k
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# Parameters of the distribution
k <- 3
lambda <- 1
alpha <- 0.95
# Time for the process
t <- 10
# We compute Iter values of N(t)
Iter <- 10000
Nt <- c()
for (i in 1:Iter){
# We generate a Fractional Poisson random variable
u <- runif(100000)
v <- runif(100000)
tau <- -lambda*log(u)*(sin(alpha*pi)/tan(alpha*pi*v)-cos(alpha*pi))∧(1/alpha)
time <- cumsum(tau)
n <- length(which(time<=t))
# We sum uniform random variables in 1, ..., k from 1 to n
N <- 0
if (n==0) {Nt=c(Nt,0)}
for (j in 1:n) {
X <- sample(k,1)
N <- N+X
}
Nt <- c(Nt,N)
}
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6 Discussion on applications and extensions
This paper introduces a non-homogeneous fractional Poisson process of order k and
a non-homogeneous fractional Po´lya-Aeppli process of order k. These processes lead
to numerous generalizations and applications. One of the natural extensions of this re-
search is to application in insurance where claims arrive in clusters in a non-homogenous
way. A natural feature of these processes is their long-range dependence structure.
These processes are therefore potentially useful for modelling high-frequency financial
data as well. Back to insurance, the classical ruin problems with FPPk and FPAk pro-
cesses will be considered in our next paper in the spirit of the results in [5], [22], and
[15]. A further extension would be considering a time-change related to other non-local
operators, rather than the Caputo derivative, as investigated in e.g. [29], [34]. This is
also the subject of ongoing research.
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Appendix
From (11) we have
Cov[Yα(t),Yα(s)] =
1
Γ(1+α)2
[
αt2αB(α,α +1,s/t)+αs2αB(α,α +1)− (ts)α
]
,
where
B(a,b,x) =
x∫
0
ua−1(1−u)b−1du, 0≤ x≤ 1
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is the incomplete beta function. Taylor series expansion for (1−u)b−1 = 1+(b−1)u+
O(u2), u→ 0 for
B(a,b,x) =
xa
a
+(1−b)
xa+1
a+1
+O(xa+2) x→ 0
F(α,s, t) = αt2αB(α,α +1,s/t)− (ts)α
= αt2α
(s/t)α
α
−α
(s/t)α+1
α +1
+O((s/t)α+2)− (ts)α
=−α
(s/t)α+1
α +1
+O((s/t)α+2),
so that
Cov[Yα(t),Yα(s)] =
1
Γ(1+α)2
[
αs2αB(α,α +1)+F(α,s, t)
]
,
where F(α,s, t)→ 0, t → ∞. Hence,
Cov[Yα(t),Yα(s)]→
αs2αB(α,α +1)
Γ(1+α)2
=
s2α
Γ(2α +1)
, t → ∞.
And consequently
Cov[N(Yα(t)),N(Yα)(s)] =
sαVar[N(1)]
Γ(1+α)
+
(E[N(1)])2
Γ(1+α)2
[
αs2αB(α,α +1)+F(α,s, t)
]
,
where F(α,s, t)→ 0 as t → ∞. Hence, for a fixed s> 0 we have
Cov[N(Yα(t)),N(Yα)(s)]→
sαVar[N(1)]
Γ(1+α)
+
s2α(E[N(1)])2
Γ(1+2α)
, t → ∞.
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