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Chapter 1
General introduction
1'1 Background of this thesis
  Extensive studies have been carried out on polymer crystallization under
flows such as elongational and shear flows from both industrial and scientific
points of view [1-8]. In many polymer processing operations such as fiber
spinning, injection molding and extrusion, polymers experience various
kinds of flows and the crystallization kinetics and the final morphology are
greatly affected by the flows. It is known i9-13] that when polymers in
melts and solutions are crystallized under elongational andlor shear flows
the so'called shish-kebab structure is often formed, which consist of long
central fiber core (shish) surrounded by lamellar crystalline structure
(kebab) periodically attached along the shish. It is believed that the shish is
formed by crystallization of completely stretched polymer chains and the
kebabs are folded chain }amella crystals and grow to the direction normal to
the shish. Recent development of advanced characterization techniques
such as in situ rheo-small-angel and wide-angle X'ray scattering (SAXS and
WAXS) [14"24] and in situ rheo'small"angle light scattering (SALS) [25-27]
and rheo'optical measurements [28'30] has shed light on significant features
of the formation mechanism of the shish-kebab structure. In situ
rheo-SAXS and rheo'WAXS measurements were extensively carried out on
the structure development in fiber spinning process [14,15,17"19,31,32] as
well as in shear'induced crystallization process [16,20-22,24]. Some of the
works have focused on the structural fermation in the early stage of the
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crystallization under flow using "short term shearing" technique [33]
because it often governs or at least affect the final structure deeply. Despite
the extensive studies, the formation mechanism ofthe shish-kebab structure
is not fu11y understood. One of the reasons is that there are many factors
which influence the formation of the shish-kebab structure such as
molecular weight, molecular weight distribution, branching in chain, shear
rate, shear strain, crystallization temperature and so on. It is necessary in
such situation to perform systematic studies on the crystallization process as
a function ofeach factor to elucidate the formation mechanism.
1-1-1 Earlier researchers on fiow induced crystallization
  The studies of polymer crystallization under flow started in 1960s.
Pennings and his co'workers found the shish'kebab structure in
crystallization ofpolyethylene from the xylene solution [9]. They prepared
50/o xylene solution of polyethylene and stirred the solution for 3 days
keeping the temperature at 102 OC to obtain the fibrillar crystals. They
observed the structure ofthe crystals using a TEM, which is shown in Fig. 1.
They also examined the structure of the crystals using electron diffraction
and found the c'axts of the crystal is parallel to the fiber axis as seen in the
inset of Fig. 1. The fibrillar structure depends on the concentration of the
solution, the molecular weight and the condition of stirring. They
considered that the fibrMar crystal consisted of backborn (shish) and
ribbon'like crystal (kebab). They measured the melting temperature ofthe
fibrillar crystal and found that the backborn did not disappear until the
unexpectedly high temperature of 151 OC, suggesting that the backborn of
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Fig. 1. Transmission electron microscope (TEM) image of fibri
polyethylene crystals and electron difEraction pattern (inset).
11ar
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the crystal would be made of extended chains [9]. In another paper [34],
they performed ultrasonic treatment on the fibrillar crystal and found that
the ribbon'like crystal (kebab) was removed from the backborn (shish) (see
Fig. 2). This result suggests that the kebab structure epitaxitially grows
from the surface of the shish structure. Wikjord and Manley also showed
that the shish and the kebab could be separable when it was treated with
nitric acid, but this method corroded and shortened polymer chain [35].
  The shish-kebab structure was found not only in the crystals from
solutions under stirring, but also in crystals from bulk under injection
molding and extrusion. Keller and co-workers [ll,12,36] observed the
polyethylene fiber crystals obtained in extrusion molding process using
transmission electron microscope (TEM) and suggested the interlocking
shish-kebab model (Fig. 3(b)) by analyzing the TEM image. The TEM
image in Fig. 3(a) showed that thickness of kebab was about 300 A, diameter
ofshish was about 250 A, and length ofshish was 500 ym at longest [36]. A
shish'kebab structure was seemed to be interlocked with neighboring
shish-kebab structure by kebab structures.
1'1"2 Current researchers on flow induced crystallization
 After the works of Pennings' group and Keller's group, extensive studies
carried out on the shish-kebab structure [3,9,ll,12,34,36]. However, we
still have many unsolved problems on the shish-structure, especially on the
formation mechanism. Recent advance ofinstrumental technology such as
synchrotron radiation X'ray, strong laser source, and neutron source enables
us to perform in-situ measurements on the crystallization process under
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Fig. 2. Shish structure after
removed by ultrasonic agitation
ultrasonic agitation. Kebab structure was
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Fig. 3. Extrusion molding polyethylene fiber of
interlocking shish kebab model for the TEM image (b).
TEMimage (a) and
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flows. Simultaneous in-situ small-angle X-ray scattering (SAXS) and
wide-angle X-ray scattering (WAXS) is one of the most powerfu1 tools to see
the structure formation in crystallization process of polymers under fiows.
For example, in situ rheo"SAXS and rheo'WAXS studies on i-PP and
polyethylene (PE) after pulse shear by Hsiao et al. [22-24] have shown that a
scaffold or network of oriented structures is formed prior to the
full-crystallization. Alfonso et al. performed the spatia}ly resolved
measurements by simultaneous small-angle and wide"angle X-ray
micro-diffraction using isotactic polystyrene (i-PS). They applied shear flow
to the molten state sample by pulling a single glass fiber, quenched to below
Tg and scanned the fiow position. They proposed the existence of
quasi'ordered clusters in the melt whose size and orientation distributions
are dictated by characteristics ofthe flow field [37]. Kornfield et al. [28-30]
have preformed in situ birefringence measurements on isotactic
polypropylene (i'PP) after short term shearing, and found that the
birefringence drops after the shear but shows upturn again, suggesting
formation of a precursor of the shish'kebab structure. These studies have
indicated that a precursor of the shish is formed in the very early stage
during the crystallization process after the shear. A pioneering in situ
rheo-SALS study by Katayama et al. [38] also demonstTated that there exists
a mesomorphic state during the shear'induced crystal}ization process about
30 years ago. Recent in situ rheo'SALS measurements on i'PP by Winter et
al. [25-27] have revealed that density fiuctuations occur before the
orientation fluctuations.
  As mentioned above, recent researches using advanced experimental
7
techniques have gradually revealed the formation mechanism of the
shish'kebab structure. However we are still far from the final goal. As
will be seen in this thesis, in order to understand the shish"kebab formation
process we have to examine the formation process in a wide spatial scale
      efrom 1 A to several pm. For this purpose we employed many experimental
techniques in this thesis such as wide'angel X-ray scattering, small'angle
X-ray scattering, smallhangle neutron scattering, depolarized light scattering
and optical microscope to cover a wide spatial scale.
1'2 Experimental techniques
lh2-1 Basic theory of scattering
 Analysis of the microscopic structure of polymer systems is generally
carried out with bQth real" and inverse" spaces. The former is implemented
by various kinds ofmicroscopes [39] such as electron microscopy, atomic force
microscopy, and optical microscopy. The latter is implemented by various
kinds of scattering experiments such as wide"ang}e diffraction, small'angle
scattering and light scattering. In this section we summarize the basic
principles of scattering methods [40"45] in order to give a basis to
understand the experimental results presented in this thesis.
  Depending on the system under study and the desired resolution, photons
in the X-ray and light scattering range, or neutrons are used. The general
set up ofa scattering experiment is indicated schematically i•n Fig. 4. There
is an incident beam of monochromatic radiation with wavelength A and
intensity Io. It becomes scattered by a sample and the intensity Iof the
scattered waves is registered by a detector at a distance A, under variation of
8
Io
             I(q)
            Detector
.,li2illlllllllXg
 2e
Fig. 4. Genera} scattering experiment setup.
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the direction ofobservation. Employing the scattering vector q, defined as
             qik, -k,, (1.1)
where kf and ki denote the wave vectors of the incident and the scattered
plane waves, respective}y. The result of a scattering experiment is usually
expressed by giving the intensity distribution in qspace, Kq). In the
majority of scattering experiments on polymers the radiation frequency
remains practically unchanged because there is no energy transfer between
the incident and scattered beam. These are so called `elastic scattering'
while those in which energy transfer occurs are named `inelastic scattering'.
Then in the case of elastic scattering we have
                       2z
             lkfl "' lkil: ,a' ("2)
                                      '
and lql is related to the scattering angle 2Z by
                  4z
             Iql= i
                     sine. (1.3)
  ltineii les forStatie SeatteringEmperiments Two different functions can
be used for representing scattering data in reduced forms. The first one is
the differential scattering cross-section per unit volume of the sample
described as
             x(g)E ,i; g20' - e l(gl),A2. (,.,)
In light scattering experiments this function is called the Rayleigh'ratio.
W[hile the effect of the volume is removed, X(q) remains dependent on the
scattering power ofthe particles in the sample, which varies with the applied
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radiation. For X'rays, the scattering power is related to the electron
densities, for light scattering to the associated refractive indices and for
neutron scattering to the scattering length densities. This dependence is
eliminated in the second function which, however, can only be employed if
the scattering can be treated as being due to just one class ofparticles. In
polymer systems these can be identified with the monomexic units. For
equal particles the scattering properties can be described by the scattering
function Sq), which is defined as
         m S(g)i!II(Nt), (i.s)
                      mm
where Nm represents the total number of particles or monomers in the
sample, and Im is the scattering intensity produced by one particle, ifplaced
in the same incident beam. The scattering function S(q) is often also
addressed as the structure function or structure factor. The interference
function expresses the ratio between the .actual intensity and measured one,
if all particles in the sample were to scatter incoherently. It thus indeed
describes the interference effect. The relationship between X(q) and sSÅqq) is
described by the equation as
              E (q) - Åqc. År( ddg6 ). S (g), Q.6)
where (do/d9). represents the scattering cross section per particle or
monomer and ÅqemÅr stands for their mean density
              Åqc.År :llCm. (i.7)
Scattering diagrams generally emerge from the superposition and
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interference of the scattered waves emanating from all the particles in the
sample. Ifwe describe the amplitudes ofsingle scattered waves at the point
of registration by the detector in normalized form, by complex numbers of
modulus unity and phases qi, the total scattertng amplitude is obtained as
                 Ar.
             C= 2exp(i,p, ). (1.s)
                 i=1
The phases opi are simply determined by the particle positions ri• and the
scattering vector qonly, being given by
             qi --- gr,. (1.9)
Thus the scattering amplitude produced by a set of particles at locations ri i's
formulated as
                    Ar.
             C(q)= 2exp (iqr, ). (1.lo)
                    i=1
The scattering intensity Kq) is proportional to the squared modulus of C
             I(g)- (IC(qN2). (ni)
As the normalization of the amplitudes of the single scattered waves is
already implied in the definition of the interference function eq. (1.5), eq.
(1.11) can be completed to
             S(q)=Ii(I (IC(q12). (i.i2)
                      m
This is a basic equation of general validity and it may serve as starting point
for the derivation ofother forms ofscattering equations. The calculation of
the squared scattering amplitude is following.
  The first formula is given directly by insertion of eq. (1.10) to eq. (1.l2),
                                 12
leading to
             S(g) :;Nl. ,2iM=,Åqexp[iq(r, -r, )]År• (i.i3)
  One can also use a continuum description and introduce the particle
density distribution em(r) instead of specifying the discrete positions ri of all
particles. First, the scattering amplitude for a single microstate, as
represented by the associated density distribution
             C(g) :fexp (iqr)• [c. (r)- Åqc. År]d 3r. (1.14)
                    V
Scattering occurs only when em varies within the sample that we subtract the
mean value ÅqemÅr. Thus it is obviously revealed that the scattering is
directly relating to the fluctuations. We can,also see that C(q) equals the
Fourier-transition ofthe fluctuatioRs in the particle density. Insertion ofeq.
(1.14) into eq. (1.l2) and carrying out the ensemble average yields
S : ?il. .f.feXP [ig (r ' - r")]([c. (r ') - Åqc. Årl • [c. (r ") - Åqc. År]Ård 3r 'd 3r" .
                                                              (1.15)
For all macroscopically homogeneous systems, where the equation of
             Åqc. (r')c. (r")År= Åqc. (r'-r")c. (O)År (1.16)
is approved. This equation can be reduced to a single integral.
Substitution ofr-ti' by ryields
              S(q)= Åq,i.År .fexp(igr)t [Åqc. (r )c. (o)År - Åqc.År2 ]d 3r (i.i7)
This equation expresses S(q) as the Fourier'transform of the space
dependent correlation function of the particle density.
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  A third form of the basic scattering equation is obtained if structures are
characterized with the aid of the pair distribution function g(r). From the
definition, the product g(r)d3rgives the probability that starting from a given
particle, the particle itself or sonie other particle is found in the volume
element d3rat a distance r. The pair distribution function g(r) is composed
of a sum of two contributions which are self"contributions and the
contributions of the other particles. For fluid systems with short"range
order, the limiting value of the pair distribution function g(r) at large
distances (r. co) equals the mean density ÅqcmÅr. As follows directly from
the definitions, density distribution function and pair distribution function
are related by
             Åqc. (r )c. (O)År=Åqc.År•g(r). (1.18)
Insertion of the equation in eq. (1.17) gives
             S(g)= Sexp(igr)•[g(r)--Åqc.År]d3r. (1.lg)
                   V
It is once again revealed that the scattering function equals a
Fourier'transform, now ofthe pair distribution function. At the same time,
we follow the asymptotic values of Sfor large values of q from this equation.
In the limit g . co only the contribution of the self-correlation part is Ieft,
and we find Sq -År oo) --År 1. It can be concluded that there are neither
constructive nor destructive interferences between the particles for large qso
that they behave like incoherent scatters.
  In the case of isotropic system, both vector parameters q and r can be
treated as length parameters q(= Iql)and r(= Irl), respectively. Then the
Fourier-relation between g(r) and `S(q) has the form as
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              s(g)., 3 Sinqr 4m2[g(,)-Åq..År]dr. (1.2o)
                    r=o 9r
  In this chapter, it was formulated three equivalent relations, eqs. (1.13),
(1.17) and (1.19), which may be employed in the evaluation of scattering data.
A]l three equations express a Fourier-relation between stq) and functions
which describe properties of the microscopic structure in statistical terms.
  Seattering oftwo Iayer systems Isotropic samples ofpartially crystalline
polymer essentially correspond to an ensemble of density packed,
isotropically distributed stacks of parallel and normal to the lamellar
crystallities. If the extensions of the stacks parallel and normal to the
lamellar surfaces are large compared to the interlamellar distance, the
scattering behavior can be related to the electron density' distributionQ e(z)
measured along a trajectory normal to the surfaces. This trajectory will
pass through amorphous regions with densitype,a and crystallities with a
core density p e,e. The average density Åq p eÅr lies between these two limits.
  We calculate the scattering crosstsection per unit volume by application of
eq. (1.21)
              ]ilÅí (q) :r,2 fexp iqr•(Åqp, (r)p, (O)År -Åqp.År2 li3r, (1.21)
                      V
and consider at first an ensemble of equally oriented stacks. If we choose
the orientation of the surface normal to the z"axis, the electron density
disuibution depends on zonly and we can write
       2(q)=r,2 iexp(i(g.x+q,y+g,z))(Åqp(z),p(O).År-Åqp.År2)dxdydz. (1.22)
                x,y,z
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Carrying out the integrations for xand ywe obtain
             2 (q) = r,2 (2n)26(q. )6(q,) "fe exp (iq,)• K(z)dz. (1.23)
                                 -pe
Where IKz) designates the one"dimensional electron density correlation
function
           K(Z) iiE! Åq(P,(Z) -ÅqPeÅr)(Pe (O) 'ÅqPeÅr)År
                =ÅqPe (z)Pe (O)År-ÅqP, År2• (1•2 4)
  The scattering of an isotropic ensemble of stacks of lamellae, as it is found
in melt crystallized samples, follows from eq. (1.23) by calculation of the
isotropic average, i.e. by distributing the intensity at Å}qz equally over the
surface of a sphere with the same radius. The resulting isotropic intensity
distribution, X(q:=l gl), is given by
             2(q)=4;li, r.2 (2z)2-ele.exp(iqz)•K(z)dz. (i.2s)
The reverse Fourier-relation is
             K(Z) " 21r,2 (2i)3 /f..eXP(i9Z) '4nC72Z(q)dq
                  =t, (2;)3 3cosqz•4ng22(g)dq, (i.26)
eq. (1.26) enable K(z) to be determined ifÅí(q) is known.
  kKz) has a characteristic shape, allowing an evaluation which leads
directly to the main parameters of the stack structure. In order to explain
the procedure, we first establish the shape of IKz) for a strictly periodic
two-phase system and then proceed by a consideration of the modifications
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introduced by a stepwise perturbation of the system. Fig. 5 provides an
illustration and sketches all the steps.
  The periodic structure shows an electron density distribution pe(z) as
indicated on the left part (a). It can be described by specifying the `long
period' dac, the crystallite thickness dc and the electron density difference
p e,cf p e,a. The crystallinity di c= dbl dae in this examp le lies be low 500/o. We
first calculate a special correlation function, denoted Ka(z), defines as
             Ka(Z) !i ((Pe(Z)-Pe,a )(Pe (O)-Pe,a )År' (1'27)
When using Ka, all electron densities refer to the e!ectron density of the
amorphous regions. Since the ensemble average is identical with an
average 6ver all points z'in a stack, Ka(z) may be obtained by an evaluation
of the integral
             Ka (Z) = [ill C,',2, LOe (z')-Pe,a lPe (z+z')- pe,a lltz'' (1•28)
The integration range A has to be sufficiently large. The functions p e(z) and
p e(ptz) are square distributions, and contributions to the integral arise only,
iftwo crystalline regions overlap. Consequently, .Z(k(z) is proportional to the
length of the overlap region, and given by
             K. (z) = ((Pec - Pe'" )o2 (dcmz)/dacld, Åq izZl ÅqÅq dd.C, - d,' (i'29)
and being periodic, by
             Ka (Z+dac)= Ka (Z)" (1•30)
Having determined Ka, one obtains IKz) by
             K(Z)=Ka(Z) -"' (ÅqPeÅr-Pe,aY' (1'3 1)
17
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Fig. 5. Two-phase laYer system representative for a partially crystalline
polymer. Electron density distribution Ap,(z):ip,(z)--Åqp,År and the
associated one dimensional correlation function K(z) for a perfectly ordered
system (a). Effects of varying intercrystalline spacings (b), varying
crystallite thickness (c) and diffuse interface (d).
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The result is shown on the right ofpart (a). There is a regular sequence of
triangles, centered at z= O, dac, 2dae etc., which reflect the correlations within
one crystallite, between next neighbors, second neighbors etc. The
`self'correlation triangle' centered at the origin exhibits some characteristic
properties. The value at z= O, denoted Q, is
             K(Z=O) !e= Åëc (1-Åëe )(Pe,c -Pe .a )2- (1•32)
The slope dKdz is
             dK dK O
              d,= d,a "- 2"C (p,,,-p,..)2• (1.33)
Here, 0ac denotes the `specific intemal surface' given by the area per unit
volume ofthe interface separating crystalline and amoxphous regions. For
the periodic stack it is related to the long period by
               ac d
                   ac
The horizontal `baseline' between the triangles is located at
             K='B=-(ÅqPeÅr-Pe,aY (1'35)
               ="'-Åë,2(P,,, nd P,,.)2• (1-36)
                                            'K(z) reaches the base-line at
  It is now interesting to recognize that application of these relations is not
restricted to the ordered periodic system but can be extended, with slight
modifications, to real systems which may show variations in the thicknesses
of the crystalline and amorphous regions, and may also possess diffuse phase
boundaries. The changes in K(z) resulting from a successive perturbation of
the initial system are schematically indicated in Fig. 5(b)"(d). All structures
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in this sequence are understood as having equal crystallinities and equal
specific internal surfaces.
  First, as indicated in part(b), fluctuations in intercrystalline spacings are
introduced. Since the selfeorrelation part remains uncharged, the only
consequence is a broadening of the peak attributed to next'neighbor
correlations. There is a maximum at the position of the most probable
distance between neighboring crystallities, and it determines the `long
    -sspacmg .
  Secondly, as shown in part(c), we superpose variations in the crystailite
thickness. Since ipcand 0ae are assumed to be constant, the value of the
correlation function at the origin, e, the initial slope dKldz (z= O) and the
base"line coordinate B are not affected. A modification occurs near to the
base of the triangle, where K(z) becomes curved. If we extrapolate the
straight part of K(z), it intercepts the base'line at
              Zi " ' d2K+l aBz " oÅëC/2' (1.38)
                           ac
The number average ofthe crystallite thickness, d, , is given by
              0ac Zi[I.ip,. (1.39)
               2
Therefore, we have
  Finally, in the last step, we associate the crystallite surfaces with
transition zone (part(d)). We do it under the condition that for each
crystallite ithe total number ofelectrons remains unchanged, i.e.
              f[Pe(Z')-Pe,allaZ']=(10e,c-Pe,a)d;' (1'41)
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Using this equation in the other direction, one may attribute to each
crystallite with a diffuse surface a corresponding lamella with sharp
boundaries and thickness dL. If this replacement is carried out for all
crystallites, one retunes to a two'phase structure which we address as the
`corresponding two-phase system'. For a transition zone with an extension
dt there results a change in shape of the correlation function around the
origin, within the range z Åq d, . If dt is small compared to the thicknesses of
all crystallites, there still remains a liner portien in the center of the
right-hand side of the self"correlation triangle. This allows us to derive
directly the parameters of the `corresponding two"phase system':
Extrapolation of the linear section to z= O gives e, and a continuation down
to the base-line at K= -Byields d, . The crystallinity tae, the specific
internal surface 0ae and the electron density diliference then follow by
                 B+e
               ac
                   dc
             (Pe,c -Pe ,a )2=Åë, ae- Åë,)• (1•44)
  So far, we have discussed the case ip. ÅqO.5. If we wish to investigate
samples with Åë, År O.5 , we have to substitute ip e against the volume fraction
of the amorphous phase
              Åëa =1in Åëc• (1•45)
and d, against the number average of the thickness of the amorphous
layers, d. . The substitution rule follows from Babinet's reciprocity
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theorem which declares that an exchange of the analysis lies in the
knowledge required of the base-Iine coordinate B. For samples of low or
high crystallinity (ip, ÅqO.3 or Åë, ÅrO.7), the base'line usually shows up. The
intermediate region is problematic, as here the base-line may not be
observed. Then X-ray scattering experiments have to be complemented by
other data such as, for example, the density.
  In this discussion of the scattering properties of a polymeric layer system,
we have dealt with a specific but generally valid for all two"phase systems,
independent of their structure. We give here three equations ofparticular
lmportance.
  First, we come back to eq. (1.32). Use ofeq.(1.26) yields
       C= (10e,c 'Pe,a )2 Åëc (1-Åëc)= ,.2 (g.)3 ,IS,4ap22 (9)d9 ' (1'46)
e is often called the `invariant', for obvious reasons: The total integral, as
obtained by an integration over all the reciprocal space, depends only on the
volume fractions of the two phases and the electron density difference and is
invariant with regard to the detailed structure. Eq.(1.46) is not a specific,
property of layered systems, but ge nerally valid. The proof is simple . One
has to formulate the Fourier'transformation reverse to eq.(1.21), expressing
the three dimensional electron density correlation function as a function of
Åí(q)
       ÅqPe (r)Pe (O)År-ÅqPeÅr2 " ,,2 (S.)3 fexp(-iqr)'Z(e)d3q, (l.47)
and consider the limit r. O
22
             ÅqP3År-ÅqPeÅr2=.,2(g.)3 i2(q)dq3• (1.4s)
Direct calculation shows that for a two'phase system the left-hand side$ of
eqs. (1.46) and (1.48) agree.
  Secondly, we consider the asymptotic behavior Z(q . co), looking first at
the layer system. Due to the reciprocity property of Fourier'transforms,
Z(q - oo) relates to the limiting behavior K(z. O). Therefore, using eqs.
(1.25), (1.32) and (1.33) in a series expansion, we can write
       2(q ' oo) = 2Jh2 "e2(2Z)2 1,'LM,/S..COSqz '(e- 02aC (pe,c -- p,,.)21zl)ctz• (1•49)
For the purpose of a derivation of the asymptotic properties we may employ
the following speci'al representation of Kvalid for small values of z
       e"'- !lllaic (p.,,-p,,.)2z= eexp(- Oac(Pese- Pe'a)2 1zO (i.so)
With this, the integral can be evaluated
       2(q --År oo)= 2t,e2 }i.m./S..cosgz•eexp(- Oac(Pe'ciePe'a)21ZI )Pz, (i.si)
which yields
                         2mr2
             2(9-CX')= 4e Oac(JOe,c me10e,a)2, (1•52)
                         q
eq. (1.52), known as `Porod's Iaw', is generally valid for arbitrary two'phase
systems. Indeed, an asymptotic law Åí(q) t- 11cl is the characteristic
signature of two-phase systems with sharp boundaries. According to eq.
(1.52), the asymptotic behavior depends only on the interface area per unit
vo}ume, multiplied by the square of the density difference.
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  A third interesting parameter, le, is obtained by a combination of eand 0ae
in the form of the exponent in eq. (1.50).
              Ic i o., (p,l, e- p,,. )2 = 2ÅëC (i .-,- ÅëC)' (1'53)
Ie characterizes the length scale of the two-phase structure. Eq(1.53) is
generalization ofeq. (1.39) which concems d, and thus also a characteristic
length of the layer system. There is one technical advantage in the
determination of le. As the electron density difference becomes eliminated,
there is no need for intensity measurements in absolute units.
1-2"2 Scattering apparatus
  Depolarized light seattering We used the home'made light scattering
apparatus to measure in'situ depolarized light scattering. The light
scattering apparatus has a He"Ne laser as light source and a CCD camera
with paraffin paper as detector. The wavelength of the He'Ne laser is
632.8nm. The CCD camera is a model CS8300 of Tokyo Electronic Industry
Co. Ltd. We set a paraffin paper, which is a detector plane between the
CCD camera and the polarizer and detect the scattering pattern on the
paraffin paper using CCD camera in this thesis. Time evolution of
scattering pattern was recorded by CCD camera in a time interval of 1130 s.
Fig. 6 shows layout of the light scattering apparatus. This apparatus has
two slits; the Iaser side slit and the sample side slit. Fig. 7 shows a photo of
the light scattering apparatus with a shear cell.
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  Small'angle X-ray seatten`ng We used a small-angle X-ray scattering
apparatus at the beam line BL45XU in the SR facility, SPring-8,
Nishiharima, for in-situ SAXS measurements [46,47]. BL45XU is an
undulator beamline with two branches. The branch we used is for
small'angle X'ray scattering (SAXS) and the other is for protein
crystallography (PX). The beam is split into the two branches by a diamond
monochromator so that two experiments can be done simultaneously [48].
The SAXS branch was designed for studying the weak interaction ofproteins
or subunits of fibrous or protein solutions. The optics makes use of the good
parallelism of the undulator beam in order to reduce parasitic scattering.
The beamline consists of a double crystal monochromator and a K-B type
focusing mirror system. In order to cope with the high flux of the beam, an
X'ray image intensifier (Hamamatsu Photonics, V5445P) with a cooled CCD
camera (C4880'82) was used. As a result, decreases in both collection time
and sample amount were realized in standard static experiments. These
improvements will greatly facilitate SAXS experiments under high pressure.
Fig. 8(a) [46] shows the layout of BL45XU. When the slits hit the edge of
the beam, it usually gives strong parasitic scattering. Slit 1 is used to
reduce parasitic scattering on the mirrors and slit 2 is used to eliminate the
tail of the beam, which is produced by imperfections in the mirror bend.
S}it 3, the so'called guard slit, is used to define the beam size of the sample,
and slit 4 is to eliminating parasitic scattering from slit 3. Fig. 8(b) shows a
schematic of parasitic scattering in optimization of fiux. La and Lb
represent the extent ofparasitic scattering from slit 2 and 3, respectively. SO,
Sl, S2, S3, S4, S5 are the beam sizes at the source, mirror, focus, slit2, slit3,
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Fig. 9. Shear cell location in the SAXS apparatus at SPring-8 BL45XU.
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slit4, respectively. Il, 12, 13, l4 are the distances between slit4'detector,
slit3-slit4, slit2'slit3, and slit2-mirror, respectively. In principle the larger
in 13 is the smaller in La [46]. Fig.9 shows our setting of shear flow
measurement around sample cell. X-ray beam comes from slit side tube.
  MZide-ang7e Xtray seattering We used a wide'angle apparatus at the
beam line BL40B2 at the SR facility, SPring-8, Nishiharima, for in-situ
WAXS measurements. The light source is a bending magnet that has its
magnetic field at O.679 T and shows critical energy of 28.9 keV. The
generated white X'rays are monochromatized using a fixed'exit double
crystal monochromator and focused by a 1-m'long rhodium-coated
bent"cylinder mirror. The glancing angle of 3.2 mrad is adjusted for the
optimum focusing at the detector position. The photon flux is 10ii at 12 keV.
The energy resolution (AEIE) is in the order of10'4 [49]. The total system of
monochromatic data collection for routine macromolecular crystallography
has been installed comp}etely. Its LabVIEW software system contains to
change wavelength and to align experimental table. The detector for
protein crystallography is set on camera stage, which camera length of 80
mm ' 470 rrim is available. A detector choice between CCD and Imaging
Plate is easily available using offriline exchange system (Fig. 10). BL40B2 is
the beam line for SAXS, but we shortened the camera length to measure
wide-angle Q range. There are many beam lines for measurements of
crystal diffraction in SPring-8. In the experiments of this thesis we used a
Linkam CSS'450 high temperature shear cell, which has two flat quartz
plate for applying shear cell. Hence we needed a WAXS apparatus in which
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fiat sample can be used. For this reason we employed SAXS machine at the
beam line BL40B2 for the WAXS measurements. Fig. 11 shows our setting
of shear flow measurement around sample cell. X'ray comes from left side
tube.
  Small-angle neutron seattering 'We used SANS-U apparatus for
small-ang}e neutron scattering measurements. The SANS-U, owned by the
Institute for Solid State Physics, The University of Tokyo, was constructed in
the guide hall of the 20 MW research reactor, JRR"3M, of the Japan Atomic
Energy Research Institute (JAERI) in 1991 [50]. Fig. 12 shows the layout of
SANS-U. This instrument is composed of (a) a mechanical neutron velocity
selector (NVS), (b) a pre-sample fiight path, (c) a multi purpose sample stage,
(d) an evacuated post'sample flight path, (e) an area detector, (D a point
detector for transmission measurements, (g) a beam stop made of B4C, and
(h) a data acquisition system. The incident neutron beam from the cold
source (white beam flux ÅrÅr 2 Å~ 108 cm-2swwi with the peak wavelength of O.4
nm) is monochromatized by a NVS with helical slits (ASTRIUM, Germany)
(Friedrich, l989). Cold neutron beam from the reactor was guided to the
NVS. If necessary, the beam can be attenuated by (i) polyacrylate slabs
with different thicknesses (3, 5, and 7 mm). Just behind the NVS is located
the pre'sample fight path, which consists of (j) pinhole tubes coated with
B4C inside and (k) alternate neutron guide tubes coated with Ni inside. By
replacing the pinholes and the guide tubes in or out of the beam, users can
change the effective source-to-sample distance (= collimation length, CL) to 1,
2, 4, 8, 12, or 16 m in order to vary the divergence and flux of the incident
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beam at the sample position. Normally, a symmetric optical arrangement,
i.e., CL = SDD (sample'to"detector distance), is recommended to optimize the
flux and divergence ofthe beam. The collimator apertures are 20 mmrp each
and the sample aperture can be chosen from 1, 3, 5, 7, 8, 10 to 16 mmrp. (l) A
set of material focusing lenses (Eskildsen, 1998; Choi, 2000), made of 54
pieces ofMgF2 biconcave lenses, can be inserted at the lower-most collimator
tube position for converging optics. The focal length is 8.0 m for A = O.70
nm.
  Scattered neutrons are fed by an evacuated flight path, in which an area
detector of 64.5 cm Å~ 64.5 cm is installed on a truck running on rails to vary
the SDD continuously from lm to 16 m. A slide-in type direct beam stop
and beam monitor for measurements of transmission are mounted on the
truck just in front, of the detector.
1-2-3 Sample preparation and shear flow apparatus
  Sample preparation We investigated crystallization processes of some
homo polymers and blends of high and low molecular weight components.
Here we describe the sample preparation in this thesis.
  In chapter 2, we used homo polyethylene (PE). We hot"pressed the PE
sample sandwiched with two aluminum plates at 165 OC using a pressing
machine manufactured by GONNO Inc. After pressing, we quenched the
PE sample into iced water. In this procedure we obtained the sample sheet
hundreds pm in thickness. We cut the sheet in a circle with scissors.
  In chapters 3 and 4, we used homo isotactic polypropylene (i-PP). i-PP
was hot pressed at 230 OC in the same way as PE.
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  In chapter 5, we used a blend of low molecular weight PE and high
molecular weight PE. At fust, we added low molecular weight PE and high
molecular weight PE to excess xylene. The concentration of total PE was
about1wtO/o. We further added 2,6'di-terbbuthyl-p-cresol to the solution as
antioxidant for PE polymer chains. After keeping the solution at 135 OC for
about 1 hour with stirring, the solution was quenched into iced water to get
the gel. We confirmed that the phase separation did not occur in the blend.
We removed the solvent from the gel by filtering and washed with methanol
several times. The gel was dried at 70 OC inavacuum for2days. We
hot-pressed the PE blend to get a film in the same manner as in the case of
homo PE.
  In chapter 6, we used homo polyhydroxybutyrate (PHB). Homo PHB
films were prepared in hot-pressing at 180 OC in the same way as in the case
of homo PE. PHB is weak for heating and we pressed PHB at 180 OC for 1
min to avoid the thermal degradation.
  In chapter 7, we used a blend of medium molecular weight PHB and high
molecular weight PHB. Both PHBs were added to hot chloroform with
stirring to dissolve completely. The solution was then left for a week,
guaranteeing complete dryness, and then pressed at 180 OC. Process after
pressing is the same as the homo PHB.
  Shear flova apparatus We used a Linkam CSS-450 shear apparatus
shown in Fig. 13 to control the temperature and shear conditions of the
samples. Fig. 14 shows the lower part of the shear cell. The sample fftms
were sandwiched between two quartz plates for light scattering and optical
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The arrow shows a hole for
microscope measurements and between two stainless plats
windows for SAXS and WAXS measurements, respectively.
the temperature and the shear conditions of the sample.
with Kapton
We controlled
1
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