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A SHARP QUANTITATIVE VERSION OF HALES’ ISOPERIMETRIC
HONEYCOMB THEOREM
M. CAROCCIA AND F. MAGGI
Abstract. We prove a sharp quantitative version of Hales’ isoperimetric honeycomb theorem
by exploiting a quantitative isoperimetric inequality for polygons and an improved convergence
theorem for planar bubble clusters. Further applications include the description of isoperimetric
tilings of the torus with respect to almost unit-area constraints or with respect to almost flat
Riemannian metrics.
1. Introduction
The isoperimetric nature of the planar “honeycomb tiling” has been apparent since antiquity.
Referring to [Mor09, Section 15.1] for a brief historical account on this problem, we just recall
here that Hales’ isoperimetric theorem, see inequality (1.2) below, gives a precise formulation of
this intuitive idea. Our goal here is to strengthen Hales’ theorem into a quantitative statement,
similarly to what has been done with other isoperimetric theorems in recent years (see, for
example, [FMP08, FMP10]).
Following [Mag12, Chapters 29-30], we work in the framework of sets of finite perimeter. A
N -tiling E of a two-dimensional torus T is a family E = {E(h)}Nh=1 of sets of finite perimeter in
T such that |T \⋃Nh=1 E(h)| = 0 and |E(h) ∩ E(k)| = 0 for every h, k ∈ N, h 6= k. The volume
of E is vol (E) = (|E(1)|, ..., |E(N)|), and the relative perimeter of E in A ⊂ T is given by
P (E ;A) = 1
2
N∑
h=1
P (E(h);A) ,
(where P (E;A) = H1(A∩ ∂E) if E is an open set with Lipschitz boundary), while the distance
between two tilings E and F is defined as
d(E ,F) = 1
2
N∑
h=1
|E(h)∆F(h)| .
We say that E is a unit-area tiling of T if |E(h)| = 1 for every h = 1, ..., N . (In particular, in
that case, it must be N = |T |). Let Hˆ denote the reference unit-area hexagon in R2 depicted
in Figure 1, so that ℓ = (12)1/4/3 is the side-length of Hˆ. Given α, β ∈ N, let us consider the
torus T = Tα,β = R2/≈ where
(x1, x2) ≈ (y1, y2) if and only if ∃h, k ∈ N s.t.
{
x1 = y1 + hβ
√
3 ℓ ,
x2 = y2 + k α
3
2 ℓ ,
and set H = Hˆ/≈ ⊂ T . In order to avoid degenerate situations, we shall always assume that
α is even and β ≥ 2 . (1.1)
In this way, H is a regular unit-area hexagon (i.e., the vertexes of Hˆ belong to six different
equivalence classes) and one obtains a reference unit-area tiling H = {H(h)}Nh=1 of T consisting
of α rows and β columns of regular hexagons by considering translations of H by (h
√
3ℓ, 3ℓ k/2)
1
2 M. CAROCCIA AND F. MAGGI
3
2ℓα
√
3ℓβ
H
T
x1
√
3ℓ
Hˆℓ
x2
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Figure 1. Thoroughout the paper Hˆ denotes the unit-area regular hexagon in R2
depicted on the left and we set H = Hˆ/≈. Since |H | = 1, one has P (H) = 2(12)1/4, and
the side-length of H is thus ℓ = (12)1/4/3. On the right, the torus T (depicted in gray)
and the reference unit-area tiling H of T (with α = β = 4). Notice that N = |T | = αβ.
The chambers of H are enumerated so that H(1) = H , {H(h)}βh=1 is the bottom row of
hexagons in T , and, more generally, if 0 ≤ k ≤ α−1, then {H(h)}(k+1)βh=1+kβ is the (k+1)th
row of hexagons in T .
(h, k ∈ Z); see again Figure 1. Under this assumption, Hales’ isoperimetric honeycomb theorem
asserts that
P (E) ≥ P (H) , (1.2)
whenever E is a unit-area tiling of T , and that P (E) = P (H) if and only if (up to a relabeling
of the chambers of E) one has E(h) = v + H(h) for every h = 1, ..., N and for some v =
(t
√
3ℓ, sℓ) with s, t ∈ [0, 1]. Our first main result strengthens this isoperimetric theorem in a
sharp quantitative way.
Theorem 1.1. There exists a positive constant κ depending on T such that
P (E) ≥ P (H)
{
1 + κα(E)2
}
, (1.3)
whenever E is a unit-area tiling of T and
α(E) = inf d(Eˆ , v +H)
where the minimization takes place among all v = (t
√
3ℓ, sℓ), s, t ∈ [0, 1], and among all tilings Eˆ
obtained by setting Eˆ(h) = E(σ(h)) for a permutation σ of {1, ..., N}. (Recall that the chambers
of the reference honeycomb H are enumerated in a specific way, see Figure 1.)
Remark 1.2. We notice that (1.3) is sharp in the decay rate of α(E) in terms of P (E)−P (H).
Indeed, if ω : (0,∞) → (0,∞) is such that P (E) ≥ P (H)(1 + ω(α(E))) for every unit-area
tiling E , then, for some s0 > 0, one must have ω(s) ≤ C s2 for s ∈ (0, s0). Indeed, one
can explicitly construct a one-parameter family {Et}0<t<ε of unit-area tilings of T such that
P (Et) ≤ P (H)(1 + C α(Et)2) and {α(Et) : t ∈ (0, ε)} = (0, s0), so that ω(s) ≤ C s2 for every
s ∈ (0, s0).
In Theorem 3.1 below, inequality (1.3) is proven in much stronger form for ∂E in a special
class of C1-small C1,1-diffeomorphic images of ∂H, see (3.3) and (3.4). The two main ingredients
in the proof of Theorem 3.1 are: a quantitative version of the hexagonal isoperimetric inequality,
which we deduce from [FRS85, IN14], see Lemma 2.1; and a quantitative version of Hales’
hexagonal isoperimetric inequality (the key tool behind Hales’ proof of (1.2)), proved in Lemma
3.2. These inequalities allow one to prove that each chamber of the unit-area tiling E is actually
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close, in terms of the size of P (E) − P (H), to some regular unit-area hexagon in T . These
hexagons have no reason to fit nicely into an hexagonal honeycomb of T (that is, a translation
of H), therefore we need an additional argument to show that, up to translations and rotations
of order P (E) − P (H), one can achieve this. Having completed the proof of Theorem 3.1, we
deduce Theorem 1.1 by a contradiction argument based on an improved convergence theorem
for planar bubble clusters that was recently established in [CLM14], and along the lines of the
selection principle method proposed in [CL12]. Another consequence of Theorem 3.1, obtained
in a similar vein, is the following result, which gives a precise description of isoperimetric tilings
of T subject to an “almost unit-area” constraint.
Theorem 1.3. There exist positive constants C0, δ0 depending on T with the following property.
If
∑N
h=1mh = N with mh > 0 and |mh− 1| < δ0 for every h = 1, ..., N , and if Em is an N -tiling
of T which is a minimizer in
inf
{
P (E) : |E(h)| = mh ∀h = 1, ..., N
}
(1.4)
then, up to a relabeling of the chambers of Em, there exists a C1,1-diffeomorphism fm : ∂H → ∂Em
such that
‖fm − (v + Id)‖2C0(∂H) + ‖fm − (v + Id)‖4C1(∂H) ≤ C0
N∑
h=1
|mh − 1| , (1.5)
for some v = (t
√
3ℓ, sℓ), s, t ∈ [0, 1].
Next, let us consider the family X of those Φ ∈ C0(T ×Sn−1; (0,∞)) such that the positive
one-homogeneous extension of Φ(x, ·) to R2 is convex, fix ψ ∈ C0(T ; (0,∞)), and consider the
isoperimetric problem
λ(Φ, ψ) = inf
{
Φ(E) = 1
2
N∑
h=1
Φ(E(h)) :
∫
E(h)
ψ =
1
N
∫
T
ψ ∀h = 1, ..., N
}
, (1.6)
where for a set of finite perimeter E ⊂ T we have set
Φ(E;A) =
∫
A∩∂∗E
Φ(x, νE(x)) dH1(x) , Φ(E) = Φ(E;Rn) ,
provided ∂∗E and νE : ∂
∗E → S1 denote, respectively, the reduced boundary and the measure-
theoretic outer unit normal of E, see [Mag12, Chapter 15]. Notice that although we do not
assume Φ to be even, we have nevertheless that λ(Φ, ψ) = λ(Φˆ, ψ) where Φˆ(x, ν) = (Φ(x, ν) +
Φ(x,−ν))/2. An interesting example is obtained when g is a Riemannian metric on T and
Φ(x, ν) =
√
g(x)[ν⊥, ν⊥] , ψ =
√
det(g(x)) ,
where ν⊥ = (ν2,−ν1) if ν = (ν1, ν2). In this case, (1.6) boils down to minimizing the total
Riemannian perimeter of a partition of T into N -regions of equal Riemannian area.
Theorem 1.4. Given L > 0 and γ ∈ (0, 1], there exist C0, δ0 > 0 (depending on T , L and
γ) with the following property. If E is a minimizer in (1.6) for Φ ∈ X ∩ Lip (T × S1) and
ψ ∈ C1,γ(T ) such that
Lip Φ + ‖ψ‖C1,γ (T ) ≤ L , (1.7)
‖Φ − 1‖C0(T ×S1) + ‖ψ − 1‖C0(T ) < δ0 ,
then
inf
s,t∈[0,1]
hd(∂E , v + ∂H)4 ≤ C0
(
‖Φ− Id‖C0(T ×S1) + ‖ψ − 1‖C0(T )
)
, (1.8)
where v = (t
√
3ℓ, sℓ) and hd(S, T ) denote the Hausdorff distance between the closed sets S and
T in T .
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We deduce Theorem 1.4 from Theorem 1.1 by some comparison arguments and density
estimates. Since we are assuming that ∇Φ is merely bounded, we do not expect ∂E to be a
C1-diffeomorphic image of ∂H. From this point of view, (1.8) seems to express a qualitatively
sharp control on ∂E . At the same time, when more regular integrands Φ are considered (see, e.g.,
[DS02] for the kind of assumption one may impose here) one would expect to be able to obtain
a control in the spirit of (1.5). However a description of singularities of isoperimetric clusters
in this kind of setting, although arguably achievable at least in some special cases, is missing
at present. In turn, understanding singularities would be the essential in order to adapt the
improved convergence theorem from [CLM14] to this context, and thus to be able to strengthen
(1.8) into an estimate analogous to (1.5).
The paper is organized as follows. In section 2 we deduce from [FRS85, IN14] a quantitative
isoperimetric inequality for polygons of possible independent interest. In section 3 we prove
Theorem 1.1 on small C1-deformations of ∂H (actually with the Hausdorff distance between ∂E
and ∂H in place of d(E ,H) on the right-hand side of (1.3)). In section 4 we exploit the improved
convergence theorem from [CLM14] to deduce Theorem 1.1 and Theorem 1.3 from Theorem 3.1,
and, finally, to deduce Theorem 1.4 from Theorem 1.1.
Acknowledgement: The work of MC was supported by the project 2010A2TFX2 “Calcolo
delle Variazioni” funded by the Italian Ministry of Research and University. The work of FM
was supported by NSF Grant DMS-1265910.
2. A quantitative isoperimetric inequality for polygons
Thorough this section we fix n ≥ 3. We denote by Π a convex unit-area n-gon, and by Π0
a reference unit-area regular n-gon. If ℓ and r denote, respectively, the side-length and radius
of Π0, then one easily finds that
P (Π0) = n ℓ = 2
√
n tan
(π
n
)
, r−1 =
√
n sin
(π
n
)
cos
(π
n
)
.
(Notice that in the other sections of the paper we always assume n = 6, so that ℓ = (12)1/4/3
according to the convention set in the introduction.) The isoperimetric theorem for n-gons
asserts that
P (Π) ≥ n ℓ , (2.1)
with equality if and only if Π = ρ(Π0) for a rigid motion ρ of R
2. A sharp quantitative version of
(2.1) is proved in [IN14] starting from the main result in [FRS85]. Precisely, let us now denote
by ℓi and ri the lengths of the ith edge and the ith radius of Π (labeled so that ℓi = ℓj and
ri = rj if i = j modulo n), and set
ℓ¯ =
1
n
n∑
i=1
ℓi , r¯ =
1
n
n∑
i=1
ri .
Then [IN14, Corollary 1.3] asserts that
C(n)
(
P (Π)2 − (nℓ)2) ≥
n∑
i=1
(ri − r¯)2 +
n∑
i=1
(ℓi − ℓ¯)2 . (2.2)
The right-hand side of inequality (2.2) measures the distance of Π from being a unit-area regular
n-gon in the sense that if ri = r¯ and ℓi = ℓ¯, then it must be r¯ = r and ℓ¯ = ℓ by the area constraint,
and thus Π is a regular unit-area n-gon. However, in addressing our problem we shall need (in
the case n = 6) to control the distance of Π from a specific regular unit-area n-gon by means
of P (Π)2 − (nℓ)2. Passing from (2.2) to this kind of control is the subject of the following
proposition.
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Proposition 2.1. There exists a positive constant C(n) with the following property: for every
convex unit-area n-gon Π there exists a rigid motion ρ of R2 such that
C(n)
(
P (Π)2 − (nℓ)2) ≥ hd(∂Π, ∂ρΠ0)2 . (2.3)
Proof. Up to a translation, we can assume that Π has barycenter at 0. Next, if P (Π) ≥ nℓ +
η P (Π) for some η > 0, then P (Π)2 − (nℓ)2 ≥ η P (Π)2. Since hd(∂Π, ∂ρΠ0) < diam(Π) +
diam(Π0) ≤ (P (Π) + P (Π0))/2 ≤ P (Π) whenever ∂ρΠ0 intersects ∂Π, we conclude that (2.3)
holds with C(n) = η−1. In other words, in proving (2.3), one can assume without loss of
generality that
P (Π)− n ℓ < η P (Π) (2.4)
for an arbitrarily small constant η = η(n). By a trivial compactness argument (on the class of
convex n-gons with barycenter at 0), one sees that given ε > 0 there exists η > 0 such that if
(2.4) holds, then, up to rigid motions,
hd(∂Π, ∂Π0) < ε , (2.5)
where the reference regular unit-area n-gon Π0 is assumed to have barycenter at 0.
Now let vi and wi denote the positions of the vertexes of Π and Π0 respectively: by (2.5)
and up to a rotation, one can entail that
|vi − wi| < ε , ∀i = 1, ..., n , v1 = λw1 for some λ > 0 .
Let ρi denote the rotation around the origin such that ρi(vi) = λiwi for some λi > 0 (so that
ρ1 = Id by v1 = λw1), and let θi denote the angle identifying ρi as a counterclockwise rotation;
since ‖ρi − Id‖ ≤ |θi| and |ρi(vi)− wi| = |ri − r|, one has
hd(∂Π, ∂Π0) ≤ C
n∑
i=1
|vi − wi| ≤ C
n∑
i=1
ri|θi|+ |ri − r| . (2.6)
Let us now set δ = P (Π)− nℓ: by (2.2) and (2.4) one finds
max
1≤i≤n
|ri − r¯|+ |ℓi − ℓ¯| ≤ C
√
δ . (2.7)
Since ℓ¯ = n−1P (Π) gives |ℓ¯− ℓ| = n−1δ, we deduce from |ℓi − ℓ¯| ≤ C
√
δ that
max
1≤i≤n
|ℓi − ℓ| ≤ C
√
δ . (2.8)
Let now A(a, b, c) denote the area of a triangle with sides of length a, b and c. Since A is a
Lipschitz function in an ε-neighborhood of (r, r, ℓ) (where both (r¯, r¯, ℓ) and (ri, ri+1, ℓi) lie by
(2.5)), by (2.7), (2.8) and by |Π0| = |Π| we find∣∣∣nA(r, r, ℓ) − nA(r¯, r¯, ℓ)∣∣∣ = ∣∣∣
n∑
i=1
A(ri, ri+1, ℓi)− nA(r¯, r¯, ℓ)
∣∣∣ ≤ C√δ .
Since A(a, a, ℓ) = (ℓ/4)
√
4a2 − ℓ2 we immediately see that |A(r, r, ℓ) − A(a, a, ℓ)| ≥ c |a − r|
whenever |a− r| < ε and where c = c(ℓ) = c(n) > 0. Thus, |r − r¯| ≤ C√δ, and (2.7) and (2.8)
give
max
1≤i≤n
|ri − r|+ |ℓi − ℓ| ≤ C
√
δ . (2.9)
If αi denotes the interior angle between vi and vi+1 (so that |αi − 2π/n| = O(ε) by (2.5)), then
αi = f(ri, ri+1, ℓi) , where f(a, b, c) = arccos
(a2 + b2 − c2
2ab
)
.
Since f is a Lipschitz function in an ε-neighborhood of (r, r, ℓ), we conclude from (2.9) that
max
1≤i≤n
∣∣αi − 2π
n
∣∣ = max
1≤i≤n
∣∣f(ri, ri+1, ℓi)− f(r, r, ℓ)∣∣ ≤ C√δ .
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In particular, since θ1 = 0 (as ρ1 = Id), we deduce from this last estimate that |θi| ≤ C
√
δ for
i = 1, ..., n. We plug this inequality and (2.9) in (2.6) to conclude the proof. 
Coming to the torus T , we shall use the following corollary of Proposition 2.1.
Corollary 2.2. There exist positive constants η and c, independent from T , with the following
property. If Π is a convex hexagon in T such that hd(∂Π, ∂H) ≤ η, then there exists a regular
hexagon H∗ in T with |Π| = |H∗|
P (Π)− P (H)
√
|Π| ≥ chd(∂Π, ∂H∗)2 . (2.10)
Proof. We first notice that by Proposition 2.1 and by scaling, if Πˆ is a convex hexagon in R2,
then there exists a regular hexagon Hˆ∗ with |Hˆ∗| = |Πˆ| and
P (Πˆ)2 − P (Hˆ)2|Πˆ| ≥ chd(∂Πˆ, ∂Hˆ∗)2 . (2.11)
Since Π is a convex hexagon in T with hd(∂Π, ∂H) ≤ η, then there exists a convex hexagon
Πˆ in R2 isometric to Π with hd(∂Πˆ, ∂Hˆ) ≤ η. In particular, for some constant C independent
from T , one has
P (Πˆ)− P (Hˆ)
√
|Πˆ| ≤ C η , P (Πˆ) + P (Hˆ)
√
|Πˆ| ≤ C ,
and thus (2.11) gives, up to further decrease the value of c,
Cη ≥ P (Πˆ)− P (Hˆ)
√
|Πˆ| ≥ chd(∂Πˆ, ∂Hˆ∗)2 . (2.12)
By (2.12) and hd(∂Πˆ, ∂Hˆ) ≤ η we have hd(∂Hˆ, ∂Hˆ∗) ≤ C√η. Now, since β ≥ 2 and α is even
one can find η∗ > 0 (independent of α and β) such that Iη∗(Hˆ) = {x ∈ R2 : dist(x, Hˆ) ≤ η∗} is
compactly contained into a rectangular box of height 3ℓα/2 and width
√
3ℓβ. As a consequence,
if Jˆ is a polygon contained in Iη∗(Hˆ), then J = Jˆ/≈ ⊂ T is isometric to Jˆ . Thus, if C
√
η < η∗,
then H∗ = Hˆ∗/≈ is a regular hexagon in T with |H∗| = |Π| and hd(∂Πˆ, ∂Hˆ∗) = hd(∂Π, ∂H∗),
and (2.10) follows from (2.12). 
3. Small deformations of the reference honeycomb
The main result of this section is Theorem 3.1, which provides us, on a restricted class of
unit-area tilings, with a stronger stability estimate than the one in Theorem 1.1. Before stating
this result we need to introduce the following terminology:
Regular and singular sets: Given a N -tiling E of T one sets
∂E =
N⋃
h=1
∂E(h) , ∂∗E =
N⋃
h=1
∂∗E(h) ,
Σ(E) = ∂E \ ∂∗E , [∂E ]µ = {x ∈ ∂E : dist(x,Σ(E)) > µ} , µ > 0 ,
where ∂∗E denotes the reduced boundary of a set of finite perimeter E in T , and where the
normalization convention ∂E = ∂∗E for sets of finite perimeter is always assumed to be in force,
see [Mag12, Section 12.3]. We call ∂∗E and Σ(E) the regular set and the singular set of ∂E
respectively. In this way, ∂∗H and Σ(H) are, respectively, the union of the open edges and the
union of the vertexes of the hexagons H(h) for h = 1, ..., N .
Tilings and maps of class Ck,α: Given k ∈ N and α ∈ [0, 1], one says that a tiling E of T is
of class Ck,α if there exist a finite family {γi}i∈I of compact Ck,α-curves with boundary and a
finite family {pj}j∈J of points such that
∂E =
⋃
i∈I
γi , ∂
∗E =
⋃
i∈I
int (γi) , Σ(E) =
⋃
i∈I
bd (γi) =
⋃
j∈J
{pj} , (3.1)
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where int (γi) and bd (γi) denote the interior and the boundary of γi respectively. Moreover,
given a function f : ∂E → T , one says that f ∈ Ck,α(∂E ;T ) if f is continuous on ∂E and
‖f‖Ck,α(∂E) := sup
i∈I
‖f‖Ck,α(γi) <∞ .
Finally, given two Ck,α-tilings E and F of T , one says that f is a Ck,α-diffeomorphism between ∂E
and ∂F if f is an homeomorphism between ∂E and ∂F with f(Σ(E)) = Σ(F), f(∂E(h)) = ∂F(h)
for every h = 1, ..., N , f ∈ Ck,α(∂E ;T ) and f−1 ∈ Ck,α(∂E ;T ).
Tangential component of a map and (ε, µ, L)-perturbations of H: Given a tiling E of T
of class C1, by taking (3.1) into account one can define νE ∈ C0(∂∗E ;S1) in such a way that νE
is a unit normal vector to γi for every i. Correspondingly, given a map f : ∂E → T , we define
τ Ef : ∂
∗E → T , the tangential component of f with respect to ∂E , as
τ Ef(x) = f(x)− (f(x) · νE(x)) νE (x) , x ∈ ∂∗E .
Finally, one says that E is an (ε, µ, L)-perturbation of H if E is of class C1,1 and there exists an
homeomorphism f between ∂H and ∂E with
‖f‖C1,1(∂H) ≤ L , (3.2)
‖f − Id‖C1(∂H) ≤ ε ,
‖τH(f − Id)‖C1(∂∗H) ≤
L
µ
sup
Σ(H)
|f − Id| ,
τH(f − Id) = 0 , on [∂H]µ .
Theorem 3.1. For every L > 0 there exist positive constants µ0, ε0 and c0 (depending on L
and |T |), C depending on |T | only, and C ′ depending on L only, with the following property. If
E is a unit-area (ε0, µ0, L)-perturbation of H, then there exists v ∈ R2 such that
P (E)− P (H) ≥ c0 hd(∂E , v + ∂H)2 , |v| ≤ C ε0 . (3.3)
Moreover, there exists a C1,1-diffeomorphism f0 between v + ∂H and ∂E such that
P (E)− P (H) ≥ c0
(
‖f0 − Id‖2C0(v+∂H) + ‖f0 − Id‖4C1(v+∂H)
)
, (3.4)
and ‖f0‖C1,1(v+∂H) ≤ C ′.
We premise a lemma to the proof of Theorem 3.1. As said, this lemma provides a quantitative
version of (a particular case of) Hales’ hexagonal isoperimetric inequality, the key step in the
proof of (1.2) in [Hal01].
Lemma 3.2. There exist positive constants ε1 and c1 with the following property. If E is
a unit-area tiling of T such that there exists an homeomorphism f between ∂H and ∂E with
‖f − Id‖C0(∂H) ≤ ε1, if E = E(h) for some h ∈ {1, ..., N} and Π is the convex envelope of
Σ(E) ∩ ∂E (so that Π is convex hexagon with set of vertexes Σ(E) ∩ ∂E provided ε1 is small
enough), then there exists a regular hexagon H∗ with |H∗| = |Π| such that
P (E) ≥ P (H) + P (H)
2
(|Π| − |E|) + c1
(
|E∆Π|2 + hd(∂Π, ∂H∗)2
)
. (3.5)
Remark 3.3. The constants ε1 and c1 will just depend on the metric properties of the unit-area
hexagon. In particular they do not depend on T .
Proof of Lemma 3.2. Let arct(a) denote the length of a circular arc that bounds an area a ≥ 0
and whose chord length is t > 0, and let us set arc(a) = arc1(a). In this way, arc : [0,∞)→ [1,∞)
is an increasing function. Since the derivative of arc at a is the curvature of any circular arc
bounding an area a above a unit length chord, and since this curvature is increasing as a ranges
from 0 to π/8 (the value a = π/8 corresponds to the case of an half-disk with unit diameter),
8 M. CAROCCIA AND F. MAGGI
E
ai
Π
ℓi
f(σi)
σi
Figure 2. The convex hexagon Π spanned by Σ(E)∩∂E. The vertexes of Π are ε1-close
to the vertexes of the unit-area regular hexagon H(h) (as E = E(h) and f(∂H(h)) =
∂E(h)) which are depicted as black dots. The boundaries of Π and E are depicted,
respectively, by a dashed line and by a continuous line.
we conclude that arc is convex on [0, π/8] (and, in fact, also concave on [π/8,∞)). Moreover, a
Taylor expansion gives that arc′′(0+) > 0: hence there exists η > 0 such that
arc(a) ≥ 1 + η a2 , ∀a ∈ [0, η) . (3.6)
Let ℓi denote the length of the ith side of Π, and let ai denote the total area enclosed between
the ith side of Π and the ith side of E; see Figure 2. (If σi is the ith side of Π, then the ith side
of E is a small C0-deformation of σi with fixed end-points). Noticing that arct(a) = t arc(a/t
2),
by Dido’s inequality we find that
P (E) ≥
6∑
i=1
arcℓi(ai) =
6∑
i=1
ℓi arc
(ai
ℓ2i
)
.
By ‖f − Id‖C0(∂H) ≤ ε1 and provided ε1 ≤ 1, one has
hd(∂Π, ∂H(h)) ≤ ε1 , max
1≤i≤6
{
ai,
∣∣∣ℓi − P (H)
6
∣∣∣} ≤ C ε1 , (3.7)
where a possible value for C in (3.7) is 2(π + ℓ). By (3.7), by further decreasing ε1, we can
assume that ai/ℓ
2
i ∈ [0, π/8] for every i = 1, ..., 6. We thus apply Jensen inequality to find that
P (E) ≥
6∑
i=1
ℓi arc
(
1∑6
i=1 ℓi
6∑
i=1
ai
ℓ2i
)
.
Since P (H)/6 = (12)1/4/3 < 1, by (3.7) we may further assume that ℓi ≤ 1 for every i = 1, ..., 6,
and thus conclude by P (Π) =
∑6
i=1 ℓi, |E∆Π| =
∑6
i=1 ai, and the monotonicity of arc that
P (E) ≥ P (Π) arc
( |E∆Π|
P (Π)
)
. (3.8)
(Inequality (3.8) is clearly related to the chordal isoperimetric inequality [Hal01, Proposition
6.1-A], see also [Mor09, 15.5].) By (3.6), (3.7) and (3.8),
P (E) ≥ P (Π) + η |E∆Π|
2
P (Π)2
≥ P (Π) + c1 |E∆Π|2 , (3.9)
where c1 > 0. Provided ε1 is small enough, by (3.7) we can apply Corollary 2.2 to find a regular
hexagon H∗ with |H∗| = |Π| and
P (Π)− P (H)
√
|Π| ≥ chd(∂Π, ∂H∗)2 .
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Thus, up to further decrease the value of c1, (3.9) gives
P (E) ≥ P (H)
√
|Π|+ c1
(
hd(∂Π, ∂H∗)
2 + |E∆Π|2
)
. (3.10)
Finally, given τ > 0 let λ > 0 be such that
√
1− s ≥ 1− (s/2) − τ s2 for |s| < λ: up to further
decrease ε1, by ‖f − Id‖C0(∂H) ≤ ε1 we entail |σ| < λ for σ = |E| − |Π|, and thus deduce with
the aid of (3.10) and |E| = 1 that
P (E) ≥ P (H)− P (H)
2
σ − P (H)τ σ2 + c1
(
hd(∂Π, ∂H∗)
2 + |E∆Π|2
)
. (3.11)
Since |σ| = ||E| − |Π|| ≤ |E∆Π|, for τ small enough depending from c1, we prove (3.5). 
Proof of Theorem 3.1. Step one: The reflection of R2 with respect to a generic line does not
induce a map on T . However, by (1.1), one has that if RθHˆ denotes the counterclockwise
rotation of Hˆ by an angle θ around the origin, then RθHˆ is compactly contained in a box of
height 3ℓα/2 ≥ 3ℓ and width √3ℓβ ≥ 2√3ℓ for every θ. As a consequence, given a unit-area
regular hexagon K in T , all the rotations of K are well-defined as unit-area regular hexagons
in T ; in particular, it always makes sense to define the reflection gσ(K) of K with respect to an
edge σ of K. Taking this into account, we notice that there exist positive constants η and C
(independent of T ) such that, if K and K ′ are unit-area regular hexagons in T , and if σ and σ′
are edges of K and K ′ respectively, then{
hd(σ, σ′) ≤ η ,
|K∆K ′| ≥ 2− η , ⇒ hd(∂gσ(K), ∂K
′) ≤ C hd(σ, σ′) .
This geometric remark is going to be repeatedly used in the following arguments, where we shall
denote by ε1 and c1 the constants of Lemma 3.2 and set δ = P (E) − P (H). We notice that, by
the area formula and since ‖f − Id‖C1(∂H) ≤ ε0, one has
δ ≤ C P (H) ε20 , (3.12)
where C is independent from T and where P (H) = |T |P (H)/2.
Step two: We claim that, if ε0 is small enough depending only from |T |, and if Πh denotes the
convex envelope of ∂E(h)∩Σ(E) (so that Πh is a convex hexagon, not necessarily with unit-area),
then for every h = 1, ..., N there exists a regular unit-area hexagon Kh such that
hd(∂Πh, ∂Kh) ≤ C
√
δ , (3.13)
|Kh∆Kh+1| ≥ 2− C
√
δ , (3.14)
where here and in the rest of this step, C denotes a constant depending from |T | only. Indeed,
since {Πh}Nh=1 is a partition of T , one has
∑N
h=1 |Πh| = |T | =
∑N
h=1 |E(h)|. By requiring ε0 ≤ ε1
we can apply Lemma 3.2 to each E(h) in order to find regular hexagons H∗h with |H∗h| = |Πh|
such that, by adding up (3.5) on h, one finds
2 δ =
N∑
h=1
(P (E(h)) − P (H)) ≥ c1
N∑
h=1
(
|E(h)∆Πh|2 + hd(∂Πh, ∂H∗h)2
)
. (3.15)
By (3.15),
||Πh| − 1| ≤ |E(h)∆Πh| ≤
√
2δ
c1
. (3.16)
By (1.1), we may further decrease the value of η introduced in step one so to have that if J is
a regular hexagon in T with ||J | − 1| ≤ η, then it makes sense to scale J with respect to its
barycenter in order to obtain a unit-area regular hexagon J ′ with hd(∂J, ∂J ′) ≤ C ||J | − 1|. In
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particular, by (3.12) and (3.16), up to decrease the value of ε0 we can define unit-area hexagons
Kh in T with the property that
hd(∂Kh, ∂H
∗
h) ≤ C ||H∗h| − 1| = C ||Πh| − 1| ≤ C
√
δ .
By combining this estimate with (3.15) we prove (3.13). By (3.13), |Kj∆Πj| ≤ C
√
δ for every
j, and thus
|Kh∆Kh+1| ≥ |E(h)∆E(h + 1)| −
h+1∑
j=h
|E(j)∆Kj | ≥ 2− C
√
δ −
h+1∑
j=h
|E(j)∆Πj | .
In particular, (3.14) follows from (3.15).
Step three: We claim the existence of a tiling H0 = v +H of T such that
hd(Σ(E),Σ(H0)) ≤ C
√
δ , |v| ≤ C ε0 , (3.17)
where here and in the rest of this step, C denotes a constant depending from |T | only. Let us
recall from Figure 1 that the chambers of H are ordered so that {H(h)}βh=1 is the “bottom row”
in the grid defined by H and that H(1) = H. Since E is an (ε0, µ0, L)-perturbation of H one has
max
{
hd(∂E(h), ∂H(h)),hd(∂Πh, ∂H(h))
}
≤ ε0 , ∀h = 1, ..., N , (3.18)
so that (3.13) implies hd(∂H, ∂K1) ≤ C ε0. In particular, there exists |θ|, |s|, |t| ≤ Cε0 such that
K1 = (t
√
3ℓ, sℓ) +RθH ,
where, with a slight abuse of notation, RθH denotes the counterclockwise rotation of H by an
angle θ around its left-bottom vertex (see step one). Of course, there is no reason to get a better
estimate than |s|, |t| ≤ C ε0 here (indeed, E itself could just be an ε0-size translation of H).
Nevertheless, if θ 6= 0, then we cannot fit K1 into an hexagonal honeycomb of T : therefore one
expects
|θ| ≤ C
√
δ . (3.19)
We prove (3.19): set J1 = K1, let τ1 be the common edge between Π1 and Π2, and let σ1 and σ
′
1 be
the edges of K1 and K2 respectively such that, thanks to (3.13), hd(τ1, σ1)+hd(τ1, σ
′
1) ≤ C
√
δ.
In this way hd(σ1, σ
′
1) ≤ C
√
δ, and by (3.14) we can apply step one to deduce
hd(∂J2, ∂K2) ≤ C hd(σ1, σ′1) ≤ C
√
δ , |J2∆K2| ≤ C
√
δ , (3.20)
where J2 is the reflection of J1 with respect to σ1. Let now τ2 be common side between Π2
and Π3. By (3.13) and (3.20) we have hd(∂J2, ∂Π2) + hd(∂K3, ∂Π3) ≤ C
√
δ, thus there exist
edges σ2 and σ
′
2 of J2 and K3 respectively such that hd(τ2, σ) + hd(τ2, σ
′) ≤ C√δ. By (3.14)
and (3.20) one has |J2∆K3| ≥ 2 − C
√
δ, so that by step one hd(∂J3, ∂K3) ≤ C
√
δ where J3 is
the reflection of J2 with respect to σ2. If we repeat this argument β-times, then we find regular
unit-area hexagons J1, ..., Jβ such that J1 = K1, Jh is obtained by reflecting Jh−1 with respect
to its “vertical” right edge, and hd(∂Jh, ∂Kh) ≤ C
√
δ for h = 1, ..., β. By construction, Πβ and
Π1 also share a common edge τ , and correspondingly Jβ and K1 have edges σ and σ
′ respectively
with hd(τ, σ) + hd(τ, σ′) ≤ C√δ. By reflecting Jβ with respect to σ we thus find a regular unit
area hexagon J∗ with
hd(∂J∗, ∂K1) ≤ C
√
δ .
At the same time, since J∗ has been obtained by iteratively reflecting J1 = K1 with respect to
its “vertical” right edge, we find that
hd(∂J∗, ∂J1) ≥ |θ|
C
.
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Thus (3.19) holds. As a consequence, up to apply to K1 a rotation of size C
√
δ, one can assume
that
K1 = (t
√
3ℓ, sℓ) +H , for some |t|, |s| ≤ C ε0 . (3.21)
In particular, if we set H0(h) = (t
√
3ℓ, sℓ) + H(h), then H0 defines a unit-area tiling of T by
regular hexagons. By arguing as in the proof of (3.19), one easily sees that
hd(∂Πh, ∂H0(h)) ≤ C
√
δ , ∀h = 1, ..., N . (3.22)
In particular, the set of vertexes of Πh and H0(h) lie at distance C
√
δ. Since Σ(E) is the set of
all the vertexes of the Πhs, we complete the proof of (3.17).
Step four: We show that if µ0 is small enough with respect to L, and ε0 is small enough with
respect to µ0 and |T |, then there exists a C1,1-diffeomorphism f0 between ∂H0 and ∂E such that
‖f0‖C1,1(∂H0) ≤ C , ‖f0 − Id‖C1(∂H0) ≤ C µ0 , (3.23)
‖(f0 − Id) · τ0‖C1(∂H0) ≤ C sup
Σ(H0)
|f0 − Id| . (3.24)
where C depends on L only. The map f0 is more useful than the map f appearing in (3.2)
because the best estimate for f − Id on Σ(H) is of order ε0, while, thanks to (3.17), we have a
much more precise information about f0 − Id on Σ(H0), namely
sup
Σ(H0)
|f0 − Id| ≤ C
√
δ . (3.25)
(In (3.25), C depends on |T |.) Let us also notice that we cannot just define f0 by composing
f with the translation bringing ∂H0 onto ∂H, because this translation is O(ε0), and thus the
resulting map f0 would still have tangential displacement O(ε0). We thus need a more precise
construction, directly relating ∂H0 and ∂E .
To this end, we fix an edge σ of H, and set σ0 = v+σ, so that σ0 is an edge of H0. We denote
by τ0 and ν0 = τ
⊥
0 the constant tangent and normal unit-vector fields to σ0 (and, obviously, to
σ). We let γ = f(σ) and set τ(x) = ∇σf(f−1(x))[τ0] and ν(x) = τ(x)⊥, where ∇σf denotes the
tangential gradient of f with respect to σ. Finally, we set [σ0]t = {x ∈ σ0 : dist(x,bd (σ0)) > t}
for t > 0. By [CLM14, Theorem 2.6, Proposition B.2], given M > 0 there exist positive
constants C1 and µ1 (depending on M and σ0) such that if, for some ρ ≤ µ21, γ satisfies the
following properties
(a) hd(σ0, γ) + hd(bd (σ0),bd (γ)) ≤ ρ;
(b) |τ(p)− τ0|+ |τ(q)− τ0| ≤ ρ where {p, q} = f(bd (σ));
(c) there exists a map ψ0 ∈ C1,1([σ0]ρ) such that
[γ]3ρ ⊂ (Id + ψ0ν0)
(
[σ0]ρ
) ⊂ γ ,
‖ψ0‖C1,1([σ0]ρ) ≤M , ‖ψ0‖C1([σ0]ρ) ≤ ρ ;
(d) |ν(x)− ν(y)| ≤M |x− y| and |ν(x) · (y − x)| ≤M |x− y|2 for every x, y ∈ γ ,
then, there exists a C1,1-diffeomorphism f0 between σ0 and γ such that f0(bd (σ0)) = bd (γ)
and
‖f0‖C1,1(σ0) ≤ C1 , ‖f0 − Id‖C1(σ0) ≤
C1
µ1
ρ ,
‖(f0 − Id) · τ0‖C1(σ0) ≤
C1
µ1
sup
bd (σ0)
|f0 − Id| .
(Since σ0 is just a segment of fixed length ℓ = (12)
1/4/3, we shall not stress the dependence of
C1 and µ1 on σ0.) We notice that property (a) holds provided ρ ≥ Cε0 for some C depending
on |T | only: indeed, by ‖f − Id‖C0(σ) ≤ ε0 one finds hd(σ, γ) + hd(bd (σ),bd (γ)) ≤ ε0, while
|v| ≤ C ε0 (recall (3.17)) gives hd(σ, σ0) ≤ C ε0. Similarly, property (b) holds if ρ ≥ ε0, as
τ(x) = ∇σf(f−1(x))[τ0] and ‖f − Id‖C1(σ) ≤ ε0. Property (d) follows easily from ‖f‖C1,1(σ) ≤ L
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ν0
σ
σ0
γ
µ0
3ρ ≥ µ0 + C ε0
Id + ψ ν0
τ0
v
Figure 3. The function ψ0 is defined by computing the values of ψ after a projection
of σ0 onto σ.
and ‖f − Id‖C1(σ) ≤ ε0 with M = M(L). Finally, concerning property (c), we notice that by
exploiting the fact that E is an (ε0, µ0, L)-perturbation of H and setting ψ = (f − Id) · ν0, one
has ψ ∈ C1,1([σ]µ0) with
[γ]µ0+2ε0 ⊂ (Id + ψν0)
(
[σ]µ0
) ⊂ γ , (3.26)
‖ψ‖C1,1([σ]µ0 ) ≤ L , ‖ψ‖C1([σ]µ0 ) ≤ ε0 , (3.27)
where the first inclusion in (3.26) follows from ‖f − Id‖C0(σ0) ≤ ε0 and γ = f(σ). By exploiting
(3.26), (3.27), and the fact that σ0 = v+σ with |v| ≤ C ε0 by (3.17), one can find two constants
C2 ≤ C3 (both depending just on |T |) and ψ0 ∈ C1,1([σ]µ0+C2 ε0) such that properties (a), (b)
and (d) hold with ρ = µ0 + C2 ε0, and
[γ]µ0+C3 ε0 ⊂ (Id + ψ0ν0)
(
[σ0]µ0+C2 ε0
) ⊂ γ , (3.28)
‖ψ0‖C1,1([σ0]µ0+C2 ε0 ) ≤ L , ‖ψ0‖C1([σ0]µ0+C2 ε0 ) ≤ ε0 , (3.29)
see Figure 3. Of course one can entail 3ρ > µ0+C3 ε0 by requiring ε0 small enough with respect
to µ0: in this way, property (c) follows from (3.28) and (3.29). Summarizing, we have shown
that if µ0 is small enough depending on L (that is, depending on M = M(L)), and if ε0 is
small enough with respect to µ0 and |T |, then properties (a)–(d) hold with ρ = µ0 + C2 ε0.
Up to further decrease the values of µ0 and ε0 we may entail ρ ≤ µ21, and thus, thanks to
[CLM14, Theorem 2.6, Proposition B.2], find a C1,1-diffeomorphism f0 between σ0 and γ such
that f0(bd (σ0)) = bd (γ) and
‖f0‖C1,1(σ0) ≤ C , ‖f0 − Id‖C1(σ0) ≤ C µ0 ,
‖(f0 − Id) · τ0‖C1,1(σ0) ≤ C sup
bd (σ0)
|f0 − Id| ,
where C depends on L only. By repeating this construction on every edge σ0 of ∂H0 we complete
the proof of (3.23) and (3.24).
Step four: With a little abuse of notation, let us denote by {σi}3Ni=1 the family of segments such
that ∂H0 =
⋃3N
i=1 σi. For every i let τi denote a constant tangent unit vector to σi. If we set
g = f0 − Id, then we have
P (E)− P (H) =
3N∑
i=1
∫
σi
(|∇σig[τi] + τi| − 1) dH1 ,
where, by ‖g‖C1(∂H0) ≤ µ0,
√
1 + t ≥ 1 + t/2− t2/8− C |t|3 (t ≥ −1), and provided µ0 is small
enough,
|∇σig[τi] + τi| − 1 =
√
1 + 2τi · ∇σig[τi] + |∇σig[τi]|2 − 1
≥ τi · ∇σig[τi] + |∇
σig[τi]|2
2
− |2 τi · ∇
σig[τi]|2
8
− C µ0 |∇σig[τi]|2 .
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Let Σ(H0) = {pj}2Nj=1, and for pj ∈ bd (σi) denote by vij the tangent unit vector to σi at pj
pointing outside σi. In this way,
3N∑
i=1
∫
σi
τi · ∇σig[τi] dH1 =
2N∑
j=1
∑
{i:pj∈bd (σi)}
vij g(pj) = 0 ,
since {i : pj ∈ bd (σi)} = {i1, i2, i3} with vi2j and vi3j obtained from vi1j by counterclockwise
rotations of 2π/3 and 4π/3 respectively. Hence, if we set νi = τ
⊥
i , then
P (E)− P (H) ≥
3N∑
i=1
∫
σi
|νi · ∇σig[τi]|2
2
dH1 − C µ0
∫
σi
|∇σig[τi]|2 dH1 . (3.30)
By (3.24) and (3.25) we find that
sup
1≤i≤3N
‖τi · ∇σig[τi]‖C0(σi) ≤ C
√
δ ,
where C depends on L and |T |. By combining this last inequality with (3.30), and provided µ0
is small enough with respect to L and |T |, we find
C
√
δ ≥
3N∑
i=1
∫
σi
|∇σig[τi]| ≥
3N∑
i=1
‖g − g(pj(i))‖C0(σi) , (3.31)
where for each i = 1, ..., 3N we have picked pj(i) ∈ bd (σi). By (3.25) we have |g(pj(i))| ≤ C
√
δ,
so that (3.31) implies
C
√
δ ≥
3N∑
i=1
‖g‖C0(σi) = ‖f0 − Id‖C0(∂H0) . (3.32)
Since f0 is a bijection between ∂H0 and ∂E , we find that ‖f0 − Id‖C0(∂H0) ≥ hd(∂H0, ∂E) and
thus prove (3.3). We now notice that if u : (a, b)→ R is a Lipschitz function, then
‖u‖2C0(a,b) ≤ 8 max
{
Lip (u),
1
b− a
}
‖u‖L1(a,b) . (3.33)
Indeed, let x0 ∈ (a, b) be such that u(x0) = ‖u‖C0(a,b) and set L = Lip (u), r = |u(x0)|/4L. If
(x0, x0 + r) ⊂ (a, b) or (x0 − r, x0) ⊂ (a, b), then by integrating |u(y)| ≥ |u(x0)| − L|x0 − y| in y
over (x0, x0 + r) or over (x0 − r, x0) respectively, we find∫
(a,b)
|u| ≥ r |u(x0)| − Lr
2
2
≥ |u(x0)|
2
8L
;
otherwise one has b−a ≤ 2r and thus |u(y)| ≥ |u(x0)|/2 for every y ∈ (a, b). In order to complete
the proof of (3.4) we just need to use (3.32) and to combine the first inequality in (3.31) with
‖f0‖C1,1(∂H) ≤ C and with (3.33) (applied to the components of ∇∂∗H0(f0 − Id)). 
4. Proof of Theorem 1.1, Theorem 1.3 and Theorem 1.4
We start by introducing the following fundamental tool in the study of isoperimetric prob-
lems with multiple volume constraints. This kind of construction is originally found in [Alm76],
and it is fully detailed in our setting in [Mag12, Sections 29.5-29.6], see also [CLM14, Theorem
C.1]. Since the version of this lemma needed here does not seem to appear elsewhere, we give
some details of the proof.
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Lemma 4.1 (Volume-fixing variations). If E0 is a N -tiling of T , γ ∈ (0, 1] and L > 0, then there
exist positive constants r0, σ0, ε0, and C0 (depending on E0, L and γ only) with the following
property: if η ∈ RN with ∑Nh=1 ηh = 0, Φ ∈ Lip (T × S1; (0,∞)), ψ ∈ C1,γ(T ; (0,∞)), x ∈ T ,
and E and F are N -tilings of T with
‖Φ‖C0,1(T ×S1) + ‖ψ‖C1,γ (T ) ≤ L , (4.1)
d(E , E0) ≤ ε0 , (4.2)
F∆E ⊂⊂ Bx,r0 , |η| < σ0 , (4.3)
then there exists a N -cluster F ′ such that
F ′∆F ⊂⊂ T \Bx,r0 , (4.4)∫
F ′(h)
ψ = ηh +
∫
E(h)
ψ , (4.5)
|Φ(F ′)−Φ(F)| ≤ C0 P (E)
( N∑
h=1
∣∣∣
∫
F(h)
ψ −
∫
E(h)
ψ
∣∣∣+ |η|) , (4.6)
|d(F ′, E)− d(F , E)| ≤ C0 P (E)
( N∑
h=1
∣∣∣
∫
F(h)
ψ −
∫
E(h)
ψ
∣∣∣+ |η|) . (4.7)
Remark 4.2. In practice we are going to apply this lemma either with η = 0 and F∆E 6= ∅,
or with η 6= 0 and F = E . In the first case, we are given a compactly supported variation F of
E , and we want to modify F outside of Bx,r0 into a new N -tiling F ′ so that
∫
F ′(h) ψ =
∫
E(h) ψ
for every h = 1, ..., N . In the second case we want to modify E so that ∫E(h) ψ is changed into
ηh+
∫
E(h) ψ for every h = 1, ..., N . In both cases, we want to control the change in Φ-energy and
the change in distance from E needed to pass from F to F ′. The name attached to the lemma
is motivated by the fact that one usually takes ψ ≡ 1.
Proof of Lemma 4.1. The basic step consists in picking up a ball Bz,ε and notice that if T ∈
C∞c (Bz,ε;R
2) and ft(x) = x + t T (x) for x ∈ T , then for every Borel set E ⊂ T the function
ΨE(t) =
∫
ft(E)
ψ =
∫
E ψ(ft)Jft is of class C
1,γ(−t0, t0) with
‖ΨE‖C1,γ (−t0,t0) ≤ C ,
∣∣∣
∫
ft(E)
ψ −
∫
E
ψ − t
∫
E
div (ψ T )
∣∣∣ ≤ C |t|1+γ , (4.8)
where t0 and C denote positive constants depending only on γ, L, |T |, and ‖T‖C1(T ). Next, one
considers two families of balls {Bzi,ε}Mi=1 and {Byi,ε}Mi=1 with zi , yi ∈ ∂∗E0(h(i))∩∂∗E0(k(i)) (for
1 ≤ h(i) 6= k(i) ≤ N to be properly chosen – see condition (4.13) below) and with |zi − zj| > 2ε
and |yi − yj| > 2ε for 1 ≤ i < j ≤ M and |yi − zj | > 2ε for 1 ≤ i ≤ j ≤ M . For each i we can
find Ti ∈ C∞c (Bzi,ε;R2) such that∫
E0(h(i))
div (ψ Ti) = 1 = −
∫
E0(k(i))
div (ψ Ti) , (4.9)
∫
E0(j)
div (ψ Ti) = 0 , j 6= h(i), k(i) . (4.10)
Let us consider the smooth map f : (−t0, t0)M ×T → T defined by f(t, x) = x+
∑M
i=1 ti Ti(x),
t = (t1, ..., tM ), so that for t0 > 0 small enough f(t, ·) is a smooth diffeomorphism of T with
spt(f(t, ·)− Id) ⊂⊂
M⋃
i=1
Bzi,ε . (4.11)
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If we let α = (α1, ..., αN ) ∈ C1,γ((−t0, t0)M ;RN ) be defined by
αh(t) =
∫
f(t,E(h))
ψ −
∫
E(h)
ψ , h = 1, ..., N ,
then α((−t0, t0)M ) ⊂ V = {η ∈ RN :
∑N
h=1 ηh = 0}, ‖α‖C1,γ ((−t0,t0)M ) ≤ C, and, by (4.1), (4.2),
(4.8), (4.9) and (4.10), one finds
∣∣∣∂αh(i)
∂ti
(t)− 1
∣∣∣+ ∣∣∣∂αk(i)
∂ti
(t) + 1
∣∣∣+ max
j 6=h(i),k(i)
∣∣∣∂αj
∂ti
(t)
∣∣∣ ≤ C ε0 , (4.12)
where, from now on, C denotes a constant depending only on L, γ, |T |, and E0 (through
‖Ti‖C1(T )). Provided h(i) and k(i) are suitable defined (see [Mag12, Step one, Proof of Theorem
29.14]) one can entail from (4.12) that
dim∇α(0) = N − 1 . (4.13)
By the implicit function theorem there exists σ1 > 0 and an open neighborhood U of 0 ∈ RM
such that α−1 ∈ C1,γ(Vσ1 ;U) with Vσ1 = {η ∈ V : |η| < σ1}, and
|α−1(η)| ≤ C |η| , ∀η ∈ Vσ1 . (4.14)
Similarly, we may construct functions g and β, analogous to f and α, starting from the family
of balls {Byi,ε}Mi=1. Now let F be as in (4.3), and assume that
σ0 + ‖ψ‖C0(T )π r20 < σ1 . (4.15)
Up to further decrease the value of r0 with respect to ε, we may also assume that Bx,r0∩Bzi,ε = ∅
for every i = 1, ...,M , or that Bx,r0 ∩Byi,ε = ∅ for every i = 1, ...,M . Without loss of generality
we may assume to be in the former case, and set
F ′(h) = (F(h) ∩Bx,r0) ∪ (f(α−1(w), E(h)) \Bx,r0) , 1 ≤ h ≤ N ,
where wh is defined by the identity∫
F(h)∩Bx,r0
ψ = ηh − wh −
∫
E(h)∩Bx,r0
ψ , 1 ≤ h ≤ N .
By construction one has (4.4). Moreover, by definition of wh, by (4.11) and since Bx,r0∩Bzi,ε = ∅
for every i = 1, ...,M , one has∫
F ′(h)
ψ −
∫
E(h)
ψ =
∫
F(h)∩Bx,r0
ψ +
∫
f(α−1(w),E(h))\Bx,r0
ψ −
∫
E(h)
ψ
= ηh − wh +
∫
f(α−1(w),E(h))\Bx,r0
ψ −
∫
E(h)\Bx,r0
ψ
= ηh − wh +
∫
f(α−1(w),E(h))
ψ −
∫
E(h)
ψ = ηh − wh + αh(α−1(w)) .
By (4.3) and (4.15) one has |w| < σ1, so that (4.5) is proved. We now notice that by [DPM14,
Equation (2.9)]
Φ(f(t, E)) =
∫
f(t,∂∗E)
Φ(y, νft(E)(y)) dH1(y) =
∫
∂∗E
Φ
(
ft(x), cof∇ft(x)[νE(x)]
)
dH1(x) ,
so that, by (4.1), |Φ(f(t, E)) − Φ(E)| ≤ C |t|P (E). By (4.14) we immediately deduce (4.6).
Finally (4.7) is obtained by exploiting [CLM14, Lemma C.2]. 
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We now translate the improved convergence theorem for planar bubble clusters from [CLM14]
in the case of tilings of T . One says that a N -tiling E of T is (Λ, r0)-minimizing if
P (E) ≤ P (F) + Λd(E ,F) ,
whenever F is a N -tiling of T and E∆F = ⋃Nh=1 E(h)∆F(h) ⊂⊂ Bx,r0 for some x ∈ T . If
E is a (Λ, r0)-minimizing tiling of T , then (by a trivial adaptation of, say, [CLM14, Theorem
3.16]) E is of class C1,1. Moreover, the curves γi and the points pj in (3.1) are such that each
γi has distributional curvature bounded by Λ, and for every pj there exists exactly three curves
from {γi}i∈I which share pj as a common boundary point, and meet at pj by forming three 120
degrees angles.
We notice that, by (1.2), the reference honeycomb H is a (0,∞)-minimizing unit-area tiling
of T . The following result is what we call an improved convergence theorem.
Theorem 4.3. Given Λ ≥ 0, there exist positive constants L and µ∗ > 0 (depending on Λ
and H) with the following property. If N = |T |, µ < µ∗ and {Ek}k∈N is a sequence of (Λ, r0)-
minimizing N -tilings of T (for some r0 > 0) with d(Ek,H) → 0 as k → ∞, then there exist
k(µ) ∈ N and, for every k ≥ k(µ), a C1,1-diffeomorphism fk with
sup
k≥k(µ)
‖fk‖C1,1(∂H) ≤ L , lim
k→∞
‖fk − Id‖C1(∂H) = 0 , (4.16)
τH(fk − Id) = 0 on [∂H]µ , ‖τH(fk − Id)‖C1(∂∗H) ≤
L
µ
sup
Σ(H)
|fk − Id| . (4.17)
In particular, Ek is a (εk, µ, L)-perturbation of H whenever k ≥ k(µ).
Proof. This is a simple variant of [CLM14, Theorem 1.5], and therefore we omit the details. 
Let us now set
κ = κ(T ) = inf lim inf
k→∞
P (Fk)− P (H)
α(Fk)2 , (4.18)
where the infimum is taken among all sequences {Fk}k∈N of unit-area tilings of T such that
α(Fk) > 0 for every k ∈ N and α(Fk) → 0 as k → ∞. By a compactness argument, Theorem
1.1 is equivalent in saying that κ > 0.
Lemma 4.4. If κ = 0, then there exists a sequence of (Λ, r0)-minimizing unit-area tilings
{Ek}k∈N such that α(Ek) > 0 for every k ∈ N, α(Ek)→ 0 as k →∞, and
P (Ek) = P (H) + o(α(Ek)2) , as k →∞ . (4.19)
Proof. By definition of κ, and since we are assuming κ = 0, there exist unit-area tilings {Fk}k∈N
of T such that α(Fk) > 0 for every k ∈ N, and
α(Fk)→ 0 , P (Fk) = P (H) + o(α(Fk)2) , as k →∞ . (4.20)
For every k ∈ N, let Ek be a minimizer in the variational problem
inf
{
P (E) + d(E ,Fk)2 | E unit-area tiling of T with α(E) > 0
}
.
By comparing Ek with Fk and then subtracting P (H) one has
P (Ek)− P (H) + d(Ek,Fk)2 ≤ P (Fk)− P (H) = o(α(Fk)2) . (4.21)
Since |α(Ek)− α(Fk)| ≤ d(Ek,Fk) and P (Ek) ≥ P (H), we conclude that
lim
k→∞
α(Ek)
α(Fk) = 1 , (4.22)
so that, in particular, α(Ek) → 0 as k → ∞. Dividing by α(Ek)2 in (4.21) and using (4.22), we
complete the proof of (4.19). We now show that each Ek is (Λ, r0)-minimizing in T . Indeed,
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let r0, ε0, σ0 and C0 be the constants associated by Lemma 4.1 to E0 = H, Φ = P and ψ ≡ 1.
Since α(Ek) → 0, up to translations we have d(Ek,H) ≤ ε0 for k large. We apply Lemma 4.1
with E = Ek, F a N -tiling with Ek∆F ⊂⊂ Bx,r0 for some x ∈ T , and η = 0, to find a unit-area
tiling F ′ such that
P (Ek) ≤ P (Ek) + d(Ek,Fk)2 ≤ P (F ′) + d(F ′, Ek)2
≤ P (F) +C0 P (Ek) |vol (F)− vol (Ek)|+
(
d(F , Ek) + C0 P (Ek) |vol (F)− vol (Ek)|
)2
.
Hence P (Ek) ≤ P (F)+Λd(Ek,F) thanks to |vol (F)−vol (Ek)| ≤ d(F , Ek) and since, for k large
enough, P (Ek) ≤ 2P (H). 
Proof of Theorem 1.1. We argue by contradiction. If the theorem is false, then κ = 0 and thus
by Lemma 4.4 there exists a sequence {Ek}k∈N of (Λ, r0)-minimizing unit-area tilings of T such
that α(Ek) > 0, α(Ek)→ 0 as k →∞ and
P (Ek) = P (H) + o(α(Ek)2) , as k →∞ .
Up to translation we may assume that α(Ek) = d(Ek,H) → 0 as k → ∞. Let L and µ∗ be the
constants of Theorem 4.3 (which depends on Λ and H) so that for every µ < µ∗ there exists
k(µ) ∈ N such that Ek is a (εk, µ, L)-perturbation of H for every k ≥ k(µ), with εk → 0 as
k → ∞. Let ε0 and µ0 be determined as in Theorem 3.1 depending on L and |T |. If we set
µ = min{µ∗, µ0} and increase k(µ) so that εk ≤ ε0 for k ≥ k(µ), then by Theorem 3.1, one finds
vk ∈ R2 with |vk| ≤ C εk such that
P (Ek)− P (H) ≥ c0 hd(∂Ek, vk + ∂H)2 ≥ cd(Ek, vk +H)2 ≥ c α(Ek)2 ,
for some positive constant c. We have thus reached a contradiction, and proved the theorem. 
Proof of Theorem 1.3. Let Ej = Emj be minimizers in (1.4) for a sequence {mj}j∈N such that∑N
h=1m
j
h = N , m
j
h > 0 and m
j
h → 1 as j → ∞. By an explicit construction, for every
j large enough we can construct a small deformation Hj of H such that |Hj(h)| = mjh and
P (Hj) ≤ P (H) + C max1≤h≤N |mjh − 1|, with C independent from j. (Alternatively, one can
apply Lemma 4.1 with E0 = E = F = H, Φ = P , ψ ≡ 1 and ηh = mjh − 1.) As a consequence,
supj∈N P (Ej) < ∞, and thus, up to extracting subsequences, d(Ej , E0) → 0 where E0 is a unit-
area tiling of T . In particular,
P (H) ≤ P (E0) ≤ lim inf
j→∞
P (Ej) ≤ lim inf
j→∞
P (H) + C max
1≤h≤N
|mjh − 1| = P (H) .
By Hales’ theorem, up to a relabeling of E0, E0 = v +H for v = (t
√
3ℓ, sℓ) and t, s ∈ [0, 1]. By
performing the same relabeling on each Ej, we have d(Ej , v + H) → 0. By exploiting Lemma
4.1 as in the proof of Lemma 4.4 one sees that each Ej is a (Λ, r0)-minimizing tiling in T , and
then by arguing as in the proof of Theorem 1.1 we find a constant L (depending on Λ and H)
such that Ej − v is an (εj , µ0, L)-perturbation of H for µ0 as in Theorem 3.1 and for εj → 0
as j → ∞. By Theorem 3.1, for j large enough there exist vj → 0 and C1,1-diffeomorphism fj
between vj + ∂H and ∂Ej − v, with
C max
1≤h≤N
|mjh − 1| ≥ P (Ej)− P (H) ≥ c
(
‖fj − Id‖2C0(vj+∂H) + ‖fj − Id‖4C1(vj+∂H)
)
.
Theorem 1.3 is then deduced by a contradiction argument. 
Proof of Theorem 1.4. In the following we denote by Eδ a minimizer in (1.6), and set
δ = δ(Φ, ψ) = ‖Φ − 1‖C0(T ×S1) + ‖ψ − 1‖C0(T ) ,
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so that δ < δ0. We notice that for every E ⊂ T of finite perimeter one has∣∣∣
∫
E
ψ − |E|
∣∣∣ ≤ C |E| ‖ψ − 1‖C0(T ) , (4.23)
|Φ(E)− P (E)| ≤ C min{P (E) ,Φ(E)} ‖Φ − 1‖C0(T ×S1) , (4.24)
where in (4.24) we have also used the fact that P (E) ≤ 2Φ(E) provided δ0 ≤ 1.
Step one: We claim that, provided δ0 is small enough, then
Φ(Eδ) ≤ 2P (H) , (4.25)
P (Eδ) ≤ P (H) + C δ . (4.26)
Indeed, by considering an explicit small modification of H (or by applying Lemma 4.1 with
E = E0 = F = H and η 6= 0) we can construct a N -tiling H′ of T such that
∫
H′(h) ψ = N
−1
∫
T ψ
for every h = 1, ..., N and Φ(H′) ≤ Φ(H) + C δ. By Φ(Eδ) ≤ Φ(H′) and by (4.24)
Φ(Eδ) ≤ Φ(H) + C δ ≤ P (H) + C δ , (4.27)
which implies (4.25). Again by (4.24), P (Eδ) ≤ Φ(Eδ) +C δ, and (4.27) gives (4.26).
Step two: We now show that if δj = δ(Φj , ψj) → 0 and Ej is a minimizer in (1.6) associated to
Φj and ψj , then (and up to subsequences and to relabeling the chambers of Ej) d(Ej , v+H)→ 0
for some v = (t
√
3ℓ, sℓ), s, t ∈ [0, 1]. By (4.25) and since Φj(E) ≥ P (E)/2 for every E ⊂ T
we find that supj∈N P (Ej) ≤ 4P (H). By compactness, there exists a N -tiling E∗ of T such that
d(Ej , E∗)→ 0 (up to subsequences). By (4.23),
∫
Ej(h)
ψj = N
−1
∫
T ψj implies mj(h) = |Ej(h)| →
1 for every h = 1, ..., N . In particular, E∗ is a unit-area tiling of T , and thus by (1.2), by lower
semicontinuity and by (4.26)
P (H) ≤ P (E∗) ≤ lim inf
j→∞
P (Ej) ≤ P (H) . (4.28)
By Hales’ theorem, up a relabeling, E∗ = v +H.
Step three: Let ε0, r0, σ0 and C0 be the constants associated to E0 = H, Φ and ψ by Lemma
4.1. (Notice that the same constants will work on any translation of H, and that these constants
ultimately depend on L and γ only.) By step two we can assume that δ0 is small enough to entail
d(Eδ, vδ + H) ≤ ε0 for some translation vδ. We now claim that there exist positive constants
r1 , c0 > 0 such that
|Eδ(h) ∩Bx,r| ≥ c0 r2 , ∀x ∈ ∂Eδ(h) , r < r1 , h = 1, ..., N . (4.29)
This is a classical argument, see for example [Mag12, Lemma 30.2], and we include some details
just for the sake of completeness. Without loss of generality let us set h = 1 and fix x ∈ ∂Eδ(1)
and r < r1 ≤ r0 such that P (Eδ; ∂Bx,r) = 0. There exists j ∈ {1, ..., N} such that
H1(∂∗Eδ(1) ∩ ∂∗Eδ(j) ∩Bx,r) ≥ H1(∂∗Eδ(1) ∩ ∂∗Eδ(h) ∩Bx,r) , ∀h 6= 1, j . (4.30)
If we set F(1) = Eδ(1) \Bx,r, F(j) = Eδ(j) ∪ (Eδ(1) ∩Bx,r) and F(h) = Eδ(h) for h 6= 1, j, then
by applying Lemma 4.1 with E0 = vδ +H, E = Eδ, and η = 0 and setting u(r) = |Eδ(1) ∩Bx,r|,
we find that, if ε < r0 − r, then
Φ(Eδ;Bx,r+ε) ≤ Φ(F ;Bx,r+ε) + C0 P (Eδ)
∣∣∣
∫
Eδ(1)∩Bx,r
ψ
∣∣∣
≤ Φ(Eδ;Bx,r+ε) + Φˆ(Bx,r; Eδ(1))
−
∫
∂∗Eδ(1)∩∂∗Eδ(j)∩Bx,r
Φˆ(y, νEδ(1)(y)) dH1 + C u(r) ,
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where we have set Φˆ(x, ν) = (Φ(x, ν)+Φ(x,−ν))/2. In particular, by (4.30) and by 2 ≥ Φ ≥ 1/2,
for every h 6= 1 one finds
H1(∂∗Eδ(1) ∩ ∂∗Eδ(h) ∩Bx,r) ≤ C
(H1(Eδ(1) ∩ ∂Bx,r) + u(r)) ,
i.e.
P (Eδ(1);Bx,r) ≤ C(u′(r) + u(r)) , for a.e. r < r1 .
By adding u′(r) = H1(Eδ(1) ∩ ∂Bx,r) to both sides we find that
C(u′(r) + u(r)) ≥ P (Eδ(1) ∩Bx,r) ≥ 2
√
π u(r) .
In particular if r1 is small enough to give C u(r) ≤ C
√
πr21 u(r) ≤
√
π u(r), then we find√
u(r) ≤ C u′(r) for a.e. r < r1. This proves (4.29).
Step four: We now conclude the proof. Again by step two and by Lemma 4.1, one can find a
unit-area tiling E ′δ of T such that P (E ′δ) ≤ P (Eδ) + C δ and d(E ′δ, Eδ) ≤ C δ. By Theorem 1.1
and up to permutations of the chambers of Eδ, we find a translation vδ such that
cd(E ′δ, vδ +H)2 ≤ P (E ′δ)− P (H) ≤ P (Eδ)− P (H) +C δ ≤ C δ ,
where in the last inequality we have used (4.26). Since d(E ′δ, vδ +H) ≥ d(Eδ, vδ +H)− d(E ′δ, Eδ)
we conclude
d(Eδ, vδ +H)2 ≤ C δ .
Setting for the sake of brevity vδ = 0, we now pick x ∈ ∂Eδ(1) such that dist(x, ∂H(1)) ≥
dist(y, ∂H(1)) for every y ∈ ∂Eδ(1). Let r = min{r1,dist(x, ∂H(1))}, so that either Bx,r ⊂
T \ H(1) or Bx,r ⊂ H(1). In particular, provided δ0 is small enough with respect to c0, either
d(Eδ,H) ≥ |Eδ(1) \ H(1)| ≥ |Eδ(1) ∩Bx,r| ≥ c0 r2 ≥ c0 dist(x, ∂H(1))2 ,
or
d(Eδ,H) ≥ |H(1) \ Eδ(1)| ≥ |Bx,r \ Eδ(1)| =
∣∣∣
N⋃
h=2
Bx,r ∩ Eδ(h)
∣∣∣
≥ (N − 1)c0 r2 ≥ c0 dist(x, ∂H(1))2 ;
in both cases, ∂Eδ(1) ⊂ Iε(∂H(1)) for ε = C
√
d(Eδ,H). By the same argument (based on area
density estimates for H, which hold trivially) one finds that ∂H(1) ⊂ Iε(∂Eδ(1)). 
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