Abstract. Motivated by the recent work on asymptotic independence relations for random matrices with non-commutative entries, we investigate the limit distribution and independence relations for large matrices with identically distributed and Boolean independent entries. More precisely, we show that, under some moment conditions, such random matrices are asymptotically B-diagonal and Boolean independent from each other. The paper also gives a combinatorial condition under which such matrices are asymptotically Boolean independent from the matrix obtained by permuting the entries (thus extending a recent result in Boolean probability). In particular, we show that random matrices considered are asymptotically Boolean independent from their partial transposes. The main results of the paper are based on combinatorial techniques.
Introduction
The paper presents several results concerning the asymptotic behavior (dimensions tends to infinity) of random matrices with boolean independent and identically distributed entries. As described below, similar settings (random matrices with identically distributed entries) have been considered in literature in both classical (commutative) and free independence frameworks. Some of the results presented here (mostly the third section of the paper) can be seen as their Boolean analogues.
In the 1950's, E. Wigner published several influential results (see [23] , [24] ), regarding Gaussian random matrices, i.e. self-adjoint random matrices with their upper-diagonal entries forming an independent Gaussian family. In particular, under certain limiting conditions, such matrices converge in distribution to a semicircular variable. In 1991, D.-V. Voiculescu (see [21] ), connected the free probability theory with random matrices; one of his results is that two Gaussian random matrices with independent entries are asymptotically free. This result was later improved (see, for example [9] , [6] ), in particular by K. Dykema in [1] , where the asymptotic freeness is studied in a more general framework, Gaussian entries being replaced be identically distributed and independent random variables. O. Ryan, in [16] , further generalized Dykema's results, describing the asymptotic distribution and asymptotic independence relations for an even larger class of random matrices, including also non-self-adjoint cases. Also, in [16] , O. Ryan proves similar results for matrices with non-commutative entries which are identically distributed and free independent.
As described in [17] , classical and free independence are not the only 'universal' independence relations: the literature also considers the Boolean independence (when symmetry is still assumed, but not unitality) and monotone independence (when both symmetry and unitality are not assumed). Boolean probability theory have been in the literature at least since early 1970's (see [22] ) with various developments, from stochastic differential equations to measure theory [18] . The topic has attracted an increasing interest in the recent years, such as the works Popa and Vinnikov [15] Gu and Skoufranis [2] , Jiao and Popa [3] , Liu [4, 5] and Popa and Hao [14] . This is the motivation for the present paper, which studies the asymptotic behavior of random matrices with independent identically distributed entries in the framework of Boolean probability.
The outline of the paper is as follows. In the next section (Preliminaries), we present some notations and preliminary results in Boolean probability. Most relevant, we introduce the notion of B-diagonal non-commutative variables, as a Boolean analogue of the R-diagonal variables from free probability theory (see [11] , [12] ). Section 3 presents results concerning non-self-adjoint random matrices with identically distributed and Boolean independent entries. The main results are Theorem 3.4, which states that the asymptotic distribution of such random matrix is a B-diagonal, and Theorem 3.5, which states that matrices as above with Boolean independent entries are asymptotically Boolean independent. Thus, Section 3 can be seen as a Boolean analogue of the results presented by O. Ryan in [16] . Section 4 presents results on the asymptotic independence between a random matrix with identically distributed Boolean independent entries and the matrix obtained by permuting the entries. Here we improve the results from [14] , giving a general sufficient condition that implies asymptotic Boolean independence between the two matrices from above. In particular, we show the asymptotic Boolean independence from matrix transposes (result somehow analogous to [7] ) and classes of matrix partial transposes (see also [8] ). The last part of the paper, Section 5, presents a result concerning the asymptotic distribution of self-adjoint random matrices with identically distributed and Boolean independent entries.
Preliminaries

The lattice of interval partitions.
For a positive integer n we shall denote by [n] the ordered set {1, 2, ..., n}. By an interval partition on [n] we shall understand a collection of disjoint subsets B 1 , B 2 , . . . , B r of [n], called the blocks of σ, such that there exist some positive integers 0 = l(0) < l(1) < . . . l(r) = n with the property that
. In this case,we will denote σ = [l(1), l(2), . . . , l(r − 1), n].
If each block of π has exactly 2 elements, then π will be said to be an interval pairing. We will denote the set of all interval partitions, respectively pairings of [n] by I(n), respectively I 2 (n) (if n is odd, then I 2 (n) = ∅; if n is even then I 2 (n) has only one element, the partition of blocks {(2k − 1, 2k) : 1 ≤ k ≤ n/2}).
The set I(n) has a lattice structure with respect to the partial order relation " ≤ ′′ given by π ≤ σ whenever each block of π is contained in one of the blocks of σ. If σ = [l(1), l(2), . . . , l(r)] and ω = [u(1), u(2), . . . , u(t)] are two elements of I(n) (in particular, l(r) = u(t) = n), then their meet σ ∧ ω = [v(1), v(2), . . . , v(p)], respectively their join σ ∨ ω = [w(1), w(2), . . . , w(q)] can be described as follows.
Put v(0) = w(0) = 0, and, inductively,
The maximal, respectively minimal elements are the partition with a single block, denoted by 1 n , respectively the partition with n singleton blocks, denoted by 0 n . If σ = [l(1), l(2), . . . , l(r)] and π = [p(1), p(2), . . . , p(s)] are elements from I(n), respectively I(m), we define their juxtaposition σ ⊕ π as the element of
We refer to [18] and [12] for more details on the lattice structure of interval partitions.
2.2.
Boolean cumulants, Boolean independence and Bernoulli distributed variables. Throughout the paper, by a non-commutative probability space we will understand a pair (A, ϕ), where A is a complex, unital algebra and ϕ : A −→ C is a unital, C-linear map. The elements of A will be called (noncommutative) variables. Although we will require a * -algebra structure on A, no positivity properties of ϕ will be used nor required.
For r a positive integer, we define, following [18] , the r-th Boolean cumulant associated to ϕ as the multilinear complex map from A r given by the recurrences:
where b π a 1 , a 2 , . . . , a n = V ∈π V ={l+1,l+2,...,l+k} b k (a l+1 , a l+2 , . . . , a l+k ).
Definition 2.1. Let (A, ϕ) be a non-commutative probability space. A family of (not necessarily unital) subalgebras {A j } 1≤j≤n of A is said to be Boolean independent with respect to ϕ if
A set of random variables {a j } 1≤j≤n ∈ A is said to be Boolean independent if the family of non-unital subalgebras A j , which are generated by a j is boolean independent. An equivalent condition (see [18] ) for Boolean independence is
The central limit distributions corresponding to Boolean independence are the Bernoulli distributions, described bellow. Definition 2.2. A self-ajoint element X of A is said to be Bernoulli distributed of mean 0 and variance α > 0 with respect to ϕ if
B-diagonal variables.
Following the definition of R-diagonal elements (see [12] , Definition 15.3; also [11] ), we will define their Boolean analogues. First, suppose that X is a non-selfadjoint random variable in A, and that ξ 1 , ξ 2 , . . . , ξ n are either 1 or * . A Boolean cumulant b n (X ξ1 , X ξ2 , . . . , X ξn ) is said to be alternating if n is even and ξ k = ξ k+1 for all k ∈ [n − 1]. Definition 2.3. Let (A, ϕ) be a non-commutative probability space such that A is a * -algebra. (i) A non-selfadjoint random variable X from A is said to be B-diagonal if all its non-alternating Boolean cumulants cancel.
(ii) If X ∈ A is B-diagonal, the sequences (α n ) n and (β n ) n where
are called the determining sequences of X.
Next, we shall present two immediate properties of B-diagonal variables (comparable to [12] , Proposition 15.8 and Corollary 15.11).
Proposition 2.4. Let (A, ϕ) be a non-commutative probability space such that A is a * -algebra.
unless n is even and ξ 2j−1 = * , ξ 2j = 1 for j = 1, 2, . . . , n/2. In particular, Y is B-diagonal.
For the proof of Proposition 2.4, we need the following Lemma, proved in [13] .
Lemma 2.5. Suppose that A 1 and A 2 are two Boolean independent subalgebras in a non-commutative probability space, that x ∈ A 1 , y ∈ A 2 and that a 1 , a 2 are elements in the non-unital algebra generated by A 1 and A 2 . Then
Let us proceed now to proving Proposition 2.4.
Proof. For part (i), it suffices to show that
for all positive integers p and m and all ξ 1 , ξ 2 , . . . , ξ m ∈ {1, * }. The recurrence (1) gives that
Let n = 2p+m+1 and π = [2p, n] ∈ I(n). If σ is an element of I(n) such that σ π then 2p and 2p+1 are in the same block of σ. The Boolean cumulant corresponding to that block cancels, since X is B-diagonal, hence the term corresponding to σ cancels in the summation above. Thus
and (2) follows applying again the recurrence (1). For part (ii), using recurrence (1), it suffices to show that
unless n is even and
Similarly, if ξ n = * ,
hence the conclusion.
2.4.
Random matrices with non-commutative entries. We shall use the notation M N (A) for the the algebra of N × N matrices with entries from A, i.e.
The elements of M N (A) will be called N × N random matrices with entries in A. We refer to [10, 12, 20] for further information on random matrix theory. The algebra M N (A) together with the matrix adjoint and the unital positive map ϕ • tr, has a non-commutative probability space structure. (Here tr denote the normalized matrix trace.) Definition 2.6. Suppose that for each positive integer N , {X N (k) : k ∈ [n]}, is a set of N × N random matrices with entries from A.
The family
is said to be asymptotically Boolean independent if there exists a non-commutative probability space (B, ψ) such that B is a * -algebra and there exists a Boolean independent family (b 1 , b 2 , . . . b n ) from B such that for every non-commutative polynomial p in 2n variables and complex coefficients, we have that
3. Non-self-adjoint random matrices and B-diagonal variables
from I(n) as follows. Put l(0) = 0 and i n+1 = i 1 . Then, inductively, take
where
Definition 3.2. Suppose that σ is an interval partition from I(n) and that
. If all blocks of σ are − → ξ -alternating, then the partition σ is said to be − → ξ -alternating. The set of all − → ξ -alternating interval partitions will be denoted by Alt( − → ξ ).
With the notations from above, if σ is − → ξ -alternating, we have that
Proof. Suppose first that σ is − → ξ -alternating. Then all the blocks of σ have an even number of elements, so we can put p(0) = 0 and σ = [2p(1), 2p(2), . . . , 2p(r)] (in particular, n = 2p(r)). With this notations, we have that
for each k ∈ {0, 1, . . . , r − 1} and s such that 2p(k) + 1 ≤ s ≤ 2p(k + 1) − 1, and
But each block of σ is − → ξ -alternating, so for 2p(k) + 1 ≤ s ≤ 2p(k + 1) − 1 we have that ξ s = ξ s+1 , hence the equation (3) 
satisfied for all k ∈ {0, 1, . . . , r − 1}. Moreover, the first equation from above gives
. . , i p+q+1 ) is uniquely determined, according to Definition 3.1, by any of the couples (i p+k , i p+k+1 ). In particular
Now we claim that for t ≤ r, there has
Indeed, we shall proved it by inductive on t. For t = 1, equation (6) follows trivially from (5). Suppose (6) true for t ≤ s. Then, if the tuple
is fixed, hence there are at most N such pairs with the property that ι(
hence (6) follows by induction. Without restricting the generality, we can suppose that the last block of σ, V = (l(r − 1) + 1, l(r − 1) + 2, . . . , l(r) = n) is not − → ξ -alternating. Then we have two possible cases.
Case 1: ξ s = ξ s+1 for some s ∈ V \ {n}. Then (i s , i s+1 ) ξs = (i s+2 , i s+1 ) ξs+1 so i s = i s+1 . Hence, as seen in the argument for (5), it follows that
so, equation (6) gives
Case 2: ξ s = ξ s+1 for all s ∈ V \ {n} and V has an odd number of elements. According to equation 3, we have (i s , i s+1 ) = (i s+2 , i s+1 ) for each s ∈ {l(r − 1) + 1, l(r − 1) + 2, . . . , n − 1}, i.e.
The last equation due to (i n+1 , i n ) = (i 1 , i n ). Thus, the tuple (i l(r−1)+1 , i l(r−1)+2 , . . . , i n−1 , i n ) is fixed by tuple (i 1 , i 2 , . . . , i l(r−1)+1 ). Utilizing again equation (5), we obtain = 0, for all ε < 1 all n ≥ 1 and all n -tuples (ξ 1 , ξ 2 , . . . , ξ n ) ∈ {1, * } n .
Then the asymptotic distribution of X N is B-diagonal of determining sequences (α n ) n and (β n ) n .
Proof. In order to simplify the writing, we shall introduce several notations. If σ is an interval partition from Alt( − → ξ ) and B = (p + 1, p + 2, . . . , p + q) is a block of σ, then we say that B ∈ σ + if ξ p+1 = * and B ∈ σ − if ξ p+1 = 1. With this notation we have that X ∈ A is B-diagonal of determining sequences (α n ) n and (β n ) n if and only if
holds true for all positive integers n and all − → ξ ∈ {1, * } n .
Let
where for each k ∈ [n] and i, j ∈ [N ]
Note that v− → ξ ,N (B) does not depend on the choice of i and j, since x ij,N are identically distributed. Henceforth,
Moreover, condition 2. gives that
and condition 1. gives that if B is an − → ξ -alternating block,
Therefore, if σ is not − → ξ -alternating, Lemma 3.3 gives that
On the other hand, if σ is − → ξ -alternating, then Lemma 3.3 gives that
To simplify the writing of the proof of the next result, we introduce several notations. Suppose that σ ∈ I(n) and and each x(k) ij,N satisfies the conditions 1. and 2. from Theorem 3.4.
Under the conditions above, the family {X(k) N : k ∈ [m]} is asymptotically Boolean independent.
. . , k n ) is an n-tuple with components in [m], we define the interval partition ω( − → k ) = [t(1), t(2), . . . , t(s)] ∈ I(n) as follows. Let t(0) = 0 and, inductively,
is the maximal element of I(n) such that the components of − → k are constant on its blocks. With this notation, it suffices to show that for any
n and any − → ξ = (ξ 1 , . . . , ξ n ) ∈ {1, * } n we have that
On the other hand, the definition of tr gives
Since, for k p = k q , all x(k p ) ij,N are Boolean independent from all x(k q ) ij,N , we have that
Therefore, using the fact that x(k) i1j1,N and x(k) i2j2,N are Boolean independent whenever (i 1 , j 1 ) = (i 2 , j 2 ), with the notations from the proof of Theorem 3.4, we obtain that
Remark that, from the definitions of ω(
: l ∈ B} satisfy the conditions from
Therefore the left-hand side of (9) equals
which, since each block of ω(
.
hence the right-hand side of (9) equals (11)
τ |D for all τ ∈ I n , hence
so the expression (10) and (11) are equal and the conclusion follows.
Permutations of entries and asymptotic Boolean independence
Denote by S([N ] 2 ) the set of all bijections on [N ] × [N ] and by e the identity element in S([N ]
2 ) (i.e. e(i, j) = (i, j) for all i, j ∈ [N ]). We define the involution
Definition 4.1. Let n be a positive integer. Suppose that
. . , ξ n ), and that
(i) We will denote by Alt( − → α , − → ξ ) the set of σ ∈ I(n), such that σ is − → ξ -alternating and α k = α l whenever k and l are in the same block of σ.
(ii) We will denote by ι( − → α , − → ξ , − → i ) the interval partition [l(1), l(2), . . . , l(r)] from I(n) defined as follows. Put l(0) = 0 and i n+1 = i 1 . Then, inductively, take
2 ), and that for all θ < 2 (12) lim
Suppose that σ is an element of I(n) and that − → ξ = (ξ 1 , ξ 2 , . . . , ξ n ) with ξ j ∈ {1, * }. Moreover, suppose that for each positive integer N , − → α (N ) = (α 1 (N ), α 2 (N ), . . . , α n (N )) is such that, for each j, either α j (N ) = e for all N , or α j (N ) = α N for all N .
With these notations, we have that
Proof. Suppose first that σ ∈ Alt( − → α , − → ξ ). In particular, all blocks of σ have an even number of elements. Also, the condition ι( − → α ,
s+1 (i s+1 , i s+2 ) whenever s and s + 1 are in the same block of σ. Then α s = α s+1 and ξ s = ξ s+1 so the equation above reads
which, since all α s are bijections, means that i s = i s+2 . Hence, part (i) follows from the argument in the proof of Lemma 3.3.
If σ / ∈ Alt( − → α , − → ξ , − → i ) but the components of − → α are constant on the blocks of σ, then σ ∈ Alt( − → ξ ) and the argument from the proof of Lemma 3.3 gives that
Suppose that σ / ∈ Alt( − → α , − → ξ ) and there is a block of σ on which the components of − → α are not constant. Since we can permute circularly the blocks of σ, we can suppose that the block with this property is the one containing 1. Denote σ = [l(1), l(2), . . . , l(r)] and suppose that α s = α s+1 for some 1 ≤ s ≤ l(2) − 1. Then (12) gives that, for all θ < 2
But Definition 4.1(ii) gives that the pair (i s , i s+1 ) uniquely determines the tuple
On the other hand, if the tuple (i 1 , i 2 , . . . , i l(s)+1 ) is fixed such that ι( − → α , − → ξ , − → i ) = σ, we have that in the pair (i l(s)+1 , i l(s)+2 ) the element i l(s)+1 is fixed, hence there are at most N values of i l(s)+2 such that ι( − → α , − → ξ , − → i ) = σ. Again, Definition 4.1(ii) gives that the pair (i l(s)+1 , i l(s)+2 ) uniquely determines the tuple (i l(s)+1 , i l(s)+2 , . . . , i l(s+1)+1 )., henceforth
Finally, equations (13) and (14) give that, for all θ < 2,
hence the conclusion. = 0, for all ε < 1 all n ≥ 1 and all n -tuples (ξ 1 , ξ 2 , . . . , ξ n ) ∈ {1, * } n .
Also, suppose that for each positive integer
Then the matrices X N and X ⌈αN ⌉ N are asymptotically (as N → ∞) Boolean independent B-diagonals of determining sequences (α n ) n and (β n ) n .
Proof. The fact that the asymptotic distributions of the matrices X N and X ⌈α(N )⌉ N are both B-diagonal of determining sequences (α n ) n and (β n ) n is proved in Theorem 3.4. It only remains to show the asymptotic Boolean independence.
To simplify the notations, we will omit the index N , i.e. we shall write X, respectively X ⌈α⌉ for X N , respectively X ⌈α(N )⌉ N with the convention that only matrices of the same size are multiplied. Also, we shall use the notations X α,1 , respectively X α, * for X ⌈α⌉ , respectively X ⌈α⌉ * .
For a positive integer n, let − → α = (α 1 , α 2 , . . . , α n ) and − → ξ = (ξ 1 , ξ 2 , . . . , ξ n ) where, for each j, we have that α j ∈ {1, α} and ξ j ∈ {1, * }. It suffices to show that (15) lim
Using the Boolean independence of the entries of X, we obtain
where ε(σ) = θ + r − (#σ ′ + 2) n < 1. Since, according to Lemma 3.3, respectively condition 2., the fist factor, respectively the third factors in the product above cancel as N → ∞, it follows that, if
, then all blocks of σ are − → ξ -alternating and Lemma 3.3 gives that
To formulate the following consequence of the Theorem above, we need first to define (following [8] ) the notion of partial m-transpose of a square matrix. 
is the set of all entries of the diagonal of some n(N ) × n(N ) block of X N . Note that
, we have that 
On the other hand,
and the conclusion follows from condition 1. of Theorem 4.3.
5. Self-adjoint random matrices and Bernoulli distributed non-commutative variables Then the asymptotic distribution of B N does exist and all its odd moments asymptotically vanish. Moreover, B N is asymptotically Bernoulli distributed if and only if α = β.
To simplify the writing, we will omit the index N , using b ij for b ij,N .
Proof. The condition that B N is self-adjoint gives that b jk ∈ {b ij , b * ij } only if k = j. Thus, denoting − → ζ = (1, * , 1, * , . . . ) we have that
For σ ∈ I(n), define 
