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Abstract
In a recent paper [C.R. Johnson, S. Furtado, A generalization of Sylvester’s law of inertia,
Linear Algebra Appl. 338 (2001) 287–290], Sylvester’s law of inertia is generalized to any
matrix that is ∗-congruent to a diagonal matrix. Such a matrix is called unitoid. In the present
paper, an alternative approach to the subject of unitoidness is offered. Specifically, Sylvester’s
law of inertia states that a Hermitian n × n matrix of rank r with inertia (p, q, n − r) is
∗-congruent to the direct sum
ei0Ip ⊕ eiIq ⊕ 0In−r .
It is demonstrated herein that a unitoid matrix A of rank r is ∗-congruent to a direct sum of
diagonal blocks of the form
eiφIp ⊕ ei(+φ)Iq
together with the zero block 0In−r . Moreover, the φ’s together with the multiplicities p and q
are specified in terms of the eigenvalues and eigenvectors of A†A∗, where A† is the Moore–
Penrose inverse of A.
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1. Introduction
Let A ∈ Cn×n be of rank r . If A is Hermitian, then Sylvester’s law of inertia states
that A is ∗-congruent to one and only one matrix of the form

Ip 0 0
0 −Iq 0
0 0 0n−r

 ≡ Ip ⊕ (−Iq) ⊕ 0n−r ,
where r = p + q. (See, for example, [3, p. 224].) The inertia of A is the ordered
triplet (p, q, n − r). Alternatively, since ei0 = 1 and ei = −1, A is ∗-congruent to
ei0Ip ⊕ eiIq ⊕ 0In−r .
The arguments 0 and  are referred to as the canonical angles of A with multiplicities
p and q, respectively.
In a recent paper [5] by Johnson and Furtado, Sylvester’s law of inertia is gen-
eralized to any matrix that is ∗-congruent to a diagonal matrix. Such matrices are
called unitoid. Specifically, it is shown that every unitoid n × n A of rank r is ∗-
congruent to a uniquely described diagonal matrix, whose diagonal is a list of “unitary”
complex numbers eiφ of modulus 1 and argument φ, together with n − r 0’s. (See
also [4].)
The present paper offers an alternative approach to the subject of unitoidness, and
includes, in particular, a novel characterization of the property itself. Moreover, it is
demonstrated that the canonical angles φ of A may be arranged in pairs (φ, + φ).
Furthermore, by use of the classical Sylvester’s law of inertia, the φ’s together with
their respective multiplicities are explicitly given in terms of the eigenvalues and
eigenvectors of A†A∗, where A∗ is the complex conjugate transpose and A† is the
Moore–Penrose inverse of A.
2. Preliminaries
Lemma 1. Let A ∈ Cn×n be of rank r. The following statements are equivalent:
(1) A = V ∗(B ⊕ 0)V with V ∈ Cn×n unitary and B ∈ Cr×r invertible.
(2) A = C∗(B ⊕ 0)C with C ∈ Cn×n invertible and B ∈ Cr×r invertible.
(3) AA† = A†A.
Proof. (1) ⇒ (2): Since the relation of unitary similarity is a ∗-congruence as well
as a similarity, (2) is an immediate consequence of (1).
(2) ⇒ (3): Given (2), let C = (C1
C0
)
with C1 ∈ Cr×n. Then A = C∗1BC1. Since the
rows of C1 are linearly independent, C1C∗1 is invertible and, by the defining properties
of the Moore–Penrose inverse,
A† = C∗1 (C1C∗1 )−1B−1(C1C∗1 )−1C1.
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Thus,
AA† = C∗1 (C1C∗1 )−1C1 = A†A.
(3) ⇒ (1): Suppose that AA† = A†A and let A = U(D ⊕ 0)V with D ∈ Cr×r
diagonal and invertible be a singular value decomposition of A. (See, for example,
[3, p. 414].) Since U and V are unitary, A† = V ∗(D−1 ⊕ 0)U∗. Thus,
U(Ir ⊕ 0)U∗ = AA† = A†A = V ∗(Ir ⊕ 0)V ,
VU commutes with Ir ⊕ 0 and VU = X ⊕ Y with X ∈ Cr×r , Y ∈ C(n−r)×(n−r).
Therefore,
In = (VU)(VU)∗ = (X ⊕ Y )(X∗ ⊕ Y ∗) = XX∗ ⊕ YY ∗,
XX∗ = Ir and X is unitary. Finally, since U = V ∗VU = V ∗(X ⊕ Y ),
A = V ∗(X ⊕ Y )(D ⊕ 0)V = V ∗(B ⊕ 0)V ,
where B = XD is invertible. That is, statement (1) is satisfied. 
We next list some properties associated with each of the three statements of
Lemma 1.
(P1) Let statement (1) of Lemma 1 be satisfied and let V =
(
V1
V0
)
with V1 ∈ Cr×n.
Then A = V ∗1 BV1 and, since V is unitary, V1V ∗1 = Ir , A† = V ∗1 B−1V1 and A†A∗ =
V ∗1 B−1B∗V1 = V ∗(B−1B∗ ⊕ 0)V . Since the relation
u∼of unitary similarity is in par-
ticular a relation ∼ of similarity, A†A∗ ∼ (B−1B∗ ⊕ 0). So if B−1B∗ ∼ J for some
J ∈ Cr×r , then A†A∗ ∼ (J ⊕ 0). On the other hand, suppose that A†A∗ ∼ (J ⊕ 0)
with J ∈ Cr×r invertible. Then (J ⊕ 0)S = S(B−1B∗ ⊕ 0) for some invertible S. By
use of a conformable partition ofS, a straightforward exercise shows thatJ ∼ B−1B∗.
In particular, J is a Jordan canonical form of B−1B∗ iff J ⊕ 0 is a Jordan canonical
form of A†A∗ and, if r < n, then 0 is a semisimple eigenvalue of A†A∗ of geometric
and algebraic multiplicity n − r .
(P2) Statement (2) of Lemma 1 may be abbreviated as A ∗c(B ⊕ 0), where ∗c sig-
nifies the relation of ∗-congruence. Suppose also that A ∗c(Bˆ ⊕ 0) with Bˆ ∈ Cr×r
invertible. Then (B ⊕ 0) ∗c(Bˆ ⊕ 0) and S∗(B ⊕ 0)S = (Bˆ ⊕ 0) for some invertible
S. By use of a conformable partition of S, a direct calculation shows that B ∗c Bˆ.
Next, given statement (2), we show that A†A∗ is similar to (B−1B∗ ⊕ 0). Spe-
cifically, by the equivalence of (1) and (2), A u∼(Bˆ ⊕ 0) for some invertible Bˆ. By
the results of (P1), A†A∗ ∼ (Bˆ−1Bˆ∗ ⊕ 0). Since the relation u∼ is a ∗-congruence,
(Bˆ ⊕ 0) ∗c(B ⊕ 0), and it follows that Bˆ ∗c B. That is, Bˆ = N∗BN for some invert-
ible N and Bˆ−1Bˆ∗ = N−1B−1B∗N ∼ B−1B∗. Therefore, A†A∗ ∼ (Bˆ−1Bˆ∗ ⊕ 0) ∼
(B−1B∗ ⊕ 0), which provides the desired conclusion.
(P3) Finally, let A be such that AA† = A†A. By the properties of the Moore–
Penrose inverse,
AA†A∗ = A†AA∗ = (A†A)∗A∗ = (AA†A)∗ = A∗.
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Lemma 2. Let J = λ1Ir1 ⊕ · · · ⊕ λsIrs where λi /= λj whenever i /= j, r1 + · · · +
rs = r, and each λj ≡ eiθj is unitary. Also, let B ∈ Cr×r be invertible such that
B−1B∗ is similar to J. If µj ≡ eiθj /2, then B is ∗-congruent to a diagonal matrix of
the form µ¯1E1 ⊕ · · · ⊕ µ¯sEs where Ej = Ipj ⊕ (−Iqj ) for some pj  0, qj  0,
pi + qj = rj , j = 1, . . . , s.
Proof. By hypothesis, let X−1(B−1B∗)X = J with X ∈ Cr×r invertible. Let
(X1, . . . , Xs) be the partition of X conformal with J . Then
B∗Xj = λjBXj , j = 1, . . . , s.
Suppose that i /= j . Since B∗Xi = λiBXi , X∗i B = λ¯iX∗i B∗ with λiλ¯i = 1 and
X∗i B∗ = λiX∗i B. Hence
λiX
∗
i BXj = X∗i B∗Xj = λjX∗i BXj .
Since λi /= λj , X∗i BXj = 0 and
X∗BX = X∗1BX1 ⊕ · · · ⊕ X∗s BXs
is block diagonal. In particular, since X∗BX is invertible, each X∗jBXj is invertible,
j = 1, . . . , s.
Moreover, with µj ≡ eiθj /2,
(µjX
∗
jBXj )
∗ = µ¯j (X∗jB∗Xj) = µ¯j λj (X∗jBXj ) = µjX∗jBXj
andµjX∗jBXj is Hermitian and invertible with inertia, say, (pj , qj , 0), wherepj  0,
qj  0 and pj + qj = rj . Consequently, with Ej = Ipj ⊕ (−Iqi ), X∗jBXj =
µ¯j (µjX
∗
jBXj ) is ∗-congruent to µ¯jEj and
B
∗
c(X∗BX) ∗c(µ¯1E1 ⊕ · · · ⊕ µ¯sEs). 
3. The main results
Theorem 1. Let A ∈ Cn×n be of rank r. Then A is unitoid iff
(1.1) AA† = A†A, and
(1.2) the nonzero eigenvalues of A†A∗ are each semisimple and unitary.
In that case, let eiθ1 , . . . , eiθs with 0  θ1 < · · · < θs < 2 be the nonzero eigen-
values of A†A∗ of respective multiplicities r1, . . . , rs . Then r1 + · · · + rs = r and A
is ∗-congruent to one and only one diagonal matrix of the form
(1.3) ei(−θ1/2)Ip1 ⊕ ei(−θ1/2)Iq1 ⊕ · · · ⊕ ei(−θs/2)Ips ⊕ ei(−θs/2)Iqs ⊕ 0In−r ,
where pj  0, qj  0 and pj + qj = rj , j = 1, . . . , s.
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Proof. LetA ∈ Cn×n be of rank r . Suppose thatA is unitoid. By definition,A is∗-con-
gruent to a diagonal matrix, soA ∗c(D ⊕ 0) for some invertibleD = diag(d1, . . . , dr ) ∈
Cr×r . By the equivalence of (2) and (3) of Lemma 1, condition (1.1) is satisfied. Also,
by the second part of (P2), A†A∗ ∼ (D−1D∗ ⊕ 0), and the nonzero eigenvalues
d−11 d¯1, . . . , d−1r d¯r (with possible duplication) of A†A∗ are each semisimple and
unitary. That is, condition (1.2) is satisfied.
Conversely, suppose that (1.1) and (1.2) are satisfied. By (1.1), A u∼(B ⊕ 0) for
some invertible B ∈ Cr×r . Since the relation u∼ is a ∗-congruence, A ∗c(B ⊕ 0); and
since u∼ is a similarity, A†A∗ ∼ (B−1B∗ ⊕ 0). Also, if λ1, . . . , λs are the distinct
nonzero eigenvalues of A†A∗ with respective multiplicities r1, . . . , rs , then by (1.2),
A†A∗ ∼ (J ⊕ 0) with J = λ1Ir1 ⊕ · · · ⊕ λsIrs , where λi /= λj whenever i /= j , each
λj = eiθj is unitary and r1 + · · · + rs = r . By (P1), B−1B∗ ∼ J and by Lemma 2
with µj = eiθj /2,
A
∗
c(B ⊕ 0n−r ) ∗c(µ¯1E1 ⊕ · · · ⊕ µ¯sEs ⊕ 0n−r ),
whereEj = Ipj ⊕ (−Iqj ) for somepj  0, qj  0 withpj + qj = rj , j = 1, . . . , s.
That is, A is ∗-congruent to the diagonal matrix D ⊕ 0n−r , where D = µ¯1E1 ⊕ · · · ⊕
µ¯sEs , and A is unitoid.
Under an agreement to fix the ordering of the nonzero eigenvalues λj = eiθj of
A†A∗ by 0  θ1 < · · · < θs < 2, D ⊕ 0n−r is the unique diagonal matrix ∗-con-
gruent to A. Indeed, suppose that A is also ∗-congruent to Dˆ ⊕ 0n−rˆ where Dˆ =
¯ˆµ1Eˆ1 ⊕ · · · ⊕ ¯ˆµsˆEˆsˆ with µˆj = eθˆj /2, 0  θˆ1 < · · · < θˆsˆ < 2 and with Eˆj = Ipˆj ⊕
(−Iqˆj ), pˆj  0, qˆj  0, pˆj + qˆj = rˆj . Since A is of rank r , clearly rˆ1 + · · · + rˆsˆ =
rˆ = r . By the first part of (P2), Dˆ ∗c D, C∗DC = Dˆ for some invertible C ∈ Cr×r ,
C−1D−1C∗−1 = Dˆ−1, C∗D∗C = Dˆ∗ and C−1(D−1D∗)C = Dˆ−1Dˆ∗. Therefore,
eiθ1Ir1 ⊕ · · · ⊕ eiθs Irs = D−1D∗ ∼ Dˆ−1Dˆ∗ = eiθˆ1Irˆ1 ⊕ · · · ⊕ eiθˆsˆ Irˆsˆ .
By the agreed upon ordering of the θ ’s and θˆ ’s, it follows that these diagonal matrices
are all the same and equal to J = λ1Ir1 ⊕ · · · ⊕ λsIrs , C−1JC = J and C commutes
with J . Since λi /= λj whenever i /= j , C = C1 ⊕ · · · ⊕ Cs is block diagonal with
Cj ∈ Crj×rj , and since C is invertible, each Cj is invertible and C∗j (µ¯jEj )Cj =
µ¯j Eˆj , j = 1, . . . , s. Hence Ej is ∗-congruent to Eˆj and, by Sylvester’s classical law
of inertia, Ej = Eˆj . Consequently, D = Dˆ and A is ∗-congruent to only one diagonal
matrix of the form D ⊕ 0.
Alternatively, since ei = −1,
µ¯jEj = µ¯j (Ipj ⊕ (−Iqj )) = ei(−θj /2)Ipj ⊕ ei(−θj /2)Iqj ,
and A is uniquely ∗-congruent to the diagonal matrix (1.3) in the statement of
Theorem 1. 
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Corollary 1. If A ∈ Cn×n is of rank r, then A is unitoid iff A is ∗-congruent to
α1H1 ⊕ · · · ⊕ αsHs ⊕ 0n−r
for some s, scalars αj and matrices Hj that are invertible and Hermitian.
Proof. If A is unitoid, then A is ∗-congruent to a matrix of the desired form with
s, αj = e−iθj /2 and Hj = Ipj ⊕ (−Iqj ) as in Theorem 1. Conversely, suppose that
A
∗
c(α1H1 ⊕ · · · ⊕ αsHs ⊕ 0n−r ) for some s, scalars αj and matrices Hj that are
invertible and Hermitian. If (pj , qj , 0) is the inertia of Hj , since Hj
∗
c(Ipj ⊕ (−Iqj ))
for each j , then A is ∗-congruent to
α1(Ip1 ⊕ (−Iq1)) ⊕ · · · ⊕ αs(Ips ⊕ (−Iqs )) ⊕ 0In−r
and A is unitoid. 
The basic results of Theorem 1 are not new, and may be traced to a 1974 paper
by DePrima and Johnson [1]. Also, since −ei(−θj /2) = ei(−θj /2), by defining the
“canonical” angles of A to be the list of arguments −θj /2 with pj > 0 and − θj /2
with qj > 0, Theorem 1 matches the results described in [5]. What is new is that the
canonical angles may be viewed in pairs (−θj /2, − θj /2), with the possibility of
vacuous partners in case either pj = 0 or qj = 0.
Although Theorem 1 says that the list of canonical angles uniquely exist, the mul-
tiplicities pj and qj of these angles are not specified. The next theorem provides not
only a novel characterization of unitoidness, but also a description of the multiplicities
of the canonical angles of A in terms of the eigenvalues and eigenvectors of A†A∗.
Theorem 2. Let A ∈ Cn×n be of rank r. Let λ1, . . . , λs be the distinct nonzero eigen-
values of A†A∗, and let the columns of Kj ∈ Cn×rj be a basis of the eigenspace of
A†A∗ associated with λj . Then A is unitoid iff
(2.1) AA† = A†A, and
(2.2) K∗j AKj is invertible, j = 1, . . . , s.
In that case, r1 + · · · + rs = r, λj = eiθj is unitary of multiplicity rj and eiθj /2
K∗j AKj is Hermitian, j = 1, . . . , s. Furthermore, A is ∗-congruent to the diagonal
matrix
ei(−θ1/2)Ip1 ⊕ ei(−θ1/2)Iq1 ⊕ · · · ⊕ ei(−θs/2)Ips ⊕ ei(−θs/2)Iqs ⊕ 0In−r ,
where (pj , qj , 0) is the inertia of ei(θj /2)K∗j AKj , j = 1, . . . , s.
Proof. First, suppose that A is unitoid. By Theorem 1, (2.1) is satisfied and by Lemma
1, A = V ∗(B ⊕ 0)V for some unitary V ∈ Cn×n and some invertible B ∈ Cr×r . By
(1.2), since each nonzero eigenvalue λj of A†A∗ is semisimple, its multiplicity is the
dimension rj of the eigenspace ofA†A∗ associated withλj . Therefore,A†A∗ is similar
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to J ⊕ 0 with B−1B∗ similar to J = (λ1Ir1 ⊕ · · · ⊕ λsIrs ), where λi /= λj whenever
i /= j , r1 + · · · + rs = r , and each λj = eiθj is unitary. With X−1(B−1B∗)X = J
and X = (X1, . . . , Xs) where Xj ∈ Cr×rj , by the proof of Lemma 2, each X∗jBXj
is invertible.
Also, with V = (V1
V0
)
where V1 ∈ Cr×n, by (P1), A = V ∗1 BV1, A†A∗ = V ∗1 B−1
B∗V1 and V1V ∗1 = Ir . Hence
A†A∗V ∗1 Xj = V ∗1 B−1B∗V1V ∗1 Xj = λjV ∗1 Xj .
That is, the columns ofV ∗1 Xj are eigenvectors ofA†A∗ associated with the eigenvalue
λj . By hypothesis, V ∗1 Xj = KjYj for some Yj ∈ Crj×rj . Since Xj = V1KjYj , Yj is
of rank rj and thus is invertible. Consequently,
K∗j AKj = Y ∗−1j (X∗jBXj )Y−1j
is invertible and (2.2) is satisfied.
Conversely, suppose that A ∈ Cn×n of rank r is such that (2.1) and (2.2) are satis-
fied. In particular, (1.1) holds. Also, since A†A∗Kj = λjKj and, by (P3), AA†A∗ =
A∗, A∗Kj = λjAKj and K∗j A = λ¯jK∗j A∗. Thus,
K∗j AKj = λ¯jK∗j A∗Kj = λ¯jK∗j (λjAKj ) = λj λ¯jK∗j AKj .
Since K∗j AKj is invertible, λj λ¯j = 1 and λj is unitary, j = 1, . . . , s.
We next demonstrate that each λj is a semisimple eigenvalue of A†A∗ by show-
ing that rank(A†A∗ − λj I )2 = rank(A†A∗ − λj I ). (See, for example, [3, problem
17, pp. 141–142].) Specifically, by (2.1) and Lemma 1, A = V ∗(B ⊕ 0)V for some
unitary V and invertible B ∈ Cr×r , and A = V ∗1 BV1 with V =
(
V1
V0
)
, V1 ∈ Cr×n.
Hence,
V ∗1 B∗V1Kj = A∗Kj = λjAKj = λjV ∗1 BV1Kj .
Since V1V ∗1 = Ir , B∗V1Kj = λjBV1Kj or equivalently, B−1B∗V1Kj = λjV1Kj .
Suppose that V1KjZ = 0 for Z ∈ Crj×1. Then K∗j AKjZ = K∗j V ∗1 BV1KjZ = 0.
Since K∗j AKj is invertible, Z = 0 and the columns of V1Kj ∈ Cr×rj form a linearly
independent list of eigenvectors of B−1B∗ associated with the eigenvalue λj . Since
the dimension of the eigenspace of B−1B∗ associated with λj is the dimension rj of
the eigenspace of A†A∗ associate with λj , the columns of V1Kj form a basis of this
latter space. In other words, using the language of G. Frobenius [2], V1Kj ∈ Cr×rj
is a “complete” solution of the equation (B−1B∗ − λj Ir )X = 0, or equivalently, of
the equation (B∗ − λjB)X = 0. In particular, the nullity of B∗ − λjB is rj .
For convenience, let Mj ≡ B∗ − λjB and let Gj ≡ V1Kj . With this notation, Gj
is a complete solution of the equation MjX = 0. Moreover, G∗j is a complete solution
of the equation XMj = 0. Indeed, since λj λ¯j = 1 and M∗j = −λ¯jMj , G∗jMj =
(M∗Gj)∗ = (−λ¯jMjGj )∗ = 0; and if YMj = 0, then 0 = M∗j Y ∗ = (−λ¯jMj )Y ∗ =
−λ¯jMjY ∗, MjY ∗ = 0, Y ∗ = GjZ for some Z and Y = Z∗G∗j for some Z∗. Further-
more, since (MjB−1)(BGj ) = MjGj = 0, and ifMjB−1Y = 0, thenB−1Y = GjZ
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and Y = BGjZ for some Z. That is, BGj is a complete solution of the equation
(MjB
−1)X = 0. Likewise, G∗jB is a complete solution of the equation X(B−1Mj) =
0.
By the Frobenius rank equality on the product MjB−1Mj ,
rank(MjB−1) + rank(B−1Mj) + rank(G∗jB · B−1 · BGj)
= rank(B−1) + rank(MjB−1Mj).
(See, for example, [2] or [6].) Since B ∈ Cr×r is invertible and the nullity of Mj is
rj , rank(B−1) = r and rank(MjB−1) = rank(B−1Mj) = rank Mj = r − rj . Also,
since G∗jB · B−1 · BGj = K∗j V ∗1 BV1Kj = K∗j AKj ∈ Crj×rj is invertible, rank
(G∗jB · B−1 · BGj) = rj . An application of these facts to the rank equality above
gives
rank Mj + (r − rj ) + rj = r + rank(MjB−1Mj)
and rank(MjB−1Mj) = rank Mj .
Finally, since
(B−1B∗ − λj I )2 = B−1 (B∗ − λjB)B−1(B∗ − λjB) = B−1MjB−1Mj,
rank(B−1B∗ − λj I )2 = rank(MjB−1Mj) = rank Mj = rank(B−1Mj)
= rank(B−1B∗ − λj I ),
andλj is a semisimple eigenvalue ofB−1B∗. Therefore,λj is a semisimple eigenvalue
of A†A∗.
Consequently, the nonzero eigenvalues of A†A∗ are both semisimple and unitary.
By Theorem 1, A is unitoid.
In conclusion, under the conditions of Theorem 2 for a unitoid matrix A, it follows
from the first two paragraphs of the present proof that r1 + · · · + rs = r , λj = eiθj is
unitary of multiplicity rj , and that K∗j BKj is ∗-congruent to X∗jBXj . Moreover, by
the proof of Lemma 2 with µj = eiθj /2, µjX∗jBXj is Hermitian. Since µjK∗j BKj
is ∗-congruent to µjX∗jBXj , the inertia of µjK∗j AKj is the inertia (pj , qj , 0) of
µjX
∗
jBXj . That is, A is ∗-congruent to
ei(−θj /2)Ip1 ⊕ ei(−θj /2)Iq1 ⊕ · · · ⊕ ei(−θs/2)Ip1 ⊕ ei(−θs/2)Iqs ⊕ 0In−r ,
where (pj , qj , 0) is the inertia of eiθj /2K∗j AKj , j = 1, . . . , s. 
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