Landmarking is a recent and promlszng meta learning strategy, which defi nes meta-features that are themselves efficient learning algorithms. However, the choice of landmarkers is made in an ad hoc manner. In this paper, we propose a new perspective and set of criteria for landmarkers. With these, we introduce a landmarker generation algorithm, which creates a set of landmarkers that each utilise subsets of the algorithms being landmarked. The experiments show that the landmarkers formed, when used with linear regression, are able to estimate accuracy well, even when utilising a small fraction of the given algorithms.
Introduction
With the growing plethora of machine learning algorithms and both theoretical [28, 29] and empirical [17, 8] results indicating that no single algorithm is generically superior, the issue of selecting an appropriate learning algorithm for a given dataset becomes increasingly important. Traditionally, the common practice is to evaluate all applicable algorithms based on some form of hold-out testing (e.g. cross-validation and bootstrapping [7] ) to determine which to use (e.g. [23] ). However, such evaluation is typically computationally unviable due to the volume of available algorithms. To overcome this, various methods utilising meta-knowledge [12] , have been proposed. Usually referred to as meta-learning [12, 25] , such solutions utilise experience on previous datasets (i.e. meta-knowledge) to learn hypotheses that characterise the domains of expertise of the candidate algorithms. Given the set of all possible datasets, these domains of expertise correspond to subsets in which certain algorithms are deemed to be superior to others.
As in standard machine learning, the success of meta-learning is greatly dependent upon the quality of the features chosen. Various strategies for defining these meta-features have been proposed [22, 1, 4, 11, 16, 14, 5, 17, 2, 20, 13] . However, to date, there is no consensus on how good meta-features should be chosen. Landmarking [21, 9, 10] is an alternative and promising approach that characterises datasets by directly measuring the performance of simple and fast learning algorithms, called landmarkers. However, the selection of landmarkers is typically done in an ad hoc fashion, with the landmarkers generated focused on characterising an arbitrary set of candidate algorithms.
In this paper, we reinterpret the role of landmarkers, defining each as a set of learning algorithms that characterises the domain of expertise of one specifi c learning algorithm. Essentially, given a set of algorithms A = {aJ, ... , an}, we wish to generate a set of landmarkers L' = {I/', ... , In '} (where each Ii' is the landmarker for ai), such that each Ii' satisfies the following criteria: (1) 1/ is more efjicient than its counterpart ai, and (2) 1/ corresponds to a domain of expertise that is similar or correlated to that of ai (i.e.
the domains of expertise of ai and I;' roughly overlap in the space of all possible datasets). Via these new landmarker criteria, we propose a new approach for landmarker generation. The main idea of the proposed landmarker generation algorithm is to use some subset of A as the landmarker I;' for each ai E A.
The next section describes the related work on meta-learning and landmarking. In Sections 3 and 4 we redefine the role of landmarkers, introduce the new criteria for landmarker selection and a new method for landmarker generation based on this criteria. Section 5 describes the experiments and discusses the results. The last section concludes the paper and suggests paths for future work.
Aspects of Meta-learning
The choice of concept typically falls into one of the three fonns: (i) identifying the candidate algorithm with the highest performance on the given dataset, (ii) identifying if each candidate algorithm is appropriate for the given dataset (i.e. if that algorithm is not significantly worse than the best algorithm), or (iii) identifying the performance ranking of the algorithms.
In terms of the learning strategy employed, a conventional learner (e.g. decision tree) is typically used to induce either a single overall concept for all candidate algorithms, or several interim concepts, each pertaining to either one algorithm or comparisons between each pair. In the case where interim concepts are first generated, another mechanism (usually a non learning algorithm) is used to aggregate the results.
In relation to the meta-features or meta-attributes, a common strategy is to utilise a static set of features including: standard measures (e.g. number of classes, attributes, instances), statistical measures (e.g. mean correlation between attributes), and information theoretic measures (e.g. mean attribute entropy) [22, 1, 4, 11, 16, 5] . Properties of induced decision trees have also been suggested [2, 20] . The general assumption is that since these meta-features are indicative of when certain specific algorithms will work well, then when taken in conjunction, they should be able to characterise the generic domain of expertise. However, there is neither any theoretical assurance, nor (conclusive) empirical results that support this assumption. Furthennore, recent empirical results suggest that algorithm-specific forms of meta-features are better for this kind of learning [21, 14, 13, 15] .
Landmarking
Landmarking [21, 9, 10 ] is a recent alternative form of meta-feature. The basic idea is that the perfonnance of an algorithm on a dataset uncovers infonnation about the nature of that dataset; i.e. a dataset can be described by the collection of domains of expertise to which it belongs. Landmarking utilises several efficient algorithms, called landmarkers, to characterise the domains of expertise of the candidate algorithms. It may be seen as proposing meta-features that more directly characterise datasets via the domains of expertise of the algorithms (whereas the prototypical meta-features do this in a more indirect fashion).
Thus far, landmarkers have been generated with two criteria in mind: efficiency, and bias diversity [21] . The idea behind the efficiency criteria stems from the original problem: when faced with a dataset, we would like to be able to compute which algorithm to use at a reasonable computational cost. Thus, the computation of the features of the dataset (i.e. the landmarkers) should incur less (preferably significantly less) computation than the evaluation of those algorithms.
Alternatively, the idea behind the bias diversity criterion relates to the inductive bias [18] inherent in learning algorithms. Essentially, each learning algorithm relies on its inductive bias to pick one out of a set of applicable hypotheses, and accordingly can attribute its domain of expertise to the effect of inductive bias adopted. By utilising a landmarker as a meta-feature, we are in fact describing a dataset characteristic that is associated with the utility of the inductive bias of that landmarker. Thus, the domain of expertise of each landmarker can be perceived to cover some region of the space of all datasets (i.e. the generic expertise space). Therefore, by requiring that the inductive biases of the adopted landmarkers be diverse, the hope is that a nice coverage of the generic dataset space is achieved, or similarly, that different landmarkers measure different dataset properties (at least implicitly) [21] . In effect, this criterion may be interpreted as requiring the domains of expertise of the landmarkers to be non-correlated. However, despite these criteria, and akin to the prototypical meta-features, landmarkers are typically chosen in an ad hoc manner, with little justification.
Landmarkers: Function and Criteria
As is the case with any standard machine learning problem, the perfonnance and success of meta-learning is greatly dependent upon the features used. Thus, to select an appropriate algorithm by meta-learning meta knowledge, one must first find appropriate meta features, or in our case, appropriate landmarkers.
Landmarkers: A New Perception
In the literature, a landmarker is typically associated with a single algorithm with low computational complexity. Landmarkers have thus far been employed much in the same manner as the prototypical meta features; they simply serve as a meta-feature whose purpose is to help define the generic expertise space, in which the domain of expertise of ill1J!. candidate algorithm may be defined.
We introduce a new perception of landmarkers, which defines each landmarker to be: 1. A set of learning algorithms.
2. Specific to one candidate algorithm; i.e. the role of the specified landmarker is to characterise only one specific algorithm's domain of expertise. For example, a landmarker for a boosted C4.S decision tree algorithm could correspond to the accuracies of several learning algorithms such as a decision stump, a naive Bayes learner, etc.
This new perception of landmarkers is important for two reasons. Firstly, recent empirical results have shown that different candidate algorithms require different characteristics to better predict their domains of expertise (i.e. each meta-feature may be of varying significance to the algorithm involved) [21, 14, 13] . And secondly, recent work has also shown empirically that individually estimating the predictive accuracy of candidate algorithms is better than attempting to learn an aggregated concept (e.g. best performing algorithm in the set) over the set of candidate algorithms [15] .
Intuitively, while one can consider an overall concept regarding the generic expertise space, this requires that the dataset characteristics be relevant in defining the domain of expertise of {l]1)!.. algorithm. This meta-feature space would most likely be very complex, and thus difficult to define. Additionally, with this universal meta-feature paradigm, there is also a much higher probability of learning chance concepts.
Establishing Good Meta-features: New Landmarker Criteria
In previous landmarking work, two landmarker criteria have been defined: efficiency and bias diversity [21] . While these criteria aid to restrict the search space of algorithms (i.e. potential landmarkers), their utility in terms of pinpointing or directing the search for viable landmarkers is questionable. Essentially, the efficiency and bias diversity criteria do not emphasise the selection of landmarkers whose focus is to map the domains of expertise of a specific set of candidate algorithms; i.e. they do not place any requirement on the relationship between the selected landmarkers and the set of candidate algorithms in question.
Consequently, it could be interpreted that these criteria seek to find a set of landmarkers that is able to characterise the space of all datasets well enough so that the domain of expertise of {l]1)!.. algorithm (i.e. a generic domain of expertise) may be defined. However, these criteria do not ensure the generation of a set of landmarkers that characterises the right dataset features such that there is sufficient generality required to locate the domains of expertise of the given set of algorithms. Thus, what landmarker criteria should we then use?
In meta-learning, we are primarily interested in the performance measurements I of the algorithms available to us. Thus, to meta-learn, we must map the landmarker measurements to the performance measurement of the candidate algorithm whose domain of expertise we are attempting to learn. This implies that the landmarker for a candidate algorithm should output measurements that are indicative of the performance measurements on that candidate algorithm. More specifically, to pick a landmarker for some candidate algorithm, we should ensure that the measurements output by the landmarker are associated or correlated to the performance the candidate algorithm; this is one way to ensure that the landmarker is related to the target. This may also be explained in terms of the expertise space.
Two algorithms whose domains of expertise are overlapping will be closer to each other in a space of all domains of expertise. Conceptually, the distance between two algorithms a and I can be regarded as Ii a -II I . We may express Iia -IW as IIal12 + 11/112 -2 a. l. Thus, if a is close to I, this implies that Ii a _/ 112 is small, and correspondingly that a. 1 is relatively large. This pertains to the correlativity criterion we use to check if a landmarker (say l) is representative of some candidate algorithm a. However, in order to operationalise a. l, we must move into the space of 1 -1 Depe:::: :: :;
Space of Algorithms Space of Accnracies It should also not be forgotten that while attempting to derive landmarkers whose measurements are correlated to the cross-validation ones, the computa tional cost of running the landmarkers should not exceed the cost of performing cross-validation -else there would be no benefit over using cross-validation! Thus, we define the following criteria for landmarkers:
• Correlativity -each landmarker should as closely as possible resemble their algorithm counterpart; fluctuations in the landmarker measurements should correlate to fluctuations in its counterpart.
• Efficiency -the mechanism(s) pertaining to each landmarker must have less and preferably significantly less computational cost than that of the counterpart algorithm.
Guiding Landmarker Generation via the New Landmarker Criteria
The landmarker criteria do not indicate how landmarkers may be generated, but merely state the conditions under which any landmarker should be selected. How does one then generate a set of landmarkers that satisfies these criteria?
3.3.1. Identifying Potential Landmarkers. The generation of a set of landmarkers satisfying the defined criteria is essentially a search problem, whose initial space includes all possible algorithms. Under this interpretation, a first logical step would be to somehow limit this search space. One simple method is to only consider algorithms that are less complex versions of the candidate algorithms. Such modifications may be categorised into two groups:
• Algorithm specific reductions, which relate to the actual inner workings of one particular algorithm. This includes: limiting the structure formed (e.g. decision stumps for decision trees), and limiting the internal search mechanisms within the algorithm (e.g. by employing randomness [6] ).
• Algorithm generic reductions, which relate to generic modifications that may be applied to any learning algorithm. As done in [9, 10] , such modifications could be similar to the sub-sampling techniques used in ensemble literature [24, 6] .
Comparing and Selecting from a Set of
Potential Landmarkers. Once a potential set of landmarkers has been generated, the landmarker criteria may be utilised to compare and eventually select the final set of landmarkers to employ. The question though, is what heuristics should be utilised to compare the landmarkers?
In terms of the efficiency criteria, simply utilising the (computational) time taken to run a given landmarker would suffice. However, measuring correlation is not as straightforward. We must choose one of the many different forms of correlation and associatlOn measures available (e.g. Pearson's r, ?, etc), depending on the model used for meta-learning.
The Proposed Landmarker Generation Approach
The proposed landmarker generation algorithm is described in Figure 2 . The general idea of is to use a subset of the available algorithms as the components of a landmarker for each of these algorithms. More specifically, given a set of candidate algorithms A = {aI, ... , an } , we seek to select a set of landmarkers L' = {h', ... , In ' }, such that each I;' is the landmarker selected for the algorithm ai, where I;' c A, and the union of all I;' E L' (written as union(L ')) is a (proper) subset of A. For example, given A = {aI, a 2 , a3, a4 } , a possible set of selected landmarkers may be L' = {l/= {aI}, 1/ = {a2}, 13' = {aI, a 2}, 1/ = {a2}}.
Input: A = {aI, .. " Un}, a set of calldidat � algorithms.
• Output: L' = {If', .. " I,,'}, a corresponding set of landmarkers -where each I,.
is the chosen landmarker for ai. 
Landmarker generation algorithm:
[1] For each union(L; ): [2] For each Uj E A: [3] If aj " L; then: [4] For eachhEL;:
. .
[5]
Find f{l(U j , h) = r2 wlue of the linear regressIOn flmchon whose dependent = a j and independent(s) = {ax I ax Elk} . [6] Let num_landmarkers(L;) = num_landmarkers(L;) + 1; This landmarker generation algorithm assumes:
• Several of the algorithms will have similar domains of expertise, and thus, not all have to be used.
• If a candidate algorithm has a very dissimilar domain of expertise (as compared to the other algorithms), that domain of expertise can be correlated to the conjunction of several others. Since each potential landmarker being considered is a subset of A, and the objective of any selected set of landmarkers is to reduce the computational cost of evaluating A, we must ensure that the condition union(L ') c A is satisfied; without this condition, there is a chance that union(L ') = A, which would invalidate the efficiency criterion. To ensure that union(L ') c A, 
L2= {{a2}} Union(L3) = {a, ,} Lj = {{ a, ,}} Union(L4) = {a4} L4= {{a4}} Union(Ls) = {aI, a2} L5 = {{al}, {a2}, {aI, a2}} Union(L.) = {a J, a3} L .= {{a1}, {a3}, {a],a3}} Union(L7) = {aI, a4} L7= {{al}, {a4}, {aI, a;l\ Union(Ls) = {a2, a3} L s= {{a2}, {a3}, {a2, a3}} Union(L9) = {a2, a4} L9 = {{ a2}, {a4}, { a2, a4} } Union(L10) = {a3, a4} L 10 = {{a3}, {a4}, {a3, a4}}
Union(L11) = {a], a2, a3} L 11 = {{al}, {a2}, {aj}, {aI, a2}, {aJ, a3}, {a2, a3}, {aJ, a2, a3}}
Union(L12) = {a], a2, a4} L 12 = {{al}, {a2}, {a4}, {aI, a2}, {aJ, a4}, {a2, a4}, {aJ, a2, a4}}
Union(Ln) = {a], a3, a4} L 13 = {{al}, {a, ,}, {a4}, {aI, aj}, {aI, a4} , {aj, a4}, {aI, aj, a4}}
Union(L14) = {a2, a3, a4} L 14 = {{a2}, {a, ,}, {a4}, {a2, aj}, {a2, a4}, {aj, a4}, {a2, aj, a4}}
By considering landmarkers based on some union(Lk), we commit to the evaluation of each aj E union(Lk), and thereby ensure that only the subset of A given by union(Lk) will be run. Consequently, only aj � union(Lk) require landmarkers. Thus, going back to our example, we see that for Ls, only landmarkers for a3 and a4 need to be determined, since a], a2 E union(Ls). Analogously, when attempting to find landmarkers for some aj, only the subsets of (A \ {aj})
need to be considered. This reduces the number of potential landmarkers for each aj by half; only in-1)_1 landmarkers need to be considered for each aj.
To choose among the candidate landmarkers, we first evaluate the correlation between each algorithm landmarker (aj -I) pair. For each algorithm aj, we select the candidate landmarker Ik that is most correlated to aj (as required by the correlativity criterion). More specifically, for each aj -Ij pair we generate the (bi or multivariate) linear regression function whose dependent corresponds to the performance measurements of aj and independent(s) corresponds to the performance measurements of each ak E Ij . Note that the actual dependent and independent values used to compute these regression functions pertain to the performance measurements (i.e. in our case, accuracy) of the specified algorithms. To measure correlation we use the coefficient of determination I of each corresponding regression function, where 1 ;:: I ;:: O. We employ I as it indicates the proportion of variation in the dependent variable that is explained by the independent variable(s), and is an established measure for evaluating correlation. Table 2 lists the I values for each aj -Ij pair in our example. Essentially, higher the value of I, the higher the correlation is. Thus, for each subset of candidate landmarkers Lk, we select the best Ij E Lk for each valid aj, based on the corresponding I of that pair. Should a tie occur, the Ij with the smallest set of algorithms is chosen (i.e. the simplest relation). If the number of algorithms is also tied, one of the landmarkers is selected randomly. In our example, when determining the best landmarker for a3 based on Ls, we see that the landmarker I] = {a]} provides a correlativity estimate of 0.6, while 12 = {a2} and Is = {a], a2} both give values of 0.7. Thus, the best landmarker for a3 from Ls is {a2} (as l {a2}1 < I {a], a2} 1 ) · Once we have computed the best landmarkers for all valid aj over each Lk, we then evaluate the mean I for each Lk and select the Lk with the highest mean I as a landmarker L '. In our example, the various mean I values for each Lk are given in Table 3 (note that the chosen set of landmarkers from some Lj is denoted L;'). As shown, to landmark A, Lll', Ln' and LJ4' all share the highest mean I of 0.9. This deadlock is broken in the same manner as when selecting best individual landmarkers. Accordingly, we randomly select LJ4' from the three and thus L' = {{a2' a3, a4}, {a2}, {a3}, {a4}}' Hence, to landmark A, a2, a3 and a4 will be evaluated, while a] is estimated via the predictions of {a2' a3, a4 n· 
Experiments, Results and Analysis
For our experiments we utilise lO classification learning algorithms from WEKA [27] (i.e. naive Bayes, k-nearest neighbour (with k = I and 7), SVM, decision stump, J4.8 (the WEKA implementation of C4.5), random forest, decision table, Ripper, and ZeroR) and 34 classification datasets randomly chosen from the VCI repository [3] . To evaluate the accuracy of each candidate algorithm on each dataset, stratified ten-fold cross-validation was employed. The effectiveness of the proposed landmarker generation algorithm is evaluated using the leave-one-out cross validation approach; i.e. n-fold cross-validation, where n = 34, with each instance pertaining to a VCI dataset.
For each fold we use 33 of the datasets to generate landmarkers as described in Section 4. The resultant set of landmarkers indicates which algorithms must be evaluated and which will be estimated (i.e. the algorithms in union(L '), and the remaining A \ union(L') respectively). On the dataset left out, we first run the algorithms that must me evaluated and then use their accuracy results to estimate the performance of the other algorithms using the regression functions computed during landmarker generation. For example, given A = {aI, a2, a3, a4}, let the generated set of landmarkers computed over the 33 datasets be L' = {{a2' a3, a4}, {a2}, {a3}, {a4}}. Thus, to landmark A, a2, a3 and a4 will be evaluated, while aj will be estimated via the predictions of {a2' a3, a4} using the corresponding regression function. Hence, we run a2, a3, and a4 on the unseen 34th dataset and obtain the accuracy results. Based on them and using the respective regression functions, we then estimate the accuracy of aj on the unseen dataset.
The version of the algorithm described in Section 4, will attempt to find a set of landmarkers L' such that l union(L')1 < I A I . We have modified the algorithm so that the maximum number of candidate algorithms used by a chosen set of landmarkers (i.e. l union(L')I, the landmarker set size of L') may be defined by the user. In our experiments we generate and test all 9 possible landmarker sets sizes (9 ?: l union(L')1 ?: 1, given that the number of available algorithms is lO).
This leaves 9 sets of accuracy estimates for each of the candidate algorithms over each of the VCI datasets. Three evaluations are performed over the accuracy estimates:
• Rank order correlation (rJ: for each held-out dataset and landmarker set size, we utilise the Spearman's rank order correlation coefficient [19] r. " to determine the correlation between: (i) the rank order of the accuracies estimated via the landmarkers and regression, and (ii) the rank order of the accuracies evaluated via ten-fold cross validation. For each landmarker set size, we report the mean rs recorded over all datasets.
• Algorithm-pair ordering (AP): for each dataset and landmarker set size, we compare the order of each pair of algorithms (e.g. if acc(aj) > acc(a2)) based on the estimated (via the landmarkers and regression) and evaluated accuracies (via ten-fold cross-validation). For each landmarker set size, we report the mean (across all datasets) of the percentage of pairings in which the order is predicted correctly. Note that there are e�) = 45 algorithms pairings with lO algorithms. However, one notices that when all 10 algorithms are employed by the set of landmarkers, no landmarkers are required, and we are simply performing ten-fold cross-validation. Accordingly, for a landmarker set size of x, those x algorithms are evaluated, not estimated. Thus, (�) algorithm pairs will correspond to the ordering that is found via ten-fold cross-validation. We denote this as Assured AP, which is the accuracy associated with pairings that are guaranteed to be correct.
• Estimated rank of best algorithm (BR): with each dataset and landmarker set size, we check the estimated rank (via the landmarkers and regression) of the algorithm with the highest ten-fold cross validation accuracy. For each landmarker set size, we report the distribution of the percentage of occurrences across the possible rank positions (i.e. for each landmarker set size and estimated rank position, the percentage of datasets in which the best algorithm based on ten-fold cross-validation is estimated to sit in that rank). Table 4 presents the results from our experiments. It shows the mean ranking order correlation (Mean rs), the mean accuracy over algorithm-pair orderings (Mean AP), the percentage of algorithm-pair orderings guaranteed to be correct (Assured AP), and the mean /. Each i-th row of the table presents the results of the landmarker set(s) of set size i from each fold. In Table  5 , the distribution of occurrences of the best algorithm (i.e. the one with the highest accuracy defined via ten fold cross-validation) across the possible estimated rank positions (BR) is given. A cell in the i-th row and j-th column of the table thus represents the percentage of occurrences of the best algorithm in rank i based on the estimated performance using regression and the set(s) of landmarkers using j candidate algorithms. Ideally, we would like to always be able to estimate the best algorithm in rank one. The results show that the landmarkers generated, when used with the linear regression models, are very encouraging. Even when only utilising a single candidate algorithm (i.e. l union(L')1 = 1), the chosen set of landmarkers is still able to produce a reasonable result (i.e. mean rs = 0.55, mean AP = 7l.5).
Correspondingly, and as expected, when we allow the generation algorithm to utilise larger sets of candidate algorithms as landmarkers (i.e. as we allow larger l union(L ')1), the /, r" and AP all increase accordingly, and approach the ten-fold cross-validation result; Figure 3 depicts the progression of the results from Table 4 .
In terms of the BR results, we find that for all but the set of landmarkers that used a single candidate algorithm, the most frequent ranking of the best algorithm is in rank one. Furthermore, we see that the majority of the occurrences reside in the upper ranks. From these experiments we found that the even without assigning 1.0 to the / value associated with each ai -lj pairing, where ai E lj (which would bias landmarker selection, by favouring landmarkers that were composed of more candidate algorithms), the generation algorithm still has a strong tendency to select a set of landmarkers composed of more candidate algorithms. This effect is associated with the fact that no subset model will have an / larger than that of the full model. However, another explanation for this is that with more candidate algorithms utilised, fewer landmarkers were required (i.e. fewer algorithms had to be estimated), and thus, it is easier to find higher mean / values. Additionally, / has a tendency to allocate higher values to models with more independents. 
Conclusions
In this paper, we have provided a new definition of landmarkers, specifying each to be: (i) a set of learning algorithms, which (ii) characterises the domain of expertise of one candidate algorithm. Correspondingly, we have identified new criteria for landmarker generation, in that each should be: (i) efficient, and (ii) correlated to its associated algorithm. Based on these criteria, we have proposed a landmarker generation algorithm that uses subset combinations of the set of candidate algorithms as landmarkers. The experimental results show that even when the number of algorithms employed by the set of landmarkers is small, the lowest rank order correlation is 0.55, that is a very promising result. As we increase the number of algorithms used by the set of landmarkers, the performance approaches that of ten-fold cross-validation. The results also suggest that given the meta-learner used, / is a viable heuristic for landmarker selection. As future work we would like to ground this approach in a theoretical framework.
