Supervised classification and representation learning are two widely used methods to analyze multivariate images. Although complementary, these two classes of methods have been scarcely considered jointly. In this paper, a method coupling these two approaches is designed using a matrix cofactorization formulation. Each task is modeled as a factorization matrix problem and a term relating both coding matrices is then introduced to drive an appropriate coupling. The link can be interpreted as a clustering operation over the low-dimensional representation vectors. The attribution vectors of the clustering are then used as features vectors for the classification task, i.e., the coding vectors of the corresponding factorization problem. A proximal gradient descent algorithm, ensuring convergence to a critical point of the objective function, is then derived to solve the resulting non-convex non-smooth optimization problem. An evaluation of the proposed method is finally conducted both on synthetic and real data in the specific context of hyperspectral image interpretation, unifying two standard analysis techniques, namely unmixing and classification.
I. INTRODUCTION
N UMEROUS frameworks have been developed to efficiently analyze the increasing amount of remote sensing images [1] , [2] . Among those methods, supervised classification has received considerable attention leading to the development of current state-of-the-art classification methods based on advanced tools, such as convolutional neural networks [3] , kernel methods [4] or random forest [5] . In the context of remote sensing image classification, these methods aim at retrieving the class of each pixel of the image given a specific class nomenclature. Within a supervised framework, a set of M. Fauvel is with Centre d'Études Spatiales de la BIOsphère (CESBIO), Toulouse, France (e-mail:mathieu.fauvel@inra.fr).
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Part of this work has been supported by Centre National d'Études Spatiales (CNES), Occitanie Region, EU FP7 through the ERANETMED JC-WATER program (project ANR-15-NMED-0002-02 MapInvPlnt) and by the European Research Council (ERC) under the European Union's Horizon 2020 research and innovation programme under grant agreement No 681839 (project FAC-TORY) pixels is assumed to be annotated by an expert and subsequently used as examples through a learning process. Thanks to extensive research efforts of the community, classification methods have become very efficient. Nevertheless, they still face some challenging issues, such as the high dimension of the data, often coupled with the lack of training data [6] . Handling multi-modal and/or composite classes with intrinsic intra-variability is also a recurrent issue: for instance, a class referred to as building can gather very dissimilar samples when metallic and tiled roofs are present in a scene. Besides, the resulting classification remains a high-level interpretation of the scene since it only gives a single class to summarize all information in a given pixel.
Hence, more recent works have aimed at providing a richer interpretation [7] , [8] . In particular, representation learning methods assume that the data results from the composition of a reduced number of elementary patterns. More precisely, the observed measurements can be approximated by mixtures of dictionary elements able to simultaneously capture the variability and redundancy in the dataset. Representation learning can be tackled from different perspectives, in particular known as dictionary learning [9] , source separation [10] , factor analysis [11] , matrix factorization [12] or subspace learning [13] . Plenty of models have been proposed to learn a dedicated representation relevant to the field of interest, differing by specific assumptions and/or constraints. Most of them attempt to identify a dictionary and a mixture function by minimizing a reconstruction error measuring the discrepancy between the chosen model and the dataset. For instance, non-negative matrix factorization (NMF) aims at recovering a linear mixture of non-negative elements with non-negative activation coefficients leading to additive partbased decompositions of the observations [14] , [15] . Contrary to a classification task, representation learning methods have generally the great advantage of being unsupervised. However, for particular purposes, they can be specialized to learn a representation suited for a particular task, e.g. classification or regression [16] .
The idea of combining the representation learning and classification tasks has already been considered, mostly to use the representation learning method as a dimensionality reduction step prior to the classification, where the lowdimensional representation is used as input features. Nonetheless, some works introduce the idea of performing the two tasks simultaneously [17] . For example, the discriminative K-SVD algorithm associates a linear mixture model to a linear classifier [18] . At the end, the method tries to learn a dictionary well-fitted for the classification task, i.e., the learned representation minimizes the reconstruction error but also ensures a good separability of the classes. More intertwined frameworks can be also considered, as the one proposed in [19] where elements of the dictionary are classspecific. Joint representation learning and classification can be cast as a cofactorization problem. Both tasks are interpreted as individual factorization problems and constraints between the dictionaries and coding matrices associated with the two problems can then be imposed. These cofactorization-based models have proven to be highly efficient in many application fields, e.g. for text mining [20] , music source separation [21] , and image analysis [22] , [23] .
Capitalizing on these recent advances and a first attempt in [24] in a Bayesian setting, this paper proposes a particular cofactorization method, with a dedicated application to multivariate image analysis. The representation learning and classification tasks are related through the coding matrices of the two factorization problems. A clustering is performed on the low-dimensional representation and the clustering attribution vectors are used as coding vectors for the classification. To solve the resulting non-convex non-smooth optimization problem, a proximal alternating linearized minimization (PALM) algorithm is derived, yielding guarantees of convergence to a critical point of the objective function [25] .
The sequel of this paper is organized as follows. Section II defines the two factorization problems used to perform representation learning and classification and further discusses the joint cofactorization problem. It also details the optimization scheme developed to solve the resulting non-convex minimization problem. To illustrate the generic framework introduced in the previous section, an application to hyperspectral image analysis is conducted in Section III through the dual scope of spectral unmixing and classification. Performance of the proposed framework is illustrated thanks to experiments conducted on synthetic and real data in Section IV. Finally, Section V concludes the paper and presents some research perspectives to this work.
II. PROPOSED GENERIC FRAMEWORK
The representation learning and classification tasks are generically defined as factorization matrix problems in Sections II-A and II-B. To derive a unified cofactorization formulation, a third step consists in drawing the link between these two independent problems. In this work, this coupling is ensured by imposing a consistent structure between the two coding matrices corresponding to the low-dimensional representation and the feature matrices, respectively. As detailed in Section II-C, it is expressed as a clustering task where the parameters describing the attribution to the clusters are the feature vectors, i.e. the coding matrix resulting from the classification task. Particular instances of these three tasks will be detailed in Section III for an application to multiband image analysis.
A. Representation learning
The fundamental assumption in representation learning is that the P considered L-dimensional samples, gathered in matrix Y ∈ R L×P , belong to an R-dimensional subspace such that R L. The aim is then to recover this manifold, where samples can be expressed as combinations of elementary vectors, herein the column of the matrix W ∈ R L×R sometimes referred to as dictionary. These samples can be subsequently represented thanks to the so-called coding matrix H ∈ R R×P . Formally, identifying the dictionary and the coding matrices can be generally expressed as a minimization problem min
where ψ(·) is a mixture function (e.g., linear or bilinear operator), J r (·) is an appropriate cost function, for example derived from a β-divergence [26] , R · (·) denote penalizations weighted by the parameter λ · and ı · (·) is the indicator functions defined here on the respective sets W ⊂ R L×R and H ⊂ R R×P imposing some constraints on the dictionary and coding matrices.
In the case of a linear embedding adopted in this work, the mixture function writes ψ(W, H) = WH.
In this context, the problem (1) can be cast as a factor analysis driven by the cost function J r (·). Depending on the applicative field, typical data-fitting measures include the Itakura-Saito, the Euclidean and the Kullback-Leibler divergences [26] . Assuming a low-rank model (i.e., R ≤ L), specific choices for the sets H and W lead to various standard factor models. For instance, when W is chosen as the Stiefel manifold, the solution of (1) is given by a principal component analysis (PCA) [27] . When W and H impose nonnegativity of the dictionary and coding matrix elements, the problem is known as nonnegative matrix factorization [14] , [28] . Within a supervised context, the dictionary W can be chosen thanks to a end-user expertise or estimated beforehand. Without loss of generality but for the sake of conciseness, the framework described in this paper assumes that this dictionary is known, possibly overcomplete as proposed in the experimental illustration described in Section IV. In this case, as in many applications, it makes sense to look for a sparse representation of the signal of interest to retrieve its most achievable compact representation [16] , [29] . Following this strategy, we propose to consider an 1 -norm sparsity penalization on the coding vectors, leading to representation learning task defined by min
where H 1 = P p=1 h p 1 with h p denoting the pth column of H.
B. Supervised classification
To clearly define the classification task, let first introduce some key notations. The index subset of samples with an available groundtruth is denoted as L while the index subset of unlabeled samples is U such that L ∩ U = ∅ and L ∪ U = P with P {1, . . . , P }. Classifying the unlabeled samples consists in assigning each of them to one of the C classes. This can be reformulated as the estimation of a C × P matrix C whose columns correspond to unknown C-dimensional attribution vectors c p = [c 1,p , . . . , c C,p ] T (p ∈ U). Each vector is made of 0 except for c i,p = 1 when the pth sample is assigned the ith class. Numerous classification rules have been proposed in the literature [30] . Most of them rely on a matrix Z = [z 1 , . . . , z P ] of features z p (p ∈ P) associated with each sample and derived from the raw data. Within a supervised framework, the attribution matrix C L and feature matrix Z L of the labeled data are exploited during the learning step, where · L denotes the corresponding submatrix whose columns are indexed by L. For a wide range of classifiers, deriving a classification rule can be achieved by solving the optimization problem min
where Q ∈ R C×K is the set of classifier parameters to be inferred, R q (·) and ı Q (·) refer respectively to regularizations and constraints imposed on Q and J c is a cost function measuring the quality of the classification such as the quadratic loss [18] or cross-entropy [31] . Moreover, in (4), φ(Q, ·) defines a element-wise nonlinear mapping between the features and the class attribution vectors parametrized by Q, e.g., derived from a sigmoid or a softmax operators. In this work, the classifier is assumed to be linear, which leads to a vector-wise postnonlinear mapping
Once the classifier parameters have been estimated by solving (4), the unknown attribution vectors C U can be subsequently inferred during the testing step by applying the nonlinear transformation to the corresponding predicted fea-turesẐ U associated with the unlabeled samples. The obtained outputs are relaxed attribution vectorsĉ p = φ(Qẑ p ) (p ∈ U) and the most probable predicted sample class can be computed as argmax i c i,p .
Under the proposed formulation of the classification task, the learning and testing steps can be conducted simultaneously, a framework usually referred to as semi-supervised, with the beneficial opportunity to introduce additional regularizations and/or constraints on the submatrix of unknown attribution vectors C U . The initial problem (4) is thus extended to the following one min
where C = [C L C U ] and C ⊂ R C×|U | denotes a feasible set for the attribution matrix C U . In particular, nonnegativity and sum-to-one constraints can be introduced such that each attribution vector c p (p ∈ U) can then be interpreted as a probability vector of belonging to each class. In such a case, the feasible set is chosen as 
C. Relating representation learning and classification
Up to this point, the learning representation and supervised classification tasks have been formulated as two independent matrix factorization problems given by (2) and (5), respectively. This work proposes to join them by drawing an implicit relation between two factors involved in these two problems. Inspired by hierarchical Bayesian models such as proposed in [24] , both problems are coupled through the activation matrices H and Z, as illustrated in Figure 1 . More precisely, the coding vectors in H are clustered such that the feature vectors in Z are defined as the clustering attribution vectors. Ideally, clustering attribution vectors z p are filled with zeros except for z k,p = 1 when h p is associated with the kth cluster. Thus, the vectors z p (p ∈ P) are assumed to be defined on the K-dimensional probability simplex S K similarly defined as (8) and ensuring nonnegativity and sum-to-one constraints. Many clustering algorithms can be expressed as optimization problem such as the well-known k-means algorithm and many of its variants [32] , [33] . Adopting this formulation, and denoting θ the set of parameters of the clustering algorithm, the clustering task can be defined as the minimization problem
where Θ defines a feasible set for the parameters θ.
D. Global cofactorization problem
Unifying the representation learning task (3) and the classification task (7) through the clustering task (9) leads to the joint cofactorization problem
where λ 0 , λ 1 and λ 2 control the respective contribution of each task data-fitting term. All notations and parameter dimensions are summarized in Table I . A generic algorithmic scheme solving the problem (10) is proposed in the next section. 
class attribution matrix Z∈ R K×P cluster attribution matrix θ∈ Θ clustering parameters
E. Optimization scheme
The minimization problem defined by (10) is multi-convex, i.e., convex according to each variable independently, but not globally convex. To reach a local minimizer, we propose to resort to the proximal alternating linearized minimization (PALM) algorithm introduced in [25] . This algorithm is guaranteed to converge to a critical point of the objective function even in the case of non-convex problem. This means that, if the initialization is good enough, it is expected to likely converge to a solution close to the global optimum. To implement PALM, the problem (10) is rewritten in the form of an unconstrained problem expressed as a sum of a smooth coupling term g(·) and separable non-smooth terms f j (·) (j ∈ {0, . . . , 4}) as follows
where
To ensure the stated guarantees of PALM, all f j (·) have to be proper, lower semi-continuous, extended real-valued functions, which ensures in particular that the associated proximal operator is well-defined. Additionally, sufficient conditions on the coupling function are that g(·) is a C 2 function (i.e., with continuous first and second derivatives) and that its partial gradients are globally Lipschitz. For example, partial gradient ∇ H g(H, θ, Z, C U , Q) should be globally Lipschitz for any fixed θ, Z, C U , Q, that is
where L H (θ, Z, C U , Q), simply denoted L H hereafter, is the Lipschitz constant. For sake of conciseness, we refer to [25] to get further details.
The main idea of the algorithm is then to update each variable of the problem alternatively using a proximal gradient descent. The overall scheme is summarized in Algorithm 1. For a practical implementation, one needs to compute the partial gradients of g(·) explicitly and their Lipschitz constants to perform a gradient descent step, followed by a proximal mapping associated with the non-smooth terms f j (·). The objective function is then monitored at each iteration and the algorithm is stopped when convergence is reached. Note that, when a specific penalization R · (·) is non-smooth or non-gradient-Lipschitz, it is possible to move it into the corresponding independent term f j (·) to ensure the required property of the coupling function g(·). This is for instance the case for the sparse penalization used over H which has been moved into f 0 (·). Nonetheless, as mentioned above, the proximal operator associated with each f j (·) is needed. Thus, even when the function consists of several terms, a closed-form expression of this operator should be known. Alternatively, one should be able to compose the proximal operators associated with each term of f j (·) [34] .
III. APPLICATION: HYPERSPECTRAL IMAGES ANALYSIS
A general framework has been introduced in the previous section. To illustrate, a particular instance of this generic framework is now considered, where explicit representation learning, classification and clustering are introduced. The specific case of hyperspectral images analysis is considered for this use case example. Contrary to conventional color imaging which only captures the reflectance measure for three wavelengths (red, blue, green), hyperspectral imaging makes it possible to measure reflectance of the observed scene for several hundreds of wavelengths from visible to invisible domain. Each pixel of the image can thus be represented as a vector of reflectance, called spectrum, which characterizes the observed material.
One drawback of hyperspectral images is usually a weaker spatial resolution due to sensor limitations. The direct consequence of this poor spatial resolution is the presence of mixed pixels, i.e., pixels corresponding to areas containing several materials. Observed spectra are in this case the result of a specific mixture of the elementary spectra, called endmembers, associated with individual materials present in the pixel. The problem of retrieving the proportions of each material in each pixel is referred as spectral unmixing [7] . This problem can be seen as a specific case of representation learning where the dictionary is composed of the set of endmembers standing for the endmember spectra and the coding matrix is the so-called abundance matrix containing the proportion of each material in each pixel.
Spectral unmixing is introduced as a representation learning task in Section III-A. The specific classifier used for this application is then explained in Section III-B and finally Section III-C presents the clustering adopted to relate the abundance matrix and the classification feature matrix.
A. Spectral unmixing
As explained, each pixel of an hyperspectral image is characterized by a reflectance spectrum that physics theory models as a combination of endmembers, each corresponding to a specific material, as illustrated in Figure 2 . Formally, in this applicative scenario, the L-dimensional sample y p denotes the L-dimensional spectrum of the pth pixel of the hyperspectral image (p ∈ P). Each observation vectors y p can be expressed as a function of the endmember matrix W (containing the R elementary spectra) and the abundance vector h p ∈ R R with R L. In the case of the most commonly adopted linear mixture model, each observation y p is assumed to be a linear combination of the endmember spectra w r (r = 1, . . . , R) corrupted by some noise, underlying the linear embedding (2) . Assuming a quadratic data-fitting term, the cost function associated with the representation learning task in (1) is written
The abundance vector h p is usually interpreted as a vector of proportion describing the proportion of each elementary component in the pixel. Thus, to derive an additive composition of the observed pixels, a nonnegative constraint is considered for each element of the abundance matrix H, i.e., H = R R×P + .
In this work, no sum-to-one constraint is considered since it has been argued that leaving this constraint out offers a better adaptation to possible changes of illumination in the scene [35] . Additionally, as the endmember matrix W is the collection of reflectance spectra of the endmembers, it is also expected to be non-negative. When this dictionary needs to be estimated, the resulting problem is a sparse nonnegative matrix factorization (NMF) task. When the dictionary is known or estimated beforehand, the resulting optimization problem is the nonnegative sparse coding problem
where the sparsity penalization actually supports the assumption that only a few materials are present in a given pixel.
B. Classification
In the considered application, two loss functions associated with the classification problem have been investigated, namely quadratic loss and cross-entropy loss. One advantage of these two loss functions is that they can be used in a multi-class classification (i.e., with more than two classes). Moreover, this choice may fulfill the required conditions stated in Section II-E to apply PALM since, coupled with an appropriate φ(·) function, both loss costs are smooth and gradient-Lipschitz according to each estimated variables.
1) Quadratic loss: The quadratic loss is the most simple way to perform a classification task and have been extensively used [19] , [36] , [37] . It is defined as
whereĈ denotes the estimated attribution matrix. In (16), the P × P matrix D is introduced to weight the contribution of the labeled data with respect to the unlabeled one and to deal with the case of unbalanced classes in the training set. Weights are chosen to be inversely proportional to class frequencies in the input data. The weight matrix is defined as the diagonal
where L i denotes the set of indexes of labeled pixels of the ith class (i = 1, . . . , C). Thus, considering a linear classifier, the generic classification problem in (7) can be specified for the quadratic loss
where no additional constraints nor penalization is applied to the classifier parameters Q. Besides, when samples obey a spatially coherent structure, as it is the case when analyzing hyperspectral images, it is often desirable to transfer this structure to the classification map. Such a characteristics can be achieved by considering a spatial regularization R c (C) applied to the attributions vectors. Following this assumption, this work considers a regularized counterpart of the weighted vectorial total variation (vTV), promoting a spatially piecewise constant behavior of the classification map [38] 
where (m, n) are the spatial position pixel indexes and [∇ h (·)] m,n and [∇ v (·)] m,n stand for horizontal and vertical discrete gradient operators evaluated at a given pixel 1 , respectively, i.e.,
The weights β m,n can be computed beforehand to adjust the penalizations with respect to expected spatial variations of the scene. They can be estimated directly from the image to be analyzed or extracted from a complementary dataset as in [39] . They will be specified during the experiments reported in Section IV. Moreover, the smoothing parameter > 0 ensures the gradient-Lipschitz property of the coupling term g(·), as required in Section II-E.
2) Cross-entropy loss: The quadratic loss has the advantage to be expressed simply and the associated Lipschitz constant of the partial gradients are trivially obtained. However, this loss function is known to be highly influenced by outliers which can result in a degraded predictive accuracy [40] . A more sophisticated way to conduct the classification task is to consider a cross-entropy loss
combined with a logistic regression, i.e., where the nonlinear mapping (5) is element-wise defined as
with i ∈ {1, . . . , C} and p ∈ P. This classifier can actually be interpreted as a one-layer neural network with a sigmoid nonlinearity. Cross-entropy loss is indeed a very conventional loss function in the neural network/deep learning community [41] .
In the present case, the corresponding optimization problem can be written
where q i: ∈ R 1×K denotes the ith line of the matrix Q. The penalization R q (Q) is here chosen as R q (Q) = 1 2 Q 2 F to prevent the loss function to artificially decrease when q i: 2 is increasing. This regularization has been extensively studied in the neural network literature where it is referred to as weight decay [41] . In (22) , the regularization R c (C U ) applied to the attribution matrix is chosen again as a vTV-like penalization (see (19) ).
C. Clustering
For the presented application, the conventional k-means algorithm has been chosen because of its straightforward formulation as an optimization problem. By denoting θ = {B} a R × K matrix collecting K centroids, the clustering task (9) can be rewritten as the following NMF problem [33] min Z,B
where R z (Z) should promote Z to be composed of orthogonal lines. Combined with the nonnegativity and sum-to-one constraints, it would ensure that z p is a vector of zeros except for its kth component equal to 1, i.e., meaning that the pth pixel belongs to the kth cluster. However, handling this orthogonality property within the PALM optimization scheme detailed in Section II-E is not straightforward, in particular because the proximal operator associated to this penalization cannot be explicitly computed. In this work, we propose to remove this orthogonality constraint since relaxed attribution vectors may be richer feature vectors for the classification task.
D. Multi-objective problem
Based on the quadratic and cross-entropy loss functions considered in the classification task, two distinct global optimization problems are obtained. When considering the quadratic loss of Section III-B1, the multi-objective problem (10) writes
Instead, when considering the cross-entropy loss function proposed in Section III-B2, the optimization problem (10) is defined as
Both problems are particular instances of nonnegative matrix co-factorization [21] , [22] . To summarize, the hyperspectral pixel is first described as a combination of elementary spectra through the learning representation step, aka spectral unmixing. Then, assuming that there exist groups of pixels resulting from the same mixture of materials, a clustering is performed among the abundance vectors. And finally, attribution vectors to the clusters are used as feature vectors for the classification supporting the idea that classes are made of a mixture of clusters. For both multi-objective problems (24) and (25), all conditions required to the use of PALM algorithm described in Section II-E are met. Details regarding the two optimization schemes dedicated to these two problems are reported in the Appendix.
IV. EXPERIMENTS

A. Implementation details
Before presenting the experimental results, it is worth clarifying the choices which have been made regarding the practical implementation of the proposed algorithms for the considered application. Important aspects are discussed below.
Convergence diagnosis and stopping rule -In all experiments conducted hereafter, the value of the objective function is monitored at each iteration to determine if convergence has been reached. The normalized difference between the last two consecutive values of the objective function is compared to a threshold and the algorithm stops when the criterion is smaller than this threshold (set as 10 −4 for the conducted experiments). Figure 3 shows one example of the behavior of the objective function along the iterations as well as the behavior of several terms composing this overall objective function. As it can be observed from the figure, the global objective function is decreasing over the iteration, which is theoretically ensured by the PALM algorithm. Initialization -As PALM algorithm only ensures convergence to a critical point and not a global optimum, it remains sensitive to initialization, which needs to be carefully chosen to reach relevant solutions. The initialization of the parameters associated with the learning representation and clustering steps relies on the self-dictionary learning method proposed in [42] . This method proposes to use observed pixels of the image as dictionary elements. The underlying assumption is that the image contains pure pixels, i.e., composed of only a single material. Formally, the initial estimate H 0 of H is chosen as
where H 1,2 = R r=1 h r,: 2 promotes the use of a reduced number of pixels as dictionary elements andỸ is a submatrix of Y containing the pixel candidates to be used as dictionary elements. Following the strategy similarly proposed in [42] , this subsetỸ is built as follows: i) for each class of the training set, a k-means is applied to the labeled samples to identify J clusters, ii) within a given class, one candidate is retained from each cluster as the pixel the farthest away from the centers of the other clusters (in term of spectral angle distance). This procedure provides a subsetỸ composed of J × C spectrally diverse candidates extracted from the labeled samples.
Then, regarding the representation learning step, only active elements inỸ, i.e., those associated with non-zero rows in H 0 , are kept to define the dictionary W. Finally, to initialize the variables involved in the clustering step, a k-means is conducted on H 0 and the identified centroids are chosen as B 0 while the corresponding attribution vectors define Z 0 . Finally, the classification parameters Q 0 and attribution vectors C 0 U are randomly initialized.
Weighting the vTV -As explained in Section II-B, the classification is regularized by a weighted smooth vTV regularization. When all not fixed to the same value, the weights offer the possibility to account for natural boundaries in the observed scene, i.e., variations in the classification map are expected to be localized at the edges in the image. As in [39] , an auxiliary dataset informing about the spatial structure of the image can be used to adjust these weights. Instead, in this work, we assume that no such external information is available. Thus these weights are directly computed from the hyperspectral image. More precisely, a virtually observed panchromatic image y PAN ∈ R P , i.e. a single band image, is first synthetized by averaging the bands of the hyperspectral image Y. Then, the weights are chosen as 
T is the gradient operator and σ is an hyperparameter chosen as σ = 0.01 to avoid numerical problems and to control the adaptive weighting (the larger σ, the less variation in the weighting) [43] .
Hyperparameter scaling -To balance the size and the dynamics of the matrices involved in the cofactorization problem, the hyperparameters λ · in (24) and (25) have been set as
Then, for each experiment presented hereafter, the parameters λ · have been empirically adjusted to obtain consistent results. 
B. Synthetic hyperspectral image
Data generation -First, to assess the relevance of the proposed model, experiments have been conducted on synthetic images. These synthetic images have been generated using a real hyperspectral image which has been unmixed using the well-established unmixing method SUNSAL [44] . The extracted abundance maps and a set of 6 pure spectra from the hyperspectral library ASTER have been used to build a synthetic hyperspectral images with a realistic spatial organization. The resulting 100-by-250 pixel image presented in Figure 4 is composed of L = 385 spectral bands. The image is associated with a classification groundtruth (C = 4) based on the groundtruth of the original real image and a subpart of this groundtruth is assumed known and therefore used as training dataset for the supervised classification step. Moreover, in this experiment, the endmember matrix W comprises the 6 spectra actually used to generate the image. To evaluate the robustness of the method in a challenging scenario, these 6 initial endmember spectra are complemented with 9 endmembers not present in the image but very correlated with the 6 actually used ones. The endmember matrix is thus composed of R = 15 spectra depicted in Figure 5 . Compared methods -The proposed method with quadratic (Q) and cross-entropy (CE) classification losses has been compared with state-of-the-art classification and unmixing methods. First, one considered competing method is the random forest (RF) classifier, which has been extensively used for the hyperspectral image classification. Parameters of the random forest (depth, number of trees) have been tuned using crossvalidation with a grid-search strategy and the implementation provided in the scikit-learn Python library has been used [45] . Then, two unmixing methods proposed in [44] has been tested, namely the fully constrained least squares problem (FCLS) and the constrained basis pursuit denoising (CBPDN). FCLS basically relies on the same data fitting term (14) considered in the proposed cofactorization method, under nonnegativity and sum-to-one constraints applied to the abundance vectors. Conversely, the CBPDN problem removes the sum-to-one constraint and introduces a 1 -norm penalization on the abundance vectors. It thus solves (15) where the associated regularization parameter λ h is tuned using a grid-search strategy. Besides, the proposed method has been also compared with the discriminative K-SVD (D-KSVD) method proposed in [18] . The D-KSVD problem has strong similarities with the proposed cofactorization problem. Indeed, it corresponds to a 0 -penalized representation learning and a classification with a quadratic loss. It aims at learning a dictionary suitable for the classification problem and performs a linear classification on the coding vectors. For this reason, the dictionary W is only used as an initialization for D-KSVD, while it remains fixed for the unmixing and proposed cofactorization methods. When implementing the PALM algorithm proposed in Section II-E, the normalized regularization parameters in (28) have been fixed asλ 0 =λ 1 =λ 2 = 1,λ h =λ c = 10 −3 and λ q = 0.1. Finally, the number of clusters has been set to K = 10.
Figure-of-merits -Several metrics are computed to quantify the quality of the classification and unmixing tasks. For classification, two widely-used metrics are used, namely Cohen's kappa and the averaged F1-score over all classes [46] . For unmixing, reconstruction error (RE) and root global mean squared error (RMSE) are computed as follows
where H true andĤ are the actual and estimated abundance matrices.
Performance evaluation -Quantitative results obtained on the synthetic dataset are reported in Table II and are visually depicted in Figures 6 and 7 for the classification and abundance maps, respectively. Metrics and their standard deviation have been computed over 20 trials. For each trial, a gaussian white noise is added the observed image such that the SNR = 30 db. From these results, the proposed method appears to be competitive with the compared state-ofthe-art methods. In term of classification results, even though the spatial regularization is very weak in this setting, the cofactorization methods are as good as the RF classifier, which is very satisfying since this latter classifier is one of the most prominent one to deal with HS images. In term of unmixing performance, FCLS and CBPDN obtain better REs which is expected since both methods directly optimize this criterion. Note however this metrics only evaluate the quality of the reconstructed data. Additionally, it should be noticed that this use case is particularly favorable to FCLS and CBPDN since the true endmember matrix is used as an input. In a case where the endmembers would need to be also extracted from the observed image, significant performance loss would be expected. Nevertheless, the RMSE is lower with the cofactorization methods and the abundance estimations provided by FCLS and CBPDN significantly degrade. As for D-KSVD, it provides worse classification and unmixing results, at the highest computational cost. This can be explained by the lack of flexibility of D-KSVD which tries to recover a simultaneously descriptive and discriminative representation model. On the contrary, some flexibility is offered by the clustering step included in the proposed method. Finally, comparison in term of processing times shows that the proposed cofactorization methods and D-KSVD are significantly slower, which is expected since these methods solve both problems of unmixing and classification. However, the cofactorization methods are still faster than the D-KSVD method.
C. Real hyperspectral image
Description of the dataset -The Aisa dataset has been acquired by the AISA Eagle sensor during a flight campaign over Heves, Hungary. It contains L = 252 bands ranging from 395 to 975nm. A set of C = 7 classes have been defined for a total of 358, 534 referenced pixels, according to the class-wise repartition given in Table III . Figure 8 shows a colored composition of the image and the classification ground-truth. Several reasons justify the choice of this particular dataset. First, it is very challenging both in term of classification and unmixing mostly because the spectral signatures of the classes are very similar, leading in particular to very correlated endmember spectra in W. Secondly, the ground-truth associated to this image is composed of two levels of classification. Thus, an additional ground-truth is available where the 7 considered classes have been subdivided into 14 classes also detailed in Table III . These subclasses could be compared to the clustering outputs obtained by the proposed cofactorization method, e.g., to verify either the clusters are consistent with the underlying subclasses.
Compared methods -The proposed algorithm is compared to the same methods introduced above except for the D-KSVD method. The D-KSVD method has proven not to be scalable, this new dataset is bigger and it was not possible to get results in a decent amount of time. For the proposed cofactorization method, regularization parameters have been set toλ 0 =λ 1 =λ 2 =λ c = 1. andλ h =λ q = 0.01 and the number of clusters to K = 30. The initialization step described in Section IV-A has been performed and the resulting dictionary W is depicted in Figure 9 . The same dictionary has been used for the compared unmixing methods.
Performance evaluation -All quantitative results are presented in Table IV . Metrics and their standard deviation have been computed over 5 trials. RMSE metrics have been removed since no groundtruth is available to assess the quality of the estimated abundance maps. RE is thus the only used figure- of-merit to assess the quality of the representation learning. Note however, as previously explained, RE does not directly evaluate the correctness of the abundance maps. In the present case, REs appear to be very similar for all algorithms. This is the reason why qualitative evaluation remains interesting. Figure 10 shows a subset of the estimated abundance maps. It is difficult to draw any incontestable conclusion but it is clear that, despite similar REs, significantly different result are obtained for each method. This behavior is strengthened by the very high correlation between the endmembers in this dataset, which may lead to probable mismatch between endmember spectra. Nevertheless the proposed method seems to give slightly more consistent results. Indeed, edges in the abundance maps appear to be more consistent with boundaries observed in the hyperspectral image. Additionally, for the compared methods, some abundance maps seem to be influenced by the presence of two flight lines in the image. This phenomenon clearly appears in the abundance maps recovered by FCLS (3rd row). Concerning classification results, the results reported Table IV show that the classification maps recovered by the proposed method are not as good as those obtained by RF. Figure 11 shows in particular that the cofactorization methods encounter some trouble distinguishing very similar classes, for example grassland (red) from fallowland (brown). Nevertheless, the obtained classification appears to be consistent and it seems reasonable to expect a lesser degradation of the classification results when considering less correlated spectral signatures. One of very interesting feature of the proposed method is the possibility of examining the clusters obtained as a byproduct. Given the formulation (23), the centroids B estimated by the proposed method can be interpreted as average behaviors of abundance vectors. Corresponding virtual spectral signatures can be obtained by right-multiplying the dictionary W by this estimated abundance-like matrix B. The first line in Figure 12 shows these spectral centroids for each cluster. Accessing this kind of information is precious in term of image interpretation since it offers the possibility of visualizing any class multi-modality. To illustrate, the second line of Figure 12 shows the mean spectra associated with the subclass groundtruth. Clearly, both lines exhibit strong similarities, with spectral diversity (hence multi-modality) for the 1st, 3rd and 4rd classes. This illustrates the relevance of the clusters recovered by the proposed cofactorization method.
V. CONCLUSION AND PERSPECTIVES
This paper proposed a cofactorization model to unify a representation learning task and a classification task. The coding matrices associated with the two factorization problems, which respectively are the low-dimensional representations and the feature vectors, were related thanks to a clustering step. The low-dimensional representation vectors were clustered and the resulting attribution vectors were used as features vectors. These three tasks were jointly formulated as a nonconvex non-smooth minimization problem, whose solution was approximated thanks to a PALM algorithm which ensured some convergence guarantees.
This model was instanced in an particular applicative scenario, namely hyperspectral image analysis, to jointly conduct unmixing and classification. It provided convincing results on synthetic and real data both quantitatively and qualitatively. Moreover, byproducts of the estimation appeared to be a relevant added value to interpret the obtained results.
To further improve the developed model, it would be particularly interesting to investigate the best way to learn an appropriate dictionary. Firstly, it would be relevant to directly exploited the supervised information to get a better dictionary initialization. Secondly, updating the dictionary when solving the cofactorization problem would be also of interest.
APPENDIX
This appendix provides some details regarding the optimization schemes instanced for the proposed cofactorization model with the classification quadratic and cross-entropy losses.
A. Cofactorization model with quadratic loss function
Using notations consistent with (11) , the smooth coupling term of the quadratic (Q) loss cost can be expressed as For a practical implementation, one needs to compute the partial gradients of g(·) explicitly and their Lipschitz moduli to perform the gradient descent. Regarding the H and B variables, these computations are the same for the two models (quadratic and cross-entropy losses) and lead to
Regarding the variables Z, Q and C U involved in the classification step with quadratic loss, they writes
∇ Q g(H, B, Z, C U , Q) = λ 1 (QZD 2 Z T − CD 2 Z T ),
. (32) For sake of brevity, the gradient ∇ · · vTV of the vectorial TV regularization is not explicitly given. Readers are referred to [47] for further details.
All partial gradients are globally Lipschitz as functions of the corresponding partial variables. The following Lipschitz moduli can be derived as 
and the specific partial gradients are
where G is a C × P matrix with elements given by g i,p = d 2 p c i,p 1 + exp(q i: z p )
.
It should be noticed that G depends on Z, Q and C and is only introduced here to get compact notations. The following Lipschitz moduli can be derived 
C. Computing the proximal operators
For a practical implementation of the PALM algorithm, the proximal operators associated with each f j (·) in (12) need to be computed. It is clear that all these functions are proper lower semi-continuous functions for both models instanced in Section III-D. The involved indicator functions are defined on convex sets. Thus, their proximal operators can be expressed as projections. The projection on the non-negative quadrant is a simple thresholding of negative values. The projection on the simplices S · can be conducted as detailed in [48] . The case of f 0 (·) defined by a nonnegativity constraint complemented by a 1 -norm sparsity promoting regularization is slightly more complex. It can be handled using a composition of proximal operators. As stated before, the proximal operator associated to the positivity constraint is the projection on the non-negative quadrant. The proximal operator associated with the 1 -norm penalization is a soft-thresholding, i.e., prox t · 1 (x) = sign(x)(|x| − 1 t ) + [49] . These two proximal operators satisfy the conditions exhibited in [34] required to be allowed to perform their compositions to get the proximal operator associated to f 0 (·).
