Abstract. In the light of the poor ability to describe the long-distance information of a sentence and the serious data sparse phenomenon of the mainstream n-gram language model, the RNN modeling method which can capture the inherent rules of natural language better and overcome the inadequacy of n-gram model was firstly used for Chinese language. To further improve the model performance, a model combination method was introduced so that RNN and the n-gram model can be merged together respectively. This algorithm can take full advantage of each model combining the language score information of the confused network marked by different models. The experiment results show that the RNN language model has a great superiority with better modeling performance. Meanwhile, with the combination of the models, the system recognition rate increases effectively on the task of Chinese telephone speech recognition.
Introduction
As we known, English sentences pay more attention to the structure, while Chinese attaching importance to semantics. The same word in Chinese has different meanings in different contexts, and the long distance dependency relationship between words is very close [1] [2] . The n-gram language model used frequently in English has lack of long distance information description ability, sparse data problems [3] , which caused then-gram model suitable for the establishment of Chinese language model. Recurrent Neural Network (RNN) [4] language model considers the more high level semantic information and captures the inherent rules of natural language better, which can reflect the constraint relationship between Chinese words. RNN modeling technology will be more suitable for Chinese language model training.
On this basis, in order to improve the performance of the recognition system, the characteristics of each model are combined. A new model fusion algorithm is proposed in this paper. The n-gram model and the multiple RNN models can be merged together respectively, which can take full advantage of each model. The rest of this paper is organized as follows. Section 2 briefly describes the RNN model framework. Section 3 presents the proposed algorithm which takes advantage of RNN and n-gram model. Section 4 performs extensive experiments. Finally, we provide some concluding remarks in Section 5.
RNN Model
Recurrent Neural Network, also known as the Elman network, is shown in Figure 1 , consisting of three network layers, the input layer, the hidden layer, and the output layer [5] .
Hypothetical the network input word sample is ( ) w t at the t moment, namely vector of current word. The dimension is determined by the number | | V of samples. The hidden layer state ( ) h t is determined by the input current vector ( ) w t and the hidden layer state at the t-1 moment, which is history information ( 1) h t − ; the output layer ( ) y t represents the next word distribution information. The number of output layer nodes is the same with the input layer nodes.
The relationship between the layers is represented by the following formula calculation:
Hidden layer state:
Output layer state: ( ) ( In the RNN language model, the weight matrix between the layers is preserved while the n-gram preserves the probability information of different phrases. Therefore, it cannot be used directly in speech recognition systems like N-gram model. RNN language model does postprocessing in the form of rescoring on the basis of preliminary identification results of N-best list (by word confusion network conversion). At the same time, the preliminary identification results by scoring are sorted, and then the highest scoring is chosen as the final recognition result of this speech. Complete the identification process of the whole system is shown in figure 2: 
Model Fusion
The higher the frequency of vocabulary in the corpus, the better the n-gram modeling can be trained, whereas the less frequently used words are the opposite. When RNN is used to train the corpus, it can still be trained very well while the frequency of some words in the corpus is relatively low, which can effectively supplement the n-gram model. In view of this, a new fusion modeling method based on RNN model and N-gram model is proposed in this paper. As shown in Figure 3 , for the same speech, the N-best list can be obtained from the generated word map (lattice) of the decoder, and then the N-best list is re rated using the trained RNN language model. Then, the N-gram model score information of the N-best list is interpolated with the re scoring information of the RNN model, and the new language model score of each candidate unit is calculated. In the fusion algorithm, the linear interpolation fusion is the most commonly used method.The probability of the current word i w is predicted according to the context i h :
In the formula, L is the number of interpolation models. The interpolation weights j λ of each model are nonnegative, and the total is 1. That is (6) where, n is the number of sentences. wp is penalty points for words. i asc is the acoustic model score of word i w . lms is the model scale. The formula (6) combines the language scores, acoustic model scores and penalty points information, calculates the overall score of each list while comparing them. Then, the highest scoring is selected as the final recognition result of this N-best list. At last, the recognition results and the corresponding annotation speech data are compared to calculate the recognition rate of the system.
Experiments
In this paper, two experiments are designed. The first experiment is used to verify the effect of RNN language model in Chinese speech recognition. In the experiment, RNN and N-gram models are trained on the same data set. Different RNN language models are trained by changing the number of hidden layer nodes, which is aim to research the changes of RNN model of perplexity and recognition rate of the system under different parameters. Then, the performance of the n-gram model and RNN is compared. The second experiment is used to verify the effectiveness of the The training data is from iFLYTEK Company. This data is total 16M in size including 550K sentence, 4342k words. Model confusion verification set consists of 9332 sentences, including 23K words. The voice testing data is the initial decoding results of the telephone speech, and the 343300 sentences (100-best) are 87kB. In the test, the 100-best list of each speech is rerated with the trained RNN model, and then the 1-best is chosen as the recognition result of the speech.
Experiment 1
In the experiment, the n-gram language model is trained by Kneser-Ney back-off smoothing algorithm which has the better smooth performance. The model order is 3, that is 3-gramconstructed by SRILM tool. The number of n-gram in the model is 30274+6568660+13830707=20429641, and the model size is 463599kB. The same training data is then used to train the RNN language model. The PPL value of the model and the WER of recognition system are recorded respectively. The experimental results are shown in Table 1 shows that when RNN and 3-gram are trained with the same data, the RNN language model is relatively reduced by about 7%in the perplexity of the language model while the number is about 5% in recognition word error rate, which is much better than 3-gram.Generally, the lower the perplexity of the generated model, the higher the recognition rate of the system.
Moreover, Table 1 also shows that: ① With the increasing of the hidden layer nodes, the perplexity and word error rate of RNN language model are gradually decreased, indicating that the network learning ability increased with the number of nodes.
②
When the number of nodes in the hidden layer increases to a certain extent, the perplexity of the model will increase and the system identification rate will decrease if the model is continued to generate. This shows that the more nodes in the hidden layer, the more complex the network structure, the training can reduce the error of training samples to a small enough. However, excessive pursuit of training on the training sample will lead to excessive training.
Experiment 2
On the basis of Experiment 1 recognition results, the language model score of two models for each word in the 100-best list are interpolated and regarded using linear interpolation method. The probability of each sentence is calculated according to (6) . Then the highest score selected as the speech recognition results. The interpolation coefficient is 0.6 in this experiment. From table 2, we can see that fusion model with the linear interpolation decreased by about 8%in the word error rate comparing with the 3-gram model while the number is about3%comparing to the RNN model. The recognition rate is more obvious than that of N-gram model. This is because the training effect of RNN model on low-frequency words is better, and it can solve the problem of data sparseness effectively. At the same time, it can be seen that the rate of recognition of fusion model is higher than that of any single model, which shows that the two models have complementary effects, and the effectiveness of the model fusion method is proved.
In recognition of the actual system, the n-gram language model can be trained in a large corpus, which can be used as a general model. And then the general model is done interpolation fusion with RNN trained by small corpus data in speech recognition system. In this experiment, because the training corpus is limited, the overall recognition rate of the system is not very high, but it can still be see the advantages of RNN in the Chinese language model modeling and the effectiveness of the proposed model fusion method.
Conclusion
This paper applies the RNN language model method on the Chinese language model for the first time, and the experiment result verifies the effectiveness of RNN modeling method in Chinese language processing. In addition, this paper proposed the fusion method of RNN language model and n-gram language model, which makes the speech recognition system have better performance. Experiment result proved the superiority of the fusion method.
