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In the preface to our joint book on knot theory [4], R. H. Fox wrote: 
“There is no doubt whatever but that the subject (knot theory) centers 
around the concepts: knot group, Alexander matrix, covering space.” This 
paper describes an algebraic construction which unifies in a single theory the 
basic algebra associated with these three topic. In fact, an appropriate 
subtitle would be “The algebra of knot theory revisited.” 
If a multiplicative group G acts on the right on a nonempty set X, the 
present paper defines a group, denoted by X A G and called the derived 
group of the given permutation representation. The reader is warned that this 
definition has nothing to do with the commutator subgroup of G, which is 
also often called the derived group and which, of course, has a prior claim to 
the name. The justification for using the name for the group X A G is the 
close connection between this group and the familiar derived module of a 
homomorphism [ 31. 
The origin of the definition of the derived group lies in the theory of 
covering spaces, and this geometric motivation is discussed in Section 1; in 
particular, see Fig. 1. In Section 2 it is shown that the derived module of a 
homomorphism is the abelianization of the derived group of the associated 
permutation representation. This result provides the connection between the 
derived group and constructions such as the Alexander matrix of a group 
presentation, as defined by Fox. Thus, this paper forms a natural sequence to 
131. 
An attractive feature of the derived group is that it leads to an elegant 
formulation of the Reidemeister-Schreier algorithm for finding a presentation 
of a subgroup of a presented group. This important theorem is proved in 
Section 6 and comes as a natural consequence of the structure theorem for 
X A G obtained in Section 3, the functorial properties developed in Section 4, 
and the graphical presentation of X A G given in Section 5. 
The final section describes the nonabelian version of the module sequence 
of a short exact group sequence, defined in [3, Section 41 and [2] and 
studied, for example, in [9]. 
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The ideas in this paper are similar to those in the theory of groupoids, and 
a number of people have used groupoids to obtain basic results in 
combinatorial group theory and to study the algebra of covering spaces. 
Prominent among them are P. J. Higgins [7] and R. Brown [ 1, Chs. 6-91. In 
particular, in [7] and also in his earlier paper [8] Higgins used presentations 
of groupoids to obtain proofs of the Nielsen-Schreier Theorem, the Kurosh 
Theorem. and Grushko’s Theorem. 
1. THE DERIVED GROUP 
Let X be a nonempty set, and G a multiplicative group which acts on X on 
the right. Specifically, it is assumed that x( g, gz) = (xgi) g, and xl = x for 
every x E X and g,, g, E G. Let A also be a multiplicative group. A map 
y: X X G + A is a crossed product iff, for every x E X and g,, g, E G, 
Y(XY g1 g2) = YCG 8,) YW, 3 g*>. 
DEFINITION 1.1. A derived group of the permutation representation of G 
on X consists of a group X A G and a crossed product A : X x G + X A G 
such that, for every group A and crossed product y: X X G + A, there exists a 
unique homomorphism II: X A G + A such that ,?A = y. That is, the following 
diagram is commutative: 
XxG AXAG 
A 
We abbreviate A(x, g) by x A g, and the fundamental relation is therefore 
expressed by 
x A g, gz = (x A g&g, A gd (1) 
PROPOSITION 1.2. A derived group X A G and crossed product 
A: X x G + X A G exist, and X A G is unique up to isomorphism. 
Proof: The universal property which defines X A G insures uniqueness 
up to isomorphism. To get existence, let F be the free group having XX G as 
a basis, and let N be the normal subgroup of F generated by all elements of 
the form (x, g, g2)-‘(x, g,)(xg,, gz). Then X A G = F/N, and the proof 
follows. I 
As a result, we henceforth speak of the derived group X A G of a 
permutation representation of G on X. A straightforward corollary of the 
universal definition is: 
PROPOSITION 1.3. The derived group X A G is generated by 
(xAgIxEXandgEG}. 
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PROPOSITION 1.4. There exists a unique homomorphism II: X A G -+ G 
such that z(x A g) = g for all x E X and g E G. 
Proof. The map y: X X G + G defined by y(x, g) = g is a crossed 
product, etc. 1 
PROPOSITION 1.5. For every x E X and g E G: 
(a) xAg=lifSg=l, 
(b) (x A g)-’ =xg A g-‘. 
Proofi Straightforward. Thus, for (b), 
l=xAl=xAgg-‘=(xAg)(xgAg-‘),etc. 1 
A normal form for an arbitrary element u E X A G is a finite sequence 
(possibly empty) of length IZ of elements xk A g, E X A G such that g, # 1 
for 1 <k<n, xk+, #x,g, for 1 <k<n- 1, and 
u= fi x,Ag,. 
h=l 
(2) 
The empty sequence is a normal form for the identity element 1 E X A G. 
PROPOSITION 1.6. Evecv element u E X A G has one and only dne 
normal form. 
ProojI Existence is straightforward from Proposition 1.3 and Eq. (1). 
Uniqueness can be obtained by mapping X A G homomorphically into a free 
product of two groups, whence the desired conclusion follows from the 
properties of reduced words: Let F(X) be the free group with basis X. The 
map y: X x G + F(X) r G defined by y(x, g) = (x)( g)(xg)-’ is a crossed 
product, since 
Yk g1 gz> = (X)h?l gz)w1&-’ 
= (x)(gl)(xgl)-‘(xgl)(g,)(xg, g,)-’ 
= Y(XT 8,) Y(-v, 9 gd 
Hence, there exists a unique homomorphism A: X A G -+ F(X) * G such that 
1(x A g) = (x)(g)(xg)-‘. Let (2) be a normal form for u. Then, 
+) = fi (xh)(&)(xk &- ‘3 
k=l 
and the product is a reduced word. Hence, uniqueness of the normal form is 
implied. 1 
The definition of the derived group X A G is motivated by the theory of 
covering spaces. Let p: E + B be a covering space map with G = n,(B, b,) 
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and X= p-‘(b,). An element g E G is a fixed-endpoint homotopy class of 
loops based at b,. For each x E X, the element x A g may be regarded as the 
class of paths lying above g having initial point x and terminal point xg. The 
fundamental equation x A g, g, = (x A gJ(xg, A g2) reflects the fact that the 
class of paths lying above the product g, g, and running from x to xg, g, is 
equal to the product of the class above g, from x to xg, and the class above 
gz from xg, to xg, g,. The situation is pictured in Fig. 1. It will follow from 
the result of Section 3 that X A G = n,(E) * F, where F is a free group. 
The covering space picture suggests an alternative (and fully equivalent) 
formulation of the definition of the derived group. Specifically, the set X X G 
is a groupoid with respect to the following partial product: For any two 
pairs, the product (xi, gl)(xz, gJ is defined iff x2 = xi g, . If this condition is 
satisfied, then 
The derived group X A G of the permutation representation of G on X is the 
universal group of this groupoid. That is, there exists a group X A G and a 
groupoid morphism A: X X G +X A G with the universal property that, for 
any group A and groupoid morphism y: X x G +A, there exists a unique 
homomorphism L: X A G -+ A such that iA = y. 
Each of the next three propositions shows a special case of the structure of 
the derived group. 
PROPOSITION 1.7. Suppose that xg =x for all x f X and g E G. Let 
bPXlX,X be an indexed family of isomorphisms q, : G + G,. Then there exists 
an isomorphism J. : X A G + IZ:,, G, such that 1(x A g) = (o,(g) for all 
x E X and g E G. 
In other words, if G acts trivially on X, then X A G is the free product of 
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Proof Since the group action is trivial, the map y: X x G-t Z7,*,, G, 
defined by y(x, g) = o,.. g), for all x E X and g E G, is a crossed product. 
Hence, the homomorphism A exists. An inverse of 1 is determined by the 
assignments o,(g) + x A g. I 
The next result can be proved directly or obtained as a corollary of the 
general structure theorem for X A G, which is Theorem 3.2. 
PROPOSITION 1.8. Suppose that X = G and that the group action is 
multiplication in G. Let G,= G - {l}, and let F(G,) be the free group with 
basis G,. Then there exists an isomorphism pu: F(G,) -+ G A G such that 
,u( g) = 1 A g for all g E G,. 
PROPOSITION 1.9. Suppose that G is a free group with basis B, i.e., that 
G = F(B). Let F(X x B) be the free group with basis XX B. Then there 
exists an isomorphism I: X A F(B) + F(X x B) such that n(x A b) = (x, b) 
for all x E X and b E B. 
Proof: Let W(B) be the semi-group of words on the alphabet B, and let 
q: W(B) -+ F(B) be the equivalence map. A right action of W(B) on X is 
defined by xw = xv(w). By induction on the length of words, we define a 
map j3: X x W(B) -+ F(X X B) such that /?(x, b) = (x, b), for all x E X and 
b E B, and with the property that 
P(x, uv) = P(x, u> P(xu, v), 
for all x E X and u, u E W(B). It follows that if u - U, then &x, u) =p(x, v). 
Hence, /I induces a map y: X x F(b) + F(X x B), which is a crossed product. 
The proof is completed in a routine way. I 
2. THE DERIVED GROUP AND THE DERIVED MODULE 
Consider a group homomorphism rp: G + H. There is a right action of G 
on H defined by 
hg = 44 g), for all h E H and g E G. 
Hence, the derived group H A G and crossed product A: H x G + H A G are 
defined. 
We recall the definition from [3] of the derived module of the 
homomorphism o: G + H. If A is a left H-module, then a map a: G -+ A is a 
crossed homomorphism iff, for any g,, g, E G, 
acg, g2) = a(g,) + dg1> a(&)* 
A derived module of o: G --* H consists of a left H-module A, and a crossed 
homomorphism a: G -+ A, such that, for any left H-module A and crossed 
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homomorphism a’: G -+A, there exists a unique H-morphism 1: A, + A such 
that &? = a’. A standard argument shows that existence of a derived module 
and crossed homomorphism plus the uniqueness of the former up to H- 
isomorphism. Let M be the Jacobian matrix at a, of an arbitrary group 
presentation of G, as defined by Fox in 151 and also in [6, p. 1251. In 
Section 3 of [3] it is proved that M is a relation matrix for the derived 
module A,. If q is the abelianization homomorphism, then M is the Alex- 
ander matrix and, accordingly, A, is called the Alexander module. 
The purpose of this section is to show that abelianization of the derived 
group H A G yields the derived module A,. 
For every h E H, let yh: H X G + H A G be the map defined by 
yh(h, , s) = hh, A g. Then, 
and so yh is a crossed product. Hence, there exists a unique homomorphism 
1, : H A G + H A G such that A,,(h, A g) = hh, A g. We abbreviate 
Ah(hl A g) by h(h, A g). Since 
(W(h, A g) = hh,h, A g= h(h,(hz A g>>v 
I@, A g) = h, A g, 
we conclude that 
PROPOSITION 2.1. There exists a unique left action of H on H A G such 
that h(h, A g) = hh, A g. Moreover, the action of each h E H is an 
automorphism of H A G. 
Consider, for a moment, an arbitrary group H which acts automorphically 
on the left on an arbitrary group A. Denote the commutator subgroup of A 
by A’, and let a: A + A/A’ be the abelianizing homomorphism. Since 
h(A’) c A’ for all h E H, it follows that there exists a unique left action of H 
on A/A’ such that a(ha) = ha(a). Moreover, if the group operation in A/A’ 
is written additively, then A/A’ is a left H-module. Thus, from the 
homomorphism 9: G + H, we obtain the left H-module a(H A G) = 
H A G/(H A G)‘. 
Let 6: G + H A G be the map defined by 6(g) = 1 A g for all g E G, and 
set a = 016, getting the commutative diagram 
a(HAG)=HAG/(HAG)’ 
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The principal theorem of this section is: 
THEOREM 2.2. The H-module a(H A G) is the derived module of the 
homomorphism rp: G + H, and the map ~3: G + a(H A G) is the universal 
crossed homomorphism. 
Proof. We first show that a is a crossed homomorphism: 
a(gl gd = a&g, gd = 41 A g, gz> 
= a((1 A g,)(lg, A gd) = 41 A 8,) + 41 gl A g2) 
= a&7,) + a(ldg,) A g2) = a(gA + a(dg,)(l * A> 
= Qd + cp(gJ 41 A gJ = 01) + cp(gl> a8(g2) 
= a(gl> + dg,> ar*). 
Next, let A be an arbitrary left H-module, and a’: G -+ A a crossed 
homomorphism. We shall show the existence of an H-morphism 
,D: a(H A G) -+ A such that ~3 = a’. Note that any such ,u must be unique, for 
we have 
,ua(h A g) = hpa(1 A g) = hpaa(g) 
= W(g) = ha’(g), 
and the elements a(h A g) generate a(H A G). Hence, establishing the 
existence of ,U finishes the proof. We define a map y: H X G -+ A by setting 
y(h, g) = ha’(g). This map is a crossed product, since 
y(h, g, gz) = ha’(g, gz) = W’(gJ ,+ v(gJ a’(d) 
= y(k 8,) + y(hv(g,), gd 
= y(k g,) + y(hg, 3 gJ (the group 
operation in A is addition). 
Hence, there exists a homomorphism A: H A G + A such that I(h A g) = 
y(h, g) = ha’(g), Note that ;1 is an H-map, since 
k(h(h, A g)) = I(hh, A g) = hh, a’(g) 
= hL(h, A g). 
Since A is an abelian group, I, factors through a(H A G), i.e., there exists a 
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unique homomorphism ,B: a(H A G) + A such that i = ,LKL Moreover, ,U is an 
H-module morphism because, for any v E H A G, 
,uha(v) = pa(hv) = /qhv) = h/l(v) 
= h,ua(u). 
This part of the argument is summarized in the commutative diagram: 
HxG A HAG 
\Y\ 
AL.(HAG) 
The proof is completed by showing that ,uU~ = 8’. We have 
iud( g) = Pa4 g> = w g> 
=A(1 A g>=y(l, g)=d’(g). I 
3. STRUCTURE OF THE DERIVED GROUP 
This section contains the general structure theorem, Theorem 3.2, for the 
derived group X A G. The derived module of a homomorphism, discussed in 
the preceding section, is not considered again until Section 7. Here we 
assume only that there exists a right action of the group G on the nonempty 
set X. 
Choose an arbitrary element X, E X, and let 
K= {gE GIx,,g=x,J, 
which is a subgroup of G. The map 0: K + X A G is defined by B(k) = x,, A k 
for all k E K. 
PROPOSITION 3.1. The map B is a group monomorphism. 
Proof. It is a homomorphism, since 
B(k, k,) = x,, A k, k, = (x,, A kl)(xO k, A k,) 
= Go A k)(xo A k) = W,) W,). 
Next, suppose that B(k) = 1. Then x0 A k = 1, and it follows from 
Proposition 1.5(a) that k = 1. 1 
We define the map q: G + X by setting rp( g) =x0 g for all g E G. Recall 
that G acts transitively on X iff, for any xi, x2 E X, there exists g E G such 
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that x2 = xi g. It follows that G acts transitively on X iff q: G + X is 
surjective. Henceforth in this section it is assumed that the action is tran- 
sitive. 
Being surjective, rp: G -+X has a right inverse. Specifically, there exists a 
map r: X-+ G such that 
f&w(x) = x for all x E X, (3) 
r(xJ = 1. (4) 
For the rest of the section, we assume that r has been chosen and we 
abbreviate T(X) by X for every x E X. 
Let F(X) be the free group with basis X, and let u: F(X) -+ X A G be the 
homomorphism defined by a(x) = x,, A .V for all x E X. The set X - {x,,} will 
be denoted by X,, and the free group with basis X, by F(X,). We regard 
F(X,) as a subgroup of F(X). Let I: F(X,) -+ F(X) be the inclusion map, and 
p: F(X) + F(X,) the retraction defined by 
if x E X,, 
if x=x0. 
The structure theorem is: 
THEOREM 3.2. If G acts transitively on X, then the homomorphisms 
KaXAG*F(XJ 
give a decomposition of X A G as a free product, i.e., 
X A G = K * F(X,). 
The remainder of the section is devoted to the proof of the structure 
theorem. To begin with, we have 
PROPOSITION 3.3. For all x E X and g E G: 
G-4 x,R =x, 
(b) Zgg-’ E K. 
Proof. The equations x,X = ~(2) = qr(x) =x imply (a). Two appli- 
cations of (a) yield x,,Zg = xg = x,5. Hence, x,fgxg ’ = x0, which gives 
@I- m 
Let y:XxG+K*F(X) be the map defined by y(x, g) = 
(x-‘)(2gg-‘)(xg) for all x E X and g E G. Then, 
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Ye3 g,)Y(xg,v g2)= w’mlxg;‘)k) 
(x&-‘Gl g,xg, g,‘)(xg, g2> 
= W’Kel g2xg1 dK% g2> 
= Ye, g1 g2>, 
and so y is a crossed product. Hence, there exists a homomorphism 
A.: X A G 4 K * F(X) such that the following diagram is commutative: 
XxG AXAG 
Consider the mapping diagram in Fig. 2. The map ,U is the unique 
homomorphism which makes the diagram commutative, the existence of 
which is implied by the universal definition of the free product K * F(X,). 
The map p is the free product of the identity map 1, on K with the 
homomorphism p, i.e., p= 1, * p. 
LEMMA 3.4. If kE K and xE X,, then &W(k) = k and p;2az(x) =x. 
Hence P&I = 1 (identity map). 
ProoJ The universal definition of the free product implies that the 
second sentence of the lemma is a direct consequence of the first. Consider 
k E K. Then, 
/M(k) = /4.(x, A k) = /T((x, ‘)(X0 kx, k - ‘)(x0 k)) 
= p(xo) - ‘(Y,, kx, k - ‘) p(x, k). 
Since p(xJ = 1, &, = 1, and x,k = x0, it follows that pM(k) = k. Next, 
consider x E X,. Then, 
/?Auz(x) = doff = pqxo A 2) 
= P((x, ‘)(.qpx*X -‘)(x0x)) 
=p(x~)-‘(~,xxox-~)p(xox) 
= xX,x-‘p(x,X). 
Since x,X = x, we obtain p&(x) = p(x) = X. m 
LEMMA 3.5. If x E X and g E G, then ,upA(x A g) =x A g. Hence, 
,upA = 1 (identity map). 
Proof: The second sentence of the lemma follows directly from the first 
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CJK\ 




because the group X A G is generated by the set of all elements x A g; see 
Proposition 1.3. Diagram chasing yields 
Pp;2(X A g> =luLv(x, g> =~~((x-‘)(~gxg-‘)(xg)) 
=~u@(x)-‘(~g~-‘)P(xg)) 
= up(x) - V(fgxg - ‘) up(xg). 
Next, observe that up(x) = u(x) for all x E X. For if x # x0, then p(x) = x. 
On the other hand, if x = x,,, then p(xO) = 1 and u(xJ = x,, A X0 = x0 A 1 = 1. 
So in either case the equation holds. Hence, 
@(xA g)=o(x)-le(~gip)u(xg) 
= (x,, A X)-‘(x0 A fg@-‘)(x, A &)a 
Since x&gxg - ’ ) = x,, , we have 
xoAxg=x,A(~g~-‘)xg=(x,A.fgxg-L)(x,A~). 
Hence, 
,u$(x A g) = (x0 A X) - I (x,, A fg) 
=x,.TA g=xA g, 
and the proof is complete. 1 
The preceding two lemmas imply that the two homomorphisms p and $ 
are isomorphisms and inverses of each other. Thus, the main structure 
theorem, Theorem 3.2, is proved. 
4. NORMAL EXACTNESS 
Let X be any nonempty set. The category Yx of permutation represen- 
tations on X is defined as follows: An object of Y’ is any group A together 
with a right action of A on X. A map (or morphism) of gx is any group 
homomorphism f: A + B for which A and B are objects of Y* and, in 
addition, xa = xf (a) for all x E X and a E A. 
PROPOSITION 4.1. For any map f: A + B of igx, there exists a unique 
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homomorphism j X A A + X A B such that f(x A a) = x A f(a) for all x E X 
andaEA. 
Proof. The map y: X x A +X A B defined by y(x, a) =x A f(a) for all 
x E X and a E A is a crossed product, since 
x Af(vJ =x Af(a,>f(a,)= Wf@J)(xf(ad WaJ) 
= (x Af(a,))(xal ,f@d>. 
The conclusion follows. 1 
Let Y be the category of groups and homomorphisms. It is clear that a 
functor F: rx + Y is defined by: (i) If A is an object of &, then 
F(A) =X A A. (ii) IfJ A + B is a map of <vx, then F(f): F(A) -+ F(B) is the 
homomorphism p: X A A + X A B. 
PROPOSITION 4.2. For any map f: A + B of LFY: 
(a) If f  is surjective, then so is fi 
(b) I f f  is injective, then so is j: 
Proof. Of (a): Since f  is onto, the group X A B. is generated by the set of 
all elements x A f  (a) =p(x A a). Of (b): An arbitrary element u E X A A 
with u # 1 has a unique normal form 
n 
u = n xk A ak with n> 1, 
k=l 
for which a,# 1 for l<k<n and also xkak#xk+, for l<k<n-1. 
Hence, 
f(U) = fi T(xk A ak) = fi xk A f  cak)- 
k=l k=l 
Since f  is one-one, f  (ak) # 1. Moreover, xkf (ak) = xkak # xk+ , . Thus, the 
above representation is a normal form for P(U) with n > 1. It follows that 
f(u># 1. I 
If S is any subset of a group A, then we denote by (S) the normal 
subgroup of A generated by S. A sequence A +*B -+g C of group 
homomorphisms will be called normal exact iff the normal subgroup of B 
generated by the image of f  is equal to the kernel of g, i.e., (Im(f)) = 
Ker(g). Our objective is to prove Theorem 4.4 below. 
LEMMA 4.3. If A -+* B +g C is a normal exact sequence of maps of .lZx 
and if b E (Im(f )), then x A b E (Im(f)) for every x E X. 
Proof. First, assume that b = uf(a)u-' for some a E A and u E B. Then, 
x A b =x A uf(a)u-' =(x A u)(xu Af(a))(xuf(a) A u-l). 
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Since g(b) = 1, we have xb = xg(b) =x. Hence, xuf(a)u -’ =x, which 
implies that xuf(a) = xu. It follows that 
xAb=(xAu)(xuAf(u))(xuAu-‘) 
= (x A u)(xu A f(u))(x A U) - ’ 
= (x A u)f(xu A u)(x A u)-’ E (Imu)). 
Next, assume that b = b, . . e b,, where n > 2 and, for 1 < i < n, we have 
bi = uif(Ui)u;’ for some ai E A and U! E B. Then, 
XAb=XA ~bi=(XAb,)IiXb, . . . bi-, A bi. 
i= 1 i=2 
the first part of the proof implies that each of the factors appearing in the 
right-hand side of the preceding equation lies in (Imu)). Hence, 
x A b E (Imu)). 1 
We now prove the main theorem of this section. 
THEOREM 4.4. If A -Y* B --tg C is a normal exuct sequence of maps of LiSJJ, 
then the induced sequence X A A -rf X A B -#X A C is also normal exact. 
Proof. Consider a E A. Since gf(u) = 1, we have 
H(xAu)=xA gf(u)=xA 1= 1. 
That is, gf = 0 implies that 8 = 0. Hence, Im(f) c Ker(i), which implies 
that 
(Wf)> = Ker( 3. 
It follows that there exists a homomorphism q such that the following 
diagram is commutative: 
XABL XAC 
Q =X A B/@-t& 
where q: X A B + Q is the quotient homomorphism. 
We now impose the restriction (to be removed later) that g is surjective. A 
map y: X X C + Q is defined as follows: For any x E X and c E C, choose 
b E B such that c = g(b), and set y(x, c) = q(x A b). We contend that y is 
well defined. For suppose that c = g(b,) also. Setting b; ‘b = b,, we have 
b= b,b, and 
x A b = x A b,b, = (x A b,)(xb, A b,). 
607/53/l-8 
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But 4 E Ker(g) = (Im(f)>, and it follows by Lemma 4.3 that xb, A b, E 
(Im(f)). Hence, 4(x A b) = q(x A b,), and the contention is proved. We next 
contend that y is a crossed product. For consider ci, c2 E C, and select 
b,, b, E B such that c1 = g(b,) and c, = g(b,). Then, 
Y(X, ~14 = dx A b,b,) = q(x A 4) q@b, A bd 
= dx A b,) q(xg(b,) A W 
= q(x A b,) &cl A bJ = I& cl) Y(XC, 7 4. 
Hence, there exists a homomorphism [: X A C --) Q with the property that 
[(x A c)=q(x A b) for every x E X, cE C, and b E B with g(b) =c. 
Referring to the above mapping diagram, we have 
<w(x A b) = CO A b) = 4Xx A g(b)) 
= q(x A b), 
which implies that [q = 1 (identity map), and so r is injective. It follows that 
(Im(f)) = Ker( $), and the proof is complete provided that g is surjective. 
We next drop the restriction that g is surjective. The homomorphisms 
g’: B + Im(g) defined by g’(b) = g(b) for all b E B and the inclusion 
i: Im(g) + C are maps of Yx, and we obtain the induced commutative 
diagram 
XAA- ’ XAB--%XAIm(g) 
XAC 
The restricted theorem implies that (Im(f)) = Ker($‘). It is a consequence 
of Proposition 4.2(b) that i^  is injective, and so Ker(g’) = Ker( g). This 
completes the proof. m 
It is not surprising that 4.2(b) had to be used in the above proof. For if 
f: A + B is a monomorphism of >Yx, then the sequence 1 + A f B is normal 
exact. Hence, by the theorem, the induced sequence 
l+XAAzXAB 
is also normal exact, which in this case means exact. Hence, f is a 
monomorphism. That is, 4.4 implies 4.2(b). 
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5. GENERATORS AND GRAPHS 
The results of Section 4 on normal exactness are not used in this section. 
As before, we assume only that there exists a right action of the group G on 
the nonempty set X. Let there be given a set J and an indexed family { gj}j,J 
of elements of G which generates G. It follows readily from Proposition 1.3 
and the fundamental equation (1) that the derived group X A G is generated 
by the indexed family 
We choose x0 E X and set K = {g E G 1 x,g =x0}, as in Section 3. The 
objective is to show that, if G acts transitively on X, then there is a simple 
algorithm for selecting a subset T of S which is a free subset of the group 
X A G and for which there is an isomorphism such that X A G g K * (T). To 
say that T is a free subset of X A G means that the subgroup generated by T, 
which is denoted by (T), is a free group and that T is a basis of it. The 
algorithm is a consequence of Theorem 3.2, the structure theorem for X A G. 
The set X and the set { gjJjCJ of generators determine a directed graph r, 
which is defined as follows: The set of vertices is X, the set of edges is X x J, 
and r = X U (X X J). The initial and terminal endpoint maps I, r: r + X are 
given, for every x E X and j E J, by 
z(x) = 7(x) = x, 
z(x,j) =x and 7(X, j) = xgj. 
We next define the set of paths in an arbitrary directed graph r = XV E 
with set X of vertices, set E of edges, and endpoint maps z, t: r+ X. For 
each edge e E E, we introduce a formal inverse e-’ and define z(e-‘) = r(e) 
and r(e-‘) = z(e). The set of these inverses is denoted by E-l. An inverse 
map ( )-’ of the disjoint union XU E UE-’ onto itself is defined by 
(eC)-l=e-EforeveryeEEands=fl (notethate’=e)andbyx-‘=x 
for every x E X. A path a in r is any finite nonempty sequence a = 
+J 1 ,***, a,,) with ui E XV E U E-’ for 1 < i < n and with 7(ui) = z(ui+ ,) for 
l<i<n-1. Wedefine: 
l(a) = W, 7(a) = 7(u,), a-’ = (u;‘,..., 24;‘). 
The set of all paths in r is devoted by Pth(T). The product ab of two paths 
a, b E Pth(Z) is defined iff $a) = l(b), and then by concatenation. The basic 
equivalence relation - on Pth(T) is the one generated by the following two 
types of elementary equivalences. For any a = (ul ,..., u,) E Pth(T): 
(i) If n > 1 and ui E X, then a - (u, ,..., ui- ,, ui+ 1 ,..., u,). 
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(ii) If ui = eE and u,+i = e-’ for some eEE and &=+I, then 
a- (U 17.**) ui- 13 W), ui+ 29-ey Un>. 
For the directed graph r = X U (X x J), the proof of the following result 
is straightforward. 
PROPOSITION 5.1. There exists a unique product-preserving map 
f: Pth(T) +X A G such that: 
(a) f ((x)) = 1 and f (((x, j))) =x A gj for every x E X and j E J. 
(b) rf a, b E Pth(T) and a - b, then f(a) = f (b). 
The close relationship between Pth(T) and the group X A G is expressed in 
the next two propositions. 
PROPOSITION 5.2. For any x E X and g E G, there exists a path a in r 
from x fo xg such that f(a) = x A g. 
Proof. For every g E G, define l(g) to be the smallest integer n such that 
g = JJ= i gz. (Note that Z(g) = 0 iff g = 1.) The proof is by induction on 
Kg)* I 
Let 7~: X A G + G be the homomorphism determined by n(x A g) = g (see 
Proposition 1.4). 
PROPOSITION 5.3. If a is a path in r from x, to x2, then x2 =x, zf(a) 
and f(a) = x1 A nf (a). 
Proof. By induction on the length of a. 1 
A directed graph is connected iff any two of its vertices can be joined by a 
path. An immediate corollary of the preceding two results is: 
PROPOSITION 5.4. The graph r is connected iff G acts transitively on X. 
Henceforth in this section it is assumed that G acts transitively on X, and 
so the graph r is connected. Select a maximal tree r, in r. For each x E X, 
there exists in r, a unique path of shortest length from x,, to x, and we 
denote this path by a,. Let r: X + G be the map defined by r(x) = ;If (a,) for 
every x E X. Since ax0 = (x0), we have 
r(xJ = zf((x,)) = 71(l) = 1. (5) 
The map ~1: G -+ X is defined, as in Section 3, by p(g) = x,, g, for all g E G. 
Using Proposition 5.3, we obtain, for any x E X, 
VT(x) = x0 7rf (a,) = x. (6) 
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It follows from (5) and (6) that the map r is a right inverse of (p and that 
Eqs. (3) and (4) in Section 3 are satisfied. As before, we abbreviate r(x) by 
3. 
It is a corollary of Proposition 5.3 that, for every x E X, 
x0 A x = x0 A nf(a,) = f(a,). 
Where X, =X - {x,}, let 
B = {x0 A R 1 x E X,} = {f(a,) 1 x E X,}. 
The set B, according to the results of Section 3, is the image of the set X, 
under the monomorphism uz: F(X,) -tX A G. It follows from the structure 
theorem, Theorem 3.2, that B is a free subset of X A G and the subgroup (B) 
generated by B is a free factor. Specifically, we have X A G = K * (B). Each 
element j(u,) of B is the product of the elements of X A G assigned to the 
edges of the path a, lying in the tree r,,. We contend that the set of all 
images under f of the edges of r,, is an alternative free subset of X A G 
which generates the same subgroup. Assuming this result, we obtain 
THEOREM 5.4. Let G act transitively on X. If r,, is a maximal tree in the 
graph r and if T = {x A gj 1 (x, j) E T,,}, then T is a free subset of X A G 
and, in addition, X A G = K * (T). 
It remains to verify that (r> = (B) and that T is a free subset of X A G. 
The basic reason is that, for every x E X,, the path a, is a product of edges 
in r, and, moreover, every initial segment of a, with terminal point, let us 
say, xi is equal to the path a,,. The following proposition of group theory 
gives a precise formulation. 
LEMMA 5.5. Let B be a free subset of a multiplicative group G. Consider 
a subset A c G for which there exists a surjection A: B + A and a function A 
which assigns to each b E B a finite nonempty sequence A(b) = (a,,..., a,,) of 
elements of A such that: b = a, . . . a,,; a,, = A(b); and, if n > 1, then 
a, **a a,-, EB andA(a, . ..a._,)=(a,,...,a,_,). Then (A)=(B) andA is 
a free subset of G. 
Proof: It is given that B c (A), and it is straightforward to show that 
A c (B). Next, consider an arbitrary group H and map f: A + H. The map 
o: B + H is defined as follows: For any b E B, let ii(b) = (a, ,..., a,,), and set 
q(b) = f(al) . . . f(a,). Since B is a free subset and (B) = (A), the map (D 
extends to a homomorphism o: (A)-+H. We contend that (D 1 A = f. For 
consider a E A. Then a = A(b) for some b E B, and, where n(b) = (a, ,..., a,,), 
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we have a, = a. If n = 1, then b = a and ~(a) = p(b) =f(u). If n > 1, let 
a, . . . a,- i = b, and note that b, E I?. Since n (b,) = (a, ,..., a,- ,), we have 
cp(b) =.!-(a,> ~~~f(~,-J.f@> = cpWf(a). 
Since b = boa, we also have (o(b) = q(b,) ~(a), and it follows that 
P(U) = f(a)* I 
6. REIDEMEISTER-SCHREIER ALGORITHM 
This section is the culmination of the preceding three. As before, it is 
assumed that G acts on X on the right, and we choose x,, E X and set 
K = { g E G ) x,, g = x,,}. Let there be given a group presentation 
G = (yj: ri = sJs. (7) 
The Reidemeister-Schreier algorithm [lo] produces a group presentation of 
the subgroup K from the presentation (7) and a knowledge of the 
permutation representation of G on X. 
The notation in (7) implies the existence of indexed families { JJ~}~,, and 
lZilie* which are bases of free groups I and I, respectively. In 
addition, rf, si E F(yj) for every i E I, and there exists a normal exact 
sequence of homomorphisms 
F(zi) 5 F( yj) f, G (8) 
such that C is surjective and &zi) = ris;’ for every i E I. 
Right group actions of F(yj) and F(zi) on X are defined respectively by 
x24 = XT(U), 
! 
for every x E X, u E F( vj) 
xv = XT(U), and u E I. 
As a result, the groups and homomorphisms in the sequence (8) belong to 
the category FX. Hence, Theorem 4.4 on normal exactness implies that the 
induced sequence 
X A F’(zi) i X A F( yj) L X A G 
is also normal exact, and Proposition 4.2(b) implies that [ is surjective. 
It follows from Proposition 1.9 that the groups X A F’(yj) and X A F(zi) 
are free with respective bases 
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By Proposition 1.5(b), we have x A g-i = (xg-’ A g)-‘. Hence, 
((x A zi) =x A <(zi) = x A ris; ’ 
= (x A ri)(xri A s; ‘) 
= (x A ri)(xris;’ A si)-‘. 
But xri s; ’ = xC(ris; ‘) = xl = x, and therefore 
&x A zi) = (x A ri)(x A si) - ‘, 
for all x E X and i E I. Thus, we have proved: 
PROPOSITION 6.1. Zf the group G has the presentation (7), then the 
derived group X A G has the presentation 
X A G = (x A yj: x A ri = x A si)p. 
Now assume that G acts transitively on X, and consider the indexed 
family {C(Yj)lja.fY which generates G. As in the preceding section, we form 
the directed graph Z= X U (X x .Z), which is connected, and select in Z a 
maximal tree Z,. Let 
T={xAYj((X,.i)Ero}. (9) 
Then &T> = {x A 4~~) I (x9 A E r,, 1, and it is a consequence of Theorem 5.4 
that X A G = K * (c(T)). F rom the general theory of the free product it 
follows that there exists a unique homomorphism /?: K * (c(7)) -+ K such that 
P(k) = k and /3(u) = 1 for all k E K and u E (t(T)). Moreover, the sequence 
l--t([(T))%XAGLK-1 
is normal exact. We contend that the kernel of the composition 
/?r^: X A E;( yi) --L K is the consequence of (i.e., normal subgroup generated by) 
the union of T and the set of all elements (x A ri)(x A si)-l with i E I. This 
result is a particular instance of the following theorem of group theory: In 
any sequence F +” G -+O H of group homomorphism, if Ker(rp) = (R) and 
Ker(v) = (o(S)) and if q is surjective, then 
Ker(vp) = (R US). 
Thus, we have proved: 
THEOREM 6.2 Reidemeister-Schreier Algorithm. Suppose that the 
action of G on X is transitive and that G has the group presentation (7). Let 
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T be the “maximal tree” subset (9). Then, for any x, E X, the subgroup K = 
( g E G 1 x0 g = x0} has the group presentation 
EXAMPLE 6.3. We compute a presentation of the commutator subgroup 
G’ of the group G of the trefoil knot. Consider the well known Wirtinger 
presentation of this group: 
G=(x,y:xyx= y~y)~. 
The commutator quotient group G/G’ is infinite cyclic and is identified with 
the additive group Z of integers. Let rp: G + Z be the quotient homo- 
morphism. The right action of G on Z, which is transitive, is defined by 
ig = i + o(g) for every i E Z and g E G. We may assume that rp[(x) = 
rp[(y) = 1, and so we obtain the action: 
ix=i+ 1 and iy=i+ 1, for every i E Z. 
From Proposition 6.1 it follows that 
Z A G = (i A x, i A y: i A xyx = i A yxy)~. 
We write i A x = xi and i A y = yi for every i E Z. As a result, 
i A xyx = (i A x)(ix A y)(ixy A x) 
=xiYi+lxi+2~ 
i A yxy = (i A y)(iy A x)(iyx A y) 
= Yixi+ I Yi+Z* 
Hence, we obtain 
z AG=(xi,Yi:xiYi+,xi+,=Yixi+,Yi+,)~. 
The directed graph r determined by L and the generating set (x, y) is 
shown in Fig. 3. A convenient maximal tree TO is the smallest subgraph of r 
containing the edges (i, y) for all i E Z, and the resulting “maximal tree” 
subset is T= (yi]i~z. 
9 xi+l 'if2 
FIGURE 3 
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Since G’ = Ker(cp), it is straightforward to verify that G’ = 
{g E G 1 Og = 0). It follows that Z A G = G’ * (c(T)), and the Reidemeister- 
Schreier algorithm gives the presentation 
Since xi+2 = x;‘xi+ ,, we may drop all generators xi with i > 1. Similarly, 
since Xi = Xi+ i X,T+12, we may drop all generators Xi with i < 0. Hence, we 
obtain G’ = (x0, x,:), which confirms the well known fact that the 
commutator subgroup of the group of the trefoil knot is a free group of 
rank 2. 
7. THE INDUCED NORMAL EXACT SEQUENCE 
Consider an arbitrary short exact sequence of group homomorphisms 
l+K:GsH+ 1. (10) 
The purpose of this section is to construct from (10) a particular normal 
exact sequence of group homomorphisms 
l+KzHAG<HAH+l, (11) 
in which I$ is surjective. We shall then show that abelianization of (11) yields 
the exact sequence of morphisms of H-modules 
O+K/K’:a(HAG)%a(HAH)+O, 
which is the module sequence of (10) developed in [3, Section 41. We have 
already proved in Section 2 that a(H A G) is the derived module of the 
homomorphism o. Recall that the right action of G on the set H is given by 
hg=h~(g)forallhEHandhEG. 
We define the composition 0 = 68: K + H A G, where 6: G + H A G is the 
map defined in Section 2 by 6(g) = 1 A g for all g E G. 
PROPOSITION 7.1. The map 8 is a group monomorphism. 
Proof: (See Proposition 3.1 for the “same” result.) 
B(k, k,) = M(k, k2) = 1 A B(k,) 8(k,) 
= (1 A fW,)WW A W,))- 
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Since lB(k,) = l@(k,) = 1 f 1 = 1, we get 
iqk, k*) = (1 A 8(k,))(l A f?(k,)) = B(k,) e<k,). 
Next, suppose that 8(k) = 1. Then 1 = 1 A 8(k), whence, by Proposition l.Sa, 
19(k) = 1. Since 8 is a monomorphism, k = 1. I 
Since q: G + H is surjective, there exists a map r: H + G such that VY = 1, 
(identity map) and I( 1) = 1. As in Section 3, we abbreviate every r(h) by h. 
For every h E H and g E G, we have 
-- 
cp~~~~~-‘)=~~(~~[~~l-‘=bWP&W1 = 1, 
and it follows, since the sequence (10) is exact, that there exists a map 
y:HXG-+Kdetines by 
-- 
@(h, g) = khg - ‘9 for every h E H and g E G. 
Since 
Wk 8,) y(k,, gz)) = (hg,%‘)(& g&g, g;‘) 
= hg, g,k, g;’ = By@, g, gz>, 
we conclude that y is a crossed product. Hence, there exists a unique 
homomorphism A,. : H A G + K such that eA,.(h A g) = hghg -I for every 
hEHand gEG. 
PROPOSITION 7.2. Art?= 1, (identity map). 
Proof. Consider an arbitrary k E K. Then 
e@(k) = en,(l A e(k)) = ie(k) le(k) -1. 
Since i = 1 and l@(k) = 1, we get e&&k) = O(k). Hence, A,8(k) = k. 1 
There is a right action of each of the groups H, G, K, and { 1) on the set H 
which makes each one an object of the category Y” and makes each of the 
first three homomorphisms in the sequence (10) a map of the category Y,, : 
For H, hh’ is defined by group multiplication. 
For G, hg = hq( g). 
For K, hk = he(k) = hpe(k) = hl = h. 
For {l}, hl=h. 
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Thus, from the exact sequence (10) we obtain the following sequence, which 
is normal exact (Theorem 4.4) and in which $ is surjective 
(Proposition 4.2(a)): 
hHAK<HAG$HAH+l (12) 
PROPOSITION 7.3. (Im(@) = (Im(@>. 
ProojI Since g(k) = 1 A B(k) = d(l A k), we have Im(g) c Im(@, and 
therefore 
(We>) = W-W%. 
To prove the converse, consider arbitrary elements h E H and k E K. Choose 
g E G such that q(g) = h. Then 
1 A gB(k)g-’ = (1 A g)(lg A @(k))(lgO(k) A g-l). 
Since Ig = lq( g) = h, we obtain lg@(k) = h@(k) = h@?(k) = h, and so 
1 A gO(k)g-’ = (1 A g)(h A B(k))(h A g-l). 
But 1 = 1 A gg-’ = (1 A g)(lg A g-‘) = (1 A g)(h A g-l). Hence, 
1 A ge(k)g-’ = (1 A g)(h A B(k))(l A g)-‘. (13) 
Since 8(K) is a normal subgroup of G, there exists k, E K such that 
go(k) g - r = O(k,). Thus (13) implies that 
&Ak)=hAB(k)=(l Ag)-‘(1 AB(k,))(l Ag) 
= (1 A g)-‘8(k,)(l A g) E (Im(e>). 
It follows that Im(d) c (Im(@), which implies the desired inclusion. 1 
Combining the normal exact sequence (12), in which Q is surjective, with 
the results of Proposition 7.1 and 7.3, we get 
THEOREM 7.4. The sequence (11) is normal exact, and Q is subjective. 
Next, consider the result of abelianizing the sequence (11). All 
abelianizing homomorphisms will be denoted by the letter a, all commutator 
subgroups by primes, and all induced homomorphisms of commutator 
quotient groups by primes. We obtain the commutative diagram: 
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The final theorem of the paper is: 
THEOREM 7.5. The bottom row (14) of the above commutative diagram 
is an exact sequence of H-morphisms of H-modules. It is the module sequence 
of the short exact sequence (10) studied in [3, Section 41. 
Proof. Abelianization is a fimctor, which, when applied in 
Proposition 7.2, yields the equations 
ntp=ll El I K K/K’, 
which imply that @ is a monomorphism. Next, we state without proof a 
general theorem of group theory: If A jfB -tg C --, 1 is a normal exact 
sequence of group homomorphisms and if g is surjective, then the 
abelianized sequence 
A/A’zBIB’zC/C’- 1 
is exact. From these results and Theorem 7.4 it follows that (14) is an exact 
sequence of group homomorphisms. 
From Section 2 we know that the groups a(H A G) and a(H A H), written 
additively, are H-modules with the action of H given by ha(h’ A g) = 
a(hh’ A g) and ha(h, A h2) = a(hh, A h,), respectively. (For the group 
a(H A H), replace the homomorphism 9: G+ H by the identity map 
1, : H + H.) Since 
@‘(ha(h’ A g)) = G’a(hh’ A g) = a$(hh’ A g) 
= a(hh’ A p(g)) = ha(h’ A q(g)) 
= ha&h’ A g) = h4’a(h’ A g), 
we conclude that @’ is an H-morphism. 
The group K/K’ has a standard structure as an H-module, see [3, 
Section41 or [ 11, p. 1081. Consider h E H and kE K, and choose gE G 
such that q(g) = h. Then gO(k)g-’ = B(k,) for some k, E K. The action of H 
is given by 
ha(k) = a(k,). 
To show that @ is an H-morphism, we write 
@(ha(k)) = @a(k,) = a&k,) 
=a(1 A O(k,))=a(l A gO(k)g-‘). 
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Equation (13) implies that a(1 A g&k) g-‘) = a(h A B(k)). Hence, 
oyha(k)) = a(h A B(k)) = ha( 1 A 8(k)) 
= ha&k) = hPa(k), 
and we have proved that (14) is.an exact sequence of H-morphisms. 
The final part of the proof. is meaningful only with a copy of [3] for 
reference. The module sequence of the short exact sequence (10) is there 
written as 
0-BAA$+Z(H)-0, 
ks a result of Theorem 2.2, it is apparent from [3, (4.2)] that the morphism 
9* : B -+ A, is identical w,ith the morphism @ : K/K’ + a(H A G) appearing 
in (14). Next, it follows from [3, (2.5)] that the augmentation ideal Z(H) is 
the derived module of the identity homomorphism 1,: H -+ H and that the 
map K: H--f Z(H) defined by I = h - 1 is the universal crossed 
homomorphism. However, Theorem 2.2 implies that a(H A H) also is the 
derived module of 1, : H -+ H. Hence, there exists a unique H-isomorphism q 




is commutative. The proof is finished by showing that the following diagram 
is commutative: 
A, = a(G A H) 2 a(H A H) 
A Iv 
Z(H) 
From [3, p. 2211, we obtain rp, a(g) = rp( g) - 1 for every g E G. Since 
a(g) = a( 1 A g), we have 
~6 a(g) = vi’41 A g) = v@(l A g> 
= w(l A v(g)) = w%(g) 
=Ic9(g)=9(g)-l 
= 9* a(g). 
Since A, is generated by the set of all elements a(g), commutativity follows. 
This completes the proof of Theorem 7.5. i 
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