We study numerical methods for porous media equation (PME). There are two important characteristics: the finite speed propagation of the free boundary and the potential waiting time, which make the problem not easy to handle. Based on different dissipative energy laws, we develop two numerical schemes by an energetic variational approach. Firstly, based on f log f as the total energy form of the dissipative law, we obtain the trajectory equation, and then construct a fully discrete scheme. It is proved that the scheme is uniquely solvable on an admissible convex set by taking the advantage of the singularity of the total energy. Next, based on 1 2f
Introduction and Background
The porous medium equation (PME) can be found in many physical and biological phenomena, such as the flow of an isentropic gas through a porous medium [18] , the viscous gravity currents [12] , nonlinear heat transfer and image processing; e.g., see [33] . The aim of this paper is to provide numerical methods for the PME
where f := f (x, t) is a non-negative scalar function of space x ∈ R d and the time t ∈ R, the space dimension is given by d ≥ 1, and m is a constant larger than 1.
The PME is a nonlinear degenerate parabolic equation since the diffusivity D(f ) = mf m−1 = 0 at points where f = 0. In turn, the PME has a special feature: the finite speed of propagation, called finite propagation [33] . If the initial data has a compact support, the solution of Cauchy problem of the PME will have a compact support at any given time t > 0. In comparison with the heat equation, which can smooth out the initial data, the solution of the PME becomes non-smooth even if the initial data is smooth with compact support. If an initial data is zero in some open domain in Ω, it causes the appearance of the free boundary (in some cases, called interface) that separates the regions where the solution is positive from the regions where the value is zero in the domain. Moreover, for certain initial data, the solution of the PME can exhibit a waiting time phenomenon where the free boundary remains stationary until a finite positive time (called waiting time).
After that time instant, the interface begins to move with a finite speed.
Many theoretical analyses have been available in the existing literature, including the earlier works by Oleǐnik et al. [25] , Kalašnikov [16] , Aronson [1] , the recent work by Shmarev [29, 30] and the monograph by Vázquez [33] , etc. Among them, a fundamental example of solution is the Barenblatt solution [3, 28, 36] , which has the explicit formula and a compact support at any time t > 0 with the interface.
Various numerical methods have been studied for the PME. Graveleau & Jamet [11] and DiBenedetto & Hoff [5] solved the pressure PME equation, using the finite difference approach and tracking algorithm (containing a numerical viscosity term), respectively. Jin et al. [15] established the relaxation scheme which reformulates the PME as a linear hyperbolic system with stiff relaxation term. However, many existing numerical solutions may contain oscillations near the free boundary, such as PCSFE method (Predictor-Correction
Algorithm and Standard Finite element method) [37] . In recent years, a local discontinuous Galerkin finite element method by Zhang & Wu [37] and Variational Particle Scheme (VPS) by Westdickenberg & Wilkening [35] have been used to solve the PME. These two methods can effectively eliminate non-physical oscillation in the computed solution near the free boundary, and lead to a high-order convergence rate within the smooth part of the solution support. However, no relevant theoretical justification of the convergence analysis is available for these works. More recently, Huang & Ngo [24] studied an adaptive moving mesh finite element method to solve the PME with three types of metric tensor:
uniform, arclength-based and Hessian-based adaptive meshes. The numerical results indicate that a first-order convergence for uniform and arclength-based adaptive meshes, and a second-order convergence for the Hessian-based adaptive mesh, while minor oscillations are observed around the free boundary in the computed solutions. Again, no theoretical proof has been available for the convergence rate in these works.
For the waiting phenomenon, Mimura et al. [21] , Bertsch & Dal Passo [4] and Tomoeda & Mimura [32] estimated the waiting time by the interface, but the numerical interface actually has a velocity. Nakaki & Tomoeda [22] transformed the PME into another problem whose solution will blow up at a finite time, which is just the waiting time of PME. But the solution cannot be obtained after the waiting time.
In this paper, we construct numerical methods for PME by an Energetic Variational Approach (EnVarA) to naturally keep the physical laws, such as the conservation of mass, energy dissipation and force balance. Meanwhile, based on different dissipative energy laws, we can lead to different numerical schemes. We start from the energy dissipation law:
where ω(f ) is the free energy density, η(f ) is a functional of f determined by ω(f ) and u is the velocity. The quantity ω(f ) and η(f ) can be taken as follows:
• Case 1. ω(f ) = f ln f, and η(f ) = f mf m−1 .
• Case 2. ω(f ) = 1 2f , and η(f ) = 1 mf m .
Based on these energy dissipation laws, different numerical schemes of the trajectory equation can be derived. The numerical scheme based on the energy law in Case 0 has been studied by Westdickenberg & Wilkening [35] , called as a Variational Particle Scheme (VPS).
We focus on the numerical methods based on the energy laws in the next two cases.
Note that, when f vanishes, the energy in first case is regular while the energy in next two cases is singular. Taking the advantage of the singularity, we can prove that the numerical schemes based on last two energy forms have some good properties which are not possessed by the VPS scheme [35] from the first one, such as conservation of positivity, unique solvability on an admissible convex set, convergence of the corresponding Newton's iteration.
Theoretically, the discrete energy dissipation law is proved to be valid and by a higher order expansion technique [8, 34] , an optimal error estimates are derived under the assumption of smooth solutions. Numerically, for Cases 1 and 2, no numerical oscillation is observed near the free boundary in the extensive experiments, and the finite propagation speed of the free boundary can be effectively computed. A predictable criterion for computing waiting time is proposed and the numerical convergence to the exact waiting time is reported, which is the first such result for PME. In the practical computations, the numerical scheme of the trajectory equation in Case 2 is linear and hence more efficient. This paper is organized as follows. The EnVarA and the trajectory equation of the PME are outlined in Sec. 2. The numerical scheme is described in Sec. 3. Subsequently, the proof of unique solvability, energy stability and optimal rate convergence analysis is provided in Sec. 4. Finally, the numerical results are presented in Sec. 5, including examples with positive initial state, Barenblatt Solution, a waiting time phenomenon, an initial data with two columns, etc. 4 
Trajectory Equation of the PME
In this section, we derive the trajectory equation of the following initial-boundary problem of PME:
where f is a non-negative function, Ω is a bounded domain and n is the external normal direction.
The energetic variational approach
An Energetic Variational Approach (EnVarA) leads to the trajectory equation (also called constitution relation) based on a balance between the maximal dissipation principle (MDP) and the least action principle (LAP). The approach was originated from Onsager's pioneering work [26, 27] and improved by J.W. Strutt (Lord Rayleigh) [31] . In recent years, it has been applied to build up a mathematical model for a complex physical system, for example Liu & Wu [19] , Hyon et al. [14] Du et al. [6] , Eisenberg et al. [9] and Koba et al. [17] . Its application to the Wright-Fisher model has been studied in [7] .The detailed structures of EnVarA can be found in [7, 14, 19, 20] .
(A) Mass conservation.
In the Eulerian coordinate, the mass conservation law is
where f is the density and u is the velocity.
In the Lagrangian coordinate, its solution can be expressed by:
where f 0 (X) is the positive initial data and det
is the determinant of deformation gradient.
(B) Energy Dissipation Law (EDL)
Step.
The basic energy dissipation law of PME we are going to consider is 6) where the total energy E total := Ω ω(f )dx with the free energy density ω(f ), and ∆ := Ω η(f )|u| 2 dx is the dissipation term with the velocity u.
(C) Least Action Principle (LAP)
LAP states that the trajectory of particles X from the position x(X, 0) at time t = 0 to x(X, T * ) at a given time T * in Hamiltonian system are those which minimize the action functional defined by
where F is the Helmholtz free energy.
Taking the variational of A(x) with respect to x, we have the conservation force in Eulerian coordinate, i.e.,
where δ refers to the variational of the respective quantity.
MDP i.e., Onsager's Principle, can be done by taking the variational of 1 2 ∆ with respect to the velocity u. In turn, we can obtain the dissipation force, i.e.,
The factor 1 2 is needed since that the energy dissipation ∆ is always a quadratic function of certain rates such as the velocity within the linear response theory [31] .
(E) Force Balance Law Step.
Based on the Newton's force balance law:
we have the constitution relation:
Comparing PME (2.1) with (2.4), we choose −f u = ∇(f m ), then
That means if the free energy ω(f ) is given, then η(f ) will be determined. Theoretically, there are infinite kinds of energy dissipation laws of PME. We consider three of them: • Case 1. if ω(f ) = f ln f , then η(f ) = f mf m−1 and the constitution relation in another form becomes
mf m and the constitution relation in the third form is
The free energy density 1 2f is a kind of elastic energy [13] and can lead to a linear numerical scheme for the trajectory equation.
Numerical Method of Trajectory Equation
In this section, we propose some semi-implicit numerical schemes for the trajectory equations.
Semi-discrete schemes in time
Let τ = T N , where N ∈ N + and T is the final time. The grid point t n = nτ , n = 0, · · · , N . For the temporal discretization of the trajectory equation, we have that Given x n , find x n+1 such that
• Case 1.
In summary, the trajectory equation can be written in gradient flow as
where γ(x, t) is a positive function depending on space x and time t and W is a functional of x. Then the discrete scheme in time is
Assume the exact solution x n is smooth at time t n to make ∂x ∂X well-defined, n = 0, · · · , N , then the solution x n+1 to the numerical scheme to (3.5) is the minimizer of the following cost functional:
where
where f 0 (X) is the initial function. It means that the trajectory equation can be regarded as an energy gradient flow, which has been studied by Westdickenberg and Wilkening [35] . In this paper, we focus on the following two cases:
• Case 2
3.2 The fully discrete scheme with a positive initial state 
(3.9)
which the particles are arranged in the order without twisting or exchanging. Its boundary 10 set is ∂Q :
The fully discrete scheme is formulated as follows. Given the positive initial state f 0 (X) ∈ E M and the particle position x n ∈ Q, find
To solve the nonlinear equation (3.10), we use damped Newton's iteration [23] . The key idea is to adjust the marching size to prevent the solution at next iteration to escape from the admissible set Q.
and 12) where
and
where a := h min 0<i<M {f 0 (X i )}, J is the corresponding energy function defined latter in (4.5), and J ′ , J ′′ are the gradient vector and Hessian matrix.
• Case 2.
with
Note that (3.14) is a linear scheme.
After solving (3.10) in Case 1 ((3.14) in Case 2), we finally obtain the numerical solution
3.3 The discrete scheme for problems with free boundaries
Next we consider the situation of the initial data with a compact support in Ω. Due to the degeneration of the PME, the left and right interfaces appear and are defined respectively as:
⊂ Ω. For this kind of problems, all the trajectories start from the initial support Γ 0 Ω. We shall solve a initial-boundary value problem as:
Remark 3.1. Taking into account that f 0 (X) = 0 at the boundary of its support, the boundary equation ( Let h := (ξ 0 2 − ξ 0 1 )/M be the spatial step. Then we partition the interval Γ 0 into equal subinterval with
The fully discrete scheme becomes: Given the initial state f 0 (X) with a compact
Comparing with the schemes (3.10) and (3.14), we have two more nonlinear equations at the boundary. The damped Newton's iteration shall be applied to solve the whole system. 
then the matrix of the whole linear system would not be a M-matrix and the conservation of positivity would be destroyed.
When the right side of equation (3.23) is zero, the waiting phenomenon occurs. During the waiting time, the boundary condition in (3.17) or (3.20) should be replaced by x t = 0, X ∈ ∂Γ 0 and the boundary condition in (3.23) or (3.26) should be replaced by
The key problem is how to predict when the waiting stops. For the details to treat this kind of problem, see the algorithm in Section 5, Example 3.
Analysis of the Numerical Schemes
In this section, we perform detailed analyses for the numerical schemes (3.10) and (3.14)
, including the unique solvability in admissible set, the optimal rate convergence analysis, the convergence of Newton's iteration and the dissipation analysis of the total energy.
A few more notations have to be introduced. Let l, g ∈ E M and φ, ϕ ∈ C M . We define the inner product on space E M and C M respectively as:
The following summation by parts formula is available:
The inverse inequality is available: First we prove that there exists a unique solution in admissible set Q.
Theorem 4.1. Suppose f 0 (X) ∈ E M is the initial state with a positive lower bound for X ∈ Q. The numerical scheme (3.10) is uniquely solvable in Q, and the solution x n+1 to the linear scheme (3.14) also belongs to Q, for n = 1, · · · , N − 1.
Proof: To prove the existence and uniqueness of solution in Q to the scheme (3.10), we first consider the following optimization problem:
where x n ∈ Q is the position of particles at time t n , n = 0, · · · , N − 1. Since J(y) is a convex function on the closed convex setQ, there exists a unique minimizer x ∈Q.
Moreover, we must have x ∈ Q, since for ∀ y ∈ ∂Q, there exists some i > 0 such that
Next we want to prove that x ∈ Q is the minimizer of J(y) if and only if it is a solution to scheme (3.10). Then we can claim that the fully discrete scheme (3.10) has a unique solution.
In fact, if x ∈ Q is the minimizer of J(y), then for ∀y ∈Q, there exists a sufficiently
) achieves its minimal at ̺ = 0. So we have j ′ (0) = 0 and using summation by parts, we obtain
for any y ∈Q. This implies that x ∈ Q satisfies (3.10).
Conversely let x ∈ Q be the solution to scheme (3.10). We need to prove that x is the minimizer of J(y) onQ.
For any y ∈ ∂Q, we always have J(y) ≥ J(x) due to J(y) = +∞. Then for any y ∈ Q, taking the inner product of (3.10) with y − x and using summation by parts, we have
After the direct calculation, we get for any y ∈ Q such that
where the last inequality is obtained from (4.6) and the fact: ln
Then we prove that the solution to the numerical scheme (3.14) x n+1 ∈ Q if given Based on the discrete extremum principle, we obtain that
Checking the equation (3.14) at i = k 1 and i = k 2 respectively, we have
which contradicts with (4.9). Due to the initial state X ∈ Q, then x n ∈ Q, n = 0, · · · , N .
The proof is finished. ✷ Next we prove that the numerical scheme (3.10) and (3.14) satisfy the corresponding discrete energy dissipation laws.
Theorem 4.2. Suppose the initial state f 0 (X) ∈ E M is positive and bounded for X ∈ Q.
• Case 1. Let x n = (x n 0 , ..., x n M ) ∈ Q, n = 0, 1, · · · , N − 1, be the solution to scheme (3.10) at time t n . Then the discrete energy dissipation law holds, i.e.,
, with δE
• Case 2. Let x n = (x n 0 , ..., x n M ) ∈ Q, n = 0, 1, · · · , N − 1, be the solution to scheme (3.14) at time t n . Then the following discrete energy dissipation law holds, i.e.,
Note that (4.10) and (4.12) are the discrete counterpart of energy laws (2.10) and (2.12).
Proof. In Case 1, thanks to the convexity of E
N (x), we have
That means (4.10) holds. Due to the convexity of E
N (x), we can also prove that the numerical scheme (3.14) satisfies the discrete energy dissipation law (4.12) in the similar way. ✷ Next we provide the optimal rate convergence analysis for the schemes (3.10) and (3.14). 
14)
•
Moreover, the error between the numerical solution f n h and the exact solution f n e of the problem (2.1)-(2.3) can be estimated by:
where C is a positive constant, h is the spatial step, τ is the time step and n = 0, · · · , N .
The proof is based on a technique of higher order expansion [8, 34] . It is very complex and postponed to the Appendix.
The following result is on the convergence of damped Newton's iteration (3.11)-(3.12).
Theorem 4.4. Suppose the initial data f 0 (X) ∈ E M is positive and bounded for X ∈ Q, then Newton's iteration (3.11)-(3.12) is convergent in Q.
We can first prove that J(y), defined in (4.5), is a self-concordant function [7, 23] . Then based on Theorem 2.2.3 in [23] , damped Newton's iteration (3.11)-(3.12) is convergent in Q. We omit the details.
Numerical Results
In this section, we show some numerical results. To demonstrate the accuracy of the numerical schemes, in the first example, we solve a problem with a smooth solution. In the second example, we consider a free boundary problem with a exact Barenblatt solution.
We check the convergence for the solution and the finite speed of propagation. In the third example, we focus on numerical simulation for the waiting time. Finally we report some results for problems with two support sets at the initial state in Example 4.
The error of a numerical solution is measured in the L 2 and L ∞ norms defined as:
where e h = (e h 0 , e h 1 , · · · , e h M ) and for the error of the density f − f h ,
and for the error of the trajectory x − x h ,
where h is the spatial step. 19 Tables 1 and 2 show the convergence rate in Cases 1 and 2, respectively. The rate for density f and trajectory x in the L 2 and L ∞ norm is 2nd order in space and 1st order in time for each scheme. But the linear scheme (3.14) in Case 2 is more efficient. show that the convergence rate is deteriorated when m is getting large. This is due to the deteriorated regularity of the solution. The error of f at X = 0 keeps the rate of 2nd order since f is still smooth far away from the interface. Both numerical schemes have the same rate, but the error of f in Case 2 is larger. Table 5 shows the convergence rate of f in L ∞ norm for m = 5 3 in the three cases: the numerical schemes lead to the same convergence rate i.e., 1st order. 
Example 3 Numerical simulation for the waiting time
The waiting-time phenomenon occurs for a certain type of initial states [33] . Without loss of generality we consider the left interface. Similar argument can be obtained for the right interface. Recalling the trajectory equation (3.17) or (3.20) at the left interface, we have
where f 0 (X) is the smooth initial state with compact support [ξ 0 1 , ξ 0 2 ]. At the initial time,
, then x t (ξ 0 1 , 0) = 0 and it is possible to have a positive waiting time.
If the left interface keeps waiting till time t * > 0, then ξ t 1 ≡ ξ 0 1 , for t ≤ t * . This means that we must have, at X = ξ 0 1 , ∂ t x ≡ 0, for t < t * and ∂ t x < 0, for t = t * + ǫ with any sufficiently small ǫ > 0. Hence the waiting time can be characterized as:
Noting that, at X = ξ 0 1 , the numerator 
Next we focus on finding the criterion for the numerical waiting time t * h . Let
where the difference operatorD h is defined in (3.24) and x n h = (x n h,0 , · · · , x n h,M ) is the numerical trajectory position at time t n , n = 0, · · · , N .
The numerical waiting time t * h is determined by the following criterion:
To get B n 2h in the above formula, we need to know the trajectory x n 2h . we don't need to solve the trajectory problem again by spacial step 2h. We just select it from the given solution x n h , i.e., x n 2h = (x n h,0 , x n h,2 , x n h,4 , · · · , ). 
Check the criterion (5.9) for x n+1 . If it is not valid, goto next time step. If it is valid, then set t * h = t n+1 . n * = n + 1 and goto Step 2.
• Step 2. For time t n , n = n * , n * + 1, · · · , solve the trajectory equation ( Now we consider the following data set-up: 
Concluding Remarks
In this paper, the numerical solution of the PME based on EnVarA has been proposed and analyzed. Originated from the different energy dissipation laws of the system, we mainly consider two numerical schemes of the trajectory equation obtained by the balance of LAP and MDP. Based on the total energy density f ln f , the proposed numerical scheme is proven to be uniquely solvable on an admissible convex set, mainly thanks to the singularity of the total energy. Based on the total energy density 1 2f , the numerical scheme is linear. In turn, the energy dissipation rate of both schemes has been an outcome of the variational approach. Moreover, the second order convergence in space and the first order convergence in time have been theoretically justified for both schemes, with a careful application of higher order asymptotic expansion of the numerical schemes to obtain higher order consistency. According to the numerical simulation results for both schemes, no oscillation appears around the free boundary, and the finite propagation speed could be numerically calculated. We also give a criterion that can compute the waiting time and numerical convergence of the waiting time is reported, which is the first such result for this problem. Furthermore, the numerical scheme based on 1 2f is linear and more efficient.
One obvious limitation of this work is associated with the one-dimensional nature of the problem. Solving for multi-dimensional PME by this energetic method will be left to our future works. W := x e + τ w
where w
τ , w h ∈ C ∞ (Ω; 0, T ). Then there exists a small τ 0 > 0, such that ∀τ, h ≤ τ 0 , D h W > 0, i.e., W ∈ Q, where τ and h are the time step and the spatial step, respectively.
Proof: Since a point-wise level of x e ∈ Q, i.e., ∃ ε 0 > 0, such that D h x e > ε 0 > 0. For 
i + h 2 g
(1)
i + h 4 g
i ,
with x n+1 e 0 = X 0 , x n+1 e M = X M , (A.3)
where l (1) 2 , l (2) 2 , l (3) 2 , g (1) 2 , g (2) 2 ≤ C e , with C e dependent on the exact solution.
To perform a higher order consistency analysis for an approximate solution of the exact solution, we have to construct the approximation W as in (A.1).
The term w Then we have
if C m C(τ 2 + h 3 ) ≤ 1.
Then (A.19) can be re-estimated as following: In turn, an application of discrete Gronwall inequality yields the desired convergence result:
i.e., ẽ Based on
we obtain
Next we focus on the error between the numerical solution f
