A 0-1 matrix where in each column the 1s occur consecutively is said to have the consecutive ones property. This property and its approximations are important in a variety of applications, e.g., in DNA analysis and paleontology. Checking whether the matrix rows can be permuted so that this property holds can be done in polynomial time. However, an exact solution rarely exists in applications. Thus, methods that produce good approximations with a minimal number of 0s between 1s in the columns are needed. The spectral ordering method gives a solution to the consecutive ones problem and has empirically been shown to work well in other cases too. This paper constructs a theoretical basis for the connection between the consecutive ones property and spectral ordering. We represent the approximation problem as a problem of minimizing a certain matrix norm. We show how the spectral ordering method affects this norm and show that the method is optimal within a class of algorithms. We analyze also popular normalization schemes for spectral ordering and give our recommendation on their use for the C1P problem. We use these theoretical results to explain the experimental performance of different approximate methods and their differences.
Introduction
Discrete optimization involves combinatorial problems that require making an optimal choice from a finite set of alternatives. The powerful tools of calculus are not usually available for use in these problems and so the problems are regularly very difficult to solve exactly and many common problems of the field are NP-hard. Therefore approximate methods are needed, but for the same reasons it is sometimes difficult to justify and analyze these approximations. When this analysis is possible, it is often done through the use of calculus and an analogy to a simpler continuous case. In this paper, we adapt the discrete optimization problem of consecutive ones to a problem in calculus and show how this can be used to analyze the problem and the * HIIT, Helsinki University of Technology, Finland methods used for approximately solving it.
Suppose that A is a 0-1 matrix. We define A to have the consecutive ones property (abbreviated C1P ), if the non-zero entries occur consecutively in each of the columns of A. We call A a pre-C1P matrix if it is possible to order A's rows so that the result has C1P. C1P has its roots in interval graphs and their incidence matrices, but the need for exploring the property first arose from the problem of aligning and reconstructing DNA sequences, see [22, 24] . A good introduction to the theory of C1P can be found in [10] or [15] .
In practical applications of C1P it is very rare to encounter data that actually has the C1P or pre-C1P property. Therefore the actual practical problem is to manipulate the data so that the result adheres as much as possible to the C1P property. These kinds of approximations and especially their quality are very important for the practical applications of C1P, because their performance and applicability is primarily driven by the approximation quality in the C1P problem. Thus it is rather disappointing that this approximation problem has received little attention among researchers whereas the pure C1P and pre-C1P properties are quite well understood.
For the approximation problem, the most common data manipulations allowed by applications are permutations of rows or columns, although in some cases also direct changes to data values are allowed. In the following, the term "maximizing the C1P property" is used when referring to this approximation problem. We will give two related, but different, exact definitions for this problem in Section 2.
In [1] a new way for finding an exact C1P-permutation of matrix rows was introduced. In the paper, the authors prove that if such a permutation exists then a method called spectral ordering will find it. Spectral ordering (also called spectral sorting) is a method used for serially ordering objects based on their similarities with each other. The method was first introduced in [2] . Since then it has mostly been used as an aid for spectral clustering, but it has gained a status as a method of its own too. For a good modern introduction to the method see [5] .
Even though the results published in [1] apply only to the case of pre-C1P matrices, the spectral ordering method has also been used for maximizing the C1P property in general, see [9] . Despite its distinct success, this practice has always been purely heuristic without any theoretical justification beyond the results of Atkins et al. in [1] .
The main contribution of this paper is that we theoretically verify and justify the connection between C1P and spectral ordering. We will prove that maximizing the C1P property, that is, consecutiveness of non-zeros in a 0-1 matrix A, is equivalent to minimizing the Frobenius norm of a certain matrix derived from A. As a main result, we prove that the spectral ordering method minimizes the Frobenius norm of this derived matrix' strongest principal component. Thus, spectral ordering is the optimal method for solving the problem using only 1-dimensional approximations. As a supporting, simple result we also prove that solving the problem with higher dimensional approximations is NP-hard. Finally the original result of [1] in the case of pre-C1P matrices is shown to be a special case of our analysis and results.
The rest of this paper is organized as follows: Section 2 defines the concepts and problems at hand in more detail. Section 3 describes the theoretical results devised in the paper and analyses their relation to the C1P problem. Section 5 gives explanations on how the theoretical results of Section 3 influence the practical results given by various variants of the spectral ordering algorithm. Finally Section 6 summarizes the work and gives suggestions on future directions for research.
Related work
The first polynomial algorithm for deciding whether a matrix is pre-C1P was constructed in [10] . In [3] a new data structure called PQtree was introduced that can be created in linear time and manipulated to give all the permutations that put a matrix into C1P form. This work was then extended in [16] using a modified version of PQ-trees called PQRtrees (not to be mixed with Prediction of Query Runtime trees in database theory). These trees can function even with non-pre-C1P matrices although performance is not linear anymore. Also other schemes to test for the pre-C1P property have been suggested, see e.g. [13] .
PQ-and PQR-trees are commonly used to construct structures that can be used to find an underlying C1P form of a matrix. Neither of the structures however provide a way to maximize the C1P property of an arbitrary matrix to any degree. For that matter, the consecutive ones property itself has been examined extensively, but the more important practical problem of approximately maximizing the C1P property has received limited attention among researchers.
In [18] a branch and bound approach was used for maximizing the C1P property in order to solve a set cover problem for railway network optimization. Solving the set cover problem was done by first permuting the data to almost-C1P form after which the rest of the problem becomes significantly simpler.
Combining partial orders to order a set of objects was studied in [20] . This technique can also be used to approximately maximize the C1P property when it is expressed as a serialization problem.
Spectral ordering is used for maximizing the C1P property in [9] to sort excavation sites chronologically using fossils found from each site as data. In paleobiology the term "Lazarus event" is used for the occurrence of having zeros in between ones i.e. species disappearing and reappearing in time.
Flipping entries from zero to one and vice-versa by a minimal amount to reach a "banded" and therefore a C1P form for a matrix was recently studied in [11] . In the paper spectral ordering and spanning tree methods were used to maximize the C1P property.
Definition of concepts
We will now define the objective of maximizing the C1P property in detail and provide two related metrics for evaluating optimization performance. The first metric calculates the sum of the total number of zeros between the first and last non-zero entry in each of the columns. This metric will be called m z . The second metric m c sums up the number of consecutive series of zeros between the first and last non-zero entry in each column. Therefore both metrics look at each column in a matrix independently and then simply add up the scores for each column to get the metric value for the whole matrix.
Supposing v = (01100101000111) T we get metric values m z (v) = 6 and m c (v) = 3. There is no general rule on which metric to choose as it depends on the application. In this paper, we will concentrate in analyzing m c , although in the experiments we will give results also for the m z metric as it gives an interesting insight to the methods' differences. Our goal thus is to sort the rows of A so that m c (A) is minimized. More precisely, if A is an m×n matrix then our goal is to find the m×m permutation matrix P * = arg min P m c (PA).
Spectral ordering
Next we will introduce the spectral ordering method analyzed in this work. For ease of presentation the eigenvectors and singular vectors corresponding to the i th largest (smallest) eigenvalue or singular value will be called the i th largest (smallest) eigenvectors or singular vectors.
In the spectral ordering method first an m×m similarity matrix W is constructed from the data matrix A.
It is a central concept in spectral graph theory, see e.g. [17] . In this paper we will use only the dot product of the matrix rows as their similarity measure and thus W = AA T in the following. From this it follows that the values d i can in this situation be interpreted as the amount of interaction and constraints each row of A has with the other rows.
It can be proven that the Laplacian L is positive semidefinite. This implies that it has an eigenvalue decomposition L = RΛR T and also that all its eigenvalues are non-negative. Furthermore it is easily seen that L1 = 0 and so 1 = (1, 1, . . . , 1)
T is an eigenvector of the Laplacian corresponding to its smallest eigenvalue 0. The second smallest eigenvector of L is called the Fiedler vector, see [7] .
The spectral ordering method calculates a permutation matrix P that sorts the Fiedler vector of the similarity matrix' Laplacian L to a monotonous order. These orderings are called the spectral orders of the data. Matrix PA, which is simply the data A with its rows permuted by P, is called the spectrally ordered version of A. Notice that the Fiedler vector of PA is then by definition in monotonous order.
Spectral clustering and ordering results are generally concluded to improve when using some normalization scheme, see e.g. [5, 21] . Mainly two different normalizations are in use. First one is a symmetric normalization Sym that is related to e.g. graph commute times, see [14] . NCut is a more popular scheme introduced in [19] that has strong connections to random walks. In contrast, the unnormalized method described above is sometimes referred to as RatioCut, see [12] . In both normalizations the Laplacian matrix is normalized after which the algorithm continues as usual. In symmetric normalization L is replaced with
The eigenvectors of these two normalized Laplacians are quite similar:
where ζ = 1 − λ. The smallest eigenvalue of these two normalized Laplacians is also 0 as can be seen from Equation (2.1). Also the corresponding eigenvector for 
Analysis of the C1P maximization problem
The goal of this section is to first give an analytical representation of the C1P maximization problem. The resulting matrix formula is then manipulated and opportune parts of it are decomposed by their spectrum. As a result of this development we get a representation of the original problem in which the connection between the problem and spectral structures of related matrices becomes apparent. This connection is then further refined with spectral ordering in mind in the next section.
Problem representation
To help in the analysis we introduce an (m − 1) × m matrix S first used in [1] for the problem. Matrix S is defined as a sort of differential operator,
The following lemma formalizes the C1P maximization problem as a calculus formula.
Lemma 3.1. Let A denote matrix A = (a ij ) with an extra zero-filled row added to the top and to the bottom:
A =        0 0 . . . 0 a 11 a 12 . . . a 1n . . . . . . . . . . . . a m1 a m2 . . . a mn 0 0 . . . 0        .
Minimizing the m c metric on a 0-1 matrix A is equivalent to finding the row permutation P that minimizes the Frobenius norm of matrix SP A and keeps the extra zero rows on place. More precisely, the solution to maximizing the C1P property is
(Here P is written to act on both A and A since it has no effect on the two extra rows.)
Proof. The difference matrix SPA (row differences after A's rows are permuted) has entry values -1, 0 or 1. The non-zero elements exist on locations where a series of same values ends and another begins. Each consecutive string of ones creates two non-zero entries to a column of SPA, a 1 where the string begins and a -1 where it ends.
The only exception to this rule are the top and bottom row of A. However replacing A with A fixes this problem if we also force the permutation P to keep these two extra rows in place. After this modification it is easily seen that the number of non-zero entries in SP A is twice the number of consecutive strings of 1s and so equal to m c (PA) + 2n (supposing A has no columns with only zeros). For example, if PA is in C1P form, then SP A has exactly 2n non-zero entries. This number of non-zero entries is clearly equal to SP A Remark 3.1. The modification of A into A has little effect to any of the following analysis and its results. This is especially true for large row counts of A. Therefore, for simplicity we will rather study the problem of solving
in the rest of the paper.
Based on Lemma 3.1 we can now concentrate in analyzing the connection between spectral ordering of A and the Frobenius norm SPA 2 F . As a first step, we will insert the singular value decomposition A = UΣV T to Equation (3.2). Let k = min(m, n) be the number of A's singular values so that, e.g., U is an m × k matrix. We will also denote
and give P a dual meaning as a permutation of the set {1, 2, . . . , m}. By decomposing the Frobenius norm to parts by the columns we get
In the spot marked by * we use the fact that Frobenius norm does not depend on the orthonormal basis used and therefore we may drop V T from the formula.
Computational complexity of the problem
The following lemma shows that finding the permutation P * that minimizes the value in Formula (3.3) is NP-hard in general case. This result is somewhat similar to previously proven results and presented here for completeness and clarity. 
is solvable in polynomial time when k = 1 and NP-hard for k ≥ 2.
Proof. Case k = 1: We may let c 1 = 1, write x i = x i,1 and also visualize the elements x i as separate nodes in a graph. Suppose that permutation π puts the elements of x into ascending order. Now the sum of Formula (3.4) can be seen as calculating the square length of a path in the graph traversing through each element x i in π-order.
If we draw this path as a diagram
we notice that each of the intervals [x π(i) , x π(i+1) ] will be included in at least one part of any path that traverses through all the points x i . If the path traverses the points in π-order the intervals are included in exactly on part of the path. Thus the path length and Formula (3.4) are minimized by sorting the x i in ascending (or any monotonous) order. Case k ≥ 2: First, the problem is easily seen to be equivalent (by logarithmic space reductions) with question "Does a π exist for which Formula (3.4)'s value is at most R ≥ 0?". Secondly, this equivalent decision problem is clearly in NP. The problem can now be seen as a travelling salesman problem in k-dimensional space using distance measure d (x, y) = x − y 2 2 . This distance function is not a metric, but if x and y are binary vectors, the hamming distance of them equals d (x, y). After this remark it is simple to reduce the hamming travelling salesman problem that was proven NP-complete in [6] We may view the C1P maximization problem as a travelling salesman problem not only in the space of principal components, but in binary {0, 1} n space for matrix A. This interpretation helps to give intuition to the problem and several C1P maximization methods are based on it. As we will soon see, spectral ordering solves the same travelling salesman problem using only one dimension as input.
However, the biggest difference between spectral ordering and other C1P maximization methods is that spectral ordering tries to solve the related travelling salesman problem in spectral space instead of the original binary space. Similar to any other case of spectral methods, this can be seen as a data-driven approach, since the original binary space is an arbitrary representation choice from the viewpoint of the data. 
Trace-based analysis
between Frobenius norm and matrix trace. Using the linearity of the trace function we get
where we let α to be any positive real number. In the last form in Equation (3.5), D − αI is a diagonal matrix. Therefore we can calculate that the first term of the form,
depends only on two elements of D placed to the top and bottom by P. Furthermore, this quantity is an exact constant, if we compute Equation (3.5) for A (see Remark 3.1). Based on these notions and Equation (3.5), we decide that to minimize SPA 2 F , it is enough to minimize the second term of the last form in Equation (3.5) and thus to solve (3.6) P * = arg min
In the next step, we need the eigenvalue decomposition L = RΛR T , where R = (r 1 r 2 . . . r k ) and Λ = diag (λ 1 , λ 2 , . . . , λ k ) with eigenvalues λ i sorted ascending. If we set α > max λ i , we can rewrite Equation (3.6) as
where each multiplier α − λ i is positive. The most significant terms of the sum in Formula (3.7) are those corresponding to the smallest eigenvalues λ i of the Laplacian L. One should note however that the high significance of those terms in the sum is largely a heuristic claim, because the influence of the norm factors in the sum cannot be evaluated.
Connection to spectral ordering
Following Lemma 3.2 we must now find a way to approximately minimize Formula (3.3) or Formula (3.7). Standard approximation algorithms for metric travelling salesman problems can't be used, because the distance function d (x, y) = x − y 2 2 in Formula (3.3) does not fulfill the triangle inequality. Regardless, these algorithms can be used as heuristics and this approach was followed in [11] .
Another approach to approximative minimization of the Frobenius norm is to look at only a part of its sum form letting the rest make up an error term. However, Lemma 3.2 shows us that it is not only NP-hard to find the optimal permutation P * of Lemma 3.1 in general, but that it is also NP-hard to gain optimal solutions for approximations of more than one dimension, i.e., using k ≥ 2 terms in the approximation. Therefore, we will use the positive case for k = 1 in Lemma 3.2 to approximate a solution. This means choosing one single eigenvector leaving the rest aside, sorting it to monotonous order and ordering A's rows similarly. Accepting some uncertainty, we now (heuristically) conclude that the largest singular vectors of A or similarly the smallest eigenvectors of L contribute the most to formulas in (3.3) and (3.7). Therefore we will concentrate only in the two most important vectors in each case. Now look at only the two first terms of the sum in Formula (3.7) that have the largest multipliers α − λ i and discard the rest. Interestingly, the first term in Formula (3.7) is actually zero since the smallest eigenvector of the Laplacian L is the constant vector 1 = (1, 1, . . . , 1) and thus SPr 1 = (0, 0, . . . , 0) regardless of the permutation P.
This important observation leaves the second term of the sum in Formula (3.7) as the most influential term,
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leaving us with a feasible problem:
The solution P * to this minimization problem is the permutation that sorts the second smallest eigenvector r 2 of L, which is exactly the solution given by the unnormalized spectral sorting algorithm. Thus, we have proved the following theorem.
Theorem 4.1. The spectral ordering algorithm gives the optimal solution to minimizing the strongest term of Formula (3.7).
By connecting the pieces from Lemma 3.2 and Theorem 4.1 we can call the spectral ordering method to give an optimal feasible solution to the C1P maximization problem in its own class of approach to the problem: 
C1P and normalized spectral ordering
Next we will move on to analyzing the normalized versions of spectral ordering. As one might expect, they relate to maximizing the C1P property for, not the original data matrix, but for modified versions of it. The significant practical problems arising from this difference are discussed later in the section. Anyhow, differing normalizations have a very strong position in many applications of spectral methods. Already this fact makes their analysis in the context of spectral ordering interesting. Furthermore, the analysis can also be used to gain additional insight into the effects of normalization in spectral applications.
For the NCut-normalized modification we need to start by also modifying our objective. This is done by normalizing the data matrix A to D −1 A, a normalization that may not always be desired. We will also let matrix D −1/2 A have the singular value decomposition FΨG T , where 
As described in Section 2, the eigenvector D −1/2 f 1 of the Laplacian L N corresponding to eigenvalue 0 is the constant vector 1 and we can once again discard the first term in Equation (4.8 
The second term of the resulting sum is the value minimized by Sym-normalized spectral sorting. The first term of the sum however doesn't disappear, since
. Therefore the more there is variation in the values of D and thus in the difficulty of finding a good position for each of the rows of A, the bigger is the first term of the sum and the less has Symnormalized spectral sorting effect on the minimization objective.
In both cases of normalization, NCut or Sym, the spectral ordering ends up maximizing the C1P property for a modified version of the data matrix, where each element is normalized by taking the whole data row into account. This may cause several problems. First of all, for binary matrices the difference of two consecutive nonzero elements is always zero. This is not the case for normalized data, which makes the results difficult to forecast or understand. Second, a non-constant strongest eigenvector, as in the case of Sym-normalization, reduces the impact of spectral ordering on the optimization problem as a whole. As the third and most fundamental reason, the normalizations done to the data in cases of normalized spectral methods normalize the data by rows. This happens despite that in the C1P problem different columns are highly independent units that should not be directly compared with each other. On the other hand, this observation raises the question whether normalizing data by columns could be of any use in the problem.
This problem with normalization can also be seen in the experiments in Section 5, where normalized spectral ordering seems to perform worse than unnormalized. Therefore, whereas normalization for spectral methods is highly recommended in applications of clustering, it is not desirable in the applications of C1P maximization.
As the last part of our analysis we examine the modified spectral ordering method used in e.g. [9] . In this scheme dot product similarities of rows are replaced by cosine similarities, i.e., the similarity matrix is given as , λ 2 , . . . , λ k ) with eigenvalues λ i sorted ascending. Now our objective is to solve
where α is chosen bigger than max λ i . The last simplification is done similarly as for Equation (3.5), since T
is a diagonal matrix and so the term corresponding to it in Equation (4.10) can be dropped. The first term of the final norm sum is built on vector
and so affects the end results. Also in this spectral ordering modification using cosine similarities, the permutation that sorts the Fiedler vector u 2 is chosen as the approximated solution. Based on Equation (4.10) one could argue that choosing the permutation that sorts the vector T 1/2 u 2 could be more useful in maximizing the C1P property. This variation however performed consistently worse in the experiments that were conducted than the simple sorting of u 2 .
Experiments
In this section we provide explanations on the performance differences based on the work in Section 3. We also compare the methods to a reference method introduced in [4] that approximates a minimum weight Hamiltonian path by constructing a minimum weight spanning tree. In the core this reference method simply gives an approximate solution to the related travelling salesman problem in the original binary space. We will also give explanations on the performance differences based on the work in Section 3. The purpose of this experimental evaluation is not to compare the methods on their performance, but to compare their differences in the light of the theoretical work done in the paper.
Based on the analysis of Section 4.1, we would expect the standard unnormalized spectral ordering to beat all its three modifications. Another point of comparison is between spectral ordering that uses only one dimension in its calculations and the reference method that approximately solves the full-dimensional problem.
We use three different 0-1 data sets in the experiments. For each of them the data's rows are first randomly permuted and this result is then fed to each of the data ordering methods. Then the values of the m c and m z metrics of non-consecutiveness defined in Section 2 are calculated and presented for the randomly permuted data and for the ordering results. All the results of these experiments can be found in Table 1 . The methods do not have any random behaviour except for minor numeric instability and so their outputs do not depend on the permutation used on their inputs. Therefore the results in Table 1 are averaged over 100 samples for the unordered matrices, but for the actual ordering methods results of one single run are shown.
Results
The first data set, Synth, is a synthetic 120 × 100 pre-C1P matrix. This means that there exists a row permutation for the data that puts it into exact C1P form. The purpose of the data set in the experiments is to see whether the tested methods are capable of finding the correct solution. This would mean reaching the level of zero errors with both of the tested metrics. Note that standard PQ-tree construction is guaranteed to find the correct permutation of zero error in linear time.
In the experiments the unnormalized spectral ordering algorithm finds the optimal solution as it should based on the result of Atkins et al. in [1] . The same remains true when using cosine similarities. This is The distance from full consecutiveness as calculated by the m c and m z metrics. The unordered results are taken as an average from 100 random permutations of data rows. In the first column the unnormalized spectral sorting method is abbreviated SS. The Sym-normalized, NCut-normalized and spectral sorting using cosine similarities are abbreviated Sym-SS, NCut-SS and Cosine-SS respectively. Reference designates the results for the approximate minimum weight Hamiltonian path method.
quite unexpected, because the most significant term of Formula (4.10) is ignored by the method. To step up this surprise, the row sums in Equation (4.11) are quite uniformly distributed between 1 and 25 for the Synth data, which one would expect to make this ignorance even more costly. In contrast, the normalized spectral ordering methods fail in the task of finding the correct permutation although the NCut-normalized method gets very close. Finally also the reference method performs well but is still left substantially afar from the optimal solution, especially for the m z metric.
Our second data set, Paleo, describes the fossils found from a number of European excavation sites, see [8] . The data contains 139 fossil genera found in 124 sites.
With this data set the reference method outperforms the spectral methods by a clear margin when using the m c metric. On the other hand the results for the reference method are far worse than for the other methods when looking at the m z metric. This can also be seen in Figure 1 , where the spectral ordering method aligns the data much more diagonally and consistently than the reference method.
The unnormalized spectral ordering methods gave better results than the normalized versions, although the differences in the results are not easily distinguished unlike with the reference method. Compared to the results from the Synth data, this time the results of Sym-normalized spectral ordering are much better. This happens, because the row sums d i that make up the vector f 1 in Formula (4.9) do not vary as much as with Synth data, thus reducing the significance of the strongest term of Formula (4.9) that is ignored by the method.
The third data set, Power, gives a graph representation of the topology of Western States Power Grid in the United States, see [23] . The size of the data is 4941 × 4941. There are no direct applications for the C1P property with this data set, but the test results can nevertheless be used to infer interesting facts about the power grid. Also with this data set the reference method performs better in m c metric than any of the spectral ordering methods, but with an even bigger margin. This poor performance of the spectral method can be explained by the eigenvalues of the data matrix' Laplacian. The quotient of the second smallest and the smallest non-zero eigenvalue of the unnormalized Laplacian is only 1.43, which means that the largest norm sum term that gets optimized by spectral ordering has only limited effect on the whole situation. As a comparison to this, with the Paleo data set, where the spectral ordering methods perform considerably better relative to the reference method, the corresponding quotient of eigenvalues is 1.85. This observation is consistent with the common phenomenon that bigger eigengaps make spectral methods perform better. In light of this consideration, it is interesting to note how decisively the spectral methods outperform the reference method even though the reference method considers all dimensions equally and should perform thus relatively well when eigengaps are small.
The poor C1P maximization results and the small eigengap explaining can also be seen in the light of the power grid topology. Simplistically, the spectral ordering methods attempt to order the data rows (power grid hubs) in a single line. The evident failure of the methods in this attempt shows that the power grid has plenty of interconnections making it robust against hub failures as it should. A bit closer look to the resulting spectral orders shows that there are Figure 1 : Data set Paleo before ordering and after ordering with unnormalized spectral sorting and with the reference method. The result of spectral ordering is more diagonalized and its m z score is significantly smaller, see also Table 1 . no significant subsets of hubs in the grid that could be ordered in a good C1P order. Such subsets would indicate fragile parts of the grid. Another way to reach similar conclusions would be to note that the existence of several strong eigenvalues implies that the data has at least two significant dimensions and cannot be serialized easily.
Discussion on results
It is easy to notice how the normalized spectral methods, Sym-normalization especially, seem to fall behind in performance. This notion should be compared with the observations of Section 3 about the differences of normalized and unnormalized spectral methods. Both normalized methods suffer from the fact that they try to maximize the C1P property of a modified data matrix. Furthermore the Sym-normalized spectral ordering method suffers from ignoring the most significant term in Formula (4.9). This extra handicap explains the consistent underperformance of this method against the NCut-normalized method, less so for Paleo data than for others as already examined above.
With the m z metric, results from all the data sets were decidedly worse for the reference method than for the spectral methods. Based on this it seems that even though the spectral methods concentrate solely in optimizing the m c metric in one linear component, they manage to succeed very well in approximately minimizing the m z metric. This curious upside-down situation of spectral ordering performance for the two metrics asks for more analysis. It would be especially interesting to see if spectral space travelling salesman solutions in general allow better results in terms of m z and original binary space solutions in terms of m c . This is potential future work on the topic.
The running times of all the methods were under one second for Synth and Paleo data sets. With the Power data set however the spectral ordering methods took 2.5 seconds on average whereas running the reference method took as much as 28 minutes. Therefore even though the reference method won the spectral ordering methods generally in m c results, it has limited applicability to large problems. The reason for this is largely that the reference method uses all dimensions of the data. Standard solution for this would be the use of dimension reduction prior to running the algorithm. This leads us once again to a spectral space solution. Also this observation shows the need for a broad comparison of different algorithms in both spectral space and the original binary space.
Conclusion
We studied the problem of permuting the rows of a data matrix to make it as close as possible to having the consecutive ones property. We analyzed several different variations of the spectral ordering algorithm and discovered the theoretical reasons for the good performance of the algorithms on approximating solutions to the problem. This work builds a solid foundation on the use of the algorithm and also gives tools for the utilizers of the method to evaluate the precision of their experiments and to analyze the reasons for phenomenons found in the data. In the future also other common methods that are heuristically used to solve the optimization problem should receive theoretical attention to justify their use and to give credibility to the obtained results. We showed that the objective of the optimization problem is equivalent to minimizing the Frobenius norm of a certain derived matrix. We proved that the spectral sorting algorithm gives the optimal approximation to minimizing this Frobenius norm based on only the first principal component. Furthermore it was shown that it is NP-hard use more than one principal component for this optimization approach. The earlier result of Atkins from [1] was also seen to be an extreme case of our analysis.
We also analyzed popular normalization schemes for spectral methods and based on the observations recommend against their use in the C1P maximization problem.
Theoretical results proven in this paper or previously were verified with experiments and the effects of theory in practice was studied. The experiments show that even though the spectral methods are not the best choice for simply minimizing the metric m c analyzed in the paper, they are diverse and manage to do well also in the m z metric. Considering the good speed and scalability of the spectral method, it is a workable and balanced method suitable for a varied set of tasks.
The analysis of the alternative m z metric and its relevance on the C1P optimization problem is one important subject for future work. This analysis should also be extended to a more general comparison of spectral space and original binary space solutions with varying algorithms in both cases.
Another interesting problem would be to seek out a pathological example where spectral ordering fails in terms of the m z metric. This could also shed light on the differences of the two metrics' theoretical properties. Furthermore, since building a PQR-tree from data is a highly efficient operation, it would be interesting also to approximate the consecutiveness of each PQR-tree and establish an algorithm for maximizing the C1P property based on PQR-trees.
