Study of different h-indices for groups of authors
We present formulae for these three indices in Lotkaian informetrics from which it also follows that . We give a concrete example of a group of 167 authors on the topic 2 P h h h < < C "optical flow estimation". Besides these three h-indices we also calculate the two-by-two Spearman rank correlation coefficient and prove that these rankings are significantly related.
I. Introduction
The h-index (or Hirsch index) of an author has been introduced in Hirsch (2005) as follows. If we rank the publications of an author in decreasing order of the number of citations that these articles received then this author's h-index h is the largest rank such that all the articles on rank 1,2,…,h have h or more citations.
The h-index, introduced only 2 years ago, has become a real hype in and even outside informetrics: Ball (2005 Ball ( , 2007 , Daniel (2005, 2007a) , Schubert (2005, 2006) (introducing the h-index for journals, yielding a new journal indicator to be preferred above the impact factor -see Miller (2006) ), Egghe and Rousseau (2006) , Glänzel (2006a,b) , Popov (2005) , van Raan (2006) , Bar-Ilan (2006) , Rousseau (2007 ), Burrell (2007a , Glänzel and Persson (2005) , Egghe (2007c) , Saad (2006) , Oppenheim (2007) , Hirsch (2007) , Barendse (2007) , Wan, Hua and Rousseau (2007) , Rao and Rousseau (2007) , Vinkler (2007) , Vanclay (2007) and see also the papers in the special issue on the Hirsch index in Journal of Informetrics 1(3), 2007: Schubert and Glänzel (2007) , Beirlant, Glänzel, Carbonez and Leemans (2007) , Costas and Bordons (2007) and Bornmann and Daniel (2007b) . Banks (2006) introduces the interesting notion of the h-index for topics and compounds -see also Egghe and Rao (2007) h-indices can be calculated on any system of sources and items ( a so-called information production process (IPP)) where the sources are ranked in decreasing order of their number of items. As sources we will always take the group of authors under consideration (as we did also above). For our next h-index of this group we rank these authors in decreasing order of their number of publications. The h-index of this ranked group will be denoted by .
For our third h-index we rank the same group of authors in decreasing order of their total number of citations that where received by the publications of these authors. The h-index of this ranked group will be denoted by .
Apart from the paper Liu and Rousseau (2007) , where the h-index was applied to library circulation data, the present paper -we think -is the first to also apply the h-index to noncitation data.
In the next section we will present models for these three indices based on results in Lotkaian informetrics. We will derive from these models that .
In the third section a concrete example will be given: 167 authors in the field "optical flow estimation". We find in this case: , and . We also calculate the Spearman rank correlation coefficient for each couple of author rankings and show that the ranks correlate significantly. 
where C 0, , : denotes the density of the authors with publication density j -see Egghe (2005) , Chapter II. The requirement
is finite. It is generally true that the Lotka exponent 1 α is larger than 1 in practice.
In Egghe and Rousseau (2006) we showed that in such Lotkaian systems, the h-index is given
So this result follows from Egghe and Rousseau (2006) in a straightforward way.
II.2 Model for h C
Of course, as for , we can here make the same argument, supposing a Lotka law as in (1) but with another value for , say and we then have, by Egghe and Rousseau (2006) :
But we can do better than that: we can present a formula for δ in function of and a "positive reinforcement" parameter , to be explained further on. Indeed, the situation described in this subsection is a typical case of a positive reinforcement of the situation described in the previous subsection -cf. Egghe (2005) ( )
As we did in Section III.2 of Egghe (2005) we propose a power law for the function :
where and since we explained above that is a requirement for all (with 0 we have that from some j on (j large enough) and is not considered since the publication-citation relation is a strictly positive reinforcement!).
We now invoke Corollary III.2.1.1 in Egghe (2005) Readers who are not familiar with this extension can simply take and apply the wellknown result in Egghe and Rousseau (2006) :
with δ as in (7). The reader will agree that (8) and (9) shed more light on than (4) because we have the knowledge of (7). So we have the following theorem:
Theorem 1: In the notation above, we have (take B ):
where is the same as in (3) and where
This has the following corollary: 
II.3 Model for h 2
In Egghe (2007b) we have modelled successive h-indices which we described in the introductory section. This means that, for a group of authors we assume that, per author, the publication-citation relation is ruled by a law of Lotka of the form
where and . This expresses -per author -the density of the papers with a density of k citations received. Since we also assume that the group of authors is homogeneous (e.g.
all authors are from the same field) we can, as a simplification, assume that is the same for all authors.
Let there be j publications:
Hence, from Egghe and Rousseau (2006) we derive that the h-index is given by 
Hence, by (1), taking j as a publication density of an author, the author-relation is ruled by a distribution which is equal, up to a constant, to (combine (1) and (14))
The complete theory is presented in Egghe (2007b) . Applying again Egghe and Rousseau (2006) , assuming as in (1) 
III. Application
We apply these indices to a bibliography of 167 authors on the topic "optical flow It is also interesting to check the three different author rankings: in all three cases the set of authors is the same. Let us denote by the Spearman rank order correlation coefficient of the comparison of the author ranks according to the author h-index and according to the number of publications per author. We have with a corresponding t-value of 21.1406463, hence far beyond the classical critical values. We can say that, with a probability of nearly 1, that there is a positive correlation between the two ranks.
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IV. Conclusions
In this paper we showed that there are, at least, three different ways to calculate an h-index of a group of authors: the successive h-index , based on the h-indices of the authors, the h-index based on the author-publication ranking and the h-index based on the authorcitation ranking. It is hard to constitute author data sets as described above. Yet it would be very interesting to have more data of this kind in order to better understand these three indices and to have the results confirmed on the positive correlation between the different rankings.
The first time -we think -that the h-index has been applied to non-citation data was in Liu and Rousseau (2007) , where the h-index was applied to library circulation data. To the best of our knowledge, this is the second time that the h-index has been applied to non-citation data (such as for ) in a practical case (that the h-index could be defined in a general theoretical IPP setting was already noticed in Egghe and Rousseau (2006) ). It is intriguing to explore these simple applications of the h-index to other IPP types. Examples could include calculating the h-index based on papers vs. downloads (replacing citations) or calculating the h-index of websites based on their (in-) links. One could even think of applying the h-index to econometric topics (e.g. calculating the h-index to social groups (e.g. countries, companies, …) based on their rankings according to wealth or income.
P h
Although it is not clear at the moment which of the h-indices ( , or ) should be preferred, it is clear that , the only h-index not based on citation data, is the easiest to calculate since it only uses author publication data. 
