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Abstract
This paper summarizes some recent advances on
a set of tasks related to the processing of singing
using state-of-the-art deep learning techniques.
We discuss their achievements in terms of ac-
curacy and sound quality, and the current chal-
lenges, such as availability of data and comput-
ing resources. We also discuss the impact that
these advances do and will have on listeners and
singers when they are integrated in commercial
applications.
1. Introduction
Singing voice has traditionally been a challenging instru-
ment to analyze and synthesize given its expressive charac-
ter and the variety of timbre and expressive resources that
characterize styles and singers (Sundberg, 1987). However,
recent data-driven machine learning techniques, specially
deep learning, have substantially boosted the quality and
accuracy of singing processing techniques.
In this paper, we illustrate recent advances in deep learn-
ing techniques for the analysis, processing and synthesis
of singing, comparing them with alternative approaches.
Then we study the challenges that these techniques present
regarding data and computing infrastructures. We finally
discuss on the potential impact that this boost of perfor-
mance in algorithms may have in the way humans appre-
ciate singing and sing themselves in amateur and profes-
sional contexts.
2. Overview
We focus on three well-known and complementary tasks:
singing pitch estimation, singing separation from a mix and
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singing synthesis. Techniques designed for these tasks can
also be combined or used as tools in other tasks, e.g. singer
replacement (separation plus synthesis) or automatic song
translation (synthesis of the same melody and vocal timbre
with different phonemes).
2.1. Singing pitch estimation
Singing pitch estimation may refer to either monophonic,
i.e. one singer, or predominant pitch estimation, i.e.
a singer with musical accompaniment. Deep learning
techniques are gaining popularity in this task, and some
models such as CREPE (Kim et al., 2018) provide com-
parable results compared to traditional DSP techniques
and heuristics, such as YIN (De Cheveigne´ & Kawahara,
2002), pYIN (Mauch & Dixon, 2014) or MELODIA
(Salamon & Go´mez, 2012).
To illustrate this, we evaluate the performance of three
state-of-the-art algorithms for pitch estimation on the iKala
dataset (Chan et al., 2015b). Since this dataset was built for
source separation applications, it contains the vocals sepa-
rated from the accompaniment; therefore, we use the iso-
lated vocals for monophonic and the mix for predominant
pitch estimation. Although not specifically designed for
this type of signals, we also evaluate CREPE for predom-
inant vocals as a data-driven state-of-the-art monophonic
pitch tracking method with pitch accuracies up to 97% ac-
cording to the authors’ evaluation. The results, following
MIREX guidelines for melody extraction evaluation1, dis-
played in Table 1, show that CREPE and pYIN (considered
as a state-of-the-art monophonic pitch estimation method)
obtain similar results. We observe the same trend in pre-
dominant singing pitch estimation, where CREPE shows
similar accuracy than MELODIA.
2.2. Singing separation
The problem of source separation is well studied, and spe-
cific metrics have been defined with regard to the qual-
ity of separation of one signal from a mixture of signals
(Vincent et al., 2006). Singing voice separation, a sub-
branch of audio source separation, refers to the idea of iso-
1
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Table 1. Pitch estimation results with the iKala dataset. Raw pitch
accuracy (RPA) is the proportion of melody frames for which the
estimation is correct (within 1/2 semitone).
ALGORITHM RAW PITCH ACCURACY
CREPE MONOPHONIC 90.5%
PYIN MONOPHONIC 91%
CREPE PREDOMINANT 81.5%
MELODIA PREDOMINANT 81.1%
lating the signal related to the singing voice from a musical
mixture. It is a distinct task from speech source separation
owing to the fact that vowel durations are exaggerated dur-
ing singing, thus leading to a more harmonic structure to
the signal than is the case in speech. This harmonic struc-
ture, in conjunction with the melodic pitch range, often
clashes with the harmonic structure of the background mu-
sic, as all melodic instruments try to play within a limited
set of harmonic pitched. This is not usually the case with
speech signals needing to be separated from background
noise, which might not be correlated to the speech sig-
nal. Over the last two decades, several techniques using
algebraic methods for factorization, such as Non-Negative
Matrix Factorization (NMFs) and Independent Component
Analysis (ICA) have been used to separate the audio mix-
ture signal into constituent factor signals. One particu-
larly clever and relatively simple technique used for singing
voice separation exploits the repetitions commonly seen
in musical background signals, which distinguishes them
from the non-repeating vocal section (Rafii & Pardo, 2013).
However, in the last few years, techniques using deep
neural networks (DNNs), in the form of Recurrent Neu-
ral Networks (RNNs) and Convolutional Neural Networks
(CNNs) have raised the bar in terms of state-of-the-art per-
formance for both separation quality (Nugraha et al., 2016;
Uhlich et al., 2015; Grais et al., 2016) and processing time
(Chandna et al., 2017) and resources required. The Sisec
campaign2, which aims at community based signal separa-
tion evaluation, has a section devoted to musical source sep-
aration. The evaluation is based on source separation met-
rics like Signal to Distortion Ratio (SDR), Source to Inter-
ferences Ratio (SIR), Sources to Artifacts Ratio (SAR) and
Image to Spatial distortion Ratio (ISR). Results over the re-
cent years show a steep increase in performance with tech-
niques based on deep learning. MIREX also has a section
devoted to singing voice separation, which also shows the
same trends in performance, with state-of-the-art method-
ologies all based on deep learning.
2
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2.3. Singing synthesis
The task of singing synthesis consists of mapping a mu-
sical score with lyrics to a sung acoustic signal, gener-
ally by modeling a specific singer’s voice. Following
recent trends in text-to-speech (TTS) research, methods
based on deep learning have also been proposed to tackle
singing synthesis. These approaches include feedforward
networks (Nishimura et al., 2016), and autoregressive con-
volutional networks (Blaauw & Bonada, 2017). In listen-
ing tests, these methods have been shown to be able to
achieve a sound quality on-par or exceeding the previous
state of the art, concatenative methods (Bonada & Serra,
2007; Bonada et al., 2016; Ardaillon, 2017). A notable
limitation of concatenative methods is they require a high
degree of coherence between the to be concatenated seg-
ments in order to achieve high quality results. This
means that rather than natural songs, specially designed
recordings and a significant amount of manual interven-
tion are generally needed. As a result, in concatena-
tive methods, fundamental frequency (F0) and timing gen-
erally come from some external source (Umbert et al.,
2013; Ardaillon et al., 2016). This in contrast to deep
learning approaches, which can jointly model timbre and
F0 from a set of natural songs. Other machine learn-
ing approaches, such as those based on Hidden Markov
Models (HMMs) (Saino et al., 2006; Oura et al., 2010;
Nakamura et al., 2014; Pucher et al., 2016; Li & Wang,
2016), offer similar flexibility in this aspect, but tend to
have other drawbacks. Notably, HMM-based methods tend
to have a series of limitations inherent to the model it-
self, such as modeling each phoneme as a small number
of discrete states with constant statistics, and many oth-
ers. The principal result of these limitations is that the re-
sulting sound quality tends to be below the other methods,
in particular suffering from oversmoothing. Connection-
ist deep learning approaches are very general models and
have nearly none of such assumptions and inherent limita-
tions to how the model is defined. Furthermore, deep learn-
ing approaches tend to allow for much faster experimenta-
tion compared to older HMM-based methods. This is in
part due to being trained by backpropagation rather than
expectation-maximization, but also because of the superior
tooling support offered by modern deep learning frame-
works (automatic differentiation, GPU training, and so on).
3. Challenges
3.1. Data requirements
While data-driven deep learning techniques have pushed
the envelope in terms of performance in singing processing
tasks, this performance is limited by the amount and qual-
ity of data available for training and testing. Existing open
datasets are varied in terms of singers and style, they often
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focus on a single singer and they still do not fully cover the
wide range of traits of the human singing voice.
In addition, there is no agreed-upon methodology to docu-
ment and evaluate datasets in terms of coverage, e.g. with
respect to singer, gender, race, language (phonemes) or
singing style (e.g. pop, flamenco). Another important issue
in the creation and sharing of singing datasets relates to pri-
vacy, as singers can now be recognized both in the dataset
and the resulted synthesis or processing. In addition, each
addressed task has a different set of requirements for the
available data.
In the case of singing voice separation, this necessitates
the presence of a stream devoted to the singing voice and
one for the accompaniment. The Sisec campaign provides
one such dataset, in the form of the MUS 2018 dataset.
(Rafii et al., 2017) This dataset builds on similar datasets
like MSD100 and DSD100, which have 100 profession-
ally mixed songs each, along with separate stems for vo-
cals, bass, drums and other instruments. The MUS 2018
dataset consists of 150 professionally mixed recordings,
with a train set comprising of 100 songs and a test set of
50 songs. The iKala dataset, (Chan et al., 2015a) which
contains 252, 30 second tracks of vocal and backing track
music, was, until recently, one of the most popular public
datasets used for singing voice separation, as the ground
truth vocal track was present without non-linear effects.
The iKala dataset also has hand-annotatedMIDI-note pitch
annotations, which allow it to be used as a baseline for
evaluating predominant pitch extraction algorithms. An-
other such dataset is the ccmixter vocal separation database.
(Liutkus et al., 2015) While these datasets were curated
for the specific purpose of singing voice source separa-
tion, there are some datasets created for other tasks such
as automatic transcription, which have vocal stem tracks
and can be used for singing voice separation. These
include the MedleyDB (Bittner et al., 2014), the RWC
Music Database (Goto et al., 2002), the MIR-1K dataset
(Hsu & Jang, 2010) and the IRMAS dataset(Bosch et al.,
2012).
Singing voice synthesis generally requires a dataset of high
quality acapella recordings of a single singer. The dataset
should also include the corresponding musical score with
lyrics as a minimum, and ideally also include phoneme-
level annotations. At present, very few of such datasets
are available publicly. The NIT-SONG070-F0013 is one
such dataset, recorded by the Nagoya Institute of Technol-
ogy (Nitech). The public version of this dataset contains
31 (out of the original 70) studio quality of recordings of
Japanese nursery rhymes, and includes phoneme and note
level annotations.
3
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Apart from these, there are some datasets constructed for
other singing based MIR tasks. These include the MTG-
QBH (Salamon et al., 2013), Tunebot (Cartwright & Pardo,
2012) and SING! (Smith, 2013) datasets, which are use-
ful for tasks like query by humming and singer identi-
fication as they include recordings of different singers
singing the a finite set of songs, with repetitions. There
are also datasets for analysis of intonation trajectories in
singing like (Dai et al., 2015) and (Umbert et al., 2006).
Other singing related datasets include TONAS for fla-
menco singing (Mora et al., 2010), JAMENDO for singing
voice detection (Ramona et al., 2008) and UltraStar for an-
alyzing emotions and singer traits (Schuller et al., 2012).
3.2. Computing resources
In addition to data, computing resources has also become a
factor in the success and accuracy of methods. Deep learn-
ing algorithms have a high computational cost for training
compared to traditional approaches. Contrary to data, it is
difficult to contrast and measure computational cost, as the
cost and time required for training is not often mentioned
in the literature.
3.3. Explainability, transparency and knowledge
Traditionally, research on singing processing has also con-
tributed to gain knowledge on the acoustic and expres-
sive resources of singing, styles and singers. However,
the black-box character of deep learning techniques makes
them not adequate to gain knowledge. The traditional link
between acoustic research on singing and engineering de-
velopment is then weakened, so that developers are not nec-
essary knowledgeable of the acoustic domain under study.
We hypothesize that efforts into explainable and transpar-
ent algorithms will bring back this link in the future.
3.4. Towards natural singing synthesis
In expressive singing we find a huge variety of expressive
gestures with different voice qualities. However, so far
there is no singing synthesizer able to generate convincing
expressive resources such as growls or rough voices. Re-
cently, the introduction in speech synthesis of waveform
synthesizers based on deep neural networks (e.g. WaveNet,
Tacotron2) have overpassed the sound quality produced by
vocoders, and achieved natural sound quality. These tech-
niques can generate convincing speech with different voice
qualities, including creaky or fry phonations. Thus, we
expect waveform synthesizers applied to singing synthesis
might allow generating much more realistic singing.
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3.5. Impact
Finally, with the increase in quality of these techniques
arise some questions about the impact they may have in
singers and listeners when they are integrated in commer-
cial applications, as discussed, not only for music but in
different domains, in (Go´mez et al., 2018).
For instance, the computational modeling of a given singer
or style is currently very good when based on pitch and tim-
bre. This opens up the possibility of correctly identifying,
model and imitate anyone’s voice. This will affect the us-
age of automatic recognition systems and the possibility to
impersonate any person’s singing.
In addition, the current quality of singing synthesizers
might soon make them indistinguishable from human
singing. This already has an impact on how musicians and
composers interact with those systems. For instance, Hat-
sune Miku, a VOCALOID4 software voicebank, is an ex-
ample of new musical and social paradigms facilitated by
artificial singing synthesizers. Although it offers new cre-
ative opportunities, this kind of systems also raises a debate
on the fundamental human experience of singing and lis-
tening to other people sing, and how this might change in
the future. There is also a more pragmatic debate on how
virtual singers will replace humans in some job tasks, in
line with existing discussion about the impact of artificial
intelligence on the future of work (Ferna´ndez-Macı´as et al.,
2018).
Finally, in view of the exploitation of data-driven deep
learning techniques in commercial music production sce-
narios, some intellectual property (IP) matters need to be
clarified, as IP seems to be shared between data curators,
algorithm developers and singers, who are the original cre-
ators of the raw material needed to model human voices.
4. Conclusions
We have presented some recent advances on singing pro-
cessing using deep learning techniques, and we have dis-
cussed on the main challenges and potential impact in lis-
teners and singers. We foreseen future work devoted to
study this impact and enhance the link between those tech-
niques and the knowledge we have about the human voice.
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