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Abstract
We survey diverse approaches to the notion of information : from Shannon
entropy to Kolmogorov complexity. Two of the main applications of Kol-
mogorov complexity are presented : randomness and classification. The
survey is divided in two parts published in a same volume.
Part II is dedicated to the relation between logic and information sys-
tem, within the scope of Kolmogorov algorithmic information theory. We
present a recent application of Kolmogorov complexity : classification
using compression, an idea with provocative implementation by authors
such as Bennett, Vita´nyi and Cilibrasi. This stresses how Kolmogorov
complexity, besides being a foundation to randomness, is also related to
classification. Another approach to classification is also considered : the
so-called “Google classification”. It uses another original and attractive
idea which is connected to the classification using compression and to
Kolmogorov complexity from a conceptual point of view. We present and
unify these different approaches to classification in terms of Bottom-Up
versus Top-Down operational modes, of which we point the fundamen-
tal principles and the underlying duality. We look at the way these two
dual modes are used in the design of information system, particularly the
relational model for database introduced by Codd in the 70’s. These ope-
rational modes are also reinterpreted in the context of the comprehension
schema of axiomatic set theory ZF. This leads us to develop how Kolmo-
gorov complexity is linked to intensionality, abstraction, classification and
information system.
∗Cet article est une traduction franc¸aise de l’article : Ferbus-Zanda M. Kolmogorov Com-
plexity in perspective. Partie II : Classification, Information Processing and Duality. A paraˆıtre
Synthese, 2008-2010.
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Re´sume´
Nous exposons diffe´rentes approches du concept d’information : depuis la
notion d’entropie de Shannon jusqu’a` la the´orie de la complexite´ de Kol-
mogorov. Nous pre´sentons deux des principales applications de la com-
plexite´ de Kolmogorov : l’ale´atoirite´ et la classification. Cet expose´ est
divise´ en deux parties publie´es dans un meˆme volume.
La partie II est consacre´e a` la relation entre la logique et les syste`mes
d’information, dans le cadre de la the´orie algorithmique de l’information
de Kolmogorov. Nous exposons une application re´cente de la complexite´
de Kolmogorov : la classification par compression, qui met en oeuvre une
imple´mentation audacieuse de la complexite´ de Kolmogorov, par des au-
teurs comme Bennett, Vita´nyi et Cilibrasi. Cela permet, en outre, de
de´gager en quoi la complexite´ de Kolmogorov est lie´e a` la classification,
tout comme elle fonde l’ale´atoirite´. Nous pre´sentons e´galement une autre
approche de la classification, la “Google classification”. Celle-ci utilise une
autre ide´e originale et particulie`rement inte´ressante, et qui est connecte´e
a` la classification par compression et a` la complexite´ de Kolmogorov d’un
point de vue conceptuel. Nous pre´sentons et unifions ces diffe´rentes ap-
proches de la classification en termes de modes ope´ratoires Bottom-Up
versus Top-Down dont nous indiquons les principes fondamentaux et la
dualite´ sous-jacente. Nous e´tudions comment ces modes duals sont utilise´s,
dans l’appre´hension des syste`mes d’information, et tout particulie`rement
dans le mode`le relationnel des bases de donne´es introduit par Codd dans
les anne´es 70. Nous re´interpre´tons en outre ces modes ope´ratoires dans
le contexte du sche´ma de compre´hension de la the´orie axiomatique des
ensembles ZF. Ceci nous ame`ne a` de´velopper en quoi la complexite´ de
Kolmogorov est lie´e a` l’intentionnalite´, a` l’abstraction, a` la classification
et aux syste`mes d’information.
Mots-Clefs : Logique, Informatique, Complexite´ de Kolmogorov, The´orie
Algorithmique de l’Information, Compression, Classification, Syste`mes
d’Information, Bases de Donne´es, Approche Bottom-Up versus Top-Down,
Intentionnalite´, Abstraction.
2
Table des matie`res
1 The´orie algorithmique de l’information et classification 4
1.1 De´finition et repre´sentation de la famille d’objets a` classifier . . . . . . . . . . . 4
1.2 Comparaison du contenu commun en information . . . . . . . . . . . . . . . . . 5
1.3 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Normalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Classification par compression 8
2.1 La distance d’information normalise´e (NID) . . . . . . . . . . . . . . . . . . . . 8
2.2 La distance de compression normalise´e (NCD) . . . . . . . . . . . . . . . . . . 10
3 La Google classification 11
3.1 La distance Google normalise´e (NGD) . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Discussion sur la me´thode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4 Classification, approches Bottom-Up versus Top-Down et dualite´ 15
4.1 Modes Bottom-Up versus Top-Down . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 Syste`mes d’information et bases de donne´es : une approche formelle . . . . . . 22
4.3 Bases de donne´es et dualite´ bottom-up versus top-down . . . . . . . . . . . . . 29
4.4 Classification et dualite´ bottom-up versus top-down . . . . . . . . . . . . . . . 31
5 Interpre´tation ensembliste de la dualite´ Bottom-Up versus Top-Down 32
5.1 Le sche´ma de compre´hension ensembliste . . . . . . . . . . . . . . . . . . . . . 32
5.2 Le sche´ma de compre´hension probabiliste . . . . . . . . . . . . . . . . . . . . . 34
6 Information, intentionnalite´, abstraction et complexite´ de Kolmogorov 35
6.1 Classification, bases de donne´es, intentionnalite´, abstraction, se´mantique et
the´orie algorithmique de l’information . . . . . . . . . . . . . . . . . . . . . . . 35
6.2 Complexite´ de Kolmogorov et the´ories de l’information, se´miotique . . . . . . . 38
6.3 The´orie algorithmique de l’information, repre´sentation et abstraction . . . . . . 42
7 Conclusion 42
3
Note. Toutes les notations et de´finitions relatives a` la complexite´ de Kolmogo-
rov sont introduites dans la partie I 1.
1 The´orie algorithmique de l’information et clas-
sification
Des re´sultats e´tonnants ont e´te´ obtenus dans l’application de la the´orie de la
complexite´ de Andrei Nikolaevich Kolmogorov aux proble`mes de classification
d’objets, aussi divers que des textes d’e´crivains, des pie`ces de musique, des copies
d’e´tudiants a` un examen (mal surveille´) et a` un autre niveau : a` la classification
des langues naturelles, et a` celle des espe`ces naturelles (phyloge´nie).
Les auteurs, principalement Charles Bennett, Paul Vita´nyi, Rudi Cilibrasi 2 ont
e´labore´ des me´thodes de plus en plus raffine´es qui suivent les diffe´rentes e´tapes
que nous de´taillons ci-dessous.
1.1 De´finition et repre´sentation de la famille d’objets a`
classifier
Il s’agit dans un premier temps de de´finir une famille d’objets spe´cifiques pour
lesquels on de´sire obtenir une classification.
Par exemple, un ensemble de textes d’e´crivains russes pour lesquels on souhaite
trouver un regroupement par auteurs. Dans ce cas simple, les textes conside´re´s
sont tous e´crits dans leur langue d’origine : le russe.
Autre exemple : le domaine musical. Dans ce cas, il est ne´cessaire de pouvoir
se re´fe´rer a` une traduction commune, i.e. a` une normalisation des pie`ces de
musique (repre´sentant, ou si l’on veut, interpre´tant des partitions musicales)
que l’on de´sire regrouper par compositeur. Cette repre´sentation commune (qui
doit de sucroˆıt eˆtre traitable par un programme informatique) est ne´cessaire
pour pouvoir comparer ces diffe´rents morceaux de musique. Citons Delahaye
[14] :
≪ Partant de morceaux de musique code´s dans le format MIDI (Mu-
sical Instrumental Digital Interface), les chercheurs ont constitue´
des fichiers normalise´s de 36 morceaux de musique. La normalisa-
tion consiste pour chaque morceau a` produire une version piano, qui
elle-meˆme de´termine un fichier de donne´es (une suite de nombres
1. Ferbus-Zanda M. & Grigorieff S. Kolmogorov Complexity in perspective. Part I : Infor-
mation Theory and Randomness. To appear in Synthese, 2010.
On peut e´galement consulter [22], [19], [13] et [31] ainsi que les travaux fondateurs de Andrei
Nikolaevich Kolmogorov [28], Gegory Chaitin [3, 5] et Ray Solomonoff [33, 34].
2. Les expose´s de Jean-Paul Delahaye [14, 15] (dont nous avons tire´ grand profit) four-
nissent une premie`re approche tre`s e´clairante sur ces travaux.
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code´s sur 8 chiffres binaires 3 ). Sans cette normalisation, qui est
une pure extraction d’information, rien ne fonctionnerait [. . . ] ≫
Autre exemple d’un niveau diffe´rent : les 52 langues indo-europe´ennes princi-
pales. Dans ce cas, on doit choisir un objet canonique (ici un texte), et ses
repre´sentations (ici des traductions) dans chacun des diffe´rents corpus conside´re´s,
comme par exemple la De´claration Universelle des Droits de l’Homme et ses tra-
ductions dans les diffe´rentes langues prises en conside´ration. Ce dernier exemple
a d’ailleurs servi de test a` la me´thode de Vita´nyi. En ce qui concerne la classifica-
tion des espe`ces naturelles (autre exemple de´veloppe´ par Vita´nyi), les e´le´ments
canoniques seront des se´quences d’ADN.
Il s’agit donc de se´lectionner, de´finir et normaliser une famille d’objets ou corpus
que l’on de´sire classifier.
Le proble`me de la normalisation d’une famille d’objets est complexe et cela peut
aussi eˆtre le cas de la de´finition d’une telle famille. Grosso modo, on peut diviser
en diffe´rentes classes les types d’objets auxquels on a affaire :
• La famille d’objets a` classifier est bien de´finie et la normalisation de ces
objets (de leur repre´sentation) peut se faire sans perte d’information. C’est
le cas par exemple, des textes litte´raires.
• La famille d’objets a` classifier peut eˆtre finie, mais non connue voire de
taille non borne´e a` l’avance comme c’est le cas avec les informations du
World Wide Web (Web ) (cf. la classification avec Google, section 3).
• Il y a des situations ou` une telle normalisation peut eˆtre difficile a` trouver
voire impossible, comme cela peut eˆtre le cas pour la peinture (les tableaux
de peintres), pour le dessin, la photographie, le cine´ma d’auteur, etc.
1.2 Comparaison du contenu commun en information
In fine, on se retrouve avec une famille de mots de´finis sur un meˆme alphabet
repre´sentant les objets dont on de´sire comparer voire mesurer le contenu com-
mun en information 4 (noter que l’on peut se ramener a` un alphabet binaire).
Cette comparaison est re´alise´e en de´finissant une distance entre les paires de
tels mots (binaires) avec l’intuition suivante :
Plus deux mots ont de contenu commun en information, plus ils sont
proches, plus leur distance est petite et inversement, plus les deux
mots ont un contenu commun en information pauvre, plus ils sont
inde´pendants, non corre´le´s, plus leur distance est grande.
Deux mots identiques ont une distance nulle et deux mots totale-
ment inde´pendants (par exemple des mots repre´sentant 100 lancer
3. En fait sur un byte (ou encore un octet ) qui est par de´finition une suite de 8 chiffres.
On peut aussi voir un byte comme un nombre compris entre 0 et 255.
4. Le contenu en information d’un objet est de´taille´ dans la partie I. Pour Kolmogorov,
c’est par de´finition, la comlexite´ algorithmique de l’objet.
5
de pie`ce) ont une distance proche de 1 (pour une distance normalise´e
borne´e par 1).
Noter que les auteurs, dans leur approche de la classification d’information,
suivent en cela une de´marche analogue a` celle de Claude Shannon et de Kol-
mogorov, qui a e´te´ initialement de de´finir une mesure quantitative du degre´
d’ale´atoirite´ d’un mot, i.e. de son contenu en information. Exactement de la
meˆme fac¸on que l’on a une mesure nume´rique pour les surfaces ou les volumes.
1.3 Classification
Il s’agit d’associer une classification aux objets ou corpus de´finis dans la sec-
tion 1.1 sur la base des mesures nume´riques issues des distances de´finies dans la
section 1.2. Cette e´tape est la moins formellement de´finie a` l’heure actuelle. Les
auteurs donnent des repre´sentations sous-jacentes aux classifications obtenues
sous forme de tableaux, d’arbres, de graphes, etc.
Il s’agit donc plus d’une visualisation, autrement dit, d’une repre´sentation gra-
phique de la classification obtenue que d’une classification formelle. Les au-
teurs ne disposent pas d’un puissant cadre de travail mathe´matique comme
c’est le cas avec le mode`le relationnel des bases de donne´es e´labore´ par Ed-
gar F. Codd dans les anne´es 70 [10, 11] et de son extension (re´cente) au mode`le
objet avec les arbres. L’approche de Codd est actuellement une des seules ap-
proches mathe´matiques formelles (sinon la seule) de la notion de structura-
tion de l’information. On peut ainsi dire que la structuration d’une classe d’in-
formations ou (de repre´sentations) d’objets (du monde re´el comme l’appellent
les informaticiens) est une base de donne´es relationnelle qui est en elle meˆme
un objet mathe´matique formel parfaitement de´fini. On peut de plus interroger
cette base de donne´es et en extraire de “nouvelles” informations au moyen de
requeˆtes, qui peuvent eˆtre e´crites dans un langage formel (l’alge`bre relationnelle
de Codd ). Noter d’ailleurs que cette approche the´orique extreˆmement originale
est imple´mente´e en machine depuis les anne´es 80 et utilise´e partout ou` il est
question de bases de donne´es.
La question qui se pose est par conse´quent de savoir au juste comment on peut
interpre´ter de fac¸on plus formelle les tableaux et arbres obtenus dans la classifi-
cation par compression et plus particulie`rement comment extraire formellement
des informations de cette classification.
La classification par compression ainsi obtenue, classification rudimentaire mais
ne´anmoins pre´cieuse, est donc non formelle et en ce sens analogue par exemple,
a` la classification des mots dans un dictionnaire des synonymes. On se re-
trouve face a` un proble`me complexe sur lequel nous revenons dans la section 4.
Ne´anmoins, Vita´nyi & coll. ont obtenu par cette me´thode une classification des
52 langues indo-europe´ennes, sous forme d’arbre, qui est celle mise en e´vidence
par les linguistes, ce qui est un succe`s remarquable. Ils ont aussi obtenu des
arbres phyloge´ne´tiques de classification des espe`ces naturelles conformes a` ceux
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obtenus par les pale´ontologues. Ces arbres, repre´sentant les liens de parente´ des
espe`ces naturelles, sont e´tablis au moyen de comparaison de se´quences d’ADN.
1.4 Normalisation
Reste un proble`me important concernant l’utilisation d’une distance comme
de´finie section 1.3. Pour obtenir une classification, il faut prendre en compte la
quantite´ d’information contenue dans les objets conside´re´s.
Citons Cilibrasi [7] :
≪ De grand objets (dans le sens, mots d’une grande longueur) qui se
diffe´rencient par une partie minime sont intuitivement plus proches
que de petits objets qui se diffe´rencient de cette meˆme partie minime.
Par exemple deux ge´noˆmes entiers de l’ADN mitochondrial compor-
tant 18000 bases qui diffe`rent de 9000 bases sont tre`s diffe´rents alors
que les deux ge´noˆmes entiers du noyau comportant 3×109 bases qui
diffe`rent seulement de 9000 bases sont tre`s proches ≫
Comme on le verra, ce proble`me est relativement facile a` re´soudre, par une
normalisation des distances obtenues. Noter qu’il s’agit la` d’une autre forme de
normalisation que celle de´crite dans la section 1.1.
1.5 Compression
Finalement, remarquons que toutes ces me´thodes reposent sur la complexite´ de
Kolmogorov qui est, comme on le sait, une fonction non calculable (voir par
exemple [22]).
L’ide´e remarquable introduite par Vita´nyi est la suivante :
• Conside´rer la complexite´ de Kolmogorov d’un objet comme une forme
ide´ale, ultime, optimale de la compression de la repre´sentation de l’objet
en question.
• Calculer des approximations de cette compression ide´ale au moyen d’algo-
rithmes de compression effectifs et imple´mente´s en machine comme gzip,
bzip2, PPM, ...
Notons que la qualite´ et l’efficacite´ de tels compresseurs est largement duˆe
a` l’utilisation des outils statistiques. Par exemple PPM (Prediction by Partial
Matching ), est un puissant me´lange de mode`les statistiques 5 combine´s aux
arbres, aux arbres suffixes et aux tableaux suffixes.
L’efficacite´ remarquable de ces outils est due a` des de´cennies de recherche en
compression de donne´es. Dans une e´volution future, ces re´sultats ne pourront
qu’aller en s’ame´liorant, et par conse´quent, meilleures seront les approximations
de la complexite´ de Kolmogorov. En remplac¸ant la complexite´ de Kolmogorov
“pure” mais non calculable par un banal algorithme de compression comme
gzip, Vita´nyi a franchit une e´tape audacieuse.
5. Nous reviendrons (section 4) sur le traitement de l’information par les statistiques.
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2 Classification par compression
2.1 La distance d’information normalise´e (NID)
Nous allons maintenant de´finir plus formellement ces notions. L’ide´e de base est
de mesurer le contenu en information commun a` deux mots binaires repre´sentant
des objets d’une famille pour laquelle on de´sire une classification.
Une premie`re tentative de cette nature remonte aux anne´es 90 [2] : Bennett et
coll. de´finissent une notion de distance informationnelle entre deux mots x, y
comme e´tant la taille du plus court programme qui transforme le mot x en y
et le mot y en x. Ces conside´rations reposent sur la notion de calcul re´versible.
Une de´finition formelle possible pour une telle distance est :
ID’ (x, y) = le plus petit |p| tel que U(p, x) = y et U(p, y) = x
ou` U : {0, 1}∗×{0, 1}∗ → {0, 1}∗ est optimal pour la complexite´ conditionnelle
K( | ) (cf. Partie I).
Nous allons principalement travailler avec la de´finition alternative suivante :
ID (x, y) = max{K(x|y),K(y|x)}
L’intuition sous-jacente a` ces de´finitions est que le plus court programme qui
calcule x a` partir de y et y a` partir de x prend en conside´ration les similarite´s
entre x et y.
Remarquons que les deux de´finitions ne coincident pas (meˆme a` un terme loga-
rithmique pre`s) mais conduisent toutes deux a` des de´veloppements similaires et
a` des applications efficaces.
Note. Dans la formule ci-dessus,K de´note la complexite´ de Kolmogorov usuelle
ou encore sa variante pre´fixe-free (note´e H ci-dessous). En fait, cela importe
peu pour une raison simple : toutes les proprie´te´s relatives a` cette distance se-
ront vraies a` un terme O(log(|x|), log(|y|)) pre`s et la diffe´rence entre K(z|t) et
H(z|t) est borne´e par 2 log(|z|). Pour des raisons historiques et conceptuelles,
nous pre´fe´rerons nous re´fe´rer a` la complexite´ de Kolmogorov usuelle.
On a alors que ID et ID’ satisfont les axiomes d’une distance a` un terme
logarithmique pre`s.
Les axiomes stricts d’une distance d sont :


d(x, x) = 0 (identite´)
d(x, y) = d(y, x) (syme´trie)
d(x, z) ≤ d(x, y) + d(y, z) (ine´galite´ triangulaire)
The´ore`me
Les axiomes de distance satisfaits par ID et ID’, a` un terme logarithmique
pre`s, sont :
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

d(x, x) = O(1) (1)
d(x, y) = d(y, x) (2)
d(x, z) ≤ d(x, y) + d(y, z) +O(log(d(x, y) + d(y, z))) (3)
De´monstration. Nous traitons seulement le cas de ID. Soit f : {0, 1}∗ ×
{0, 1}∗ → {0, 1}∗ telle que f(p, x) = x pour tout p, x. Le the´ore`me d’inva-
riance nous assure queK(x|x) ≤ Kf (x|x)+O(1). Conside´rons maintenant
p comme e´tant le mot vide, alors on a Kf (x|x) = 0. D’ou` ID(x, x) = O(1).
L’e´galite´ ID(x, y) = ID(y, x) est e´vidente.
Soit maintenant p, p′, q, q′ les plus petits programmes tels que U(p, y) = x,
U(p′, x) = y, U(q, z) = y, U(q′, y) = z. Alors on a : K(x|y) = |p|,
K(y|x) = |p′|, K(y|z) = |q|, K(z|y) = |q′|. Conside´rons la fonction in-
jective calculable 〈 〉 : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ (cf. Proposition 1.6
dans la Partie I) qui est telle que |〈r, s〉| = |r| + |s| + O(log |r|). Soit
ϕ : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ telle que l’on a ϕ(〈r, s〉, x) = U(s, U(r, x)).
Alors
ϕ(〈q, p〉, z) = U(p, U(q, z)) = U(p, y) = x
ϕ(〈p′, q′〉, x) = U(q′, U(p′, x)) = U(q′, y) = z
et ainsi, en appliquant le the´ore`me d’invariance, on obtient :
K(x|z) ≤ Kϕ(x|z) +O(1) ≤ |〈q, p〉|+O(1)
= |q|+ |p|+O(log(|q|)) = K(y|z) +K(x|y) +O(log(K(y|z)))
et, de la meˆme fac¸on, K(z|x) ≤ K(y|x) + K(z|y) + O(log(K(z|y))). Et
donc on a :
max(K(x|z),K(z|x)) ≤ max(K(y|z) +K(x|y) +O(log(K(y|z))),
K(y|x) +K(z|y) +O(log(K(z|y))))
≤ max(K(x|y) +K(y|x)) + max(K(y|z) +K(z|y))
+O(log(max(K(y|z),K(z|y))))
Ce qui veut dire que l’on a ID(x, z) ≤ ID(x, y)+ID(y, z)+O(log(ID(y, z))),
qui est un re´sultat le´ge`rement plus fort que (3).
De telles approximations des axiomes des distances sont suffisantes pour le
de´veloppement de la the´orie.
Afin d’e´viter les effets de distorsion d’e´chelle, comme il a e´te´ dit dans la sec-
tion 1.4, cette distance ID est normalise´e en NID (distance d’information nor-
malise´e ) de la fac¸on suivante :
NID (x, y) =
ID (x, y)
max(K(x),K(y))
Reste le proble`me que cette distance est non calculable puisque K ne l’est pas.
D’ou` l’approximation sugge´re´e par Vita´nyi :
Conside´rer NID comme une distance ide´ale qui peut eˆtre approxime´e
en remplac¸ant la fonction de Kolmogorov K par un algorithme de
compression.
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2.2 La distance de compression normalise´e (NCD)
L’approximation de K(x) par Γ(x) ou` Γ est un compresseur 6 ne suffit pas.
On doit aussi pouvoir approximer la complexite´ conditionnelle de Kolmogorov
K(x|y). Vita´nyi choisit l’approximation suivante :
Γ(y|x) = Γ(xy)− Γ(x)
Les auteurs expliquent ainsi leur intuition :
Pour compresser le mot xy (x concate´ne´ a` y),
• Le compresseur commence par compresser le mot x.
• Puis il compresse le mot y en omettant toute l’information de y qui est
de´ja` dans x.
Ainsi, la sortie du programme n’est pas une compression de y mais une com-
pression de y avec toutes les informations relatives a` x qui ont e´te´ supprime´es,
i.e. le re´sultat est une compression conditionnelle de x sachant y.
Notons que l’hypothe`se selon laquelle, dans une compression du mot xy, le com-
presseur commence par compresser x, n’est pas e´vidente a` priori et on peut se
poser la question de savoir comment le compresseur re´cupe`re x dans xy. On
peut conside´rer comme re´solu le cas ou` x et y sont des mots ale´atoires (i.e.
incompressibles) ou encore le cas trivial ou` x = y. Mais qu’en est-il en dehors
de ces cas extreˆmes ? Le fait est que cela fonctionne bien. Est-ce duˆ au miracle
de la mode´lisation? ou y a-t-il quelque chose de plus profond ?
Avec cette approximation, plus le fait que Γ(xy) = Γ(yx) (proprie´te´ qui n’est
pas toujours e´vidente : cela va de´pendre du compresseur utilise´), on obtient
l’approximation suivante de NID, appele´e distance de compression normalise´e ,
et note´e NCD :
NCD (x, y) =
max (Γ(x|y) , Γ(y|x))
max (Γ(x) , Γ(y))
=
max (Γ(yx)− Γ(y) , Γ(xy)− Γ(x))
max (Γ(x) , Γ(y))
=
Γ(xy)−min (Γ(x) , Γ(y))
max (Γ(x) , Γ(y))
Noter que le regroupement d’objets re´alise´ conforme´ment a` la distance norma-
lise´e de compression NCD, et plus ge´ne´ralement la classification par compres-
sion, est une boite noire 7 comme le remarque Delahaye [15] : les mots sont
6. Cf. Partie I pour une de´finition formelle des compresseurs.
7. La notion de boite noire est un concept scientifique introduit en 1948, par Norbert
Wiener dans : Wiener N. Cybernetics or Control and Communication in the Animal and
the Machine. The Technology Press, 1948 & 2nd Ed. The MIT Press, 1965. Ce concept est
un des principes fondamentaux qui sous-tendent la cyberne´tique et provient notamment des
re´flexions pluridisciplinaires des confe´rences Macy qui ont eu lieu a` New-York entre 1942 et
1953 et dont est principalement issue la cyberne´tique et la the´orie de l’information.
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regroupe´s ensemble selon des spe´cificite´s qui nous e´chappent sauf si on en avait
de´ja` une ide´e au pre´alable. En outre, on ne peut gue`re espe´rer que l’analyse
des calculs effectue´s par le compresseur nous e´clairent sur les regroupements
obtenus.
Par exemple, qu’est-ce qui caracte´rise un texte de Tolsto¨ı ? Qu’est-ce qui diffe´rencie
les styles de Tolsto¨ı et Dostoievski ? Reste que cela marche, des textes russes
sont regroupe´s par auteurs par un compresseur qui ignore tout de la litte´rature
russe. . .
Quand on a affaire a` une classification obtenue par compression, on aimerait
avoir une ide´e sur la classification obtenue. Mais ceci est de la se´mantique : le
compresseur est purement syntaxique et ne “comprenant” rien a` ce qu’il fait, on
ne peut espe´rer qu’il nous “aide” dans la compre´hension (l’interpre´tation) de la
classification obtenue (cf. section 4).
Cette situation est tre`s proche de celle d’une machine, dans laquelle on a imple´mente´
un syte`me formel de de´duction, et qui est capable de de´montrer au hasard des
the´ore`mes tout a` fait complexes. Mais ces the´ore`mes sont prouve´s “hors contex-
te”, sans aucune se´mantique. Et dans ce cas, comment les comprendre et les
interpre´ter ? On ne peut e´videmment pas espe´rer des indications de la part de
la machine. Du moins dans le contexte actuel.
3 La Google classification
Bien qu’elle n’utilise pas stricto sensu la complexite´ de Kolmogorov, nous allons
pre´senter une autre approche tre`s re´cente de la classification duˆe a` Vita´nyi et
Cilibrasi [9], qui fournit un outil qui promet d’eˆtre remarquablement performant.
3.1 La distance Google normalise´e (NGD)
Il s’agit d’une me´thode de classification tre`s originale base´e sur l’immense
masse de donne´es que constitue le Web, et qui sont accessibles graˆce a` des
moteurs de recherche comme Google, qui permettent de faire des requeˆtes ba-
siques constitue´es d’un simple mot-clef ou de conjonctions de mots-clefs. Noter
que le Web n’est pas une base de donne´es, au sens formel du terme, c’est une
sorte de banque de donne´es, ou si l’on veut un (gigantesque) syste`me d’informa-
tion informel, car les donne´es sur le Web ne sont pas structure´es comme c’est
le cas des objets dans les bases de donne´es relationnelles. Avec le Web, on a
affaire a` une forme rudimentaire de structuration, base´e sue la notion de graphe
et d’interface graphique, mais ne´anmoins nantie d’un langage de programmation
objet, en l’occurence, Java. Ce qui est remarquable c’est l’existence d’une norme
pour un tel langage de programmation, et qui soit de succroˆıt Turing-complet
(cf. section 4.2) – et ceci peut d’ailleurs expliquer le succe`s (et la mode) de Java
et de l’approche objet qui sont pour l’essentiel duˆs au succe`s du Web.
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Pour donner une ide´e de cette me´thode, citons Alberto Evangelista et Bjorn
Kjos-Hanssen [20] :
≪ Quand le moteur de recherche Google est utilise´ pour rechercher
un mot x, Google indique le nombre de succe`s qu’il a trouve´s pour ce
mot. Le quotient de ce nombre par le nombre total de pages indexe´es
par Google repre´sente la probabilite´ d’apparition du mot x sur une
page Web donne´e [...]. Si un mot y a une probabilite´ conditionnelle
plus e´leve´e d’apparaˆıtre, en conside´rant qu’un mot x apparaˆıt sur
la page Web, plutoˆt que d’apparaˆıtre tout seul, alors on peut en
conclure que les mots x et y sont corre´le´s. ≫
Prenons un exemple cite´ par Cilibrasi et Vitany [8], que nous comple´tons et met-
tons a` jour 8. Une recherche sous Google avec les mots-clefs respectifs : ”cheval”,
”cavalier” et ”mole´cule” retourne respectivement 156 millions, 62, 2 millions et
45, 6 millions de succe`s. Une recherche sur la paire de mots ”cheval” et ”cava-
lier” d’une part et ”cheval” et ”mole´cule” d’autre part retourne 2, 66 millions
et 1, 52 millions de succe`s. Ceci permet de mettre en e´vidence une relation plus
importante entre les mots ”cheval” et ”cavalier” qu’entre les mots ”cheval” et
”mole´cule”.
Un autre exemple avec des tableaux ce´le`bres de peintres : ”le De´jeuner sur
l’Herbe”, ”le Moulin de la Galette” et ”la Joconde”. Appelons les respective-
ment a, b et c. Une recherche par Google pour respectivement a, b et c donne
446 000, 278 000 and 1 310 000 succe`s. Alors qu’une recherche respective sur les
conjonctions a+ b, a+ c et b+ c retourne 13 700, 888 et 603 succe`s. Clairement,
les deux tableaux de Jean Renoir sont plus souvent cite´s ensemble que chacun
d’entre eux avec un tableau de Le´onard de Vinci.
De cette fac¸on, la me´thode regroupe les tableaux de peintres par artiste, en uti-
lisant ce qui est e´crit sur le Web. Voir que ce processus n’associe pas les peintres
aux tableaux (on doit les rajouter “a` la main”).
Formellement, Cilibrasi et Vitany [8, 9] de´finissent une distance Google norma-
lise´e par :
NGD (x, y) =
max(log Λ(x), log Λ(y))− log Λ(x, y)
logΥ−min(log Λ(x), log Λ(y))
ou` Λ(z1, ...zn) est le nombre total de succe`s pour la requeˆte conjonctive z1∧...∧zn
pour n ≥ 1 (qui s’e´crit sous la forme : z1 ... zn sous Google). Si n = 1, on a tout
simplement que Λ(z) est le nombre total de succe`s pour la requeˆte z. Υ est le
nombre total de pages Web indexe´es par Google.
3.2 Discussion sur la me´thode
Citons quelques points relatifs a` l’utilisation d’une telle me´thode de classifica-
tion (la liste n’est pas exhaustive) :
8. Avec la re´serve signale´e dans le point 4 de la section 3.2.
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1) Le nombre d’objets conside´re´s en vue d’obtenir une classification et celle des
repre´sentants canoniques des diffe´rents corpus a` classifier n’est pas choisi, ni
meˆme bornable a` l’avance et se trouve eˆtre en continuelle e´volution. Cet aspect
dynamique et non controˆle´ de la de´finition d’une famille est une expe´rience to-
talement nouvelle, du moins dans une approche formelle de la classification.
2) Des domaines qui e´chappent a` priori a` la classification par compression comme
le domaine pictural (normalisation de tableaux divers de peintres a` priori im-
possible ou tout au moins pas e´vidente a` l’heure actuelle, ou encore (et pour les
meˆmes raisons) la sculpture, l’architecture, la photographie, le cine´ma d’auteur,
etc. deviennent facilement appre´hendables. Car dans cette approche, ce ne sont
pas les oeuvres en elles-meˆmes qui sont conside´re´es mais un discours (celui figu-
rant sur le Web) sur ces oeuvres. Ce discours rele`ve donc d’un “vrai” langage,
au sens d’un langage naturel ou d’un langage formel. Noter que la notion de
“langage pictural” est juste une me´taphore, du moins si l’on conside`re que la
communication infraverbale n’est pas un langage au sens usuel.
Le discours conside´re´ par Google est celui des mots-clefs et des relations entre
eux, mots-clefs provenant des requeˆtes propose´es pour la NGD et figurant dans
les textes des utilisateurs du Web.
On notera que certains travaux pourraient servir de base a` une approche algo-
rithmique (voire a` une normalisation) des oeuvres d’art picturales, du cine´ma
d’auteur, etc. Nous pensons, en particulier, aux travaux de la psychanalyste Mu-
rielle Gagnebin qui a e´labore´ une the´orie de l’esthe´tique et de l’acte cre´ateur,
fonde´e sur la psychanalyse et la philosophie. Ce mode`le me´tapsychologique per-
met de de´gager, a` partir d’oeuvres d’art – et uniquement des oeuvres et non pas
en conside´rant des discours sur lesdites oeuvres, ni des conside´rations sur les
artistes – les me´canismes psychiques fondamentaux implique´s dans ces oeuvres.
On peut imaginer qu’un tel mode`le puisse eˆtre imple´mente´ en un syste`me ex-
pert.
3) Il y a cependant une limitation tre`s importante a` cette me´thode, a` savoir
celle sous-jacente a` ce qu’il est convenu d’appeler : l’hypothe`se du monde clos.
Ce qui peut se traduire ici par : le monde selon Google 9, l’information selon
Google, etc.
Si Google trouve et retourne une information, comment peut-on ve´rifier sa per-
tinence ? Autrement dit, qu’est-ce que cela veut dire ? Comment de´finir (de
fac¸on ge´ne´rale) une notion de pertinence pour les informations trouve´es par
Google ? Seule certitude, celle de l’incertitude ! Noter par ailleurs que lorsqu’on
est confronte´ a` des e´checs successifs sous Google avec plusieurs se´ries de mots-
clefs, on abandonne plus ou moins sa requeˆte initiale et on la modifie (on change
sa se´mantique) jusqu’a` ce que Google donne des re´ponses “pertinentes”. Cette
sorte d’e´chec est celui de la ne´gation dans le langage de programmation Prolog
(appele´e la ne´gation par e´chec), qui est plus faible que la ne´gation classique de
la logique et qui est connexe a` l’hypothe`se du monde clos des bases de donne´es.
9. Irving J. Le monde selon Garp. Le Seuil, 1978.
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Il est raisonnable d’abandonner de telles requeˆtes infructueuses et par conse´quent
de conside´rer les conjonctions de mots-clefs sous-jacentes comme de´pourvues de
signification. Toutefois, on ne doit jamais perdre de vue que tout ceci est relatif
au monde clos, relativement petit, des donne´es sur le Web, le seul accessible a`
Google ni sous-estimer le caracte`re fluctuant des informations disponibles sur le
Web. Quand une requeˆte re´ussit, le risque est d’arreˆter la succession de requeˆtes
en jeu et :
• D’oublier que des requeˆtes pre´ce´dentes ont e´te´ essaye´es et ont e´choue´.
• D’omettre d’autres requeˆtes qui pourraient conduire a` des re´ponses encore
plus “pertinentes” de Google.
• D’oublier que les re´ponses que donne Google a` une requeˆte sont les re´ponses
qu’il trouve a` un instant donne´ dans une sorte d’instantane´ du Web, ins-
tantane´ qui est quelque part en contradiction avec ce qui fait l’essence
meˆme du Web : un syste`me d’information en continuelle e´volution, les
mises a` jour (insertion, suppression, modification d’informations, etc.)
de ce syste`me e´tant faites de surcroˆıt dans un mode massivement pa-
ralle`le puisque Google utilise pre`s de 700 000 ordinateurs comme ser-
veurs ! Les re´ponses de Google a` une requeˆte ne constituent en aucun
cas des re´ponses de´finitives, ou si l’on veut une re´ponse absolue, comme
on a pu en prendre l’habitude avec les exe´cutions de programmes par-
faitement de´terministes (et vu sous cet angle Prolog est infiniment plus
“de´terministe” que Google), ou avec avec les bases de donne´es (quand elles
sont bien e´crites !). Re´ponses qui peuvent eˆtre d’ailleurs plus ou moins
contradictoires entre elles, selon les sites que Google a retenus. En parti-
culier, on peut eˆtre tente´ de s’arreˆter de`s que l’on trouve un site avec une
re´ponse qui nous convienne (c’est ce que l’on fait en re´alite´ la plupart du
temps).
4) On voit donc poindre des difficulte´s dans l’appre´hension the´orique du trai-
tement des informations du Web par Google (et d’ailleurs par tout moteur de
recherche). Nous nous sommes place´s pour cette re´flexion dans une perspec-
tive en quelque sorte ide´ale ou` Google fonctionne pour ses recherches selon des
crite`res scientifiques ou tout au moins avec une certaine transparence – en par-
ticulier, sur la fac¸on dont les pages Web sont indexe´es ou encore sur le nombre
de pages Web re´ellement indexe´es. Signalons cependant qu’il y a un certain
nombre de contreverses sur cette indexation et par conse´quent sur l’exactitude
des re´sultats trouve´s par Google, notamment sur le nombre d’apparitions d’un
mot donne´ sur les pages de la totalite´ du Web (sans meˆme parler du contenu
de ces pages). Le fait est que certains re´sultats de requeˆtes Google peuvent eˆtre
tre`s surprenants : la “logique google´enne” est pour le moins e´trange (du moins
si on la compare a` la logique boole´enne) comme le montre Jean Ve´ronis de fac¸on
tre`s percutente (et tout-a`-fait scientifique) dans son blog 10.
10. Ve´ronis J. Web : Google perd la boole. (Transl : Web : Googlean logic.) Blog. January
19, 2005 de : http ://aixtal.blogspot.com/2005/01/web-google-perd-la-boole.html .
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Il est absolument ne´cessaire de formaliser la notion d’information sur le Web
et les relations qui gouvernent les donne´es qu’il contient, comme cela a e´te´ fait
par Codd avec le mode`le relationnel des bases de donne´es, dans les anne´es 70.
Avant Codd, l’organisation et la structuration des donne´es et de l’information
dans une machine et leur accessibilite´ par la notion de requeˆte, n’e´tait sous-
tendue par aucune approche mathe´matique solide et reposait pour l’essentiel
sur des astuces techniques, ce qui est encore le cas pour les informations sur le
Web. Cette remarquable approche innovante de la classification au moyen de
Google et des donne´es sur le Web en est encore donc a` ses balbutiements.
Dans les sections qui suivent, nous pre´sentons des conside´rations relatives a` des
notions formalise´es et des ide´es qui ne sont pas encore formalise´es (comme celles
souleve´es dans 1.3). Un travail de recherche est en cours et divers articles sur le
sujet sont en pre´paration 11.
4 Classification, approches Bottom-Up versus Top-
Down et dualite´
4.1 Modes Bottom-Up versus Top-Down
Ces approches de la classification par compression et avec Google (relativement
a` l’information apparaissant sur le Web dans le deuxie`me cas), sont extreˆmement
originales et pre´sentent un immense inte´reˆt. En effet, depuis l’essor prodigieux
de l’informatique et des re´seaux avec le Web, l’information a aqcuis en quelque
sorte un nouveau statut et ces approches, reposant d’ailleurs sur ce qu’elles
permettent justement d’expliciter, nous aident a` appre´hender cette nouvelle si-
tuation de l’information comme elle se pre´sente dans le monde actuel, bien re´el,
des machines.
Nous avons souligne´ ci-dessus la difficulte´ a` de´finir formellement la classification
obtenue par compression ou avec Google, comme cela est fait avec la classifica-
tion au moyen du mode`le relationnel des bases de donne´es de Codd. Du moins si
on ne se contente pas d’un arbre ou d’un graphe comme e´tant une telle formali-
sation. Dans ce cas, la “re´cupe´ration” d’information avec de telles structurations
est peu ou mal formalise´e. Noter d’ailleurs que c’est exactement la situation des
informations figurant dans des fichiers “range´s” dans un syste`me d’exploitation
(un OS ) puisqu’aucune base de donne´e n’est se´rieusement inte´gre´e aux diffe´rents
syste`mes actuels (Unix, Linux, MacOs, Windows et leurs variantes).
Il nous apparaˆıt alors opportun de reconside´rer ces diffe´rentes approches de
la notion de classification dans une optique plus ge´ne´rale avec les deux grands
modes fondamentaux dont on dispose pour les de´finitions d’objets mathe´matiques
Voir aussi : http ://aixtal.blogspot.com/2005/02/web-le-mystre -des-pages-manquantes-
de.html and http ://aixtal.blogspot.com/2005/03/ google-5-milliards-de-sont-partis-en.html ,
2005.
11. Notamment [25], [26] et Ferbus-Zanda M. Logic, Information System and Metamor-
phosis of a Fundamental Duality. En preparation.
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et informatiques et que l’on retrouve dans l’exe´cution des programmes informa-
tiques. Ces deux modes fondamentaux pour de´finir les objets mathe´matiques et
les donne´es ou programmes informatiques sont :
• Les de´finitions ite´ratives (base´es sur la re´union ensembliste )
• Les de´finitions inductives ou par re´ccurrence ou encore “re´cursives” (base´es
sur l’intersection ensembliste ).
On a par exemple deux telles sortes de de´finitions pour les formules proposi-
tionnelles ou les termes et formules de la logique du premier ordre.
On rappelle que dans le mode`le de calcul de Stephen Kleene 12 des fonctions
re´cursives, les fonctions re´cursives partielles doivent eˆtre closes par trois (me´ta)
ope´rations : la composition, la re´currence primitive et la minimisation.
• Les de´finitions ite´ratives sont connecte´es a` la minimisation (et a` la notion
de successeur ). On peut qualifier ce type de de´finition comme e´tant une
caracte´risation de type “Bottom-Up”.
• Les de´finitions inductives sont connecte´es a` la re´currence primitive (et a`
la notion de pre´de´cesseur ). On peut qualifier ce type de de´finition comme
e´tant une caracte´risation de type “Top-Down”.
Noter que la composition est relative aux deux types de caracte´risation : bottom-
up et top-down. Nous avons donne´, dans la partie I, des formalisations de
l’ale´atoirite´ pour les objets infinis qui rele`vent respectivement de ces deux ap-
proches bottom-up et top-down (cf. Partie I, section 5.1 et 5.2).
On retrouve ces deux modes dans l’exe´cution des programmes informatiques :
• Le mode d’exe´cution ite´ratif est qualifie´ de Bottom-Up .
• Le mode d’exe´cution re´cursif est qualifie´ de Top-Down .
Ce deuxie`me cas ne´cessite l’utilisation d’une pile qui va croˆıtre dans un pre-
mier temps puis de´croˆıtre et qui permet de stocker tous les re´sultats des calculs
interme´diaires jusqu’a` arriver aux “cas de base”, i.e. aux e´tapes initiales de la
de´finition inductive du programme qui est exe´cute´. Dans l’exe´cution d’un pro-
gramme ite´ratif, toutes les informations ne´cessaires au de´roulement de cette
exe´cution sont a` tout moment disponibles et aucune pile de stockage n’est donc
ne´cessaire. On voit ainsi que ces deux modes d’exe´cution diffe`rent radicalement,
du moins du point de vue d’un informaticien.
12. Kleene caracte´rise formellement (et dans son inte´gralite´) la notion de fonction re´cursive
(calculable ), en ajoutant le sche´ma de minimisation (1936) aux sche´mas de composition et de
re´currence primitive – ces deux sche´mas caracte´risant les fonction primitives re´cursives qui
forment une sous-classe stricte des fonctions calculables : la fonction d’Ackermann (1928) est
une fonction calculable qui n’est pas primitive re´cursive. D’un point de vue programmation, le
sche´ma de minimisation correspond a` la boucle while (utilise´e sous la forme : while F(x) do
P ou` F(x) est une proprie´te´ a` valeur boole´enne et P est un programme). On peut e´galement
consulter la note 23. Le lecteur peut se reporter au livre de Shoenfield J. Recursion theory,
Lectures Notes in Logic, (nouvelle e´dition) 2001.
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Noter que le mode d’exe´cution ite´ratif (resp. re´cursif) est impose´ par une de´finition
ite´rative (resp. inductive ou re´cursive) du programme a` exe´cuter, bien que cer-
tains cas de programmes re´cursifs puissent eˆtre e´xe´cute´s de fac¸on ite´rative (et
donc sans la ne´cessite´ d’une pile 13).
De la meˆme fac¸on, remarquons qu’il existe deux modes – appelons-les Bottom-Up
et Top-Down – qui sont utilise´s dans l’approche de la classification d’informa-
tion et/ou d’objets (du monde re´el) repre´sente´s formellement au moyen de mots
et plus ge´ne´ralement de textes 14 ou encore d’ensembles de mots, de´finis sur un
alphabet (que l’on peut prendre, rappelons-le, binaire) :
• Dans le mode Bottom-Up, on entre en quelque sorte dans le de´tail des
informations, autrement dit, on acce`de au contenu des textes (aux mots)
qui repre´sentent les diffe´rentes informations et/ou objets que l’on de´sire
classifier (et a` la signification des textes et/ou mots en question). Les
textes, les ensembles de mots, etc. sont appre´hende´s de l’inte´rieur et leur
signification est primordiale.
• Dans le mode Top-Down, on n’acce`de pas de la sorte au contenu des textes
ou aux ensembles de mots, etc. Ceux-ci sont en fait appre´hende´s depuis
l’exte´rieur, en quelque sorte “de haut bas” 15, ou pour le dire autrement,
on utilise une sorte “d’oracle” pour appre´hender les textes ou ensembles
de mots, i.e. des moyens qui sont exte´rieurs a` la compre´hension des textes
ou au contenu des ensembles et a` la compre´hension des mots.
Prenons un exemple avec des classifications utilisant des mots-clefs pour des fa-
mille de textes (litte´raires ou scientifiques) a` structurer. On utilise alors les deux
modes bottom-up et top-down pour classifier des textes de la fac¸on suivante :
1) Pour choisir les mots-clefs, on utilise en ge´ne´ral une approche bottom-up :
les mots-clefs sont choisis a` partir du contenu des textes et de leur signification
– et ceci a` dessein d’une recherche ulte´rieure. Et plus pre´cise´ment, certains mots
seront conside´re´s comme pouvant servir de mots-clefs et seront de´clare´s comme
tels. Typiquement, pour les articles scientifiques, un certain nombre de mots-
clefs sont de´gage´s par l’auteur, l’e´diteur de revue, le bibliothe´caire, etc. en vue
d’une classification future incluant le texte conside´re´. Cette fac¸on de proce´der
13. Il s’agit des de´finitions re´cursives terminales. Dans certains langages de programmation
comme LISP, de tels programmes re´cursifs terminaux sont en ge´ne´ral (lorsque l’exe´cuteur de
programme est bien e´crit) exe´cute´s de fac¸on ite´rative. Les programmes re´cursifs terminaux
constituent un cas limite entre les programmes ite´ratifs et les programmes re´cursifs.
14. Selon le niveau d’abstraction (ou si l’on pre´fe`re selon le degre´ de raffinement ) ou` l’on
se situe, un texte sera repre´sente´ par un mot , binaire par exemple, (les blancs se´parant les
diffe´rents mots du texte conside´re´ e´tant alors encode´s dans le mot binaire qui repre´sente le
texte) ou alors par une suite de mots binaires (chaque mot du texte e´tant repre´sente´ par un
mot binaire de la suite). Rien n’interdit du reste de conside´rer des suites ou des ensembles
de textes, et de mixer les suites et/ou ensembles. . . Dans cet article, nous conside´rons pour
l’essentiel, et en particulier pour les exemples, des codages de textes au moyen de mots binaires
et non pas de suites de mots binaires et nous nous inte´resserons aux ensembles de tels textes.
15. C’est une fac¸on de voir les choses ! Ce que refle`te la terminologie anglo-saxonne ”top-
down” (que nous adoptons pour le franc¸ais). Ce qui est essentiel c’est l’appre´hension depuis
l’exte´rieur , en opposition a` l’appre´hension depuis l’inte´rieur, des textes en question.
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suppose la lecture pre´alable des textes, ainsi que leur compre´hension.
Remarquer que la traduction d’un texte d’un langage naturel vers un autre,
comme par exemple, la traduction de cet article du franc¸ais vers l’anglais, exige
une telle lecture/compre´hension (subtile) des textes 16.
On peut aussi choisir des mots-clefs pour un texte, sur d’autre crite`res qu’en
lisant le texte proprement dit. Par exemple, en lisant et comprenant le re´sume´
(abstract) et/ou la table des matie`res (contents). Et dans ce cas, il s’agit e´galement
d’un mode bottom-up. On peut aussi consulter le contenu d’un index e´ventuel
et dans ce cas limite, il s’agit alors d’un mode de type top-down : aucune
compre´hension des mots de l’index n’est requise pour y se´lectionner des mots
(mais rien n’interdit non plus de les comprendre), on s’inte´resse juste aux
diffe´rentes occurences des mots de l’index et a` leur importance qui est connote´e
dans tout index bien fait. On peut d’ailleurs se passer d’un index et re´aliser
de tels calculs d’occurences de mots dans les textes : et c’est justement ce que
fait Google pour ses recherches. Dans la pratique, les deux modes bottom-up et
top-down sont souvent utilise´s de fac¸on conjointe (mode mixte ).
Qelque soit la me´thode utilise´e, le choix des mots-clefs suppose en ge´ne´ral
(mais ce n’est pas toujours le cas) la connaissance pre´alable ou tout au moins
l’ide´e a` priori de la classification, plus ou moins pre´e´tablie, dont ces mots-clefs
vont relever par la suite Cette connaissance est une forme (tre`s abstraite) de
se´mantique 17 et peut e´voluer avec le temps (nouveaux textes lus, nouveaux
mots-clefs, etc.), et en ge´ne´ral ce n’est pas la personne qui e´crit le texte qui
posse`de cette connaissance mais plutoˆt la personne charge´e de “ge´rer” la clas-
sification des textes.
2) Une fois que l’on a choisi les mots-clefs d’un texte – et ceci quelque soit l’ap-
proche utilise´e – et que ces mots-clefs et le texte sont re´pertorie´s d’une fac¸on
ou d’une autre – on peut alors conside´rer qu’il existe une sorte de classification
pour ce texte avec d’autres textes de´ja` re´pertorie´s, via ses mots-clefs. On pourra
alors, a` partir de mots-clefs donne´s, rechercher tous les textes ayant ces mots-
clefs de de´finis comme tels. On voit ainsi se de´gager, a` partir des mots-clefs ainsi
utilise´s, une notion de requeˆte. Dans une conception e´largie des mots-clefs – et
16. Avec un traducteur automatiqe, qui est purement syntaxique, on se retrouve avec par
exemple : Alonzo Church traduit par E´glise d’Alonzo (cf. Google) !
17. Signalons l’e´mergence d’un nouveau concept : la notion de the´saurus qui constitue une
telle sorte de se´mantique abstraite lie´e a` une classification. Un the´saurus est un type particulier
de langage documentaire (encore un nouveau concept), qui consiste a` choisir pour un domaine
particulier, un ensemble de mots relie´es entre eux par des liens de diffe´rente nature (synony-
mie, me´taphore, analogie, comparaison, lien hie´rarchique, etc.) formant ainsi un graphe. Un
the´saurus constitue ainsi une sorte de vocabulaire normalise´ et classifie´ pour le domaine en
question, ou pour le dire autrement, les mots d’un the´saurus forment un dictionaire hie´rarchise´
de mots-clefs pour un domaine. On peut alors rajouter ou non les de´finitions des mots ou se
contenter de la classification des mots selon l’usage que l’on aura du the´saurus. C’est un outil
de travail remarquable utilise´ initialement dans les discipines lie´es a` la documentation, pour les
grandes banques de donne´es, etc. et qui commence a` eˆtre utilise´ un peu partout. L’e´laboration
d’un the´saurus se fait selon un mode bottom-up ou top-down ou encore en mixant les deux
me´thodes, exactement comme dans le cas des mots-clefs. Nous revenons en de´tail sur la notion
de the´saurus dans la section consacre´e aux bases de donne´es (cf. section 4.2).
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c’est sur ce principe que fonctionne Google – on pourra aussi rechercher tous les
textes contenant ces mots-clefs (i.e. ayant textuellement ces mots-clefs dans leur
contenu), et dans ce cas, inutile de de´finir pre´alablement les mots-clefs relatifs
a` un texte.
Noter qu’alors (et dans tous les cas), dans ce type de recherche utilisant des
mots-clefs, et ce point est fondamental, il s’agit d’une appre´hension des textes,
autrement dit, d’une approche de leur classification selon un mode ope´ratoire
de type top-down. C’est-a` dire qu’a` partir d’un ensemble de mots-clefs (une
“conjonction” de mots-clefs), et qui va eˆtre une forme de question pose´e a` un
certain oracle, de fac¸on a` pouvoir appre´hender des textes depuis l’exte´rieur, on
va choisir un certain nombre de textes – et donc sans les lire ni les comprendre –
parmi un ensemble de textes qui peut eˆtre tre`s grand et meˆme gigantesque
comme le Web. Les textes ainsi se´lectionne´s pourront alors eˆtre (e´ventuellement)
lus, et d’une certaine fac¸on compris (ou tout au moins mieux compris). On
pourra aussi les regrouper avec d’autres textes posse´dant des mots-clefs en com-
mun et e´tablir ainsi une classification de ces textes.
3) Dans l’approche de la classification avec Google, on se trouve dans une situa-
tion tout a` fait similaire : le choix des mots-clefs propose´s dans les requeˆtes pour
Google (qui sont en fait des conjonctions de mots-clefs) peut eˆtre fait selon :
• Un mode bottom-up et alors ce choix est issu de la lecture et de la
compre´hension du contenu du Web.
• Un mode top-down, et ce choix est alors e´tabli sur des crite`res tout a`
fait exte´rieurs au contenu du Web – bien qu’il soit difficile de ne pas eˆtre
“influence´” par des lectures pre´ce´dentes du Web. . .
On voit bien qu’en ge´ne´ral, on mixe les deux mode bottom-up et top-down dans
le choix des mots-clefs.
Une fois que l’on a choisi les mots-clefs – et ceci quelque soit le mode utilise´ – on
dispose alors d’une sorte d’oracle pour appre´hender le contenu du Web, autre-
ment dit, avec la requeˆte Google compose´e de ces mots-clefs, on va se´lectionner
des textes sur le Web – et meˆme plus ge´ne´ralement des hypertextes ou du
multime´dia, autrement dit, des pages Web – avec un mode ope´ratoire de type
top-down. Ces textes pourront alors eˆtre lus, classifie´es, etc. Le moteur de re-
cherche Google fonctionne donc comme un oracle, qui, lorsqu’on lui soumet une
question (des mots-clefs), re´pond par un ensemble de sites Web. Son mode de
fonctionnement est comme pour les oracles, invisible a` l’utilisateur.
Rien n’empeˆche e´videmment de parcourir le Web selon un mode bottom-up,
autrement dit, en se passant des requeˆtes et en acce´dant alors au contenu du
Web en en allant d’une page Web a` une autre au moyen des liens hypertextes.
Ces liens hypertextes font toute l’originalite´ du Web et sont tre`s inte´ressants a`
e´tudier d’un point de vue the´orique car ils ve´hiculent une forme de se´mantique.
la notion de mot-clef (et plus ge´ne´ralement de mot) est en quelque sorte un
concept limite : entre syntaxe et se´mantique. En ge´ne´ral (et tout le monde l’a
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plus ou moins expe´rimente´), la navigation se fait en mixant les deux types d’ap-
proche : bottom-up avec les liens hyper-textes et top-down avec les requeˆtes.
Noter que comme dans le cas pre´ce´dent, le choix des diffe´rents mots-clefs pro-
pose´s a` Google en vue d’une classification est e´galement une forme de se´mantique.
Remarquons toutefois, que dans une approche top-down du choix des mots-clefs,
on peut tout a` fait proposer des mots-clefs choisis comple`tement au hasard et
par le calcul (avec par exemple des outils statistiques), en de´duire des classifica-
tions de textes ainsi se´lectionne´s. Cette fac¸on de proce´der peut eˆtre inte´ressante
si le volume des textes ainsi appre´hende´ est tre`s large et ceci est bien le cas
avec le Web. On peut toutefois douter qu’une telle approche de la classifi-
cation – si elle est fondamentalement ale´atoire – puisse donner des re´sultats
re´ellement inte´ressants. Elle peut, toutefois, eˆtre combine´e avec une approche
plus “de´terministe”.
Reprenons maintenant le titre de cette section : Modes Bottom-Up versus Top-
Down. On peut effectivement se demander pourquoi il existe deux tels modes
dans la de´finition des objets mathe´matiques et informatiques, ainsi que dans
l’exe´cution des programmes informatiques. De Facto, deux tels modes existent
et ce sont les deux grands modes fondamentaux qui ont e´te´ de´gage´s, en parti-
culier, par les the´oriciens de la calculabilite´ dans la premie`re moitie´ du XXe`me
sie`cle. Nous avons vu que ces deux modes pouvaient eˆtre e´galement conside´re´s
dans l’approche de la classification d’information et nous en avons donne´ un
exemple avec les mots-clefs. Nous avons e´galement vu comment l’utilisation de
Google pour faire des recherches sur le Web, pouvait relever de ces approches.
Ceci nous montre que ces modes bottom-up et top-down de´passent largement le
cadre de la classification et concernent, en re´alite´, tout traitement de l’informa-
tion et par la`-meˆme toute the´orie, un tant soit peu abstraite, de l’information.
Cela concerne e´galement toutes les disciplines qui ont affaire, d’une manie`re
ou d’ une autre, avec la notion de repre´sentation ou encore de de´finition , de
description , etc, dont la logique, la complexite´ de Kolmogorov et l’informa-
tique, la se´miotique et e´galement les sciences de la cognition car, ainsi que nous
l’exposons dans [26], le traitement de l’information par le cerveau humain s’arti-
culerait fondamentalement autour de ces deux modes ope´ratoires. C’est en tout
cas une approche particulie`rement inte´ressante de la cognition, et qui se trouve
en grande partie e´claire´e par l’e´volution de la logique mathe´matique et de l’in-
formatique.
Dans le cadre de cet article, nous allons nous inte´resser aux modes bottom-up
et top-down, dans deux types de situations concenant la classification et qui
ge´ne´ralisent ce que l’on a de´crit pour les mots-clefs, a` savoir :
• La formalisation logique des syste`mes d’information au moyen des bases
de donne´es (section 4.2).
• L’approche ensembliste de la notion de regroupement fonde´e par la the´orie
axiomatique des ensembles de Zermelo-Fraenkel (ZF). Nous y conside´rerons
tout particulie`rement le sche´ma de compre´hension de ZF (section 5).
20
Ces conside´rations vont nous e´clairer sur le roˆle que peut jouer la complexite´
de Kolmogorov dans la classification d’informations et plus pre´cise´ment dans la
notion de regroupement d’informations. Nous allons eˆtre amene´ a` reconside´rer
les notions d’intentionnalite´, d’abstraction, de se´mantique et de repre´sentation
dans ce cadre (cf section 6).
Par ailleurs, le fait que deux tels modes existent, aussi bien pour les de´finitions
mathe´matiques et informatiques d’objets, de fonctions et de programmes, que
pour l’exe´cution de ces programmes, est de´ja` profonde´mment inte´ressant en soi.
Le fait de retrouver ces deux modes pour les diverses formes de traitement de
l’information et dans diffe´rentes disciplines, fait de cette observation un sujet
de recherche passionant. Clairement, ces deux modes comple´mentaires l’un de
l’autre, forment une relation de dualite´, une sorte de correspondance entre deux
fac¸ons de proce´der a` la fois distinctes et en quelque sorte similaires l’une de
l’autre 18. Et plus pre´cise´ment, on a vu que l’approche bottom-up (sur laquelle
reposent les de´finitions ite´ratives), est fonde´e sur la notion de re´union ensem-
bliste et l’approche top-down (sur laquelle reposent les de´finitions inductives)
est base´e sur l’intersection ensembliste. Il est donc tout a` fait naturel de recon-
side´rer ces approches dans le cadre des alge`bres de Boole, the´orie ou` la notion
de dualite´ est typique, ce que nous faisons dans [25].
D’autres dualite´s fondamentales pour la logique et l’informatique sont e´galement
de´veloppe´es dans ces articles. Notamment, la dualite´ syntaxe versus se´mantique,
et e´galement, la dualite´ fonctionnel versus relationnel 19 et qui concerne notam-
ment la relation entre les algorithmes et la programmation (fonctionnelle) d’une
part et les syste`mes d’information discrets 20 et leur formalisation d’autre part.
Rappelons que l’objet des syste`mes d’information discrets est l’organisation (la
structuration) d’informations de toute nature (admettant une repre´sentation
discre`te) avec pour objectif de pouvoir extraire facilement des informations par-
ticulie`res. Clairement les syste`mes d’informations sont relie´s a` la classification
aussi il nous apparaˆıt inte´ressant de les pre´senter dans cet article. Nous arti-
culons cette pre´sentation autour de la dualite´ bottom-up vs top-down, qui se
trouve ainsi illustre´e.
18. La notion abstraite d’ismorphisme en mathe´matiques est une forme de dualite´. Certaines
dualite´s ne se re´duisent pas a` des isomorphisme. Typiquement, les alge`bres de Boole avec
l’ope´ration de comple´ment (en plus des ope´rations additive et multiplicative), contiennent
une dualite´ interne et sont a` la base de dualite´s profondes comme la dualite´ de Stone qui relie
la famille des alge`bres de Boole et certains espaces topologiques. L’ope´ration de comple´ment
est a` la source de bien des proble`mes et de re´sultats profonds. . .
19. Depuis l’invention par Gottlob Frege a` la fin du XIXe`me sie`cle, de la logique
mathe´matique et la formalisation du langage mathe´matique qui en est issue, le mathe´maticien
est d’une certaine fac¸on confronte´, de facto, a` deux cate´gories distinctes de symboles
mathe´matiques : les symboles de fonction et les symboles de relation (ou de pre´dicat), en
comple´ment des symboles repre´sentant les objets. A chacune de ces deux grandes classes de
symboles correspondent respectivement les algorithmes et les syste`mes d’information.
20. Les syste`mes d’information pour lesquels nous mettons en e´vidence un type de program-
mation que nous qualifions de programmation relationnelle dans un rapport de recherche :
Ferbus-Zanda M. La me´thode de re´solution et le langage Prolog. Rapport LITP, No-8676,
1986. Nous y pre´sentons le lien entre la programmation fonctionnelle et la programmation
relationnelle.
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4.2 Syste`mes d’information et bases de donne´es : une ap-
proche formelle
Signalons avant tout le lien suivant : les bases de donne´es (les BD) sont aux
syste`mes d’information ce que les programmes informatiques sont aux algo-
rithmes : une pre´sentation, une e´criture formelle, mathe´matique et la possibilite´
d’un traitement tout aussi formel. Du moins si l’on conside`re ces termes avec une
acceptation e´largie (et intuitive) : les algorithmes, tout comme les syte`mes d’in-
formation, se pre´sentant alors, d’une fac¸on plus ou moins claire, dans un langage
naturel et comportant en ge´re´ral un certain nombre de choses implicites plus ou
moins importantes voire de non-dits beaucoup plus faˆcheux. Remarquons qu’il
existe des algorithmes et des syste`mes d’information depuis des pe´riodes tre`s an-
ciennes 21. Dans les deux cas, cette e´criture formelle est re´alise´e dans un cadre
qui est pour l’essentiel la logique mathe´matique. On remarquera que la pro-
grammation et les algorithmes sont plus particulie`rement lie´s au lambda-calcul
alors que les bases de donne´es et par conse´quent les syste`mes d’information sont
plus spe´cialement lie´es a` la the´orie des ensembles.
En ce qui concerne les programmes et les algorithmes, signalons le travail re-
marquable de Yuri Gurevich [16], qui, graˆce a` une notion abstraite de machine :
les Abstract State Machines (ASM ) base´e sur la the´orie des mode`les de la
logique du premier ordre, fonde la notion d’algorithme, de la fac¸on la plus raf-
fine´e qui soit : non seulement en fondant la notion meˆme d’algorithme, mais
e´galement en formalisant leur mode ope´ratoire. Et plus pre´cise´ment, Gurevich
s’inte´resse a` la se´mantique ope´rationnelle – i.e. la fac¸on dont les algorithmes
et les programmes sont exe´cute´s (et dont l’aboutissement est l’e´criture d’un in-
terpre´teur et/ou d’un complilateur et d’un exe´cuteur pour les programmes). Ce
point de vue ope´rationnel, e´minemment constructif, comple`te ce qui est appele´
la se´mantique de´notationnelle – et qui rend compte de ce que les algorithmes et
les programmes calculent 22.
C’est d’ailleurs en ce sens que Gurevich e´nnonce sa the`se :
≪ Les ASM capturent le pas a` pas d’exe´cution des algorithmes
se´quentiels. ≫
Pour Gurevich, un algorithme donne´ (et en particulier, tout programme infor-
matique) “est” une ASM particulie`re qui va mimer son fonctionnement et avec
21. On retrouve des descriptions exhaustives d’algorithmes de`s l’e´poque des Babyloniens
(IIe`me millenaire av. J.-C. – IIe`me sie`cle ap. J.-C.) concernant le commerce et les impoˆts.
L’origine des syte`mes d’information est tre`s re´cente et son succe`s est duˆ de la me´canographie
(fin du XIXie`me sie`cle) et au de´veloppement de l’informatique, mais on peut trouver des traces
de ce que l’on conside`rerait aujourd’hui en substance comme des syste`mes d’information – un
choix et une organisation de la pre´sentation d’informations donne´es et sur un sujet donne´ ,
avec par exemple, le recensement romain – e´galement a` une e´poque tre`s recule´e, du moins si
on fait abstraction de l’importance du volume des donne´es concerne´es.
22. On notera qu’il s’agit respectivement de la se´mantique de Arend Heyting et de la
se´mantique de Alfred Tarski.
22
ce point de vue, un algorithme est formel. Ainsi la the`se de Gurevich e´tend la
the`se de Church-Turing 23 – tout au moins pour les algorithmes se´quentiels – en
ce sens qu’elle l’infe`re. Et plus pre´cise´ment, la the`se de Church-Turing concerne
la se´mantique de´notationnelle (les divers mode`les the´oriques envisage´s sont
e´quivalents entre eux, on dit encore qu’ils sont Turing-complets). Gurevich e´tend
cette the`se a` la se´mantique ope´rationnelle, de´finissant ainsi avec les ASM un
mode`le de calcul algorithmiquement complet (cf. e´galement section 7 et [24]).
Ce qui est remarquable dans les ASM, c’est que leur formalisation est en re´alite´
simple et naturelle, alors que ce n’est en ge´ne´ral pas le cas des diverses ap-
proches de la se´mantique ope´rationnelle des programmes informatiques. Nous
revenons sur les ASM (et sur leur relation avec la complexite´ de Kolmogorov et
la classification) dans la conclusion.
En ce qui concerne, les syste`mes d’information (qui sont une notion intuitive)
et leur mode´lisation au moyen des bases de donne´es (approche formelle), nous
allons voir que, d’un point de vue historique et conceptuel, les choses ne sont
pas de´roule´es aussi “facilement” qu’avec la programmation et la formulation de
mode`les the´oriques de la notion de calculabilite´, qui de fait, ont pre´ce´de´ l’ap-
parition des ordinateurs. Dans le cas des syste`mes d’information, l’inverse va se
produire.
Pour ce qui est des bases de donne´es, rappelons comme nous l’avons e´voque´ plus
haut, que la premie`re formalisation de la repre´sentation des informations et de
leur traitement – et c’est en gros ce que l’on appelle aujourd’hui les syste`mes
d’information – est duˆe a` Codd en 1970. Il s’agit du mode`le relationnel des bases
de donne´es [10]. La tre`s grande originalite´ de Codd est d’avoir pressenti qu’il
existait des mathe´matiques dans la fac¸on de “ge´rer” les informations dans les
ordinateurs. Ceci peut paraˆıtre e´vident aujourd’hui mais a` l’e´poque ou` Codd a
conc¸u son mode`le the´orique – on fonctionnait encore avec des cartes perfore´es
pour les programmes – les fichiers informatiques e´taient stocke´s dans le plus
grand de´sordre 24.
23. La the`se de Church-Turing e´nonce le fait suivant : ”Tout traitement ou calcul re´alisable
de fac¸on me´canique, autrement dit, tout ce qui est calculable sur machine, peut eˆtre re´alise´
sur une machine de Turing ” (1936). Ainsi cette the`se affirme que la notion (intuitive) de
calculabilite´ effective co¨ıncide avec une notion mathe´matique formelle : la calculabilite´ avec
les machines de Turing. Cette the`se a e´te´ e´nonce´e ante´rieurement par Alonzo Church (1932)
dans le mode`le du λ-calcul (the`se de Church) qui a` l’e´poque apparaissait comme beaucoup plus
“the´orique” que le mode`le de calcul des machines de Alan Turing. A ce sujet, on peut consulter
la note 55. Nous abordons le mode`le de calcul de Kleene (1936) des fonctions re´cursives dans
la section ??. Une premie`re de´finition formelle (comple`te) de la notion de fonction calculable
a e´te´ trouve´e par Jacques Herbrand (1931) et formalise´e par Kurt Go¨del (1932).
24. Le premier grand syste`me d’exploitation a avoir utilise´ la notion d’arbre (en fait de
graphe) pour le stockage des fichiers est le syste`me Multics qui a e´te´ conc¸u en 1965 (et
progressivement abandonne´ depuis le milieu des anne´es 80 jusqu’en 2000). Le syste`me Unix
(dont sont issus la plupart des OS actuels) qui l’a remplace´ est entie`rement de´rive´ de Multics, et
inte`gre alors la notion d’utilisateurs multiples. Multics a e´galement une une influence be´ne´fique
sur le stockage des donne´es dans les ordinateurs, puisqu’on parle de mode`le hie´rarchique et
de mode`le re´seau. On notera toutefois que ces “mode`les” n’ont recc¸u l’appellation de mode`le
qu’apre`s l’invention du mode`le relationnel de Codd ! L’organisation en graphe du Web est
e´galement issue de l’organisation des fichiers sous Multics.
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Un des aspects les plus fondamentaux et sans pre´ce´dent du mode`le relationnel
de Codd est la formalisation de la notion de requeˆte qu’il fonde sur un calcul
qu’il cre´e : l’alge`bre relationnelle et qui est une sorte de logique combinatoire
avec des ope´rateurs ope´rant sur des tables 25 relie´es entre elles, comme certains
ope´rateurs ensemblistes (re´union, intersection, produit carte´sien et projections)
ainsi que des ope´rateurs que Codd introduit comme la se´lection et la jointure
– cette dernie`re se trouvant eˆtre un ope´rateur fondamental aussi bien pour les
bases de donne´es relationnelles que comme ope´ration logique. Codd de´veloppe
e´galement une the´orie de la normalisation pour traiter du difficile proble`me de
la redondance d’information dans les syste`mes.
Aussi surprenant que cela puisse paraˆıtre, Codd (chercheur chez IBM) a vrai-
ment duˆ se battre 26 pour imposer son mode`le. C’est une petite socie´te´ a` l’e´poque,
la socie´te´ Oracle 27 qui en a vu tout l’inte´reˆt et qui en a re´alise´ une premie`re
imple´mentation en 1980. La socie´te´ IBM en a re´alise´ une quelques anne´es plus
tard. Actuellement, la plupart des SGBD reposent sur le mode`le relationnel de
Codd. Mentionnons que les bases de donne´es sont encore largement sous-utilise´es
a` l’heure actuelle dans nombre de domaines qui y gagneraient beaucoup. Cette
situation devrait radicalement changer a` l’avenir, compte tenu de l’importance
de l’information nume´rique (qui s’impose a` une vitesse qui de´passe largement
tout ce qu’on aurait pu imaginer il y a encore peu de temps).
Citons e´galement un autre mode`le the´orique des bases de donne´es, le mode`le
Entite´/Association de Peter Pin-Shan S. Chen [6], qui est une approche for-
melle des bases de donne´es plus abstraite que celle de Codd, mais qui repose
ne´anmoins pour l’essentiel sur le mode`le relationnel de Codd. Ce mode`le, dans
lequel une base de donne´e est repre´sente´e sous forme graphique – et qui rappelle
la notion d’organigramme utilise´e pour mode´liser les programmes informatiques
dans les anne´es 60-70 – a notamment engendre´ tout un syste`me de notation gra-
phique pour la mode´lisation, le langage UML 28. Le mode`le the´orique de Chen
nous paraˆıt e´galement tre`s important et il nous semble qu’il est loin d’avoir e´te´
utilise´ en profondeur. Les bases de donne´es conceptuelles, comme nous les appe-
lons, fonde´es sur le mode`le Entite´/Association et qui constituent une extention
abstraite logique des bases de donne´es relationnelles, sont e´galement appele´es a`
jouer un roˆle fondamental dans l’avenir en ce qui concerne le traitement de l’in-
formation, la classification et d’une fac¸on ge´ne´rale toute the´orie algorithmique
de l’information.
25. et qui n’est pas sans rappeler le langage de programmation Cobol, cre´e´ en 1959.
26. Dans son livre ([11], 1990), Codd e´crit la de´dicace suivante : ≪ A mes camarades
pilotes et a` l’e´quipage de la Royal Air Force durant la deuxie`me guerre mondiale, et a` mes
professeurs de l’universite´ d’Oxford. Ces personnes ont e´te´ la source de ma de´termination pour
me battre pour ce que je croyais eˆtre vrai durant les dix anne´es ou plus pendant lesquelles le
gouvernement, l’industrie et le commerce ont e´te´ fortement oppose´s a` l’approche relationnelle
de la gestion des bases de donne´es. ≫.
27. La socie´te´ Oracle qui “pe`se” actuellement des millions de dollards.
28. UML pour Unified Modelling Language est un langage formel qui a vocation a` servir a`
la mode´lisation dans de nombreux domaines dont en particulier l’informatique avec les bases
de donne´es et la Conception Oriente´e Objet (COO ) dont ce langage (qui est en re´alite´ une
me´thode) est issu.
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Remarquons e´galement que les concepts issus de la conception oriente´e objet
sont e´galement incontournables dans le traitement de l’information, les ap-
proches de la classification. Citons, en particulier, l’he´ritage , qui concerne le
difficile proble`me du partage d’information, i.e. le fait qu’une meˆme informa-
tion puisse eˆtre utilise´e par diffe´rents acteurs : attributs, processus, syste`mes,
utilisateurs, ainsi que la notion de programmation e´ve`nementielle : (une va-
leur pour un programme, une certaine information dans une base de donne´e
de´clenche l’exe´cution d’un programme).
Signalons enfin, l’existence d’un autre mode`le the´orique pour les bases de donne´es,
le mode`le de´ductif . On parle encore de bases de donne´es de´ductives . Ce mode`le
est e´galement fondamental car il e´tend le mode`le relationnel de Codd au calcul
des pre´dicats en rajoutant de l’intentionnalite´ (de l’abstraction) au mode`le de
Codd, en y inte´grant in extenso les variable du premier ordre. Le langage de
requeˆtes des BD bases de donne´es de´ductives s’appelle Datalog. Noter qu’il en
existe des imple´mentations qui fonctionnent plutoˆt bien, mais qui malheureuse-
ment ne se sont pas vraiment re´pandues en dehors des laboratoires de recherche.
On notera qu’il n’existe pas a` l’heure actuelle de “vrais ” SGBD de´ductifs, c’est-
a` dire avec toutes les potentialite´s qu’offrent les SGBD relationnels. Ce qui est
plutoˆt surprenant vu l’importance actuelle des syste`mes d’information avec le
Web.
On peut s’e´tonner – a` juste titre – que divers mode`les the´oriques, tous aussi fon-
damentaux les uns que les autres, coexistent, sans re´elle inte´gration. Les bases
de donne´es constituent une discipline, en fin de compte, re´cente, et probable-
ment ces divers mode`les the´oriques convergereront dans l’avenir. C’est ce a` quoi
nous nous employons avec un travail en cours sur les bases de donne´es concep-
tuelles 29, la logique apportant un cadre the´orique fondateur. Conside´rons le
proble`me ge´ne´ral de la classification d’information. On peut dire que les bases
de donne´es, comme de´crites ci-dessus dans les divers mode`les the´oriques consti-
tuent une approche formelle de cette question. Notamment avec la formalisa-
tion de la notion de requeˆte qui devient alors une notion mathe´matique (et
imple´mente´e) bien plus sophistique´e que la simple utilisation de mots-clefs dont
elle est tout simplement une ge´ne´ralisation30.
Dans les bases de donne´es – et ceci quelque soit le mode`le the´orique utilise´ – on
utilise en amont, une notion fondamentale, la notion d’attribut (que l’on peut
voir comme des mots-clefs formels) et diverses sortes de regroupements ensem-
blistes portant sur les attributs de manie`re a` constituer le sche´ma relationnel
d’une base de donne´es qui est la classification formelle recherche´e des informa-
tions dont on est parti. Ceci concerne la partie structurelle (la morphologie ) des
bases de donne´s. Une base de donne´e proprement dite, est constitue´e alors de
29. Ferbus-Zanda M. (In preparation). Logic and Information System : Relational and
Conceptual Databases. In preparation.
30. Nous devrions plutoˆt dire que la notion de mot-clef – ge´ne´ralise´e avec le Web et l’utili-
sation des moteurs de recherche – est une particularisation des requeˆtes des bases de donne´es,
celles-ci e´tant largement ante´rieures a` l’e´mergence du Web (dans les anne´es 90).
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tables (dans le mode`le relationnel), dont les noms des colonnes sont des attri-
buts pour la BD. Une ligne d’une table de´crit une entite´ (du monde re´el) : cette
entite´ est alors repre´sente´e par les valeurs (de la ligne) pour chacun des attributs
de la table (i.e. les noms des colonnes). Les tables d’une base de donne´e sont
relie´es entre elles par des sortes de pointeurs, selon un “diagramme” qui repose
sur le sche´ma relationnel choisi pour la base.
Le contenu des diverses tables consitue la se´mantique (autrement dit le contenu )
de la base a` un instant donne´. Chaque table, qui comporte en ge´ne´ral plusieurs
colonnes, peut alors eˆtre e´galement vue comme un ensemble de lignes (les “tu-
ples”). Le nombre de colonnes est fixe a` l’avance alors que l’ensemble des lignes
e´volue au cours du temps. Chaque ligne est un ensemble de valeurs 31 d’attri-
but – une valeur par attribut de la table – qui est, rappelons-le, le nom d’une
colonne de cette table. Cette notion de ligne correspond exactement a` la notion
de fiche dans les anciens fichiers physiques (ceux servant autrefois, par exemple,
a` la gestion d’une bibliothe`que) ou encore a` l’information contenue dans une
carte perfore´e (me´canographie).
Par exemple, on pourra avoir une table concernant les auteurs correspondants
aux livres que contient une me´diathe`que. Cette table pourra comporter, en parti-
culier, les attributs : NomAuteur, PrenomAuteur, PaysOrigine, AuteurPeriode
et par conse´quent, la colonne correspondant a` l’attribut NomAuteur comportera
des noms d’auteurs (par exemple : Duras, Sarraute,Yourcenar, Nothomb, Japp,
etc.). Une ligne d’une telle BD sera par exemple, si on se limite a` ces 4 attributs :
{ NomAuteur . Duras , PrenomAuteur . Marguerite , PaysOrigine . France ,
AuteurPeriode . XXe`me sie`cle}, ou encore par le 4-uplet : (Duras ,
Marguerite , France, XXe`me sie`cle) – l’ordre contenu dans cet uplet dis-
pensant alors de “re´pe´ter” les attributs devant chacune de leur valeur.
On acce`de alors a` ce contenu par la notion de requeˆte. Ce contenu e´volue dans le
temps lors des mises a` jour des informations de la base comportant des ajouts,
suppressions, ou modifications d’informations. On peut se repre´senter une base
de donne´es (sans les requeˆtes) un peu comme un ensemble de feuilles de calcul
d’un tableur (comme Excel ) qui seraient relie´es entre elles par des liens formels
(qui peuvent eˆtre alors ge´re´es par les requeˆtes, ce que ne fait pas Excel, ou du
moins pas simplement).
Les the´saurus (cf. note 17) sont en fait des bases de donne´es. Le sche´ma rela-
tionel d’une telle BD est la structuration du the´saurus conside´re´, autrement
dit, l’agencement, l’architecture du the´saurus. Le diagramme de la BD as-
socie´e (et qui est donc une repre´sentation graphique du sche´ma relationnel de
31. Les lignes d’une table dans une BD sont la plupart du temps pre´sente´es commes des
uplets, ce qui est une erreur conceptuelle, car dans une table du mode`le relationnel de Codd,
il n’ y a pas d’ordre entre les lignes, ni entre les colonnes. Codd est formel sur ce point qui
a une importance d’un point de vue aussi bien conceptuel que pratique : les requeˆtes doivent
eˆtre exprime´es comme des conditions (i.e. des formules) de l’alge`bre relationnelle, utilisant
des noms d’attributs et des tables. Cela veut dire, par exemple, qu’on ne peut pas chercher
dans une table, au moyen d’une requeˆte la premie`re, la deuxie`me, etc. ligne (ou colonne) de
la table.
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la base) rend compte, formellement de cette architecture. On voit bien qu’il
peut y avoir plusieurs tables en jeu : par exemple, dans un the´saurus consacre´
a` l’e´piste´mologie des mathe´matiques, on pourra avoir une table consacre´e a` la
logique mathe´matique, une autre aux probabilite´s, une a` l’alge`bre, une a` la to-
pologie, une a` la ge´ome´trie, une a` l’analyse fonctionnelle, au calcul diffe´rentiel
et inte´gral, etc. ainsi que des tables consacre´es a` l’histoire des mathe´matiques,
d’autres tables aux symboles utilise´s, a` la terminologie employe´e, d’autres tables
consacre´es aux mathe´maticiens, et avec les concepts qu’ils ont introduits, des
tables consacre´es aux philosophes, aux historiens des mathe´matiques, etc.
Bien entendu ce choix des diffe´rentes tables est comple`tement subjectif et on
peut orienter la BD d’une toute autre fac¸on, en l’axant par exemple sur la syno-
nymie, la quasi-synonymie, la connexite´, l’analogie, la comparaison, la dualite´,
l’opposition, etc. relatives aus diffe´rents mots du the´saurus. L’organisation in-
terne d’une table donne´e (le choix des colonnes, i.e. des attributs) de´pend plus
ou moins de ce que l’on veut faire avec ce the´saurus et des choix que l’on a fait
pour les diffe´rentes tables. Les contenus des tables sont alors constitue´s de tous
les mots choisis pour le the´saurus.
Si le the´saurus est comple´te´ avec des de´finitions, autrement dit, si le the´saurus
n’est pas juste l’e´quivalent d’un dictionnaire hie´rarchise´ de synonymes, d’asso-
ciations, etc. i.e. une structuration de mots-clefs, alors ces de´finitions sont ra-
joute´es dans le contenu des tables de la BD avec des colonnes spe´cifiques. Mais
ce qu’il faut bien voir, c’est que le sche´ma de la BD associe´e au the´saurus repose
pour l’essentiel sur la partie “associative” du the´saurus (son graphe en fait) et
non sur sa partie “de´finitionnelle”. On remarquera e´galement que c’est graˆce a`
l’informatique et aux bases de donne´es que des the´saurus complets peuvent eˆtre
e´labore´s et utilise´s : il n’est en effet pas envisageable de re´aliser une version “pa-
pier”, lisible, d’un dictionnaire qui soit a` la fois un dictionnaire des synonymes
et un dictionnaire classique, avec des de´finitions 32, alors qu’avec une bonne in-
terface graphique, cela devient re´alisable.
On notera que ce qui n’est pas repre´sente´ sous forme de table pourra eˆtre
re´cupe´re´ graˆce a` une requeˆte. Par exemple, Si on opte pour la premie`re forme de
structuration (par discipline), tous les synonymes d’un mot donne´ du the´saurus
pourront eˆtre re´cupe´re´s, et ceci, inde´pendemment de leur appartenance a` une
discipline donne´e, re´pertorie´e en tant que table dans la BD du the´saurus. Ceci
montre bien que le choix de la forme de structuration que l’on prend pour
la base de donne´e n’est pas du tout re´dhibitoire sur l’usage que l’on fera par
32. Remarquer que de tels dictionnaires “complets” sont en re´alite´ circulaires : le mot a
est de´fini a` partir du mot b, lui meˆme de´fini de´fini a` partir d’autres mots de´finis dans le
dictionnaire. Seule une connaissance externe au dictionnaire, permet de re´ellement pouvoir
appre´hender le “sens” des mots. Noter qu’il s’agit d’une incomple´tude plus ou moins “cache´e”.
Par contre dans un dictionnaire de synonymes, la structuration repose fondamentalement sur
les de´finitions circulaires – avec tout de meˆme la re´serve, pour les versions papier, qu’un
mot donne´, synonyme d’un autre mot, et re´fe´rence´ comme tel, ne comportera comme entre´e,
qu’une re´fe´rence au mot dont il est synonyme. Par contre dans les versions e´lectroniques,
cette “redondance” n’est pas un proble`me : tout cela peut eˆtre ge´re´, par exemple, avec des
pointeurs.
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la suite de la BD, puisqu’on pourra toujours re´cupe´rer les informations que
l’on de´sire voir regroupe´es par des requeˆtes approprie´es. Ceci est d’ailleurs en
ge´ne´ral comple`tement “cache´” a` l’utilisateur qui ignore quelle est l’organisation
interne de la BD qu’il utilise. En ge´ne´ral, on choisit une structuration qui facilite
l’e´laboration du sche´ma de la BD ou encore une structuration optimise´e , c’est-a`
dire qui soit efficace pour l’exe´cution des requeˆtes (une BD peut contenir des
millions de lignes dans les tables). Bien entendu, la synonymie dont il s’agit est
relative au monde clos du the´saurus formalise´ en BD.
Lorsqu’on exe´cute une requeˆte dans les bases de donne´es relationnelles, on ob-
tient une vue qui est structure´e comme une table de la BD, et qui n’en diffe`re
que par le fait que les vues sont stocke´es en me´moire vive – la RAM (Random
Access Memory), qui est une me´moire “volatile” en ce sens, qu’elle est efface´e
lors de l’extinction de l’ordinateur – alors que les tables “re´elles” de la BD et
qui repre´sentent des donne´es persistentes sont stocke´es dans une me´moire de
masse (disque dur, etc.). E´videmment rien n’empeˆche de sauvegarder une vue.
Une remarque importante : on voit bien avec cet exemple, e´merger la notion de
BD de BD. En effet, on peut e´galement constituer sur le meˆme mode`le, une base
de donne´es consacre´e a` l’e´piste´mologie de l’informatique, une a` l’e´piste´mologie
de la physique, meˆme chose pour la chimie, la biologie, etc. et re´unir ces diffe´rentes
bases de donne´es en une unique BD et avoir ainsi un the´saurus consacre´ a`
l’e´piste´mologie. Et rien n’empeˆche de re´unir d’autres disciplines a` l’e´piste´mologie.
On voit alors que se pose le proble`me de savoir a` quel niveau d’abstraction et de
raffinement, on de´cide de se placer pour l’e´criture du the´saurus ou de fac¸on plus
ge´ne´rale pour la re´alisation d’une base de donne´e et e´galement quelques sont les
limites du sujet que l’on traite. . . C’est la` un des proble`mes les plus difficiles de
la mode´lisation et qui sous-tend d’ailleurs toute l’activite´ scientifique.
Une autre remarque s’impose avec cet exemple : nous avons peu parle´ de “l’ob-
jet” dans le cadre de cet article. Il est clair qu’avec un tel exemple, on se rend
compte que le coˆte´ d’hie´rachique d’un the´saurus repose sur le concept d’he´ritage
de la COO (e´voque´e plus haut), et qu’il est donc indispensable de rajouter cer-
tains concepts de l’approche objet dans le mode`le relationnel de Codd 33, ce que
nous tentons de faire avec les bases de donne´es conceptuelles 34.
Pour en revenir au cas ge´ne´ral, on remarque que la notion de requeˆte dans
les bases de donne´es, et qui est indissociable de la structuration d’une base
de donne´es avec le sche´ma relationnel qui lui est associe´, correspond a` la no-
tion de requeˆte de Google, a` ceci pre`s – et la diffe´rence est de taille – que les
33. Codd e´tait radicalement contre l’inte´gration de l’approche objet avec les bases de
donne´es relationnelles (en fait, dans la premie`re forme normale, du mode`le relationnel des
bases de donne´es, Codd interdit la de´composition des attributs en liste et en arbre – et qui
correspond a` la notion d’he´ritage de la COO). Ceci peut se comprendre a` l’e´poque ou` il a
e´labore´ son mode`le, car l’approche objet est particulie`rement de´structurante, et Codd e´tait
justement dans une de´marche de structuration. Mais Codd e´tait e´galement contre le mode`le
Entite´/Association de Chen (personne n’est parfait) !
34. Ibid. Note 29.
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requeˆtes des bases de donne´es relationnelles s’e´crivent dans un langage de pro-
grammation bien plus sophistique´ que ne le sont les conjonctions de mots clefs
propose´es dans les requeˆtes pour Google. Le langage de programmation qui sert
a` l’e´criture des requeˆtes s’appelle SQL (Structured Query Language) dans les
imple´mentations 35 du mode`le relationnel de Codd.
On notera que comme dans le cas des mots-clefs, le choix des attributs et des
divers regroupements d’attributs pour une base de donne´e est parfaitement sub-
jectif : c’est de la se´mantique, se´mantique dont la formalisation se traduit par
un sche´ma relationnel donne´. Toutefois, une fois que ce choix est fait et que le
sche´ma relationnel est pose´, alors la forme des requeˆtes est en partie impose´e
par ce sche´ma – mais on peut bien suˆ choisir de demander ce que l’on de´sire. On
a en donne´ une ide´e avec l’exemple du the´saurus. En ce qui concerne le Web,
l’e´laboration d’un tel sche´ma est rigoureusement impossible compte tenu de sa
nature fondamentalement dynamique.
On notera qu’avec les bases de donne´es, on a a` tout moment, une ide´e tre`s
pre´cise de la structuration sur laquelle on travaille (c’est un objet mathe´matique)
et l’extraction d’information a` partir de cette structuration se fait de fac¸on ri-
goureuse, au moyen de la notion formelle de requeˆte.
Signalons alors que les re´sultats obtenus a` l’issue d’une requeˆte sont exhaustifs
relativement a` la base de donne´es conside´re´e : on n’a ni plus ni moins que les
objets de la base qui vont satisfaire la requeˆte. Les informations contenues dans
une base de donne´es (bien formalise´e) sont d’ailleurs parfaitement connues a` un
instant donne´ et les mises a` jour de la base (ajout, suppression ou modification
d’informations) sont totalement controˆle´es. Ceci n’est e´videmment pas la situa-
tion du Web avec un moteur de recherche pour extraire des informations et ce
n’est pas non plus le cas des grandes banques de donne´es (en biologie, me´decine,
cartographie, etc.) dont ni la structuration ni les requeˆtes ne sont fonde´es sur des
bases mathe´matiques solides comme le sont les bases de donne´es. Les banques
de donne´es sont en re´alite´ des bases de donne´es plus ou moins bien (ou plus ou
moins mal) formalise´es, autrement dit, elles pourraient eˆtre des bases de donne´es
a` part entie`re alors que c’est intrinse`quement impossible pour le Web.
4.3 Bases de donne´es et dualite´ bottom-up versus top-
down
Situons maintenant l’e´laboration et l’utilisation des bases de donne´es dans l’op-
tique des approches bottom-up et top-down. Comme nous allons le voir, on se
trouve dans une situation tout-a` fait analogue a` la situation de´crite plus haut
pour les mots-clefs et les requeˆtes Google.
1) En ce qui concerne l’e´laboration du sche´ma d’une base de donne´e relation-
35. Une imple´mentation du mode`le relationnel des bases de donne´es de Codd consiste a` e´crire
un SGBD (Syste`me de Gestion de Bases de Donne´es ). Un SGBD comporte, en particulier,
un interpre´teur du langage SQL qui est une imple´mentation de l’alge`bre relationnelle de Codd
et qui constitue le calcul fondamental de ce mode`le the´orique.
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nelle, on proce`de, au choix, en utilisant un mode ope´ratoire de type bottom-up
ou top-down – et on utilisera en ge´ne´ral conjointement (en fait, alternativement)
ces deux modes. Dans le mode bottom-up, on se sert du (futur) contenu de la
BD pour e´laborer son sche´ma (qui servira alors a` structurer son contenu) alors
que dans le mode top-down, l’e´laboration du sche´ma de la BD se fait sur des
conside´rations exte´rieures au futur contenu de la BD. On peut avoir l’impres-
sion que le mode ope´ratoire de type bottom-up est paradoxal (utiliser le contenu
pour construire une structuration du contenu en question). Il n’en n’est rien.
Dans la pratique, pour la construction d’un tel sche´ma pour une BD donne´e,
on part d’une ide´e de sche´ma que l’on repre´sente graphiquement sur papier
(de´marche top-down), puis on l’imple´mente (c’est une sorte de prototype qui
est tre`s simple a` programmer). Dans un second temps, on remplit les tables
de la BD avec un peu de contenu (quelques lignes, que l’on appelle un “jeu de
donne´es”) et on re´ajuste alors le sche´ma en conse´quence (de´marche bottom-up),
et on recommence en le comple´tant a` nouveau sur papier. . . Rappelons que le
contenu d’une base de donne´e est justement ce qui de´termine la se´mantique de
la base, alors que la construction du sche´ma de la base est de la morphologie
(de la synyaxe). Avec une telle de´marche mixte, on peut ainsi e´laborer la partie
morphologique (syntaxique) d’une BD en acce´dant – et de fac¸on alternative – a`
une partie de la se´mantique de la BD.
Cette de´marche n’est donc paradoxale qu’en apparence. La vrai difficulte´ est en
re´alite´ de de´limiter le sujet – de´limitation dicte´e par ce que l’on appelle le ca-
hier des charges du syste`me d’information a` mode´liser – et surtout de choisir le
niveau d’abstraction/raffinement de chacun des composants (attributs, tables,
etc.).
2) Le choix et l’e´criture des requeˆtes arrive dans un deuxie`me temps et sur un
mode tout a` fait analogue a` ce qui est de´crit pour l’e´laboration du sche´ma :
bottom-up, top-down et mixte. Pour les BD complique´es, on peut eˆtre amene´
a` e´laborer sche´ma et requeˆtes plus ou moins simultane´ment. On l’a vu pour le
the´saurus.
3) Ce n’est qu’une fois que le sche´ma d’une BD est de´finitif et que l’on en a
e´crit et imple´mente´ les principales requeˆtes de base (dont certaines seront des
ve´rifications de la cohe´rence de la base) que l’on peut alors re´ellement comple´ter
le contenu de la BD. On peut e´videmment rajouter autant de requeˆtes que l’on
de´sire. Mais par contre des modifications, meˆme mineures, du she´ma (comme
se´parer un attribut en deux attributs – par exemple, transformer l’attribut
Artiste en Compositeur et Interprete dans une BD consacre´e a` la mu-
sique) peuvent tourner a` la catastrophe si la BD est de taille conse´quente et
de´ja` bien remplie.
4) L’appre´hension du contenu de la base peut alors se faire dans un mode
entie`rement top-down, graˆce a` l’utilisation des requeˆtes. C’est en ceci que re´side
la tre`s grande originalite´ des bases de donne´es relationnelles. On peut appre´hender
de grandes masses de donne´es entie`rement depuis l’exte´rieur et ceci d’une fac¸on
comple`tement rigoureuse et mathe´matique. La notion de requeˆte peut alors
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eˆtre vue comme une question que l’on pose au SGBD dans lequel l’exe´cuteur
de requeˆtes fonctionne de facto comme un oracle (puisque son travail est invi-
sible a` l’utilisateur). Bien entendu, rien n’empeˆche, si on le de´sire, d’adopter une
de´marche de type bottom-up pour parcourir le contenu d’une BD et pour y trou-
ver les informations que l’on cherche. Il faut voir qu’avant le mode`le relationnel
de Codd, c’e´tait en ge´ne´ral la seule facon (en dehors de la me´canographie) que
l’on avait de s’y prendre, avec les anciens “fichiers” physiques, i.e. les boites de
fiches utilise´es, par exemple, dans les bibliothe`ques d’une certaine importance et
dont le classement e´tait un vrai casse-teˆte de`s que l’on voulait abandonner les tris
alphabe´tiques (syntaxiques) pour acce´der a` des tris the´matiques (se´mantiques) !
4.4 Classification et dualite´ bottom-up versus top-down
Re´sumons ce qui pre´ce`de. Une approche de la classification au moyen de mots-
clefs, ou des requeˆtes de Google (comme avec la Google classification) ou en-
core avec les bases de donne´es (et ceci, quelque soit le mode`le the´orique uti-
lise´) sont toutes intrinse`quement de meˆme nature : Dans les diffe´rentes e´tapes
d’e´laboration et en particulier pour les mots-clefs et les requeˆtes, on peut adop-
ter aussi bien un mode ope´ratoire de type bottom-up que de type top-down (et
en ge´ne´ral les deux modes sont utilise´s alternativement dans un mode mixte ).
Les requeˆtes ainsi constitue´es permettent alors d’appre´hender des ensembles de
textes dans un mode de type top-down (c’est-a` dire sans avoir a` comprendre la
signification des textes), et d’en faire alors une classification.
Dans l’approche de la classification par compression, on est dans un mode
entie`rement de type top-down. Noter que lorsqu’on proce`de ainsi a` une clas-
sification par compression de textes, le cadre est alors purement syntaxique,
on n’utilise meˆme plus de mots-clefs ni de requeˆtes, qui ve´hiculent de fait une
certaine se´mantique (le choix des identificateurs utilise´s refle`te d’ailleurs cette
se´mantique). On obtient alors de l’information relative aux textes, sans recourir
a` leur se´mantique : juste en les compressant et donc par un calcul.
A premie`re vue cette approche peut tenir du “miracle” : on arrive a` classifier
des informations repre´sente´es par des textes sans rentrer dans le contenu des
textes en question et sans avoir eu a` les comprendre a` aucun moment alors
que clairement dans les me´thodes pre´ce´dentes, on est plus ou moins amene´ a`
utiliser un mode bottom-up (mais ce n’est pas non plus une obligation) pour
e´laborer des requeˆtes inte´ressantes (et dans le cas des bases de donne´es pour
e´laborer le sche´ma de la base). Rappelons, comme nous l’avons e´voque´ plus
haut, que la compression de textes est une science e´minemment the´orique et
qu’un simple algorithme comme ”gzip”, d’usage courant et banalise´, a ne´cessite´
des dizaines d’anne´es de recherches. On notera toutefois que dans l’utilisation
de la me´thode de classification par compression, on ne choisit pas non plus les
textes comple`tement au hasard ! Toutefois, on ne voit pas bien ce qui pourrait
limiter a` l’avenir l’utilisation de cette me´thode pour toutes les informations qui
re´sident sur le Web.
Si l’on conside`re le proble`me de la classification d’information en ge´ne´ral, noter
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l’exception que constituent les statistiques dont la de´marche est une approche
formelle de la classification en ge´ne´ral de type top-down, par exemple, en uti-
lisant des me´thodes calculant des facteurs de corre´lation pour regrouper des
objets et/ou des informations et ainsi en proposer une structuration. D’ailleurs
Google et les algorithmes de compression utilisent de fac¸on massive les statis-
tiques. Toutefois, on peut aussi proce´der en statistiques de fac¸on bottom-up ou
encore mixer les deux types d’approches. On verra mieux cet aspect des choses ci-
dessous ou` nous proposons une version probabiliste du sche´ma de compre´hension
(cf. section 5.2).
5 Interpre´tation ensembliste de la dualite´ Bottom-
Up versus Top-Down
Nous allons maintenant replacer les diffe´rentes approches de la classification en-
visage´es dans cet article dans la perpective du sche´ma de compre´hension de la
the´orie axiomatique des ensembles de Zermelo-Fraenkel, ZF, the´orie qui peut
eˆtre vue d’une certaine fac¸on comme une des premie`res tentatives mathe´matiques
formelles d’approche de la classification, le regroupement ensembliste e´tant la
forme la plus rudimentaire de regroupement d’e´le´ments. Noter au passage que
le mode`le relationnel de Codd pour les bases de donne´es repose en grande partie
sur la the´orie (na¨ıve) des ensembles, ce qui vu sous l’angle de la recherche d’un
mode de structuration formelle n’est finalement pas vraiment e´tonnant.
Ainsi, la dualite´ bottom-up versus top-down que nous mettons en e´vidence dans
la classification (cf. section 4), peut eˆtre illustre´e par la fac¸on dont “fonction-
ne” le sche´ma de compre´hension ensembliste. Par ailleurs, nous pre´sentons une
version probabiliste du sche´ma de compre´hension qui permet d’illustrer, entre
autres, la dualite´ exact versus approche´.
5.1 Le sche´ma de compre´hension ensembliste
C’est l’approche des mathe´matiques “pures”.
Il s’agit d’une approche globale, intrinse`quement de´terministe qui s’articule au-
tour d’une dichotomie fondamentale :
Vrai/Faux,
Prouvable/Contradictoire.
Une queˆte de l’absolu, de la perfection base´e sur la certitude. Ceci est refle´te´
dans le sche´ma de compre´hension ensembliste classique
∀x ∃y y = {z ∈ x ; P(z)} 36
ou` P est une proprie´te´ connue, fixe´e a` l’avance. Le regroupement ensembliste est
donc effectue´ a` partir d’une proprie´te´ bien de´finie au sein de cette dichotomie.
36. Plus formellement : ∀x ∃y ∀z (z ∈ y ←→ (z ∈ x ∧ P(z) )).
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Pour effectuer un tel regroupement, et construire ainsi un tel ensemble, on se
se retrouve alors dans un mode ope´ratoire de type top-down, l’ensemble e´tant
construit a` partir de la proprie´te´ P .
Et plus pre´cise´ment, si on adopte une de´marche constructiviste :
• On part d’un certain ensemble x.
• On choisit alors une certaine proprie´te´ P relative aux e´le´ments de l’es-
nemble x. Ceci peut eˆtre re´alise´ de fac¸on bottom-up ou top-down, exacte-
ment comme dans le choix des mots-clefs en vue d’une requeˆte, ou comme
dans l’e´laboration d’une requeˆte d’une base de donne´e relationnelle (cf. sec-
tion 4.3). De la meˆme fac¸on, l’ide´e du regroupement ou si l’on veut le
choix de ce regroupement (et qui est formalise´ par la proprie´te´ P ) est
en ge´ne´ral parfaitement subjectif : c’est de la se´mantique. On peut toute-
fois de´terminer une telle propie´te´ P de fac¸on syntaxique : par un calcul
(cf. section 6.1).
• A partir de cette proprie´te´ P , on se´lectionne alors les e´le´ments de l’en-
semble x qui vont satisfaire cette proprie´te´ P .
Le she´ma de compre´hension 37 nous autorise a` construire ainsi un tel ensemble
(dans la the´orie axiomatique des ensembles ZF).
On remarque que la solution au paradoxe de Russel 38 – sur lequel on “tombe”
effectivement si on ne relativise pas les ensembles z a` un certain ensemble x
de de´part, ou de fac¸on e´quivalente, si l’on conside`re un ensemble de tous les
ensembles – trouve ici pleinement son sens : dans cette de´marche il faut bien
partir de quelque chose, et en fin de compte d’un certain ensemble d’objets,
pour e´laborer une telle proprie´te´ ! D’ailleurs si l’e´laboration de la proprie´te´ P se
fait dans un mode mixte, comme c’est possible de le faire pour les requeˆtes des
bases de donne´es relationnelles, on pourra en fait, partir d’une certaine ide´e pour
la proprie´te´ P (base´e e´videmment sur ce qu’est l’ensemble x), puis “piocher”
quelques e´le´ments dans l’ensemble x conside´re´, pour commencer a` contruire la
proprie´te´ P , et recommencer a` piocher dans l’ensemble x et ajuster alors P et
ainsi de suite.
Une fois que l’on a “mis au point” une telle proprie´te´ (mais que l’on peut
e´galement trouver in extenso), on peut alors faire le regroupement de tous les
e´le´ments de x qui vont satisfaire P . Bien entendu, dans la litte´rature mathe´matique,
on ne va jamais pre´senter une proprie´te´ sous une telle forme taˆtonannte. On
donnera directement le re´sultat ! C’est pourtant bien la fac¸on dont les choses
s’e´laborent en ge´ne´ral, et les informaticiens y sont coutumiers : la mise au
37. Noter que l’on peut imaginer de mettre un certain nombre de restrictions sur la pro-
prie´te´ P, en particulier pour e´viter les phe´nome`nes de circularite´, par exemple, si la pro-
prie´te´ P contient une quantification sur l’ensemble y qu’elle est cense´ de´finir. On parle alors
d’impre´dicativite´ (Henri Poincarre´).
38. Si pour le sche´ma de compre´hension, on pose (P e´tant une certaine proprie´te´ fixe´e) :
∃y y = { z ; P(z) }, i.e. ∃y ∀z (z ∈ y ←→ P(z) ), alors il suffit de prendre pour la
proprie´te´ P : P(u) si et seulement si u /∈ u pour obtenir une contradiction (on aura y ∈ y si
et seulement si y /∈ y).
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point d’une BD ou d’un programme se fait ainsi de fac¸on modulaire, mais c’est
e´galement bien souvent le cas des mathe´matiques.
Ce qui est important de voir c’est qu’alors le regroupement, autrement dit la
constitution (et pour certains la construction effective) de l’ensemble y peut se
faire dans un mode ope´ratoire de type top-down, qui est en fait un mode in-
tentionnel. L’intentionnalite´, ou si l’on veut l’abstraction e´tant exprime´e par la
proprie´te´ P . Cette proprie´te´ joue le roˆle d’une question qui se traduit par une
instanciation du sche´ma de compre´hension, lequel fonctionne donc comme un
oracle. La re´ponse de l’oracle est pre´cise´ment l’ensemble des e´le´ments de x qui
vont satisfaire P . Ce mode ope´ratoire est en opposition (dual en fait) a` une des-
cription extensionnelle de y (c’est-a` dire e´le´ment par e´le´ment) et qui s’effectue
donc dans un mode bottom-up.
Noter que, le fait de connaˆıtre a` l’avance cette proprie´te´ est tre`s particulier et
ne refle`te pas la plupart des situations “re´elles” . Nous de´veloppons ci-dessous
cet aspect des choses en proposant un sche´ma de compre´hension “probabilis-
te”. Nous montrons alors dans la section 6, en quoi ce she´ma probabiliste peut
lui-meˆme eˆtre ge´ne´ralise´ au moyen de la complexite´ de Kolmogorov. Ceci nous
rame`ne a` la relation entre la the´orie algorithmique de l’information et la classi-
fication qui sont au coeur de ce travail.
5.2 Le sche´ma de compre´hension probabiliste
Dans l’approche probabiliste, nettement plus pragmatique que l’approche lo-
gique, l’incertitude est prise en conside´ration, elle est borne´e et est traite´e de
fac¸on mathe´matique 39.
On peut repre´senter ceci avec une version probabiliste du sche´ma de compre´hension
en remplac¸ant le fait d’eˆtre vrai pour la proprie´te´ P(z) pour certaines instances
de z, par une limitation du degre´ d’incertitude que l’on a sur la ve´rite´ de P(z).
Et de fac¸on formelle, en meˆme temps que z, on est amene´ a` conside´rer un nou-
veau parame`tre pour P , a` savoir l’e´ve`nement ω d’un espace de probabilite´s Ω
et on doit alors fixer un intervalle de confiance I de [0, 1] (qui repre´sente un
certain intervalle de pre´diction). De´notons par µ la loi de probabilite´ sur Ω, le
sche´ma de compre´hension probabiliste peut alors s’e´noncer sous la forme :
∀x ∃y y = {z ∈ x ; µ( {ω ∈ Ω ; P(z, ω)} ) ∈ I}
De la meˆme fac¸on que dans le cas du sche´ma de compre´hension ensembliste,
on se retouve dans un mode ope´ratoire de type top-down pour effectuer un tel
regroupement et construire ainsi un tel ensemble a` partir de la proprie´te´ P et
de l’intervalle I. Et ceci, meˆme si l’on prend en compte un certain degre´ d’in-
certitude sur la ve´rite´ ou le caracte`re prouvable de la proprie´te´ P(z) (que l’on
remplace par µ({ω ∈ Ω ; P(z, ω)}) ∈ I) pour des intances particulie`res de z.
39. Le lecteur peut se re´fe´rer a` William Feller [21] ainsi qu’a` Kolmogorov [27, 29] et Chaitin
[4].
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On notera qu’une fois encore, on se retrouve dans une situation bien particulie`re
car cette proprie´te´, meˆme si sa ve´rite´ est plus ou moins incertaine, est bien de´finie
et fixe´e a` l’avance ainsi que l’intervalle de confiance I. On se rapproche toutefois
davantage avec ce sche´ma, de nombre de situations rencontre´es dans le monde
re´el. Comme dans le cas pre´ce´dent, une telle proprie´te´ P (et l’intervalle I ) per-
mettent de constituer l’ensemble y dans un mode ope´ratoire de type top-down,
autrement dit, ils fournissent une description intentionnelle, abstraite de l’en-
semble y. On voit bien qu’il est alors naturel de conside´rer comme plus haut, un
oracle sous-jacent (le sche´ma de compre´hension probabiliste) qui, si on lui sou-
met la proprie´te´ P et l’intervalle I, renvoit l’ensemble y ; cette re´ponse n’e´tant
pas parfaitement de´termine´e, l’intervalle I bornant cette incertitude. Noter que
comme ci-dessus, le choix de P et I est d’ordre se´mantique. Remarquer que
d’autres versions pour un sche´ma de compre´hension probabiliste peuvent eˆtre
conside´re´es.
En ce qui concerne les regroupements d’informations qui rele`vent d’un mode
purement top-down, a` la fois dans l’e´laboration de proprie´te´s qui permettent le
regroupement d’informations, ainsi que dans le regroupement proprement dit,
et donc dans la constitution d’ensembles de telles informations, on pourra se
reporter a` la section suivante sur l’intentionnalite´ et la complexite´ de Kolmogo-
rov (section 6).
Rappelons simplement (cf. section 4.4 ) que la classification par compression et
un certain nombre de me´thodes d’infe´rence statistique permettent d’avoir une
telle approche entie`rement de type top-down. Le cas de la classification avec
Google est exactement le meˆme que pour les sche´mas de compre´hension ensem-
bliste et probabiliste (les mots-clefs propose´s dans les requeˆtes de Google vont
jouer le roˆle de la proprie´te´ P), ou encore avec la classification au moyen des
bases de donne´es a` ceci pre`s – et la diffe´rence est de taille – qu’avec Google,
tout est en continuel e´tat de variation : les re´ponses, tout comme les mots-clefs
propose´s dans les requeˆtes.
6 Information, intentionnalite´, abstraction et com-
plexite´ de Kolmogorov
6.1 Classification, bases de donne´es, intentionnalite´, abs-
traction, se´mantique et the´orie algorithmique de l’in-
formation
Nous avons souligne´ dans la section 4 l’importance de l’expansion du Web et
l’immense inte´reˆt que repre´sentent la classification par compression et la classi-
fication avec Google. On peut d’ailleurs voir le Web comme une sorte de syste`me
expert phe´nome´nal, dans la mesure ou` c’est un immense syste`me d’information
(et ceci est l’aspect re´seau – logiciel et mate´riel – entre des machines et des
serveurs), mais e´galement avec le constat que les machines en question sont
utilise´es – et programme´es – par des humains (et leur cerveau) avec un niveau
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d’intelligence incomparable avec le monde syntaxique des machines (qui ne font
donc que calculer. . .).
L’utilisation de la classification par compression (et la classification avec Google)
seront tre`s vraissemblablement utilise´es avec l’information circulant sur le Web
et cela concerne e´galement une part des me´thodes d’infe´rence statistiques. Re-
marquons que toutes ces approches sont e´troitement corre´le´es : comme dans
toute approche de la classification (cf. section 4.4 et section 5), elles permettent
une appre´hension top-down de l’information. En particulier, elles peuvent servir
a` l’appre´hension du contenu en information d’un texte donne´ (et plus ge´ne´ralement
d’un ensemble de textes) et ceci sans acce´der au contenu depuis l’inte´rieur du
texte, i.e. sans lire et comprendre le texte. Ces me´thodes proce`dent par analogie
avec d’autres textes dont la signification est connue ou encore par comparaison
de leurs contenu en information respectifs. Ce sont en quelques sorte des “pro-
filers” qui peuvent s’ave´rer, si on les applique a` l’information circulant sur le
Web, (redoutablement) efficaces dans l’avenir 40.
Toutefois, nous avons e´galement pre´cise´ en quoi ces me´thodes ne sont pas suf-
fisamment de´veloppe´es formellement, en particulier en ce qui concerne la no-
tion de requeˆte : si on a une classification d’information, l’ide´e est de pouvoir
re´cupe´rer de l’information (et ceci de fac¸on rigoureuse, formelle) a` partir de
cette classification. On peut d’ailleurs noter que la notion de requeˆte concer-
nant le Web (avec Google ou tout autre moteur de recherche) n’est pas non plus
vraiment formalise´e.
Nous avons vu qu’avec le mode`le relationnel des bases de donne´es de Codd, la
structuration et le traitement de l’information contenue dans des fichiers d’or-
dinateur, pouvaient eˆtre appre´hende´es de fac¸on entie`rement mathe´matique, a`
la fois dans le sche´ma d’une BD et dans les requeˆtes que la BD propose (les
requeˆtes de´pendant e´troitement du sche´ma). Comme nous l’avons remarque´,
avant Codd, personne n’a envisage´ un tel traitement de l’information dans les
machines et Codd a du se battre pour faire accepter un tel mode`le mathe´matique
et d’ailleurs les syste`mes d’exploitation actuels des machines n’utilisent tou-
jours pas re´ellement les bases de donne´es. Il nous apparaˆıt donc fondamental
de re´fle´chir a` des formalisations possibles pour la classification par compres-
sion et la classification avec Google, ainsi qu’a` la formalisation de la notion de
requeˆte sur le Web. Remarquons qu’avec Google (ou avec tout autre moteur de
recherche du Web), on n’a aucune ide´e pour e´valuer de fac¸on ge´ne´rale le degre´
d’incertitude des re´ponses fournies. Google donne entre 0% et 100% de re´ponses
“pertinentes”. Ces re´ponses sont impre´visibles et en continuel e´tat de variation.
Situation pour le moins pas e´vidente ! Toutefois, il nous apparaˆıt raisonnable,
dans un premier temps, de faire abstraction du caracte`re plus ou moins fluctuant
de Google (ainsi que de son coˆte´ pas ne´cessairement scientifique, cf. section 3.2,
point 4), dans l’appre´hension mathe´matique de ces me´thodes.
Ainsi, on part d’un regroupement ou plus ge´ne´ralement d’une classification
40. Est-il besoin de rappeler qu’une fois qu’une information a e´te´ rentre´e sur la “Toile”, il
est quasiment impossible de l’effacer. . .
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que l’on a obtenus au moyen de conjonctions de mots-clefs propose´s dans des
requeˆtes soumises a` Google, ou encore d’un regroupement ou d’une classification
obtenus par compression ou observe´ par des me´thodes statistiques.
Dans le cas simple d’un regroupement, on en de´duit alors l’existence d’une pro-
prie´te´, d’une “loi”, qui est une forme de re´gularite´. L’e´mergence d’une telle loi
co¨ıncide avec l’existence d’un certain degre´ d’intentionnalite´ dans le regroupe-
ment effectue´. Autrement dit, on a mis en e´vidence un regroupement d’objets,
dont la description peut eˆtre compresse´e au moyen de la proprie´te´ en question.
Il s’agira alors d’une description intentionnelle (lorsque la compression a e´te´
effectue´e). On peut voir ceci comme une forme (e´largie) top-down du sche´ma
de compre´hension ensembliste ou probabiliste : la proprie´te´ utilise´e dans les re-
groupements ensemblistes n’est pas connue et fixe´e a` l’avance.
Pour des classifications plus sophistique´es, on aura des regroupements d’ordre
supe´rieur i.e. des regroupements de regroupements, etc. Autrement dit, plu-
sieurs proprie´te´s seront en jeu (selon les situations, ce nombre peut meˆme eˆtre
infini, en the´orie du moins). Noter qu’avec une analyse fine de la mode´lisation
au moyen des bases de donne´es relationnelles, on s’aperc¸oit qu’actuellement,
dans la plupart des cas, quelques niveaux suffisent pour mode´liser nombre de
syste`mes d’information discrets (du monde re´el). On peut donc imaginer une
situation analogue pour les classifications obtenues dans les approches de type
top-down comme celles e´voque´es ci-dessus ou du moins celles qui sont relatives
au monde re´el actuel.
Dans le cas d’un regroupement ale´atoire, la description du regroupement en
question ne correspond a` aucune loi : aucune classification n’est possible. Seule
une description extensionnelle (e´le´ment par e´le´ment) du regroupement peut eˆtre
donne´e : elle est intrinse`quement non intentionnelle. On peut dire non “inten-
tionalisable”, autrement dit, il n’existe pas de description plus courte et plus
abstraite et donc plus intentionnelle qui soit e´quivalente. Ou pour le dire autre-
ment, une telle description est incompressible.
Ceci montre a` quel point la the´orie de la complexite´ de Kolmogorov est une
the´orie d’avant-garde, lorsqu’on la conside`re avec plusieurs points de vue, c’est-
a` dire en e´tudiant le caracte`re ale´atoire d’un mot aussi bien que son contenu en
information, ou encore la possibilite´ de compression de ce mot. D’une certaine
fac¸on, l’ale´atoirite´ est le “contraire” de la classification, et plus pre´cise´ment, on
a une dualite´ : ale´atoirite´ versus classification, du fait de l’existence meˆme de la
the´orie de la complexite´ algorithmique de Kolmogorov qui permet d’appre´hender
l’information sous ces deux aspects, comme l’explicite d’emble´e Kolmogorov lui-
meˆme [28].
On notera que cette dualite´ est une quasi opposition, bien que l’ale´atoirite´ ne
soit pas non plus le chaos (cf. Partie I). Ceci nous fait alors entrevoir des liens
profonds entre la complexite´ de Kolmogorov et les bases de donne´es relation-
nelles qui constituent actuellement, comme on l’a vu, la seule approche logique
qui soit imple´mente´e (et largement diffuse´e) des syste`mes d’information. Cette
complexite´ apparaˆıt e´galement incontournable de`s lors que l’on s’inte´resse aux
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proble`mes de classification, ce qui n’est pas surprenant puisque la complexite´
de Kolmogorov est avant tout une the´orie de l’information !
Revenons maintenant sur la de´marche meˆme de Kolmogorov et remarquons que
celle-ci rele`ve d’une approche top-down. En effet il suffit de regarder la de´finition
de base de la complexite´ de Kolmogorov :
La taille du plus court programme qui retourne une output donne´e
(l’output e´tant un mot binaire qui repre´sente un objet donne´, fixe´ a`
l’avance) 41.
Plus grande est la complexite´ de Kolmogorov d’un objet, plus grands sont les
programmes dont l’exe´cution retourne cet objet, plus l’objet est ale´atoire, plus
grand est son contenu en information, plus les programmes qui le produisent
sont incompressibles, moins les descriptions d’un tel objet seront intentionelles,
moins elles seront abstraites, moins les proprie´te´s qui permettent de de´crire cet
objet seront abstraites (lorsqu’on les regarde de fac¸on syntaxique).
Dans cette de´finition on n’entre pas dans le contenu de l’output (dans le de´tail
de l’objet si l’on veut, l’objet est donc pris comme un tout). On se contente
d’appre´hender cet objet de l’exte´rieur, au moyen d’un programme et/ou d’une
proprie´te´ qui permet de le de´crire. C’est bien une de´marche de type top-down
tout comme le sont la classification par compression, la classification avec Google
avec des mots-clefs choisis au hasard et un certain nombre de me´thodes d’infe´rence
statistiques. Cela` nous laisse entrevoir que ces me´thodes de classification ont a`
voir entre elles et que la the´orie de la complexite´ de Kolmogorov pourrait fournir
un cadre mathe´matique formel unificateur.
Autrement dit, graˆce a` le the´orie de Kolmogorov, on est capable de mesurer
la complexite´ d’un objet (au sens de Kolmogorov,) i.e. de donner une mesure
quantitative du degre´ d’intentionnalite´ ou encore du degre´ d’abstraction, que
peut contenir une description calculable de l’objet. Il est remarquable que ceci
puisse eˆtre fait sans aucune “connaissance” pre´alable de la structure de l’objet
et que cela nous permette justement d’appre´hender cette structure.
6.2 Complexite´ de Kolmogorov et the´ories de l’informa-
tion, se´miotique
Comparons maintenant les diffe´rentes fac¸ons de conside´rer le concept d’infor-
mation selon Shannon (cf. Part I), Kolmogorov, Codd et quelques autres cher-
cheurs :
• Pour Shannon (1948) [32], une information est un message qui est trans-
mis sur un support mate´riel physique, autrement dit, une information est
un signal dont la transmission peut se faire avec plus ou moins de perte.
41. Kϕ(y) = min{|p| : ϕ(p) = y} ou` Kϕ : O → N avec ϕ : {0, 1}∗ → O qui est une
fonction re´cursive partielle (intuitivement ϕ est un exe´cuteur pour les programmes p comme
l’est un interpre´teur LISP) et O un ensemble muni d’une structure de calculabilite´. On prend
la convention que min ∅ = +∞ (cf. Part I).
38
Noter que dans cette approche, on a affaire a` une conception dynamique de
la notion d’information et que le support de communication est conside´re´
comme e´tant fondamental.
Shannon s’inte´resse alors a` la robustesse de cette transmission et est amene´
a` de´gager la notion de quantite´ d’information contenue dans les messages
transmis. Pour mesurer la diminution ou l’augmentation de cette quan-
tite´, Shannon a recours a` un concept emprunte´ a` la thermodynamique : la
notion d’entropie sur laquelle il fonde sa the´orie de l’information. Il expli-
cite alors, sur des bases mathe´matiques, comment traiter de l’information
transmise sur des canaux de communication avec un certain bruit. Dans
la the´orie de Shannon, l’information (le message) est repre´sente´e par un
mot et est base´e sur le codage des lettres ou groupes de lettres des mots
(cf. Partie I). C’est donc une analyse purement syntaxique dans un mot
et des messages qu’il repre´sentent. Il n’y a pas d’analyse se´mantique.
Ainsi, Shannon e´labore une the´orie mathe´matique, mesurant quantitati-
vement le contenu en information d’un message transmis avec une certaine
perte du signal. Les principales applications de cette the´orie (qui pre´sente
un immense inte´reˆt) sont relie´es aux te´le´communications (ce qui n’est pas
surprenant : Shannon travaillait dans les laboratoires Bell).
• Les travaux de Shannon prennent leur source dans la cyberne´tique concue
par Wiener- a` la fin des anne´es 40 (cf. note 7). Elle a trouve´ un plein
e´panouissement dans le cadre des confe´rences Macy (1942 – 1953), aux-
quelles Shannon a assiste´. Avant Wiener et ces confe´rences, il n’existait
pour ainsi dire pas de the´orie de l’information.
La cyberne´tique est une the´orie qui fonde en particulier, le concept de
syte`me autore´gule´ , en termes de : comportement global, d’e´changes, de
communication et d’interactions. C’est une approche fondamentalement
top-down de l’information et des syste`mes. Wiener parle encore d’une
≪ science des relations et analogies entre organismes (vivants) et ma-
chines 42 ≫. Il e´tudie notamment les processus ale´atoires et le “bruit”
e´mis lors des e´changes dans un syste`me. Une notion fondamentale de sa
the´orie est le feedback : ≪ Un objet est controˆle´ par la marge d’erreur qui
le se´pare a` un moment donne´ de l’objectif qu’il cherche a` atteindre ≫. Ceci
pre´figure bien la the´orie de l’information de Shannon (qui a e´te´ un e´le`ve
de Wiener).
La vision de Wiener des machines est une vision d’avant-garde ! Ses tra-
vaux sont a` l’origine de nombre de de´couvertes et en particulier sur les
aspects sociologiques, psychologiques et biologiques de la communication
et de l’interaction et plus ge´ne´ralement sur toutes les the´ories de l’infor-
mation. En plus de tous les courants de recherche que la the´orie de Wiener
a engendre´s, signalons que cette the´orie a e´galement eu une influence im-
42. Le livre que Wiener publia en 1948 et a` propos duquel, il eut des e´changes avec von
Neumann : Cybernetics or Control and Communication in the Animal and the Machine,
provoqua un certain tohu-bohu...
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portante sur une part de la se´miotique 43 moderne.
• Citons notamment Umberto Eco 44, dans l’oeuvre ouverte 45 (1962) ou` il
est question d’analyser le proble`me de l’ouverture (que l’on peut voir
comme une certaine forme de non-de´terminisme ou encore de pluralite´
d’interpre´tations) des oeuvres d’art. Eco fait largement re´fe´rence a` Wiener
dans le chapitre 3 : Ouverture, Information, Communication. Il pointe,
avec une grande pertinence, la ne´cessite´ de distinguer 46 :
≪ [. . . ] la signification d’un message et l’information qu’il ap-
porte. ≫
Autrement dit, il convient de bien diffe´rencier la se´mantique d’un message
et son contenu en information. Eco donne un exemple tre`s simple (que
nous re´arangeons un peu) et tre`s e´clairant, illustrant cette distinction : a`
savoir, le message ”Il neigera demain sur Paris”. Ce message n’a pas le
meˆme contenu en information selon que l’on se trouve en de´cembre ou en
plein mois d’aouˆt !
Il ajoute :
≪ Wiener disait en somme que signification et information sont
des synonymes, lie´s l’un comme a` l’autre a` l’entropie et au
de´sordre. [. . . l’information de´pend e´galement de la source dont
provient le message. ≫
Autrement dit, et contrairement a` Wiener (et Shannon), Eco met en
e´vidence que le contenu en information d’un message (et d’une certaine
fac¸on sa pertinence ) de´pend du contexte ou` le message est conside´re´. Nous
verrons ci-dessous comment Kolmogorov traite de ce proble`me.
• Pour Kolmogorov (1965) (cf. e´galement Chaitin (1966) et Solomonoff
(1964)), l’aspect fondamental de l’information est le contenu en infor-
mation d’un objet donne´, et ceci inde´pendemment de toute conside´ration
sur l’utilisation de cette information (comme message par exemple). C’est
donc une conception statique de l’information.
Ce qui inte´resse Kolmogorov, c’est d’une part, de fonder mathe´matiquement
la notion d’ale´atoirite´ et d’autre part, d’expliciter la notion de contenu
en information d’un objet donne´, et ceci, de fac¸on intrinse`que a` l’objet.
Ainsi, ce que cherche Kolmogorov, c’est d’e´laborer une the´orie de l’infor-
mation qui soit plus abstraite que celle de Shannon et qui serait base´e sur
la se´mantique et pas seulement sur un objet “physique” comme un mot. Sa
solution consiste a` conside´rer des programmes informatiques (vus comme
43. The´orie e´labore´e par Charles Sanders Pierce (1839 - 1914).
44. Eco, titulaire de la chaire de se´miotique et directeur de l’E´cole Supe´rieure des Sciences
Humaines a` l’Universite´ de Bologne, est actuellement professeur e´me´rite. Il a publie´ de tre`s
nombreux essais et des romans ou` il met en quelque sorte en pratique ses the´ories se´miologiques
et du langage.
45. Eco U. L’oeuvre ouverte. Bompiani, 1962 & Le Seuil, 1965.
46. Ibid. Note 45.
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des descriptions calculables) – il se place en fait dans la the´orie de la cal-
culabilite´ – qui calculent et retournent des objets en output. Il s’inte´resse
alors a` la longueur du plus petit programme. Ainsi, en conside´rant a` la fois,
les programmes et ce que les programmes calculent, Kolmogorov prend en
compte, dans sa the´orie de l’information, a` la fois un aspect syntaxique (la
longueur du programme) et un aspect se´mantique (ce que le programme
calcule).
Avec la complexite´ de Kolmogorov, on a donc une mesure mathe´matique
“objective” du contenu en information d’un objet. De plus cette mesure est
de´finie de fac¸on inhe´rente a` l’objet – et elle en donne alors une spe´cification
de son contenu en information qui est en quelque sorte universelle – car
elle ne de´pend pas (a` une constante pre`s) du langage de programma-
tion utilise´ pour e´crire les programmes : c’est le contenu du the´ore`me
d’invariance de Kolmogorov. Pour de´finir ainsi une notion mathe´matique
“absolue” d’ale´atoirite´, Kolmogorov est donc amene´ a` faire radicalement
abstraction du support mate´riel physique de l’information. C’est ainsi que
se trouve e´labore´e la the´orie algorithmique de l’information, permettant de
“calculer” 47 la complexite´ d’un objet. Avec la notion de complexite´ condi-
tionnelle, Kolmogorov raffinera cette notion de complexite´ intrinse`que a`
un objet en la relativisant a` un contexte (l’input , l’oracle, etc. pour le
programme) et qui repre´sente de l’information supple´mentaire. Ceci cor-
respond tre`s exactement au proble`me souleve´ par Eco sur la distinction
fondamentale entre signification et contenu en information.
Kolmogorov donne ainsi les bases de la the´orie algorithmique de l’infor-
mation, qui peut alors eˆtre vue aussi bien comme une the´orie fondant la
notion d’ale´atoirite´, que comme une the´orie pouvant servir de fondement
a` la notion de classification, de structuration de l’information.
• Pour Codd (1970), l’aspect fondamental de l’information re´side, comme
on l’a vu, dans la structuration de cette information et dans la possibilite´
de retrouver de l’information de fac¸on exhaustive, a` travers la structura-
tion choisie, celle-ci e´tant de´crite de fac¸on formelle. La the´orie de Codd
repose fondamentalement sur la logique mathe´matique. C’est donc sur
l’aspect statique de l’information que Codd fonde sa recherche. Noter que
pour e´laborer sa the´orie, tout comme Kolmogorov, Codd fait abstraction
du support physique de l’information, provoquant une sorte de re´volution
dans le monde du traitement de l’information (chez IBM ), qui jusque
la`, reposait sur le fait que le support de l’information e´taient les fichiers .
Quelque part, information et fichiers faisaient un tout.
On notera e´galement que dans la mode´lisation des syste`mes d’informa-
tion au moyen des bases de donne´es relationnelles, le point subtil souleve´
par Eco sur la distinction entre se´mantique et contenu en information est
47. Rappelons que l’ide´e profonde´ment originale de Vita´nyi, a` l’origine de la classification
par compression, consiste a` calculer une valeur aproche´e de cette complexite´, graˆce aux algo-
rithmes de compression de donne´es.
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pris tre`s au se´rieux : on parle de pertinence d’une information pour un
syste`me d’information donne´. Et c’est meˆme sur cette distinction fonda-
mentale que se construit le sche´ma relationnel d’une base de donne´es. Par
exemple, dans une base de donne´es formalisant la gestion d’une universite´,
on choisira ou non de conside´rer que les loisirs des e´tudiants sont une infor-
mation a` retenir ou au contraire a` e´liminer. Ce choix est e´videmment par-
faitement subjectif. C’est de la se´mantique . Si l’attribut LoisirEtudiant
est retenu, alors il fera partie du sche´ma relationnel de la base de donne´es
qui est la contrepartie syntaxique de ce que l’on retient comme se´mantique
“constitutionnelle” du syste`me d’information.
6.3 The´orie algorithmique de l’information, repre´sentation
et abstraction
La complexite´ de Kolmogorov ne s’applique pas a` priori aux objets que l’on
conside`re mais seulement aux mots binaires associe´s dans une repre´sentation
que l’on a choisie pour ces objets. Toutefois, pour les diffe´rentes repre´sentations
usuelles, ceci a une incidence mineure (c’est le contenu du the´ore`me d’inva-
riance ). Aussi, on parle (abusivement) de la complexite´ de Kolmogorov d’objets
et non de la complexite´ de Kolmogorov de repre´sentation d’objets.
Cependant, si on conside`re des repre´sentations d’ordre supe´rieur, ceci ne reste
plus vrai. Par exemple, si on repre´sente les entiers comme cardinaux d’ensembles
(finis) re´cursivement e´nume´rables. En fait, la complexite´ de Kolmogorov permet
de comparer les repre´sentations des entiers d’ordre supe´rieur, conduisant ainsi
a` une hie´rarchie propre des se´mantiques naturelles des entiers (ite´rateurs de
Church, cardinaux, ordinaux, etc.) comme nous le montrons dans [23]. Cette
hie´rarchie peut eˆtre mise en paralle`le avec une hie´rarchie de complexite´s de Kol-
mogorov induite par la prise en conside´ration de calculs infinis et/ou d’oracles.
Ceci nous a permis, entre autres, de de´gager le fait que la complexite´ de Kolmo-
gorov peut servir a` e´tablir une forme de classification de diffe´rentes se´mantiques
des entiers, chose assez e´tonnante. On peut voir aussi cette classification des
diffe´rentes repre´sentations des entiers comme une classification du degre´ d’in-
tentionnalite´ des repre´sentations en question, i.e. une sorte de classification du
caracte`re plus ou moins abstrait des diffe´rentes de´finitions des entiers, provenant
des diffe´rentes se´mantiques conside´re´es.
Nous de´veloppons une part des aspects techniques de ces conside´rations dans [23] 48.
7 Conclusion
Les conside´rations pre´ce´dentes montrent, en particulier, que non seulement la
complexite´ de Kolmogorov permet de fonder la notion d’ale´atoirite´ mais de plus,
48. Ainsi que dans un travail en cours : Ferbus-Zanda M. & Grigorieff S. Kolmogorov com-
plexity and higher order set theoretical representations of integers et Ferbus-Zanda M. &
Grigorieff S. Infinite computations, Kolmogorov complexity and base dependency.
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cette the´orie est intrinse`quement lie´e a` tout ce qui concerne fondamentalement
l’information : les notions de contenu en information et de compression, la
notion de classification et de structuration , et plus ge´ne´ralement les bases de
donne´es et les syste`mes d’information (tels qu’ils se pre´sentent actuellement).
Cette the´orie est e´galement lie´e aux notions d’intentionnalite´ et d’abstraction ,
ou encore aux notions de repre´sentation , de syntaxe et de se´mantique . Vaste
programme !
Ce double aspect (ale´atoirite´ et classification) – de´gage´ par Kolmogorov a` l’ori-
gine de sa the´orie [28] – se trouve d’ailleurs en partie caracte´rise´, lorsque pour
parler de la complexite´ de Kolmogorov (et pour la distinguer de la the´orie de
l’information de Shannon), on l’appelle dans bien des situations : la the´orie
algorithmique de l’information. On peut donc vraiment en espe´rer des applica-
tions dans des domaines qui pouvaient en paraˆıtre a` priori e´trangers et surtout
cette the´orie nous apparaˆıt comme pouvant fournir un cadre the´orique unifica-
teur pour nombre d’approches du traitement de l’information.
Toutefois, il nous semble inte´ressant d’envisager une forme d’extension de la
complexite´ de Kolmogorov, fonde´e pour l’essentiel sur la the´orie des fonctions
calculables et donc sur les algorithmes, en e´tendant celle-ci aux ensembles, aux
syste`mes d’information et aux bases de donne´es. De cette fac¸on, nous adop-
tons un point de vue relationnel, non de´terministe, compare´ au point de vue
fonctionnel, essentiellement de´terministe, initialement conside´re´ par Kolmogo-
rov et qui est celui qui est couramment adopte´ (ceci va d’ailleurs de pair avec la
reconside´ration des ASM dans le cadre du relationnel). La complexite´ de Kol-
mogorov et les ASM peuvent alors eˆtre approfondies dans le cadre de la dualite´
fonctionnel versus relationnel (cf. section ?? et section 4.2) 49.
Cela sous-entend que l’on s’inte´resse a` la complexite´ de Kolmogorov avec un
point de vue plus raffine´ (plus structurel, autrement dit, un point de vue quali-
tatif ) que le point de vue initial de Kolmogorov, pour qui un programme et une
output sont des mots binaires – mots binaires qui peuvent d’ailleurs repre´senter
des ensembles, des graphes, des syste`mes d’information, etc. et qui cherche avant
tout a` donner une de´finition quantitative de la complexite´ d’un objet.
C’est e´galement dans une telle approche qualitative que se situe Codd lui-meˆme,
en e´laborant le mode`le relationnel des bases de donne´es : la notion formelle
d’attribut sur laquelle cette the´orie est fonde´e, est justement de repre´senter et
d’inte´grer dans un cadre mathe´matique des caracte´ristiques d’ordre qualitatif
pour les objets relie´s entre eux par des liens de nature e´galement qualitative.
Une BD est une spe´cification formelle mais ne´anmoins mathe´matique tout aussi
“scientifique” qu’un algorithme, qui traite les donne´es et qui fait des calculs.
On peut, en particulier, s’inte´resser, non pas a` la taille du plus petit programme
(calculant une output donne´e), mais au programme lui-meˆme et pourquoi pas
49. Nous e´tudions la dualite´ du fonctionnel et du relationnel dans [25] et la relation entre les
ASM et la complexite´ de Kolmogorov ainsi que la reconside´ration de ces the´ories avec le point
de vue relationnel dans un article en pre´paration : Ferbus-Zanda M. Kolmogorov Complexity
and ASM : the relational point of view, in preparation.
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a` l’ensemble de tous les programmes (calculant l’output). C’est avec une telle
de´marche, que l’on voit e´merger des liens entre la the´orie algorithmique de l’in-
formation et les ASM de Gurevich 50. Ceci ouvre des perpectives inte´ressantes
pour l’avenir. Comme nous en a fait, d’ailleurs, part un jour, Gurevich 51, en
nous faisant remarquer que d’une certaine fac¸on, la the´orie de la complexite´ de
Kolmogorov est encore loin d’avoir e´puise´ ses possibilite´s en matie`re d’applica-
tion. . . La classification d’information par compression (et la classification avec
Google) nous le montrent bien. C’est aussi avec une telle perspective structurelle
que des variantes de la complexite´ de Kolmogorov ont e´te´ introduites comme
la profondeur logique de Bennett [1] qui fait intervenir le temps de calcul des
programmes dont un objet est l’output. On parle encore de complexite´ organise´e
d’un objet.
Toujours dans cet esprit (avec un tel niveau de raffinement), on peut en fin de
compte se poser la question :
Pourquoi prendre le plus petit programme? Qu’est-ce que ce plus
petit programme a de particulier ?.
La re´ponse nous vient de l’observation des ASM et de la correspondance de
Curry-Howard :
Le plus petit programme, c’est le plus abstrait possible.
En effet, la correspondance de Curry-Howard met en relation la logique et le λ-
calcul – et c’est en ce sens que cette “correspondance” est un isomorphisme – et
par extrapolation la logique et la programmation informatique. La correspon-
dance de Curry-Howard joue un roˆle fondamental dans l’articulation entre la
the´orie de la de´monstration, les lambdas calculs type´s, la the´orie des cate´gories
ainsi qu’avec les mode`les de calcul qu’ils soient the´oriques ou imple´mente´s en
machines, comme le sont les langages de programmation. Elle e´tait connue par
Curry pour la logique combinatoire de`s 1934 et pour les syste`mes de preuves a`
la Hilbert en 1958. Elle est e´tendue par William Howard en 1969, qui publie en
1980, un article 52 qui fait date 53.
50. comme nous l’avons entrepris dans Ibid. Note 49.
51. Il y a quelques anne´es, lors d’un se´jour a` Paris.
52. HowardW. The formulas-as-types notion of construction, in Essays on Combinatory Lo-
gic, Lambda Calculus and Formalism. Seldin J.P., Hindley J.R. eds., Academic Press, pp. 479-
490, 1980.
53. Joachim Lambeck publie e´galement (anne´es 70) sur cette correspondance concernant les
combinateurs des cate´gories carte´siennes ferme´es et la logique propositionnelle intuitionniste.
Noter que Nicolaas Debruijn (Syste`me Authomath ) et Per Martin-Lo¨f ont e´galement eu une
influence de´cisive sur l’isomorphisme de Curry-Howard originel. Martin-Lo¨f voyait le lambda-
calcul type´ qu’il de´veloppait, comme un (vrai) langage de programmation (Cf. Martin-Lo¨f P.
Constructive Mathematics and Computer Programming. Paper read at the 6-th International
Congress for Logic, Methodology and Philosophy of Science, Hannover, 22 – 29 August 1979.)
De la meˆme fac¸on, Thierry Coquand e´labore la the´orie des construction (1986) sur laquelle
repose le syste`me Coq de´veloppe´ initialement par Ge´rard Huet a` l’INRIA (France) dans les
anne´es 80. (Cf. e´galement note 55).
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Sans entrer les de´tails, dans la correspondance de Curry-Howard, on conside`re
que :
• Les formules logiques correspondent aux types des λ-calculs type´s et aux
types de donne´es abstraits – comme on les appelle en informatique.
• Les preuves logiques correspondent aux λ-termes et aux programmes in-
formatiques.
• L’e´limination des coupures dans une preuve 54 correspond a` la normalisa-
tion par diverses re`gles dont la β-re´duction 55 des λ-termes et a` l’exe´cution
des programmes informatiques.
On voit alors se profiler le caracte`re abstrait des programmes e´voque´ plus haut.
En effet, la plus petite preuve logique (conside´re´e dans un certain contexte)
est en fait la preuve contenant le plus de coupures. On a vu (cf. Note 54) que
dans certains cas, une coupure est une forme d’abstraction. Signalons qu’une
de´monstration dont on a e´limine´ les coupures (et ceci revient donc dans certaines
situations a` remplacer un “cas ge´ne´ral” par une ple´iade de “cas particuliers”),
est borne´e en taille dans l’absolu par une “tour d’exponentielles”. . .
Plus une de´monstration comporte de coupures, plus elle abstraite, et
nous pouvons dire d’une certaine manie`re que plus cette de´monstration
est abstraite, plus elle compresse´e.
De la meˆme fac¸on,
Plus un λ-terme contient de re´dexes 56, plus le λ-terme est abstrait,
plus il est compresse´.
54. La notion de coupure dans le Calcul des Se´quents et la De´duction Naturelle est une
notion fondamentale en the´orie de la de´monstration, introduite par Gerhard Gentzen dans
les anne´es 30 – ainsi que ces deux calculs logiques. Dans certains cas, peut voir une coupure
comme une forme d’abstraction ou` l’on remplace une multiplicite´ de cas particuliers par un
cas ge´ne´ral. Dans le calcul des se´quents, une coupure est de´finie au moyen de la re`gle de
coupure, qui est une ge´ne´ralisation du Modus Ponens. Le re´sultat fondamental de Gentzen
est le Hauptsatz, qui e´nonce que toute de´monstration dans le calcul des se´quents peut eˆtre
transforme´e en une de´monstration de la meˆme conclusion et qui n’utilise pas cette re`gle de
coupure.
55. La β-re´duction du λ-calcul originel de Church peut eˆtre comple´te´e par diverses re`gles
de re´duction pour des contantes qui sont rajoute´es au λ-calcul, de fac¸on a` e´tendre la corres-
pondance originelle de Curry-Howard, entre la logique intuitioniste et le λ-calcul type´ usuel,
a` la logique classique avec notamment, la notion de continuation , Thimothy Griffin, 1990.
Voire, a` certains axiomes comme l’axiome du choix de´pendant. Et ceci est au coeur du travail
de Jean-Louis Krivine, qui a introduit un certain nombre de ces constantes fondamentales et
dont l’interpre´tation informatique est particulie`rement profonde. (cf. Krivine J.L. Dependent
choice, ‘quote’ and the clock. Theoretical Computer Science. 308, p. 259-276, 2003. voir aussi :
http ://www.pps.jussieu.fr/∼krivine/).
56. Un re´dexe pour un λ-terme donne´ t, est un sous-terme de t contenant une re´duction qui
peut se faire en une e´tape, au moyen, par exemple, de la β-re´duction, i.e. un sous-terme de la
forme : ((λx.u)v) qui se re´duit alors en u[v/x] et qui est le terme u dans lequel on remplace
toute occurence de x par v – en e´vitant les phe´nome`nes de “capture” de variables.
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Et pour les programmes informatiques, la notion de coupure peut e´galement se
de´finir pour les langages de programmation avec leurs primitives usuelles. On
a, par exemple, qu’un programme contenant :
for i = 1 to 1000000 do print(i)
est plus abstrait que le meˆme programme dans lequel on remplace cette se´quence
par :
do print(1) and do print(2) and ... and print(1000000)
La boucle for permet ainsi de re´aliser des coupures. On aura donc un re´sulat
similaires aux pre´ce´dents :
Plus un programme contient de coupures, plus le programme est
abstrait, plus il est compresse´.
On remarque que plus un programme est ainsi compresse´ au moyen de coupures,
plus ce programme est de´claratif, autrement dit, moins le texte du programme
contient de controˆle, i.e. de morceaux re´alisant une exe´cution de parties du
programme en question. Un programme entie`rement compresse´ est totalement
de´claratif.
Et les ASM, dans ce contexte ?
Comme on l’a vu, Les ASM permettent de repre´senter – et de fac¸on parti-
culie`rement simple – le pas a` pas de l’exe´cution de n’importe quel algorithme
se´quentiel au moyen d’un certain nombre de notions dont les mode`les de la
logique du premier ordre et quelques primitives de programmation. On ima-
gine bien que la notion de coupure est particulie`rement inte´ressante a` e´tudier
dans le cadre de cette the´orie. Et toujours dans cet esprit, on voit e´galement
se profiler un lien profond entre les ASM et le λ-calcul et la correspondance de
Curry-Howard. Pour le lecteur inte´resse´ par ces questions, signalons un article
a` paraˆıtre pour un colloque en l’honneur de Yuri Gurevich [24], et dans lequel
nous repre´sentons les ASM dans le λ-calcul, et montrons ainsi que, tout comme
les ASM, le λ-calcul est algorithmiquement complet.
Pour en revenir a` la complexite´ de Kolmogorov, nous pouvons dire alors que :
Le plus petit programme qui calcule une output donne´e est par
conse´quent le programme le plus abstrait, ou en se plac¸ant dans le
λ-calcul, le λ-terme qui contient le plus de re´dexes ou encore dans la
perspective de la the´orie de la de´monstration, la preuve qui contient
le plus de coupures.
Dans tous les cas, il s’agit d’une forme d’abstraction. et ceci ne nous surprend
pas : nous avons vu pre´ce´demment que la complexite´ de Kolmogorov est est
fondamentalement lie´e a` la notion d’abstraction.
En nous replac¸ant dans la perpective de l’information, nous pouvons dire, en
somme que :
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La connaissance est de l’information abstraite, compresse´e, compor-
tant une part d’intentionnalite´.
Connaissance qui sera a` son tour compresse´e, etc. On notera que c’est bien sur
ce mode que fonctionne le cerveau humain avec le langage et les mathe´matiques.
Remarquons d’ailleurs que certaines abstractions ont un caracte`re “accidentel”,
dans le sens ou` il y a un moment donne´ ou` elles se sont produites et elles changent
alors radicalement l’e´tat de la connaissance. Un tel exemple d’abstraction est
l’invention de la transcription phone´tique des langues indo-europe´ennes : avec
une poigne´e de symboles (comme les lettres de l’alpahabet grec ou romain et
quelques signes comple´mentaires), on peut e´crire tous les textes de ces langues.
On peut e´galement les e´noncer – ce qui ne veut pas dire les comprendre –
: il suffit simplement de connaˆıtre un petit nombre de re`gles de prononciation
spe´cifiques a` chaque langue. On ne retrouve pas cette abstraction dans l’e´criture
chinoise. . .
Noter que c’est bien ce que nous montre la complexite´ de Kolmogorov : la
de´couverte d’une (bonne) proprie´te´ constructive concernant, par exemple, un
entier extreˆmement long a` e´crire (chiffre par chiffre), et dont on ne savait pas
grand chose, peut permettre alors de caracte´riser – et de de´crire – cet entier de
fac¸on courte, abstraite, compresse´e. La connaissance se trouve ainsi accrue. De
la meˆme fac¸on, la de´couverte d’une the´orie comme le calcul inte´gral, diverses
parties de la ge´ome´trie ou encore la ge´ome´trie fractale permet de donner des
descriptions se´quentielles courtes (calculables) de formes.
En particulier, il apparaˆıt que la the´orie de la complexite´ de Kolmogorov peut
eˆtre une the´orie tre`s pre´cieuse pour aborder de fac¸on mathe´matique les ap-
proches de la classification qui sont pour l’essentiel, a` l’heure actuelle, en de-
hors des bases de donne´es relationnelles, des me´thodes heuristiques (non encore
pleinement formalise´es dans ce que l’on peut attendre d’une me´thode de clas-
sification), comme le sont, en particulier, la classification par compression et
la classification avec Google. On peut aussi en espe´rer des applications dans
d’autres domaines comme la se´miologie ou les sciences cognitives ou encore la
biologie avec le ge´nome, comme le montre, de fac¸on remarquable, le biologiste
Antoine Danchin dans un ouvrage paru en 1998 [12]. D’ailleurs la classification
par compression est utilise´e par certains biologistes dans cette perspective.
On conclura en soulignant encore l’immense utilite´ des me´thodes de classifica-
tion par compression ou au moyen de Google avec ce mode ope´ratoire de type
top-down e´tant donne´ que dans bien des cas, on se trouve avec des familles d’ob-
jets (quand elles peuvent eˆtre de´finies) dont on n’a aucune ide´e de la fac¸on dont
ils sont structure´s entre eux. On se trouve dans un monde purement syntaxique,
un monde que l’on cherche a` appre´hender au moyen d’une certaine se´mantique.
C’est, par exemple, le cas de l’ensemble des se´quences de l’ADN des organismes
du vivant et celui de la quantite´ pyramidale de fichiers figurant sur le Web. . .
Pour ce dernier exemple, on e´voquera, sans toutefois partager son pessimisme,
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cette citation de Edsger W. Dijkstra, si clairvoyante, extraite du discours [17]
qu’il prononc¸a lors de la remise du prix Turing en 1972 57 :
≪ Tant qu’il n’y avait pas de machines, la programmation n’e´tait pas
un proble`me ; quand nous avons eu quelques ordinateurs de faible
puissance, la programmation devint un proble`me moyen et mainte-
nant que nous avons des ordinateurs gigantesques la programmation
est devenue un proble`me tout aussi gigantesque. En ce sens l’indus-
trie de l’e´lectronique n’a pas re´solu un seul proble`me, elle n’a fait
qu’en cre´er. Elle a cre´e´ le proble`me de l’utilisation de son propre
produit. ≫
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