As a new emerging technique, transfer learning enjoys the advantage of integrating the well-learnt knowledge from another related work to facilitate an improved learning result of one task. Most of the existing transfer learning methods are designed for long texts and short texts. However, the latter one distinguishes from the former one in terms of its sparse nature, noise words, syntactical structure, and colloquial terminologies used. A transfer learning algorithm called automatic transfer learning (AutoTL) is proposed for short text mining. By transferring knowledge automatically learnt from the online information, the proposed method enables training data to be selected automatically. Furthermore, it does not make any a priori assumption about probability distribution. Our experimental results on 20Newsgroups, Simulated Real Auto Aviation, and Reuter-21578 validate the higher performance of the proposed AutoTL over several state-of-of-the-art methods.
Introduction
In the big data era, with the ever increasing complexity of machine learning models such as deep learning, the demand for large amounts of labeled data is growing at an unprecedented scale. The traditional machine learning approaches require not only the training data but also test data to be under the same feature space and the same distribution. The transfer learning, in contrast, allows the domains, tasks, and distribution used in training and testing to be different. It emerges as a new learning technique facilitating an improved learning result of one task by integrating the well-learnt knowledge from another related task. Specifically, when the training data in the target task are insufficient for a good data modeling, it transfers the useful knowledge from the related auxiliary data which are from another task to enrich the data features. In this case, more data characteristics are integrated into the data learning facilitating an improved learning results [1] [2] [3] [4] [5] [6] .
Much research has been devoted into the transfer learning in the domain of analyzing long texts. To name a few, Lu et al. [7] proposed source free transfer learning to transfer knowledge from long texts to the long and Jin et al. [8] proposed latent dirichlet allocation to analyze two sets of topics on short and long texts. Thanks to the advances of the Internet, more and more applications regarding blog-sphere and social network applications come into being, such as Twitter, microblog, and online advertising. Such applications result in two features that differ from traditional applications. First, data generated from these applications consist of a lot of short texts, which contains rich useful information. Second, the data are updated with a dramatic speed, in terms of data size and data distribution. These significant features eventually challenge the traditional data mining and machine learning approaches on the one hand, as the assumptions made do not hold in new applications any more. On the other hand, the existing transfer learning algorithms tailored for long text analysis can not be directly applied to these applications. The long text data analysis aims at analyzing long text data with the knowledge learnt from other long text datasets. The techniques are designed to handle the data that is well labeled, naturally compact, and structured. However, short texts differ from long texts due to the sparse nature, noise words, syntactical structure, and colloquial terminologies used, which result in unsatisfactory analysis results by directly using the transfer learning algorithms in the long text analysis. Thus, it is necessary to develop new transfer learning techniques for short text analysis. Given the fact that the results learnt from the long text analysis are enriched, one promising approach is to transfer the long text knowledge into the short text analysis. Several algorithms have been proposed under such a methodology [7, 8] . We can see that a major assumption is that source data are provided by the problem designers. This, however, would reduce the usability of these algorithms, as it requires the designers to have a well understanding of the source data especially in such a big data era. In addition, the prior probability distribution is required, which is significantly difficult to be obtained.
In this paper, we propose a novel algorithm, called AutoTL (automatic transfer learning). The AutoTL differs itself from the traditional methods by utilizing online information to strengthen the short text analysis without the need of specifying the source training data. It is especially fit for the short text which is not well labeled and without knowing the priori probability distribution. Specifically, using the latent semantic analysis techniques, the AutoTL first extracts the semantic-related keywords as the seed feature set between the online web (long text) data and the target data. This can be done by employing the online search engine to get the most relevant web data. The AutoTL then builds one undirected graph for the online web data those nodes represent the tags/labels. With such a graph in hand, the AutoTL further extracts a subgraph covering the whole seed feature set. In addition, an improved Laplacian eigenmaps is adopted to map the high-dimensional feature representation into a lowdimensional one. Finally, the classification has been done through minimizing the mutual information between the instance and feature representation. Our major contributions are as follows:
• We propose the AutoTL, a transfer learning algorithm of effective short text mining. The AutoTL is superior to other algorithms in terms of automatically identifying the related source data from the rich online information with no requirements of the priori probability distribution and it integrates the latent semantic analysis into the short text analysis which facilitates an effective learning.
• We conduct extensive experimental evaluations and the experimental results indicate that our proposed technique is effective and practical.
• We find that the AutoTL may be applied to short text classification, recommender system, and short text clustering.
The reminder of the paper is organized as follows. First, we present the related work. Then, we describe the details of the automatic transfer learning algorithm and present experimental evaluations. Finally, we conclude the paper.
Related work
Big data problem is a big challenge in today's world. How can we avoid of learning with only a few example? Machines should learn how to learn in this special era [9] [10] [11] [12] [13] . Transfer learning gets the opportunity to prosper. It has been widely used in long text analysis domain. To name a few, Dai et al. [14] proposed TrAdaboost, which improved the boosting technology in order to create an automatic weight adjustment mechanism. It filters out most of the data similar to the target areas from the source field so that it can enrich the training data to improve the accuracy of the classifier. Mei et al. [15] proposed WTLME which is based on maximum entropy model, using instance weighted technology. The algorithm transfers model parameters studied from the original field to the target domain and reduces the time of re-collection. Hong et al. [16] proposed TrSVM which requires weak similarity. There are other researchers exploring this field [17] [18] [19] [20] [21] [22] [23] . All of these algorithms perform well when the source data and target data are in a very similar domain.
Dai et al. [24] proposed a CoCC algorithm, in which the co-occurrence of words in the source domain and the target domain were used as a bridge. The tag structures of the source field and the target domain were collaboratively clustering at the same time. By minimizing the mutual information between words and samples, it can achieve the goal that transfer the tag structure of the source domain to the target domain. Xue et al. [25] proposed a TPLSA algorithm which tried to bridge the relations between two related domains. Long et al. [26] proposed a GTL algorithm, which extracted the potential common themes between source and target domains and optimize maximum likelihood function to maintain the geometric structure of the documents. These algorithms are mainly used in the same language of the text files. Ling et al. [27] proposed an algorithm to handle the text analysis when they were in different languages by using the information bottleneck model. However, all these abovementioned algorithms are developed for analyzing the long text data.
Recently, some research has been conducted on the short text analysis by transferring the knowledge from the long texts. For example, Jin et al. [8] proposed a DLDA model, which extracts two sets of topics from the source and target domains and uses a binary switch variable to control the forming process of the documents. However, the algorithm requires the source data and the priori probability distribution to be known in advance. The AutoTL differs itself from the algorithm by an automatic source data selection, and no requirements of priori probability distribution.
Automatic transfer learning algorithm based on latent semantic analysis
In this section, we present the details of the proposed the AutoTL. We will first define the short text mining problem, then introduce the solution to the feature representation of the target data based on the latent semantic analysis which is followed by the introduction of the classifier generation.
Problem statement
The target domain or target data is referred to a large amount of short texts data X = {X 1 , X 2 , ..., X n }, where X i is the ith short text instance. Among the target domain, the known label space is referred to L = {l 1 , l 2 , ..., l m } related to X. In the short text analysis, the label space is normally very small and not sufficient to conduct an accurate classification. Moreover, no specific source data are given to the learning, to which the traditional data mining and machine learning approaches are unable to be applied. Furthermore, the data priori probability distribution is unknown as well. The problem studied here is given the target domain and limited labels, how to provide an accurate classification over the target domain.
To fit this problem, in this paper, we propose the AutoTL. It automatically transfers the knowledge obtained from other online long text resources, also called source domain (e.g., the web information or social media). The AutoTL adopts the latent semantic analysis to dig the semantics of both the target domain and the source domain. Based on this semantic meaning, it formalizes the important features and links these two different types of data together. It tries to find the best feature representation in order to keep the text semantics for a good classification. Thus, the key techniques of the proposed AutoTL includes keyword extraction, feature weight calculation, new feature space construction, and target domain classification.
Keyword extraction
As the related source data are not provided, we have to figure out which online resources are the most related to the target data first. In order to do so, a set of keywords are extracted from the target domain and then supplied to a search engine to get the related source data. Therefore, the first step of the AutoTL is to extract the most representative keywords. It is insufficient to simply use the labels as the keywords, as this would lead to the topic distillation. In contrast, we adopt the mutual information to select the source data. The correlation of mutual information between two objects is given by:
A bigger mutual information indicates a higher correlation between two objects. Using the mutual information as the measure, the target domain is preprocessed to calculate the target feature seed sets which share the biggest mutual information with the target label space. Specifically, the mutual information is calculated as I(x,c), where I is the feature seed and c is the label. I(x i , c j ) > ( here is the threshold) indicates that the feature x i is highly related to c j . In this case, x i can be chosen as the keywords.
Feature weight calculation
After selecting the source data, the next step of the AutoTL is to identify the useful labels/features from the source data, which can be used to strengthen the target data classification. A naive approach is adopted to calculate the similarity between different sets of features from the target domain and the source domain respectively. According to the similarity among the words, the useful features can be selected. However, such an approach treats each word individually, ignoring the relations between the text and the semantics that are hidden in the context keywords. Hence, we utilize the latent semantic analysis approach instead [28, 29] . Semantic analysis shows its superiority on such a task as it organizes the text into a space semantic structure that keeps the relationships between the text and the words.
Text matrix is used in the latent semantic analysis. It not only captures the word frequency in the text but distinguishes the texts. Typically, in latent semantic analysis, the feature weights are calculated as the multiplication of the local weight (LW(i, j) indicating the weight of word i in text j) and the global weight (GW(i) indicate the weight of word i in the whole texts). Particularly, the feature weight W (i, j) is given by:
where
is the frequency of word i in text j and gf (i) is the frequency of word i in the whole texts.
This traditional method works well in the context where the target and the source domains share the same data and distribution. Unfortunately, it cannot be directly applied to our context where the target and source data are completely different in terms of the data type as well as the data distribution. The reason is that traditional methods do not consider the difference between the source and the target domains resulting in poor classification. Therefore, in this paper, we propose a new latent semantic analysis approach to enable an accurate classification by utilizing the word frequency and the entropy.
Word frequency weight
The word frequency weight is referred to the frequency of the feature appearing in different labels, which captures the capability of distinguishing the labels using the feature. In other words, if one feature appears frequently in one text, it indicates that the feature plays an important role in the text. Meanwhile, if this feature has high frequency in other texts as well, its weight should be degraded due to the less separative capacity. Assume the labels we obtained from the source data represent the categories based on the keywords. So the word frequency weight can be calculated as below:
where cf (C i , j) is the frequency of feature j appearing in category
is the frequency of feature j appearing in other categories, m j,t=1 tf (t, j) is the frequency of feature j appearing in all the documents belonging to the category C i , m is the number of documents in C i , and c − 1 is the number of labels of the documents.
Entropy weight
In this paper, we use the entropy to represent the weight of the classification labels which is defined as CW(c|i). The entropy weight represents the degree of the importance of one feature to the classification labels. The entropy (H(X)) is the degree of the uncertainty to one signal X, which is calculated as:
The conditional entropy (H(X|Y )) is the uncertainty degree of X when Y is confirmed, which is calculated as follows:
Hence, the entropy weight can be calculated as the certainty degree of X when Y is confirmed, such as:
Normally, H(C i ) is hard to calculate and should satisfy the following condition: H(C i |j) ≤ H(C i ) ≤ log(c). So when the source documents contain similar length, H(C i ) is close to log(c). Thus, the entropy weight can be adjusted as follows:
To this end, the weight in our proposed approach is calculated as follows:
Different from the traditional latent semantic analysis that builds the feature-document weight matrix, the AutoTL builds the feature-classification labels weight matrix. In the matrix, the weight w ij represents the correlation between the feature and the classification labels. Assume the matrix obtained from the documents is M. After the SVD decomposition, we can get matrix M k . In addition, via the feature similarity M k M T k , we can obtain the features that are not labeled in the target domain but highly related to the classification. So the best features are chosen as the feature seed set.
New feature space construction
Considering that the features may contain many relations in real life, we try to capture the relations among these features to improve the classification quality. The approach we proposed is to construct the source domain labels as an undirected graph, whose nodes denote the labels and its edges are the relations. To build the relation from the feature seed sets, we extract a subgraph that contains all feature seed sets from the undirected graph. This eventually build the connections between the labels in the source domain and the target domain.
Since the label graph is normally high-dimensional, we adopt the the Laplacian eigenmaps algorithm [30] to map all nodes in the subgraph into a low-dimensional space. This effectively alleviates the problems such as data over fitting and low efficiency, caused by the high dimension. The Laplacian eigenmaps assumes that if the points are close in the high-dimensional space, the distances between them should be short when embedded into a low-dimensional space. The algorithm does not consider the category information of the samples when calculating the neighbor distance. Thus, no matter the point inside or outside the category, it gives the points with the same distance the same weight. This, however, is not preferred for the target domain containing both labeled data and unlabeled data. In the paper, we improve the Laplacian eigenmaps algorithm by using different methods to calculate the weight of the labeled data and unlabeled data. Intuitively, we make point distance inside the category be less with distance than those points outside the category.
To construct a relative neighborhood graph, we use the unsupervised learning approach (e.g. Euclidean distance) to calculate the distance between the unlabeled data. Meanwhile, we use the supervised learning for the labeled data, which is provided as follows:
where c i and c j are categories of the samples x i and x j , respectively, and d(x i , x j ) is the Euclidean distance between x i and x j . Parameter β can prevent D(x i , x j ) from becoming too large when d(x i , x j ) become larger which can effectively control the noises. If the distance between sample points x i and x j is smaller than the threshold ε, the two points are neighbor points. Furthermore, the weight matrix W can be calculated, where if x i and x j are neighbor points, W ij = 1, otherwise, W ij = 0. The Laplacian generalized eigenvectors can be simply calculated by solving the following problem:
where D is a diagonal matrix. With the improved Laplacian eigenmaps algorithm, we can map each highdimensional node into a low-dimensional space. To this end, the data can get a new feature representation.
The target domain classification
After getting the new feature representations of the target data, we can classify the target domain using the mutual information as what has been discussed in Section 3.2. This can be done based on the existing classifier, such as the SVM classifier. To better appreciate the framework, Fig. 1 provides the main steps of the entire AutoTL framework. The detailed Algorithm AutoTL is as follows:
Algorithm AutoTL
Input: T = T l ∪ T u (T l are labeled data and T u are unlabeled data). Output: the classification results of the target data according to I.
(neighbor value k , feature seed threshold λ , parameter β, feature threshold ε) 2.For C = 1, . . . , N (C is the labels and N is the number of the labels id) 3. Input the target labels to a search engine. 4. Extract the first n pages of data as the data that the most associated with the target areas. 5. Get the feature seed sets according toM, k and λ. 
Analysis of experimental results
There are two important factors that would impact the performance of the AutoTL: the mutual information threshold of determining whether two features are correlated and the number of web pages selected as the source data. Hence, we first run two sets of experiments to study how these two factors impact the performance and then figure out the right one as the default setting in the following experiments.
Impact of mutual information threshold
The experiments are conducted using four different datasets: comp, talk, aviation, and topics. Figure 2 presents the results of the AutoTL with the threshold from 0.2 to 0.8. From these results, we obtain two insights. First, selecting different mutual information threshold to determine whether two features are correlated impact the performance. Second, AutoTL achieves a better performance when the threshold is set around 0.7, while the performance decreases when the threshold is set too small or too large. For example, the performance of point 0.2 and 0.8 is worse than that of 0.7. This is within expectation, as a small or large threshold would either result in too many unrelated features or too less correlated features which all lead to a worse learning result.
Impact of the number of web pages
Next, we study how the number of web pages selected as the source data impacts the AutoTL performance. This set of experiments is conducted using four different datasets: sci, rec, auto, and topics. Figure 3 provides the accuracy of AutoTL, when we vary the number of selected web pages as the source data from 5 to 20. These results indicate that AutoTL performs better when the number is around 10. When the number of selected web pages is too small or too large, the performance decreases, which is in accordance to the fact that when the number of selected web pages is too small, the source data can not get enough feature information in the training which may decrease the performance. On the other hand, when the number of selected web pages is too large, the source data may involve more noises that may also decreases the performance. So according to the source data quality, choosing the right number of selected pages does impact the performance. Based on these studies, in the following experiments, we use 0.7 as the mutual information threshold and 10 web pages as the source data for the AutoTL by default.
Performance comparison on different datasets
Furthermore, we compare the performance among four different algorithms: AutoTL, TrAdaBoost, DRTAT and TrSVM. The experiment is conducted based on seven datasets: comp, sci, talk, rec, aviation, auto and topics. Figure 4 shows the comparison results over seven datasets. From the result, we can see that four algorithms perform different over the seven datasets. AutoTL outperforms other algorithms among the different datasets. This validates the effectiveness of AutoTL.
Performance comparison under different amount of source data
Finally, as a complete study, we also compare the performances among the four algorithms when we choose different number of web pages as the source data. Figure 5a , b provides the comparison over comp and sci datasets while varying the number of selected web pages from 5 to 20, respectively. From the results, we can see that the number of selected web pages impact the algorithm performance. We can further obtain another two insights. The first one is all the algorithms follow the pattern that the algorithm performance would decrease when the number is too small or too large. The second one is when the number is set around 10, the algorithms achieve a better performance. The third one is that when in some of other settings, AutoTL may perform a little bit worse than the other algorithms. For example, in Fig. 5a , TrAdaBoost performs a little bit better than AutoTL. This could be because when the number is large, AutoTL affects by the noise more than TrAdaBoost.
Conclusions
Transfer learning is a technique that leverages useful knowledge and skills in the previous tasks and applies them to new tasks or domains. In this paper, we proposed the AutoTL, an automatic transfer learning framework to analyze the short text data by utilizing the long text knowledge such as web data. The AutoTL shows its superiority over other algorithms introducing the latent semantic analysis. It does not enforce users to provide a specific source data for training but conducts an automatic source data selection. And at the same time, no priori probability distribution is required. And the AutoTL integrates rich online information and latent semantic analysis in short text learning tasks, which highly increases the learning accuracy. Extensive experimental evaluations indicate that the AutoTL is practical and effective. It may be applied to the short text classification, recommender system, and short text clustering. Furthermore, short text generally has a strong relationship with the context, accessory link, picture, video, and so on. We may address these to enhance their works in the future. 
