In this paper, the inference for the Burr-X model under progressively first-failure censoring scheme is discussed. Based on this new censoring were the number of units removed at each failure time has a discrete binomial distribution. The maximum likelihood, Bootstrap and Bayes estimates for the Burr-X distribution are obtained. The Bayes estimators are obtained using both the symmetric and asymmetric loss functions. Approximate confidence interval and highest posterior density interval (HPDI) are discussed. A numerical example is provided to illustrate the proposed estimation methods developed here. The maximum likelihood and the different Bayes estimates are compared via a Monte Carlo simulation study.
Introduction
Censoring is common in life-distribution work because of time limits and other restrictions on data collection. Censoring occurs when exact lifetimes are known only for a portion of the individuals or units under study, while for the remainder of the lifetimes information on them is partial. However, when the lifetimes of products are very high, the experimental time of a type II censoring life test can be still too long. A generalization of type II censoring is progressive type II censoring, which is useful when the loss of live test units at points other than the termination point is unavoidable. Johnson [1] described a life test in which the experimenter might decide how to group the test units into several sets, each as an assembly of test units, and then run all the test units simultaneously until occurrence of the first failure in each group. Such a censoring scheme is called first-failure censoring. Wu and Kuş [2] obtained maximum likelihood estimates, exact confidence intervals and exact confidence regions for the parameters of Weibull distribution under the progressive first-failure censored sampling. Note that a firstfailure censoring scheme is terminated when the first failure in each set is observed. If an experimenter desires to remove some sets of test units before observing the first failures in these sets this life test plan is called a progressive first-failure censoring scheme which recently was introduced by Wu and Kuş [2] . Recently, the estimation of Parameters from different lifetime distribution based on progressive type II censored samples is studied by several authors including Gupta et al. [3] , Childs and Balakrishnan [4] , Siu keung tse et al. [5] , Mosa and Jaheen [6] , Ng et al. [7] , Wu and Chang [8] , Balakrishnan et al. [9] , Wu [10] , Soliman [11] , and Sarhan and Abuammoh [12] . But in some reliability experiments, the number of patients dropped out the experiment cannot be pre-fixed and it is random. In such situations, the progressive censoring schemes with random removals are needed. Therefore, the purpose of this paper is to develop a Bayes estimation (symmetric and asymmetric loss functions) for the parameters of Burr-X distribution under the progressive first-failure censoring plan with random removals and construct the bootstrap confidence interval for the parameters.
If X follows a Burr-X distribution, then the probability density function (pdf) and cumulative distribution 
The rest of this paper is organized as follows. In Section 2, we describe the formulation of a progressive firstfailure censoring scheme as described by Wu and Kuş [2] . The point estimation of the parameters of Burr-X distribution and binomial distribution based on the progressive first-failure censoring scheme is investigated in Section 3. In Section 4, we discuss the approximate interval estimation and highest posterior density interval (HPDI) for the Burr-X distribution under the progressive first-failure censored sampling plan. A numerical examples are presented in Section 5, for illustration. In Section 6 we provide some simulation results in order to give an assessment of the performance of the estimation method.
A Progressive First-Failure Censoring Scheme
In this section, first-failure censoring is combined with progressive censoring as in Wu and Kuş [2] . Suppose that n independent groups with items within each group are put in a life test, 1 groups and the group in which the first failure is observed are randomly removed from the test as soon as the first failure (say 1: : : m n k ) has occurred, 2 groups and the group in which the second failure is observed are randomly removed from the test as soon as the second failure (say 2: : : m n k ) has occurred, and finally m groups and the group in which the failure is observed are randomly removed from the test as soon as the failure (say ) has occurred. The 
and probability density function   f x , the joint probability density function for is given by 
where
There are four special cases: 
Point Estimation
In many cases, there will be an obvious or natural candidate for a point estimator of a particular parameter. For example, the sample mean is a natural candidate for a point estimator of the population mean. In this section, we estimate  and , by considering maximum likelihood, bootstrap and Bayes estimates. In Bayesian technique, we consider both symmetric (Squares Error, SE) loss function and asymmetric (Linear Exponential, LINEX and General Entropy, GE) loss functions. 
where is defined in (5) and i x is used instead of : : : m n k . Now, suppose that any group x with the same probability . Then, the number of groups removed at each failure time follows a binomial distribu-
tion with parameters and where is predetermined before the testing. Therefore
and for
Suppose further that i is independent of x . Then the likelihood function takes the following form
Using (6), (12) and (13) we can write the likelihood function as ; e
It is obvious that in Equation (16) 
Thus we find
and
Bootstrap Confidence Intervals
In this subsection, we use the parametric bootstrap percentile method suggested by Efron [13] to construct confidence intervals for the parameters. The following steps are followed to obtain a progressive first-failure censoring bootstrap sample from Burr-X distribution with parameter  and binomial distribution with parameter based on simulated progressively first-failure censored data with random removals set. in an ascending order to obtain the bootstrap sample
Bayes Estimation
The Bayesian inference procedures have been developed under the usual SE loss function (quadratic loss), which is symmetrical, and associates equal importance to the losses due to overestimation and underestimation of equal magnitude. However, such a restriction may be impractical. For example, in the estimation of reliability and failure rate functions, an overestimation is usually much more serious than an underestimation; in this case the use of asymmetrical loss function might be inappropriate, as has been recognized by Basu and Ebrahimi [15] , and Canfield [16] .
A useful asymmetric loss known as the LINEX loss function, was introduced by Zimmer et al. [17] , and was widely used in several papers by Balasooriya and Balakrishnan [18] , Soliman [19] and Soliman [20] . This function rises approximately exponentially on one side of zero, and approximately linearly on the other side. Under the assumption that the minimal loss occurs at   , the LINEX loss function for 
where u is equivalent to the posterior-expectation with respect to the posterior . The Bayes estimator 
provided that exists, and is finite.
whose minimum occurs at  . This loss function is a generalization of the Entropy-loss used in several papers where 1 b  by Dey et al. [21] , Dey and Liu [22] . 
while has Beta prior distribution with known para- 
We notes that the posterior distribution of is Beta with parameters   and   . 
Symmetric Bayes Estimation
from ( 
where and j q are defined in (8) and (32). Similarly,
where   and   are defined in (35). ,
Asymmetric Bayes
and from (31), we obtain   ,
Interval Estimation

Approximate Interval Estimation
The asymptotic variances and covariances of the MLE for parameters  and are given by elements of the inverse of the Fisher information matrix
Unfortunately, the exact mathematical expressions for the above expectations are very difficult to obtain. Therefore, we give the approximate (observed) asymptotic varaince-covariance matrix for the MLE, which is obtained by dropping the expectation operator E
The asymptotic normality of the MLE can be used to compute the approximate confidence intervals for pa- 
where 2 Z  is the percentile of the standard normal distribution with right-tail probability 2  .
Highest Posterior Density Interval (HPDI)
In general, the Bayesian interval estimation is much more direct than frquentest classical method. Now, having ob- 
For the shortest credible interval, we have to minimize
which simultaneously satisfies (53) and (54) is called the "shortest"
A highest posterior density interval (HPDI) is such that the posterior density for every point inside the interval is greater than that for every point outside of it. For a unimodal, but not necessarily symmetrical posterior density, the shortest credible and the HPD intervals are identical. We now proceed to obtain the   To obtain the HPDI from (55) and (56), one may employ any mathematical package such as Mathematica, to get the intervals. 
Numerical Example
Based on the above data, a progressive first-failure censored data with binomial removals were generated using the algorithm described in Balakrishnan and Sandhu [14] with distribution function see Wu and Kuş [2] .
The generated progressive first-failure censored data with binomial removals are: ( . , .
, . , .
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The results are displayed in Table 1 .
Case II: First-failure censoring data with n ( and ). Table 1. Case III: Progressive type II censoring data with binomial removals.
A progressive type II censoring data with binomial removals have been generated from complete sample using the algorithm described in Balakrishnan and Sandhu [14] , with ( and ). i.e. 50 failure times are observed and 25 failure times are censored using censored scheme . The generated data are: Table 1 . p Based on different type of censoring described above, the 95% credible intervals of 
Simulation Study
In order to compare the different estimators of the parameters, we simulated 1000 progressively first-failure-censored samples from a Burr type X distribution with the values of parameters , and different combinations of , and censoring random schemes The samples were simulated by using the algorithm described in Balakrishnan and Sandhu [14] . A simulation was conducted in order to study the properties and compare the performance of the Bayes estimator with maximum likelihood estimator. 
Conclusion
The purpose of this paper is to develop a Bayesian analy- 
