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Abstract 
Due to the popularization of mobile phones, many people search Web contents using their own mobile phones. 
Since people bring their mobile phones everywhere, they can search Web contents in various situations (e.g., walking 
and sitting). In particular, when users are walking, they cannot pay enough attentions to operate their devices and it is 
diHHKcult to conduct complicated operations such as character inputting. In addition, users’ search objectives are also 
aHHected by the time and their location. To assist content search in such situations, in this paper, we propose a content 
search support system that presents a few options that enable mobile users to get desired contents easily considering 
the users’ situations. The system infers users’ situation based on sensory data and presents initial options considering 
users’ search objective corresponding to the inferred situation. Through a user experiment, we confirmed that 
participants could get desired information easily by using our system and it was eHHective to adaptively present 
options based on the inferred situations. 
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1. Introduction
Recently, due to the popularization of mobile phones equipped with high performance OS such as 
Android and iOS, people can search desired contents by using various applications. Since people bring 
their mobile phones everywhere, they can search Web contents in various situations (e.g., walking on a 
street, sitting in a train, and eating at a restaurant). Therefore, whether users can pay enough attentions to 
look at the screen and to operate their phones depends on the situations where they search. We define 
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attentional ability as how much attention they can pay to look at the screen. For example, when a user sits 
on a seat in a train, hisher attentional ability seems to be high enough to concentrate on hisher task. On 
the other hand, when a user is walking to a station, hisher attentional ability seems to be low and it might 
be laborious to search contents by inputting queries. In such low attentional ability situations, the 
objective of search might be limited to contents about nearby facilities or trainbus schedule. In addition, 
users’ search objectives are likely to be aHHected by the time and location. For example, when a user is 
walking a usual route to the station in the morning, heshe seems to look for the train schedule 
information. On the other hand, when a user is walking an unusual route heshe seems to look for the 
information about nearby attractions such as shops to drop. 
To assist content search of mobile users with low attentional ability, in this paper, we propose a 
content search support system that presents a few options according to the users’ situations. First, this 
system infers users’ situations based on sensory data (GPS, time, and acceleration) and personal profile 
information. Then, the system presents initial options according to the users’ search objectives 
corresponding to the inferred situations. When a user selects one of the displayed options, the system 
narrows the candidates of the user’s search objective and presents new options. By such iterations of 
selecting options, users can easily reach their desired contents. In this way, users can get desired contents 
easily without laborious operations such as character inputting. To our best knowledge, this is the first 
eHHort to assist mobile users’ search focusing on situations of low attentional ability. 
To verify the eHHectiveness of our proposed system, we conducted a user experiment by 14 
participants. As a result, we confirmed that the participants could get their desired contents easily by 
using our system and it was eHHective to adaptively present options based on the inferred situations. 
The rest of this paper is organized as follows. In Section 2, we discuss some typical works related to 
our work. In Section 3, we present our proposed system. Then, we present our user experiment in Section 
4. Finally we conclude this paper and discuss our future work in Section 5. 
2. Related Work 
2.1. Mobile Search Assistance 
Web search is a popular way for searching various contents such as train schedule and restaurant. 
However, since mobile phones only have small size screen and limited input interfaces, it is laborious to 
conduct Web search on mobile devices. FaThumb [3] is a mobile search application which uses faceted 
metadata navigation and selection to narrow down the results. Mobile Findex [1] is a mobile search 
interface that uses automatically computed categories to narrow down the scope of search and improve 
the presentation of the search results. Kamvar and Baluja [2] explored the usage patterns of query input 
interfaces that provide query suggestions. They built a usage model of query suggestions in order to 
provide guidelines of text prediction interfaces in mobile search. These systems mainly focused on 
restrictions of mobile devices and aimed to reduce user’s operations. However, it is still necessary to input 
characters to inform the search intent to the system, which is a diHHKcult task especially when users are in 
low attentional ability situations. 
2.2. Context-Aware Mobile Applications for Content Recommendation 
There have been many eHHorts to infer activity and context of mobile users. For example, the work in [5] 
infers users’ activities such as AtHome, AtWork, Shopping, Diningout, and Visiting without using any 
special devices. The work in [4] infers users’ destinations by leveraging GPS trajectory data. Owing to the 
development of such context inferring techniques, currently there are many mobile applications that assist 
mobile users based on users’ contexts. The work in [7] recommends useful information in which users 
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might be interested, based on various information such as location, speed, users’ profile, schedule, 
shopping list, and previously visited places. However these systems were not designed for general content 
search. 
2.3. Category-Based Search 
For general content search without laborious character inputting, there are several category-based 
search system such as Yahoo! Directory (http://dir.yahoo.com) where users search their desired contents 
from hierarchal categories. The work in [8] presents a system using a task-oriented menu based on the 
ontology of daily activities of mobile users. In this system, users can search desired contents by 
interacting with the presented menu based on the daily activity classification. This system is similar to 
ours in the point that the system presents a hierarchal menu which is designed for mobile usage. However, 
our system focuses more on adaptive presentation of a menu based on the changes of mobile users’ 
situations and assumes particular usage in low attentional ability situations. 
3. Design and Implementation of the Proposed System 
3.1. Design Policies 
In order to enable mobile users to easily get their desired contents in low attentional ability situations, 
we summarize the system design policies as follows. 
(a) Easy-to-use: In low attentional ability situations, since users cannot pay enough attention to their 
devices, the system should offer a simple and easy-to-use interface [9]. 
(b) A few operations: Since users might be busy with his/her current activities in the real world and 
have no room to concentrate on search tasks, the system should not require complicated operations, but 
should complete a search task with only a few operations. 
(c) Narrow user’s search scope based on the context: In low attentional ability situations, it is likely that 
users often look for temporal and locational information such as train schedule, nearby facilities, and 
personal schedule, which changes according to the users’ situations. Thus, the system should narrow 
users’ search scope effectively according to the changes of their situations. 
(d) Present appropriate contents according to the situations: It is likely that users’ search objectives are 
significantly affected by the changes of situations. The system should present contents adaptively based 
on the situations. 
To satisfy this policies, we designed the system that presents a few options on the screen as Figs 1 and 
2 show. First, the system shows a few options by using large size buttons to meet policy (a). In order to 
meet policy (b), we designed the system where users can reach their desired contents by selecting options 
several times. Regarding policies (c) and (d), our system adopts context inferring techniques and category 
tree which maintains various categories and contents that people are likely to want in mobile situations. 
Each node (category or content) of the tree is assigned a priority according to the inferred situations. The 
system selects relevant categories or contents with high priorities from the tree and present them as 
options on the screen. 
3.2. System Overview 
The proposed system presents diHHerent options according to the inferred situations. For example, when 
an oHHKce worker leaves his home later than usual and walks the usual route to the station, the system 
infers that he may be worrying about whether he will be late for work, and thus, presents the options 
related to the train schedule (Fig 1). On the other hand, when he walks an unusual route, the system infers 
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that he may want to drop by nearby facilities, and thus, presents options that include the information on 
nearby facilities (Fig 2). 
3.3. System Architecture 
Fig 3 shows the architecture of our proposed system. We implemented the system as a Web application 
for iPhones using PHP and JavaScript. 
[ Context Inference ] This component infers users’ situations by leveraging GPS, time, acceleration data 
and predefined user profile information. Specifically, by applying an activity recognition technique [6], 
our system gets the information about users’ activities (walking, running, stopping, etc…). The system 
also requires users’ personal profile information (e.g., home address, office address, duty hours, and 
usual route to the office). By using these two kinds of information, the system can infer detailed users’ 
situations. For this aim, we adopt a two-step rule-based inference process as follows. First, the system 
infers candidates of the users’ situation (from the available information) as his/her daily activity 
patterns (e.g., walking to the nearby station, and working at the office). Then, the system walking fast 
to the station). 
[ Priority Assignment ] Our proposed system adopts the category tree (see Fig 3) which maintains 
various categories and contents that people are likely to want in mobile situations. In order to select 
and present relevant categories or contents, this component assigns a priority to each node of the tree. 
Since changes of mobile situations affect users’ demands for contents, this component assigns 
different values of priority according to the inferred situations. In the prototype of our proposed 
system, we statically pre-define the priority values as probabilities that the corresponding categories or 
contents are likely selected (which we call probability table) for each of typical mobile situations.  
[ Option Selection ] The system selects four options based on the assigned priorities. For this aim, we 
adopt two methods; breadth first and priority first. 
x Breadth-first method 
For users’ easy understanding, the system selects elements with higher priorities in order from 
children of the currently focused element (the root at the initial state or the element that the user 
selected in the previous operation). In the example of Fig 4, Facility, Train, Weather, and Address 
are selected as the initial options. 
x Priority-first method 
In order to enable users to reach desired contents with small operations, the system selects four 
options with higher priority regardless of the structure of the hierarchy. In the example of Fig 4, 
Facility, Train, Detail, and Others are selected as the initial options. 
[ Option Presentation ] This component presents selected options on the screen. In addition, when users 
select an option corresponding to a leaf element (i.e., contents), this component sends the URL 
 
Fig. 1. Example: a user may be worrying about to be late 
 
Fig. 2 Example: a user may want to drop by nearby facilities 
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corresponding to the contents to the Content Presentation Component. 
[ Content Presentation ] This component presents Web contents corresponding to the URL received 
from the Option Presentation component. 
4. User Experiment 
In this section, we present our user experiment conducted to verify the eHHectiveness of our proposed 
system. The proposed system aims to infer users’ desired contents based on selected options. Although 
there are various applications to get contents through the Internet such as Web search engine, GIS, 
scheduler, and e-mail, we assume a Web search engine as a target application in our experiment for the 
purpose of simplicity. 
4.1. Experimental Procedure 
We used 11 men and 3 women from our laboratory as participants of our experiment. These 14 
participants used the proposed system with two diHHerent approaches (breadth-first and probably-first 
methods). In addition, the participants also used keyword search as a baseline method. Participants were 
asked to walk and imagine one of situations created by combining the following three cases. 
1. Walking to the station in the morning (9 times) or going back to home in the evening (9 times), 
2. Walking on a usual or unusual route (participants choose either freely), 
3. Earlier or later than usual (participants choose either freely). 
The participants were asked to conduct totally 18 searches (9 times (3for each of three methods) in the 
morning and 9 times in the night). The participants chose their situations freely for options 2 and 3. Since 
we had only limited contents for an experiment at this moment, we gave participants beforehand the list 
of contents prepared in this experiment, and asked them to search a content freely only from the prepared 
contents. We recorded the log of operations performed in each system and conducted the questionnaire 
survey to the participants after finishing all tasks. Tables 1 to 4 shows questions given to the participants 
in this survey, and the participants answered a score (1 to 5) for each question. We also collected free 
opinions from the participants. 
4.2. Experimental Result 
4.2.1. The number of operations 
Table 5 shows the average number of operations to get desired contents. Here, we defined the number 
of operations as the number of times touching the screen. This result shows that the number of operations 
as the number of times touching the screen. This result shows that the number of operations in our and 
most tasks were completed within 5 operations. In the keyword search method, the participants needed to 
 
Fig.3. Architecture of the proposed system  Fig. 4. Example of assigning priority 
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touch the screen more than three times because they need to select the search box, enter keywords, and 
push the search button. In particular, when the participants input more than two keywords into the query 
box, the number of operations tended to increase. In addition, it seems that they could not touch screen 
easily while they were walking. 
In our proposed system, the number of operations was small because the upper bound of the number of 
operations is basically the depth of the provided category tree. In addition, since our system assigns 
priorities to contents according to the users’ situations and does not require inputting keywords (e.g., 
location name), the participants could find their desired contents easily with 3 to 4 operations (lower than 
the depth of the tree). Figs 5 to 8 show the distribution of the number of operations in the breadth-first and 
priority-first methods in the morning and in the evening situations. From these results, we could not find a 
significant diHHerence between the two cases in the morning and evening for the breadth-first method. 
This seems to be because the presented options are almost same in the two cases while the priorities 
assigned to elements are somewhat diHHerent. On the other hand, we found a significant diHHerence 
between the morning and evening cases for the regarding priority-first method. This is because many 
participants want to get the information about train schedule in the morning situation, and priority-first 
method eHHectively present the corresponding options early while they locate near leaves in the tree. From 
this result, we confirmed that the priority-first method could eHHectively present relevant options in 
situations where users’ search objectives are limited to a small scope (e.g., train schedule in the morning). 
4.2.2 Questionnaire survey 
Table 1 shows that more than 1.5 times of participants answered it was easy or very easy (4 or 5) to 
our proposed system compared with the keyword search. Some participants told that it was laborious to 
input search keywords. Especially, 8 participants told that it was quite laborious to specify keywords 
about nearby facilities because they need to input the name of their current location. On the other hand, 4 
participants mentioned that they could easily get contents using the proposed system without laborious 
operations. However, from Table 1, only 7% and 0% of the participants answered that it was very easy to 
Table 5. Average number of operations 
Keyword  (baseline) Breath (proposed) Priority (proposed) 
10.15 3.05 3.75 
 
Table 1. Q1: Could you easily get desired contents? 
Q1 1(Difficult) 2 3 4 5(Easy) 
Keyword  14% 43% 29% 7% 7% 
Breadth 0% 14% 21% 57% 7% 
Priority 0% 21% 14% 64% 0% 
Table 3. Q3: Were presented options suitable for your 
situations? 
Q3 1(Not 
suitable) 
2 3 4 5(Suitable) 
Breadth 0% 21% 57% 21% 0% 
Priority 0% 7% 36% 43% 14% 
 
Table 2. Q2: Could you easily operate while you were 
walking? 
Q2 1(Difficult) 2 3 4 5(Easy) 
Keyword 14% 64% 21% 0% 0% 
Breadth 0% 7% 0% 36% 57% 
Priority 0% 0% 0% 57% 43% 
Table 4. Q4: Could you easily understand presented options? 
Q4 1(Difficult) 2 3 4 5(Easy) 
Breadth 14% 29% 50% 7% 0% 
Priority 14% 21% 36% 21% 7% 
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understand the presented options in the proposed system with the breadth-first method and priority-first 
method, respectively. Some participants mentioned that they could not understand the meaning of 
presented options because of the ambiguity and abstractiveness.  
Table 2 shows that 0% of the participants answered it was easy (4 or 5) to operate the keyword search 
method while walking. 9 participants told that it was diHHKcult to input keywords in the keyword search 
system while it was easy to only touch buttons in the proposed system. From this result, we confirmed the 
eHHectiveness of the proposed system that oHHers large buttons in low attentional ability situations. 
Table 3 shows that 57% of the participants answered that presented options were neither suitable nor 
not-suitable (3) for the breadth-first method. This seems to be because many elements have less than four 
children in the predefined category tree. When the currently focused element has less than 4 children, all 
of them are presented on the screen in any situations, and thus, many participants felt that the options 
were not very suitable for their situations. On the other hand, 57 % of the participants answered the 
presented options were suitable (4 or 5) for the priority-first method. From this result, we confirmed that 
the priority-first method worked eHHectively according to the participants’ situations. 
Table 4 shows that 43% and 35% of the participants answered it was not easy to understand (1 or 2) 
the presented options in the breadth-first and priority-first methods, respectively. 7 participants mentioned 
that some options were abstractive and it was diHHKcult to understand their meanings. 3 participants 
mentioned that some options were too ambiguous. On the other hand, 28% of the participants answered it 
was easy to understand (4 or 5) the presented options in the priority-first method. This is higher than the 
breadth-first method by 21%. This seems to be because more concrete options (near leaves) were 
presented by the breadth-first method. 
5. Conclusion and Future Work 
In this paper, in order to assist content search for mobile users in low attentional ability situations, we 
 
Fig. 5. Histogram of the number of the operations 
( Breadth-first method, Morning ) 
 
Fig. 7. Histogram of the number of the operations 
( Priority-first method, Morning ) 
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Fig.6. Histogram of the number of the operations  
( Breadth-first method, Evening ) 
Fig.8. Histogram of the number of the operations  
( Priority-first method, Evening ) 
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proposed a content search support system that presents a few options according to the situations of mobile 
users. The system infers users’ situations based on sensory data, time, locations, etc., and presents a few 
options according to the users’ search objectives corresponding to the inferred situations. By using this 
system, users can get their desired information easily without laborious operations such as character 
inputting. Through a user experiment, we confirmed that the participants could get desired information 
easily and it was eHHective to adaptively present options according to the inferred situations. Our main 
findings include that it is eHHective to present options adaptively particularly when users’ search objectives 
are limited to some extent, e.g., it is eHHective to present the train schedule when a user is walking in a 
hurry to the station in the morning. 
As part of our future work, we plan to examine an appropriate number of options presented on the 
screen at a time. We also plan to address the issue of automatically constructing the category tree and 
assigning personalized priorities by learning users’ history operation. 
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