We suggest a new approach to the generation of candidate structures (decoys) for ab initio prediction of protein structures. Our method is based on random sampling of conformation space and subsequent local energy minimization. At the core of this approach lies the design of a novel type of energy function. This energy function has local minima with native structure characteristics and wide basins of attraction. The current work presents our motivation for deriving such an energy function and also tests the derived energy function.
Introduction
Ab initio protein structure prediction: global optimization versus divide and conquer After almost four decades of intense research, the knights of computational structural biology are still on the roads. The Holy Grail they seek is a deciphering mechanism for the enigmatic coding of protein structures by their amino acid sequence. One strategy, adopted in the pioneering attempts 1, 2 and still widely used, 3, 4 is global optimization of an energy function that approximates the actual free energy landscape governing protein folding. This is a very attractive scheme, as it promises to give not only the predicted structure, but also insight into the folding process. Unfortunately, the derivation of appropriate energy functions is still a major problem. Further, global optimization of the energy functions appears to be very difficult and resists even powerful optimization methods such as simulated annealing (SA), 3, 5 algorithm (GA) 6 and energy surface smoothing. 7 These two obstacles are related, as global optimization methods perform best when the hyperspace on which they operate is funneled towards the optimal solution. None of the available energy functions for proteins has been shown to have this property.
In an attempt to face these difficulties, an alternative "divide and conquer" scheme emerged. 8 According to this scheme the quest is broken into two almost independent tasks. The first is to create a set of alternative conformations (decoys) for the protein. The second is to choose one of these decoys as a model for the protein's structure. Both of these tasks are hard and do not yet have a satisfactory solution. One may hope, though, that dealing with them separately, possibly using different methods, will make the whole quest easier. The current work concentrates only on the first task, namely creating sets of nearnative decoy structures.
Current methods for the generation of decoy sets
The essence of generating decoy sets is reducing the size of the proteins' conformation space. Instead of the overwhelming and non-enumerable space of all possible conformations of a protein, we want a small and enumerable set of conformations that include the native fold or at least an approximation of it. This set should be small enough, so that one can evaluate the conformations by one's favorite scoring function in order to pick the most probable model for the protein structure.
One way to accomplish this task is to exhaustively search the conformation space spanned by a reduced representation of the protein structure, 9 -12 or by the structures of proteins that have already been solved. 13 Alternatively, energy-guided sampling of conformation space can be done by a series of optimization simulations, starting from different random conformations.
-16
The scope of our work; energy-guided conformation search using local minimization A straightforward method for energy-guided decoy set generation is to take advantage of the very efficient local minimization procedures available 17 and minimize each of the initial random conformations to the closest local energy minimum. This pathway, however, has not been traversed much since first used by one of us some 20 years ago. 18 Due to the rough energy landscape characteristic of proteins, downhill minimization is expected to reach only shallow local minima. Thus, the resulting decoy set is expected to be of very limited value, including only non-compact structures with low secondary structure content. Instead, non-local optimization procedures (e.g. simulated annealing) were employed. 14 -16 Nonlocal procedures are capable of reaching deep energy wells resulting in compact structures with high secondary structure content. This capability, though, has a high computational price tag with most of the computational effort invested in barrier crossing.
In this work we return to the forsaken path of local minimization by trying to attack the source of its weakness, the apparently inherent roughness of protein energy landscapes.
Local minima with native-like characteristics and wide basins of attraction
Our goal is to design an energy function that obeys two criteria ( Figure 1 ).
(1) The native or at least a close-to-native conformation is a local energy minimum.
(2) The energy landscape is dominated by local minima with wide basins of attraction (BAs).
While the first criterion is a minimal requirement for any potential used for energy-guided conformational search, the second is unique. The Figure 1 . An idealized cartoon of the one-dimensional energy function we try to formulate for decoy set generation. It is dominated by wide and smooth catchment basins leading to local minima. Each of these minima has native structure characteristics like compactness, hydrophobic interior and hydrophilic surface, and extensive secondary structure. The native structure of the protein also has these properties, and as such is expected to be a minimum, not necessarily the global one. Random sampling of conformation space followed by energy minimization is used to generate the decoy set. Due to the wide basins of attraction of the local minima, a manageable decoy set is expected to provide a good representation of the space of all local minima. As such, the decoy set is likely to include the native conformation. Note that as we do not use global optimization techniques, the entire landscape does not need to be funneled towards the native conformation, which is a much stronger requirement. desirable shape of the energy landscape is obviously one that is funneled towards the global minimum, allowing the global optimization methods to reveal their full strength; finding such a potential is considered to be very difficult indeed. We believe, however, that a systematic derivation of an energy function whose local minima have native structure properties is a feasible task. The current work is intended to demonstrate a systematic derivation of such an energy function and its use for decoy set generation.
Current implementation
Here we have iteratively formulated a novel energy function characterized by local minima with native attributes and large catchment basins. To test the usefulness of the approach we generate libraries of alternative conformations (decoy sets) that hopefully include native-like structures.
As a starting point we begin with a united atom version of the ENCAD forcefield, 18 gradually adding long-range and cooperative terms. Protein structures with native structure characteristics (including of course the native structure) are either minima of the ENCAD forcefield or very close to minima. The inverse is not true in that all minima are not native-like structures: the overwhelming majority of the local minima are neither compact nor have considerable secondary structure content. The ENCAD energy function includes only twobody, short-range terms resulting in very narrow basins of attraction for local minima including the native fold. Any two conformations that differ in as little as one or two favorable interactions are likely to belong to different basins of attractions. This is because moving from one of them to the other requires breaking of one favorable interaction before making another one; such a step is most likely to involve barrier crossing. High-energy non-compact minima with no favorable contacts may have much wider basins of attractions. Indeed, local minimization of extended chains does tend to converge to non-compact minima, which are unlikely to be similar to the compact native fold.
Thus, the essence of converting the ENCAD forcefield to the desired energy function is pruning of local minima. We destabilize the majority of the local minima by applying novel cooperative and/ or long-range terms, so that the space of possible conformations is mapped to the relatively few remaining minima. As a result, local minimizations of extended chains are likely to converge to compact local minima, including native-like ones.
The iterative derivation of the current potential
A rather unique aspect of our work is the iterative methodology used to derive the energy function. At each iteration of the derivation process we manually study the local minima of an energy function that is somewhat modified compared with the one used in the previous iteration. For each of the proteins in our learning set (see Table  1 ) 10,000 to 100,000 decoy conformations are generated. If the fraction of native-like structures among the decoys increases at least for some of the proteins and does not decrease for the others, we accept this new version of the potential and use it as the starting point for the next iteration.
More often than not, manipulation of the energy function resulted in unexpected artifacts, and in most cases we rejected the modified energy function and retreated to the previously accepted energy function as the basis for the next attempt. Eventually, however, the accepted modifications resulted in local minima with wider basins of attraction yet include conformations that are similar to the native structures.
Studying the decoy sets was not only used for the evaluation of the energy functions, it also suggested possible directions for further manipulations. We tried to identify general characteristics (such as compactness, organized sheets, non-polar cores, etc.), which are not as pronounced in the The energy function was designed to penalize these undesirable features. A similar approach of designing an energy function by iterations of decoy set generation and parameter optimization has been suggested recently. 19 In that work, the parameter optimization was done by an automatic method and the parameters optimized in an objective and consistent way. We believe that our approach, though less objective, is more flexible and allows the incorporation of human intuition and knowledge.
Results

Decoy sets
Fourteen decoy sets were generated for proteins of diverse sizes and folds (see Table 1 ). Initially 10,000 decoys were generated for each protein.
The decoy sets of three proteins 1ubi, 1jwe and 1d3b included a very small number of native-like structures. For those proteins the sizes of the decoy sets were enlarged to 100,000. Figure 2 summarizes the main features of the decoy sets. The best (in terms of RMS deviation from the native conformation) decoy of each set is presented in Figure 2 (a). They are all within 6 Å RMS deviations from the native fold and the deviation is roughly correlated with protein size (Figure 2(b) ). Also, a rough inverse correlation exists between the protein length and the overall fraction of decoys within 6 Å RMS deviations from the native fold (Figure 2(c) ).
Correlation between the energy values and the quality of the decoys (in terms of similarity to the native fold) ranges from weak to non-existent and in most cases the lowest energy conformations were not native-like (data not shown). Thus, the energy values cannot serve as a criterion for choosing a reliable model out of the decoy set. Nevertheless, the energy values of the decoys can serve at least to restrict the problem of selection. The subsets of lowest energy decoys are usually enriched in good decoys compared with the whole sets (Figure 3(a) ). Further, the best decoys within these subsets are typically comparable to the best decoys in the whole sets (Figure 3(b) ). The proteins 1jwe and 1d3b are exceptions with no decoys below 6 Å in their lowest energy subsets.
Conformation space reduction
The aim of our work is to reduce the conformation spaces of proteins to a manageable size. To test whether we made progress in this direction, we compared three decoy sets for each of two "representative" proteins, 2cro (all alpha) and 1shf (all beta). The decoy sets tested were the set of the initial random conformations, a set of local minima generated with the original ENCAD energy function, and the set of local minima generated with the current energy function.
A natural measure of conformation space size is the root-mean-square (RMS) value of the distances between randomly sampled representative structures. This measure of the diameter of the space indeed reduces when we move from the set of initial structures to the minimized ones and reduces further when we move to the local minima of the current energy function (Figure 4 ).
Yet another way of representing the different conformation spaces is to map them on a Local Minima With Native Structure Characteristics two-dimensional space. The mapping to the space defined by radius of gyration and contact order, is rather telling ( Figure 5 ). It shows a similar trend as shown in Figure 4 : the local minima are much closer to the native structure characteristics than the initial random structure, and the local minima with the current energy function are distributed more narrowly and more biased towards the native structure than for the local minima of the original energy function.
Discussion General
This work is a snapshot of a continuous process devoted to the derivation of an energy function with local minima that have native structure characteristics. Fourteen proteins were used in this study. For all of them, local minimization of random, generally extended conformations converged to compact low-energy minima. For all proteins some of these minima were native-like. Thus, near-native structures are minima in our new energy function and their basins of attraction, as well as the basins of attraction of many other compact structures, are wide enough to include extended chains.
With the current potential, up to 100,000 minimization experiments are needed in order to sample the local minima space properly. Thus, due to the efficiency of the minimization process itself, the sampling process consumes manageable computational resources.
The set of proteins used
A method in the field of protein structure In (b) we show that the best decoys (smallest coordinate RMS deviation) within the 1% lowest energy subsets are in many cases as close to the actual native structure as the best decoys in the whole sets. Figure 4 . The average RMS deviation between pairs of decoys is used to estimate the sizes of conformation spaces sampled by sets of 10,000 decoys. Three decoy sets for each of 2cro (filled bars) and 1shf (striped bars) were examined. Note that as the conformation spaces are multi-dimensional the rather small changes in the "radius" presented here correspond to very large changes in "volume". The estimation of the dimensionality of the space, however, is beyond the scope of the current work. For both proteins, the initial random conformations span the largest conformation spaces and the local minima of the current energy function span the smallest. Local minima generated by the original ENCAD potential span a conformational space almost as large as that of the initial random conformations. prediction can be considered valid only if it has been tested on a large number of proteins of different folds. Recent work has set very high standards for the size and diversity of the protein set.
14 The 14 proteins used in the current work (Table 1) are more limited: in allocating resources between better testing and further development of the energy function, we mainly emphasized the latter. We believe, however, that within the domain of small water-soluble proteins, our set of 14 proteins is large and diverse enough to ensure that overall our approach is not tailored for the specific peculiarities of the chosen proteins. On the other hand, due to the small number of proteins used, we consider this work mainly a feasibility test for our novel approach and not yet a ready-to-use recipe for protein structure prediction.
The use of predefined secondary structure A major characteristic of our approach is that secondary structure is predefined and effectively fixed along the simulation. The initial structures are generated with the predefined secondary structure elements and the energy function depends strongly on them.
(1) The backbone torsion angles of predefined strands and helices are restricted to their characteristic values.
(2) The cooperative hydrogen bond term applies only to predefined secondary structure elements. Further, it is applied differently to strands and helices.
(3) The hydrophobic term ignores side-chains outside the secondary structure elements.
The advantage of this approach is clear when the secondary structure is available before the tertiary structure, as is often the case for 2D NMR experiments. The advantage is less clear when predicted secondary structure is used. We have not studied thoroughly the sensitivity of our results to the secondary structure assignment accuracy.
The iterative approach to energy function development
The knowledge-based potentials that currently dominate the field of protein structure prediction are automatically derived from the proteins' sequence and structure databases. The iterative scheme we use to develop the energy function is rather unique as we manipulate the formula "by hand" without relying on any data mining and analysis. This process is inherently imprecise and may be biased by our preconceptions. We believe, however, that the risk is more than compensated for by the opening of large space for human intuition and knowledge. A similar approach has been shown useful in the related field of cyclic peptide structure prediction. 20 The route presented here is a very general one. Taken by other people it may well lead to different functional forms and hopefully to better results than those we present here. This should not, however, be interpreted as if only the people who derived the energy function can use it in a consistent way. Once a certain version of the energy function is set, its usage is as straightforward as any other empirical energy function.
Energy versus similarity to the native fold An ideal potential for protein structure prediction would have good correlation between energy and the similarity to the native fold. Our current approach emerged from recognizing that such a potential is currently not at hand. Still it might be important to identify aspects of the current energy Figure 5 . Mapping three sets of 2cro conformations onto the radius of gyration versus contact order space. The black dots represent 10,000 random, generally extended initial structures. The red and green dots represent the local minima reached by energy minimizing these initial conformations under the original ENCAD potential and our new energy function, respectively. Clearly, the local minima of the current energy function spans a much smaller space then the local minima of the original energy function and are, on average, closer to the native fold. Here, the radius of gyration is the root-mean-square of C a distances from their center of mass, and contact order is the sequence separation between contacting residues. Residues are considered in contact if the distance between their C a atoms is less then 6.5 Å .
Local Minima With Native Structure Characteristics function that consistently reward some of the nonnative structures, making them lower in energy then native-like structures.
(1) Native protein structures do not maximize the number of hydrogen bonds within betasheets. Thus, due to the cooperative nature of our hydrogen bond potential, structures with slightly more hydrogen bonds than the native tend to be much lower in energy. These structures are typically less compact then the native-like structures and tend to have higher hydrophobic energy values.
(2) Both the torsion constraint and the hydrogen bond potential favor planar beta-sheets while the beta-sheets in native structures tend to be twisted.
(3) The long-range hydrophobic potential favors an overall spherical shape. Thus, spherical decoys have lower hydrophobic energy than native-like decoys when the native structure is more elongated.
(4) Burial of loop regions and helix ends is not penalized in the current energy function, allowing very compact non-native structures that are favored by the hydrophobic term.
We hope to solve some of these problems in the next versions of our potential and thus achieve somewhat better energy-RMS correlation.
Computational considerations
An important advantage of our approach is the natural way it can be parallelized. The task of decoy set generation can be distributed among as many computers as are available simply by allocating different ranges of random number seeds to each computer. As no communication is required between these processes there is practically no overhead to the parallelization. This allows the use of large arrays of cheap computers and the efficient utilization of existing computational resources.
Conclusion
An energy function whose local minima have wide basins of attraction, and at the same time have native structure characteristics, has been derived, and may serve as a useful tool for the sampling of protein conformations. Currently other approaches have been shown to generate better decoy sets than the ones presented here. 14 We believe, however, that further improvements in the potential may result in an interesting alternative to the current leading methods.
While the problem of conformation space sampling is still far from an optimal solution, the current work together with other recent publications, 11, 14, 21, 22 suggests that currently this is not the limiting factor for ab initio protein structure prediction, at least in the case of small watersoluble proteins. The complementary problem of picking the close to native structure out of the generated decoy set appears to be much harder.
15,23,24
Methods
Proteins used
A total of 14 small (36 -114 residues), water-soluble proteins were used here ( Table 1 ). The proteins were added gradually as work developed. Four of them, however (1jwe, 1f0a, 1e68 and 1d3b), were added after the current functional forms and parameterization were set. They allowed us to test the current energy function on proteins for which it was not "tailored". This separation between learning and test sets is somewhat arbitrary. In the future steps of energy function development, the results for all these proteins will be taken into consideration and more proteins will be used for testing.
Generation of initial random structures
The initial structures were built using standard bond lengths and angles. Torsion angles were assigned in the following way.
(1) All peptide bonds were built in a trans configuration.
(2) x 1 torsion angles were set to 2608 and all the other x torsion angles to 1808.
(3) The predefined helices and beta-sheet strands were generated with the ideal (F,C) torsion angles of (2608, 2 408) and (2 1208, 1508), respectively. It should be noted that the differences in loop (F,C) values between the initial conformations were the only source of diversity in our system. As such, a wider distribution could be expected to result in better sampling of conformation space. In practice, however, wider ranges of (F,C) angles resulted in tangled initial conformations and the subsequent minimization tended to freeze in non-native knots.
Energy minimization
Energy minimization was performed in torsion angle space 18 using the Fletcher's VA09D variable metric routine. 17 We find that this routine is both efficient and robust.
(1) On average it converges after a small number of energy evaluations.
(2) We have not encountered round-off problems. (3) Most important, the routine is very sensitive to errors in the derivation of the energy function, which made it easier to debug the program.
The minimization trajectories typically began with a fast collapse followed by slower rearrangement to the final structure ( Figure 6 ). Due to the long-range nature of the potential (see below), stabilizing contacts created during the collapse phase may be broken during the minimization to allow the creation of other, stronger or more numerous interactions (Figure 7) .
Energy function
Energy terms inherited from ENCAD
The four energy terms of the united atom ENCAD potential 18 are also used in our energy function.
(1) Soft atom van der Waals term.
(2) Periodic torsion angle term. There is no explicit treatment of electrostatic forces and hydrogen bonds are favorable due to the van der Waals parameters of hydrogen and oxygen atoms.
As these four terms have been thoroughly discussed elsewhere, 18 they will not be described in detail here. A major characteristic of the first three terms should, however, be emphasized: they are all short-range terms. Together with the ideal bond lengths and angles inherent Figure 6 . A minimization trajectory of the all-beta protein 1shf is presented by 14 snapshots. The chains are color coded by residue number from the N terminus (blue) to the C terminus (red); secondary structure involving hydrogen bonds between beta-strands is indicated by the wide ribbons. Each snapshot is labeled by the number of minimization steps, the energy (in kcal/mol) and the RMS deviation from the native fold. During the first 1200 steps, a 98% reduction in energy is accompanied by a rapid collapse of the extended initial conformation to a rather compact structure. This rapid collapse is followed by a much slower phase; 5800 more steps are required for the chain to reach the 0.0085865 (kcal/mol)/radian gradient, which we consider convergence. The modest 30% reduction in energy during this phase is accompanied by a rather significant rearrangement of the chain leading to the compact and native like final structure. These 7000 steps take a total of five minutes on a Pentium II 400 MHz CPU.
Local Minima With Native Structure Characteristics in torsion angle minimization, these terms assure that all generated structures are chemically reasonable at least in the local sense (good atom contacts, correct geometry, etc.). Native structures have, in general, low energy values for these terms, though they are typically not the global minima.
The fourth (SS-bonding) term is the exception. It is both long-range and soft. That is, even when the two sulfur atoms are far away the energy associated with the bonds is neither zero (like in the case of van der Waals), nor high enough to dominate the minimization (like a "normal" harmonic bond term). The efficiency of this "non-physical" term in forming SS-SS bonds 18 encouraged us in the derivation of the somewhat similar global structure terms described below.
Global structure terms
The other set of terms is presented here for the first time and will be described in detail. They are intended to capture some of the more global aspects of "being a native structure". The derivation of these terms is at the heart of our approach. Thus, before the formal definition of each term we present the motivation behind it as well as a brief history of its derivation. It should be noted that our method of choice for structure generation, namely minimization, restricts us to functional forms that have continuous analytical first derivatives.
Zipper-like hydrogen bond term for beta-sheets
Motivation. Hydrogen bonds are favored by the original ENCAD forcefield due to a careful parameterization of the van der Waals interactions between oxygen and polar hydrogen atoms. Thus, structures with a high secondary structure content (including native structures) are low in energy. However, the short-range nature of the hydrogen bonds tends to result in many local minima with narrow basins of attraction. During an energy minimization of a beta-sheet-containing protein, the first few hydrogen bonds appear randomly. In most cases they do not constitute an organized pattern. Once formed, they are unlikely to break and the minimization freezes in a high-energy local minimum with small and sparse beta-sheet regions (Figure 8a ).
Derivation. Our first naïve attempts to solve this problem involved explicit hydrogen bond terms making them more favorable than the original function does. Contrary to our expectation the number of hydrogen bonds decreased, probably since the numerous redundant local energy minima deepened. Making the hydrogen bonds more "long-range" by widening their energy wells also appeared to be a bad direction: when a large fraction of the energy gain is reached while the hydrogen and oxygen atoms are still far away, multiple hydrogen bonds with non-physical geometry become more energetically favorable than a single proper one.
We started to get somewhat better results only when we moved to a cooperative term that operates on pairs of hydrogen bonds. With this term, a single hydrogen bond does not contribute to the energy. It does, however, favor the formation of other hydrogen bonds that belong to the same secondary structure element. Thus, the formation of a single hydrogen bond is likely to result in the formation of other bonds, which then give rise to the formation of yet other ones. As a result, local minima of the current energy function are likely to include large beta-sheet regions (Figure 8b ). Figure 7 . With our energy function, a few favorable contacts do not make a local minimum as the energy surface is dominated by long-range energy terms. This is demonstrated by following the fate of three hydrophobic contacts, which were formed at the beginning of the minimization trajectory presented in Figure 6 . After as few as 100 minimization steps, the initial extended structure has already converged into a rather compact structure with three clear favorable hydrophobic contacts. In a there is a Leu28-Trp37 contact shown as green space-filling atoms. In b there are contacts between Ala6 -Tyr49 (blue and yellow, respectively) and Phe26-Pro51 (green and red, respectively). In c we see that of these three different contact pairs, only one (Leu28-Trp37) survives. In d we see that the other two break during the minimization allowing further rearrangements. Figure 8 . A demonstration of the cooperative hydrogen bond term. a, The lowest energy of 10,000 randomly generated decoys of 1shf using the original ENCAD potential. Ordered arrays of hydrogen bonds are rare and very short. Once a hydrogen bond is created, it cannot be broken and the system quickly freezes. A structure with more hydrogen bonds will be lower in energy, but it is very unlikely to be found as the result of a minimization. b, The lowest energy of 10,000 randomly generated decoys of 1shf using the current energy function. Now there are many more hydrogen bonds that form the regular patterns characteristic of antiparallel beta-sheet structure.
An unanticipated result of this term was the emergence of non-physical structures (double and triple helices for example) alongside with the normal parallel and antiparallel beta-sheets. Fortunately, we were able to identify within these structures patterns of hydrogen bond pairs that are either rare or totally absent in native protein structures. Penalizing these pairs increased the energy of the non-physical structures and they are now very rare in the sets of local minima.
Lists of hydrogen bonds and hydrogen bond pairs for betasheets. In the initialization phase of each simulation four lists are built: a list of hydrogen bonds between segments of predefined beta-strands; a list of favorable antiparallel pairs of hydrogen bonds, a list of favorable parallel pairs of hydrogen bonds; and a list of unfavorable pairs. It should be noted that these lists include only a subset of the hydrogen bonds in the protein and only a small fraction of the possible hydrogen bond pairs.
The lists are built using the following set of rules.
(1) Currently, we take into consideration only hydrogen bonds between amide hydrogen atoms and carbonyl oxygen atoms that belong to different betastrands. Each hydrogen bond is associated with a donor residue and an acceptor residue and is said to connect two beta-strand segments. A residue is involved in a hydrogen bond pair if it is a donor or acceptor residue of at least one of the hydrogen bonds. Note that each of the residues in the predefined beta-strands is actually involved in many pairs.
(2) A pair of hydrogen bonds is considered a favorable antiparallel bond if it satisfies the following conditions ( Figure 9a ):
(i) The two hydrogen bonds connect the same two beta-strands. On each of these strands, one or two residues may be involved.
(ii) These strands are either consecutive, or are separated by more then one secondary structure element.
(iii) If in one of the segments only one residue is involved in the pair, then this is also the case in the other strand (see the pair of hydrogen bonds between residues i and j þ 8 in Figure 9a ).
(iv) If in one of the segments residues m and m þ l are involved in the pair (where l ¼ 2; 4, 6 or 8), then they are bonded to residues n þ l and n; respectively, on the other strand.
(3) A pair of hydrogen bonds is considered a favorable parallel bond if it satisfies the following conditions ( Figure 9b ):
(i) The two hydrogen bonds link the same two betastrands. On each of these strands, one or two residues may be involved.
(ii) These strands are non-consecutive.
(iii) If in one of the segments only one residue is involved in the pair, then two residues are involved in the other segment. Of these two residues the one that is a hydrogen bond acceptor is two sequence positions before the other (see the hydrogen bonds between residues i; j and j þ 2 in Figure 9b ).
(iv) If in one of the segments residues m and m þ l are involved in the pair (where l ¼ 2; 4, 6 or 8), then they are bonded to residues n and n þ k; respectively, on the other strand (where k ¼ l 2 2; l, or l þ 2 and 0 , k , 10).
(4) A pair of hydrogen bonds is considered an unfavorable one if it satisfies at least one of the conditions listed below:
(i) The pair satisfies all the conditions for a favorable antiparallel pair except the segments are separated by a single secondary structure element.
(ii) The pair satisfies all the conditions for a favorable parallel pair, except the segments are consecutive.
(iii) One atom is involved in the two hydrogen bonds (Figure 9c ).
(iv) In one of the segments residues m and m þ l are involved in the pair (where l ¼ 0; 2, 4, 6 or 8) and they are bonded to residues n þ k and n; respectively, on another strand (where 0 , k , 8 and k -l) (Figure 9c ).
(v) In one of the segments residues m and m þ l are involved in the pair (where l ¼ 0; 2, 4, 6 or 8) and they are bonded to residues n and n þ k; respectively, on another strand (where 0 , k , 8; k -l; k -l 2 2 and k -l þ 2) (Figure 9d ).
(vi) The two hydrogen bonds connect two strands to a third one and on that strand the separation between the residues involved is 0, 2, 4, 6 or 8 ( Figure  9d ).
(vii) The two hydrogen bonds connect two consecutive strands to the next consecutive strand ( Figure  9e ).
Obviously, not all favorable hydrogen bond pairs can have a significant energy contribution at the same time. Different minimizations end up with different patterns (Figure 10 ) and each pattern is stabilized by a different set of favorable hydrogen bond pairs.
Formal definition of the energy function. The hydrogen bond is a sum of two terms.
(1) The cooperative attractive pair term discussed above.
(2) A non-cooperative core term that prevents the collapse that the first term would have caused:
The hydrogen bond pair term is defined for every pair of hydrogen bonds ðhb i1 ; hb i2 Þ denoted as hbp i :
where: 
Cðd hbij 2 10Þ 2 ; otherwise
< :
The constant C equals 0.01506/Å 2 , resulting in a b value of 1 for an ideal hydrogen bond with d hb ¼ 1:85
A: The formation of pairs of hydrogen bonds is either strongly rewarded or strongly penalized, whereas a single hydrogen bond makes no contribution to this energy term.
The core term is a step function (the rising part of which implemented by a Gaussian term to make it smoothly differentiable) of d hb i ; the distance between the hydrogen and the oxygen atoms in the ith hydrogen bond:
where the constants C and a are set to 500 kcal/mol and 1000/Å 2 ,respectively. This term is negligible at distances larger than the ideal hydrogen bond distance (1.85 Å ) but increases very sharply when the distance between the oxygen and hydrogen atoms is below 1.75 Å . For a favorable hydrogen bond pair, the combined energy term has a minimum when the distances between the hydrogen and oxygen atoms in both hydrogen bonds are 1.85 Å (Figure 11 ).
Hydrogen bond term for helices
The hydrogen bond term for helices is the same as the one used for sheets, but the definition of the pairs is of course much simpler. In segments that are predefined as helices, hydrogen bonds are considered only between carbonyl oxygen atoms and amide hydrogen atoms that are separated by four residues. Consecutive hydrogen bonds are considered pairs and the term is evaluated as described above.
A logarithmic pair-wise hydrophobic term
Motivation. This term originated from the observation that decoy sets generated by minimization with the ENCAD potential tend to be much less compact than native structures. Indeed, the van der Waals term favors compact structures but its short-range nature results in many high-energy local minima (Figure 12a ), which we would have liked to eliminate.
Derivation. High-energy minima can be destabilized by a long-range term enforcing compactness. Longrange terms, however, are typically dominated by the interactions between pairs of atoms that are far away from one another, as these are more numerous than pairs with short distances. Thus, long-range terms are liable to result in structures that are too compact and spherical. To reduce this problem the long-range term should be very "soft", and grow slowly with distance. We tried harmonic and linear terms and decided on a logarithmic term, which still decays most slowly. While this term (described in detail below) gives much better results than its predecessors (Figure 12b ) it has at least two problematic features: (1) it is unstable at very short distances; and (2) the compressive "pressure" that it inflicts on the protein depends on the protein size resulting cores that may be too compact for larger proteins. Thus, improving this term is an important direction for further work.
Formal definition. The hydrophobic term, E hpb ; is applied to every pair ði; jÞ of hydrophobic atoms that are not part of the same secondary structure element or in the case of a loop are more than three residues apart:
Where D i;j is the distance between atoms i and j and the constant C is 0.04. As hydrophobic atoms we consider the following.
(1) C a atoms of the hydrophobic residues (alanine, cysteine, isoleucine, leucine, methionine, phenylalanine, proline, tyrosine, tryptophan and valine) as Figure 10 . The cooperative hydrogen bonding. Three of the possible hydrogen bonds between two beta-strands are presented. Of the three pairs of these hydrogen bonds (i,ii) is a favorable antiparallel pair, (i,iii) is a favorable parallel pair and (ii,iii) in an unfavorable pair. The lists of favorable and unfavorable pairs are created in the initialization phase of the simulation according to the rules described in the text. (a) At the beginning of the simulation when the conformation is random but rather extended, the distances between the hydrogen and oxygen atoms are large and both the two favorable bonds and the unfavorable bond have only a negligible energy contribution. (b) and (c) Two possible local minima. In each, two of the hydrogen bond distances are close to the ideal, resulting in a stabilizing contribution of one of the favorable pairs. The third hydrogen bond distance is large, causing the remaining two pairs to have only a negligible energy contribution.
Local Minima With Native Structure Characteristics well as C a atoms of non-hydrophobic residues if they are part of a secondary structure element.
(2) Carbon and sulfur side-chain atoms of the hydrophobic residues listed above.
A multi-body hydrophilic term
Motivation. The tendency of charged residues to remain on the surface of native protein structures is mediated by their interactions with the solvent. In a solvent-free system the original ENCAD potential cannot reproduce this affect. As a result a large fraction of the local minima have buried charges (Figure 13 ). The introduction of the hydrophobic term reduces this problem but does not eliminate it. In structures with buried charged residues the average distance between the hydrophobic residues is larger and the hydrophobic term has high values. These structures may be local minima, which causes a considerable and unnecessary increase in the size of the conformation space. The hydrophilic term is intended to destabilize these local minima and thus reduce the conformation space. We are aware of course that rare, buried charges do play important roles in the structure and/or function of many proteins. Their total exclusion from the current energy function is a "first approximation". In practice buried charged residues can often be deduced from specific conservation patterns and biological data and be treated correctly on a per case basis.
Derivation. We first tried to implement a hydrophilic term by pair-wise repulsion between the charged residues and hydrophobic ones. These terms were either ineffective or resulted in non-compact structures. The attempt to overcome this by increasing the hydrophobic term resulted in an "arms race" that was as unfruitful. To solve this problem we abandoned the two-body terms and derived a cooperative term with an all-or-none behavior. It hardly penalizes a small number of hydrophobic-hydrophilic contacts, but inflicts a high penalty when the number of such contacts increases and the charged residue is buried.
Formal definition. The current hydrophilic term is an interaction of every charged atom i; with all the set of hydrophobic atoms j 1 ; j 2 ; …; j n :
A contact between a charged atom and a hydrophobic one is represented by a Gaussian term and its buried area is approximated by the sum of these Gaussians terms: Figure 11 . The energy contribution of favorable hydrogen bonding is a four-body function, involving the two atoms in each of the two hydrogen bonds. Most of the space is dominated by the long-range attractive term, with a sharp transition to the repulsive core term when hydrogen-bonded oxygen and hydrogen atoms reach non-physical proximity. A comparison between two pairs of hydrogen bond marked as a and b in the Figure, reveals the cooperative nature of the energy function. At a, the oxygen-to-hydrogen distances in both pairs are large. The energy and the gradient that pull the hydrogen and oxygen atoms towards one another are very small (20.07 kcal/mol and 0.07 kcal/ mol/Å , respectively). This is the case for all hydrogen bond pairs in a typical initial random conformation. Obviously, most pairs remain in this state during the minimization and in the final conformation, since the number of hydrogen bonds that a physical conformation can satisfy is much smaller than the total number of possible hydrogen bonds. At b hydrogen bond 2 has already been formed with an O· · ·H separation of 1.8 Å . Both the energy and the driving force to the formation of the other hydrogen bond (1) are 16 times larger than in case a. If a pair of hydrogen bonds reaches this state, it is rather likely to continue down the steep slope to the minimum where both bonds have proper geometry.
where D ij is the distance between the hydrophilic atoms i and the hydrophobic atom j; C and a were empirically assigned the values 0.0003 kcal/mol and 0.0125/Å 2 , respectively. Hydrophobic atoms are defined as described above and charged atoms are the carboxylate oxygen atoms of glutamic and aspartic acid and the side-chain nitrogen atoms of arginine, lysine and histidine.
With this term, the small number of contacts a surface charge makes with hydrophobic residues is hardly penalized. A large number of such contacts, characteristic of a buried charge, are penalized heavily. As a result buried charges are almost absent from our decoy sets without affecting the compactness.
Uncharged polar groups raise a similar but more difficult problem. They are very often buried but almost always part of a network of hydrogen bonds. In our decoy sets buried non-hydrogen-bonding polar groups are, in general, more abundant than in native structures. Penalizing them without preventing the creation of hydrogen bonds could be useful but appears to be non-trivial.
Computational requirements
Simulations were preformed on a loosely coupled cluster of PENTIUM and ALPHA based computers running LINUX. Single minimizations took 20 seconds to five minutes on a single PENTUM II 400 MHz, depending on protein size. The parallelization of the simulations is trivial and efficient with all CPUs running the same code with different values of the random number generator seeds. As no communication is required between the processes, performance grows linearly with the number of CPUs. Figure 12 . A demonstration of the hydrophobic term. a, The lowest energy structure from 10,000 randomly generated decoys of 2cro using the original ENCAD potential. The structure is mainly stabilized by van der Waals interactions within a core composed of five large hydrophobic side-chains (green) and a threonine residue (gray). The majority of the large hydrophobic side-chains (17 out of 22) are almost fully exposed (blue). A more compact structure would be lower in energy but very unlikely to occur as a result of energy minimization. b, The lowest energy structure from 10,000 randomly generated decoys of 2cro using the current potential with the special hydrophobic term. The structure is much more compact. Most of the large hydrophobic side-chains (17 out of 22) constitute the core (green) and only five are fully exposed (blue). Figure 13 . Burial of charged residues in a solvent-free system. Two arginine residues (blue) and the C-terminal (yellow) are pointing towards the center of this 2cro local minimum (the same as in Figure 12a ). This is a rather uncommon feature in native structures. The introduction of the special hydrophilic term used here eliminates structures like this without affecting compactness.
