In this paper, we consider the multiobjective optimization problems involving the differentiable V-r-invex vector valued functions. Under the assumption of V-r-invexity, we use the Stampacchia type vector variational-like inequalities as tool to solve the vector optimization problems. We establish equivalence among the vector critical points, the weak efficient solutions and the solutions of the Stampacchia type weak vector variational-like inequality problems using Gordan's separation theorem under the V-r-invexity assumptions. These conditions are more general than those appearing in the literature.
Introduction
In 1981, Hanson [9] weakened the convexity assumptions appearing in the sufficient Kuhn-Tucker optimality condition for a mathematical programming problem and introduced a new class of functions which was later termed as the class of invex functions by Craven [5] . Given a nonempty subset K of R n , a mapping η : K × K → R n and a differentiable scalar function f : K → R. Recall that the function f is said to be invex at x ∈ K over K, if for all x ∈ K, one has
Craven and Glover [6] observed that every stationary point is a global minimizer under the assumption of invexity as in the case of convexity. Ben-Israel and Mond [4] illustrated the relationship between invexity and other generalizations of convexity and showed that convexity can be replaced by invexity in the saddle point problem and in the slater constraint qualification. Recently, Antczak [1] introduced a new class of diffrentiable nonconvex functions in scalar optimization, called r-invex functions and established a number of sufficiency conditions and Wolfe duality theorems under the assumptions of r-invexity.
Weir [23] , Luc and Malivert [11] , Osuna et al. [20] studied invexity in the context of multiobjective optimization problems and gave necessary and sufficient conditions for Pareto optima (see; [12] ). Jeyakumar and Mond [10] defined V-invex functions and its various generalizations to overcome the restriction imposed by the fact that invex problems require the same function η for the objective and constraint functions. Recently, Antczak [2] combined the concepts of V-invexity and scalar r-invexity to define a new class of differentiable nonconvex vector valued functions called the V-r-invex functions and obtained some optimality and duality results in vector optimization. We refer to [3, [15] [16] [17] for recent developments in the field of vector optimization.
In 1980, Giannessi [7] introduced the concept vector variational inequalities and since then it has been used as an important tool for vector optimization (see; [8] ). Siddiqi et al. [22] and Yang [24] introduced and studied the concept of vector variational-like inequality problems as a generalization of the vector variational inequality problems. Relationships between the vector variational-like inequalities and the vector optimization problems under various assumptions of invexity and generalized invexity have been investigated by many authors. We refer to [13, 14, 18, 19, 21] and the references therein for more details.
The outline of this paper is as follows: in Section 2, we give some known definitions and results which will be used in the sequel. In Section 3, we give our main results under the assumptions of V-r-invexity. In Section 4, we conclude the results present in this paper.
Preliminaries
In this section, we recall some known definitions and results which will be used in the sequel. Given a nonempty subset K of R n and a differentiable function f : K → R m . Consider the following vector optimization problem:
Min{ f (x) : x ∈ K} Definition 2.1. A vector x ∈ K is said to be an efficient solution of f over K, if for all x ∈ K, one has
Definition 2.2.
A vector x ∈ K is said to be a weak efficient solution of f over K, if for all x ∈ K, one has
Remark 2.3. An efficient solution is also a weak efficient solution for f over K, but the converse does not hold in general.
We consider the following vector variational-like inequality problems:
A vector x ∈ K is said to solve the Stampacchia type vector variational-like inequality problem (SVVLIP) for f over K with respect to η, if for all x ∈ K, one has
A vector x ∈ K is said to solve the Stampacchia type weak vector variational-like inequality problem (SWVVLIP) for f over K with respect to η, if for all x ∈ K, one has
Remark 2.6. A solution to (SVVLIP) is also a solution to (SWVVLIP) for f over K with respect to η, but the converse does not hold in general.
Definition 2.7. Let f : K ⊂ R n → R m be a differentiable vector valued function and r be an arbitrary real number. If there exists functions η : K×K → R n and α i : K×K → R + \{0} such that for any i ∈ M := {1, 2, ..., m} and for all x ∈ K the inequality
holds, then f is said to be V-r-invex at x over K.
be a differentiable vector valued function and r be an arbitrary real number. If there exists functions η : K×K → R n and α i : K×K → R + \{0} such that for any i ∈ M := {1, 2, ..., m} and for all x x ∈ K the inequality
then f is said to be strictly V-r-invex at x over K.
We refer to [2] for examples and more details related to V-r-invex functions and strictly V-r-invex functions.
Definition 2.9. Given a subset K of R n , x ∈ K and a mapping η :
The set K is said to be invex at x with respect to η, if for all x ∈ K and t ∈ [0, 1], one has
Definition 2.10. Given a subset K of R n and a function f : K → R m . A feasible point x ∈ K is said to be a vector critical point (VCP) for f over K, if there exists a vector λ ∈ R m with λ ≥ 0 such that 
Main results
The following theorem gives a sufficient condition for a vector to be an efficient solution under the assumptions of V-r-invexity. Proof. Suppose x ∈ K is not an efficient solution for f over K. Then, there exists x ∈ K such that
with strict inequality for at least one i ∈ M. Now, the following cases arise: Case I: When r > 0. On multiplying both sides of (3.1) by r > 0, using monotonicity of the exponential function and taking care of the V-r-invexity of f at x on K, for any i ∈ M and some x ∈ K, one has
with strict inequality for at least one i ∈ M, a contradiction to the fact that x ∈ K solves the (SVVLIP) with respect to η for f over K. Case II: When r = 0. By V-r-invexity of f at x on K, for any i ∈ M and some x ∈ K, one has
with strict inequality for at least one i ∈ M, a contradiction to the fact that x ∈ K solves the (SVVLIP) with respect to η for f over K. Case III: When r < 0. On multiplying both sides of (3.1) by r < 0, for any i ∈ M and some x ∈ K, one has
with strict inequality for at least one i ∈ M. Taking exponential of both the sides and dividing by r < 0 in above inequality, for any i ∈ M and some x ∈ K, one has
with strict inequality for at least one i ∈ M. Using the V-r-invexity of f at x on K and the fact that r < 0, for any i ∈ M and some x ∈ K, one has
with strict inequality for at least one i ∈ M, a contradiction to the fact that x ∈ K solves the (SVVLIP) with respect to η for f over K.
Hence, x is an efficient solution of f over K.
The following theorem gives a necessary condition for a vector to be a weak efficient solution under the assumption of strict V-r-invexity. Proof. Suppose x ∈ K does not solve the (SVVLIP) with respect to η for f over K. Then, there exists x ∈ K such that for any i ∈ M, one has
with strict inequality for at least one i ∈ M. By strict V-r-invexity of − f with respect to η at x over K, there exists α i : K × K → R + \ {0}, i ∈ M such that for any i ∈ M and x x ∈ K, one has
for r 0 and
for r = 0. We consider the following cases: Case I: When r > 0. Combining (3.2) and (3.3), and using the monotonicity of the exponential function,there exists x ∈ K such that for any i ∈ M,one has
a contradiction to the fact that x is a weakly efficient solution for f over K. Case II: When r = 0. Using (3.2) and (3.4), for some x ∈ K and for any i ∈ M, one has
a contradiction to the fact that x is a weak efficient solution for f over K.
Case III: When r < 0. Multiplying both sides of (3.3) by r < 0 and using (3.2), for any i ∈ M and x x ∈ K, one has exp(−r( f i (x) − f i (x))) < 1, which on taking logarithm of both the sides and dividing by r < 0 implies that
Hence, x solves the (SVVLIP) with respect to η for f over K.
As every efficient solution is also a weak efficient solution for f over K, the following corollary is a direct consequence of Theorem 3.2.
Corollary 3.3. Given an open subset K of R n , a mapping
η : K × K → R n and a differentiable function f : K → R m . Suppose − f
is strictly V-r-invex with respect to η at x over K. If x is an efficient solution of f over K, then x solves the (SVVLIP) with respect to η for f over K.
The following theorem gives the necessary and sufficient condition for a vector to be a weak efficient solution when the multiobjective optimization problem involves V-r-invex functions over invex sets.
Theorem 3.4. Given an open subset K of R n , a mapping η : K × K → R n , a real number r and a differentiable function f : K → R m . Suppose f is V-r-invex with respect to η at x over K. If x solves the (SWVVLIP) with respect to η for f over K, then x is a weak efficient solution for f over K. Conversely, suppose K is an invex set with respect to η. If x is a weak efficient solution for f over K, then x solves the (SWVVLIP) with respect to η for f over K.
Proof. Suppose x is not a weak efficient solution for f over K. Then, there exist x ∈ K such that for any i ∈ M, one has
Consider the following cases: Case I: When r > 0. Multiplying both sides of (3.5) by r > 0, using monotonicity of the exponential function and by V-r-invexity of f at x over K, for some x ∈ K and for any i ∈ M, one has
a contradiction to the fact that x solves the (SWVVLIP) for f over K with respect to η. Case II: When r = 0. By V-r-invexity of f at x over K, for some x ∈ K and for any i ∈ M, one has
a contradiction to the fact that x solves the (SWVVLIP) for f over K with respect to η. Case III: When r < 0. Multiplying both the sides of (3.5) by r < 0, taking exponential of both the sides and dividing both the sides by r < 0, one has
Using V-r-invexity of f at x over K, in above inequality and using the fact that r < 0, for some x ∈ K and for any i ∈ M, one has ⟨ ∇ f i (x), η(x, x) ⟩ < 0, a contradiction to the fact that x solves the (SWVVLIP) for f over K with respect to η.
Hence, x is a weakly efficient solution for f over K.
Conversely, suppose x is a weak efficient solution for f over K and as K is an invex set there does not
Dividing the above inequality by t and passing to the limit as t tends to zero, there does not exist x ∈ K such that ⟨ ∇ f (x), η(x, x) ⟩ m < 0, and hence the result.
The following theorem gives the condition under which a weak efficient solution becomes an efficient solution for a strict V-r-invex function over an invex set. Proof. Suppose x ∈ K is not an efficient solution of f over K. Then, there exists x ∈ K such that for all i ∈ M, one has
with strict inequality for at least one i ∈ M. The following cases arise: Case I: When r > 0. Multiplying both sides of (3.6) by r > 0, using the monotonicity of the exponential function and strict V-r-invexity of f at x over K, one has
for some x x ∈ K and for all i ∈ M, which implies that x does not solve the (SWVVLIP) with respect to η for f over K. By Theorem 3.4, x is not a weak efficient solution for f over K, a contradiction and hence the result. Case II: When r = 0. Using strict V-r-invexity of f at x over K, one has
for some x x ∈ K and for all i ∈ M, which implies that x does not solve the (SWVVLIP) with respect to η for f over K. By Theorem 3.4, x is not a weak efficient solution for f over K, a contradiction and hence the result. Case III: When r < 0. Multiplying both sides of (3.6) by r < 0, taking exponential of both the sides and dividing both the sides by r < 0, for any i ∈ M and for some x ∈ K, one has
which on using strict V-r-invexity of f at x over K, and the fact that r < 0 implies that
for some x x ∈ K and for all i ∈ M, which implies that x does not solve the (SWVVLIP) with respect to η for f over K. By Theorem 3.4, x is not a weak efficient solution for f over K, a contradiction and hence the result.
The following theorem establishes the relationship between the weak efficient solutions and the vector critical points of V-r-invex functions. Proof. If possible, suppose x is a vector critical point for f over K, but not a weak efficient solution for f over K. Then, there exists x ∈ K such that for all i ∈ M, one has
The following cases arise: Case I: When r > 0. Multiplying both sides of (3.7) by r > 0, using the monotonicity of the exponential function and V-r-invexity of f at x over K, one has
for some x ∈ K and for all i ∈ M.
for some x ∈ K and for all i ∈ M. Case III: When r < 0. Multiplying both sides of (3.7) by r < 0,taking exponential of both the sides and dividing both the sides by r < 0, for any i ∈ M and for some x ∈ K, one has
Using V-r-invexity of f at x over K in above inequality and rearranging the terms using the fact that r < 0, for any i ∈ M and for some x ∈ K, one has
The above cases imply that ⟨ ∇ f (x), η(x, x) ⟩ m < 0 has a solution in R n . By Gordan's Theorem, there does not exist λ ∈ R m with λ ≥ 0 such that
a contradiction to the fact that x is a vector critical point for f.
Conversely, suppose x is a weak efficient solution for f over K. Then, for all x ∈ K, one has
The following cases arise: Case I: When r > 0. Multiplying above equation (3.8) by r > 0, using the monotonicity of the exponential function and V-r-invexity of f at x over K, one has
for all x ∈ K. Case III: When r < 0. Multiplying above equation (3.8) by r < 0 and taking exponential of both the sides implies that the system exp(r(
has no solution in R n . Using the V-r-invexity of f at x over K, and the fact that r < 0 implies that the system
has no solution in R n , that is, ⟨ ∇ f (x), η(x, x) ⟩ m −intR m + , for all x ∈ K. The above cases imply that the system ⟨ ∇ f (x), η(x, x) ⟩ m < 0 has no solution in R n . By Gordan's Theorem 2.11, there exist λ ∈ R m with λ ≥ 0 such that
which implies that x is a vector critical point of f.
The following corollary is a direct consequence of Theorems 3.4 and 3.6. 
Conclusions
In this paper, we have taken a multiobjective optimization problem involving differentiable V-r-invex vector valued function. Under the assumptions of V-r-invexity, we used the Stamppachia type vector variational-like inequalities as tool to solve the vector optimization problem. We established equivalence among the vector critical points, the weak efficient solutions and the solutions of the Stampacchia type weak vector variational-like inequality problems using Gordan's separation theorem under V-r-invexity assumptions. These conditions are more general than those appearing in the literature (see; [13, 14, 19, 21] ).
