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Abstract
In this note, we give the expressions of the minimum gap and the angle between two closed subspaces of a Hilbert space in terms
of the properties of the projections on these subspaces.
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LetM andN be two closed linear subspaces of a separable Hilbert spaceH. The angle (see [3,7–9]) betweenM
andN is an angle in [0, 2 ] whose cosine is deﬁned by
C(M,N) = sup{|(x, y)| : x ∈M(M ∩N), y ∈N(M ∩N) and ‖x‖ = ‖y‖ = 1}. (1)
The minimum gap (M,N) betweenM andN (see [6]) is deﬁned by
(M,N) = inf
x∈M,x /∈N
dist(x,N)
dist(x,M ∩N) . (2)
By this formula, (M,N) is deﬁned only whenM is not a subspace ofN. IfM ⊆Nwe set (M,N)=1. Obviously
(M,N) = 1 ifM ⊇N. The quantity d(M,N) betweenM andN is deﬁned by
d(M,N) = inf{‖x − y‖ : x ∈M, y ∈N and ‖x‖ = ‖y‖ = 1}. (3)
In this note, the speciﬁc representations of the cosine and the minimum gap between two subspaces are established.
For two closed subspacesM andN ofH, denoteH1=M∩N,H2=M∩N⊥,H3=M⊥∩N,H4=M⊥∩N⊥
and letH5=M∩(H(⊕4i=1Hi )) andH6=(H(⊕4i=1Hi ))H5. It is clear thatHi ⊥Hj , j 
= i and 1 i, j6.
If PM and PN are orthogonal projections ontoM andN, respectively, we have the following lemma which is useful
later.
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Lemma 1 (see Du and Deng [2] and Halmos [5]). LetM andN be two closed subspaces ofH, then PMHi ⊆Hi
and PNHi ⊆Hi , 1 i4, and PM and PN have the following operator matrices:
PM = I ⊕ I ⊕ 0 ⊕ 0 ⊕
(
I 0
0 0
)
,
PN = I ⊕ 0 ⊕ I ⊕ 0 ⊕
(
Q Q1/2(I − Q)1/2D
D∗Q1/2(I − Q)1/2 D∗(I − Q)D
)
(4)
with respect to the space decompositionH=∑6i=1Hi , respectively, where Q is a positive contraction onH5, 0 and
1 are not eigenvalues of Q and D is a unitary operator fromH6 ontoH5.
Lemma 2 (Fillmore and Williams [4]). Let A and B be in B(H). Then the following statements hold:
(1) The range R(A) of A is closed if and only if R(A) =R(AA∗);
(2) R(A) =R((AA∗)1/2);
(3) R(A) +R(B) =R((AA∗ + BB∗)1/2);
(4) If A0 is a positive operator in B(H), then R(A1/2) =R(A), where K denotes the closure of the set K.
In [2], we established the speciﬁc representations of gap function (M,N), where (M,N) is deﬁned by
(M,N) = sup{dist(x,N) : x ∈M, ‖x‖1}. (5)
And got the following result.
Lemma 3 (Du and Deng [2]). LetM andN be two closed subspaces ofH and PM and PN have the operator
matrices (4). IfM ∩N⊥ 
= {0}, then (M,N) = 1. IfM ∩N⊥ = {0}, then (M,N) = ‖(I − Q)1/2‖.
From above lemmas, we have the following result.
Theorem 4. LetM andN be two closed subspaces ofH and PM and PN have the operator matrices (4). Then
C(M,N) = ‖Q‖1/2.
Proof. From (4), we see that x ∈ M(M ∩N) means that x ∈ H2 ⊕H5 and y ∈ N(M ∩N) means that
y ∈H3 ⊕R(PN|H5⊕H6).
Since Q is an injective positive operator, R(Q) =H5 and(
Q
D∗Q1/2(I − Q)1/2
)
(Q Q1/2(I − Q)1/2D)
=
(
Q2 Q3/2(I − Q)1/2D
D∗Q3/2(I − Q)1/2 D∗Q(I − Q)D
)
=
(
Q Q1/2(I − Q)1/2D
D∗Q1/2(I − Q)1/2 D∗(I − Q)D
)(
Q 0
0 D∗QD
)
,
we obtain
R
((
Q
D∗Q1/2(I − Q)1/2
))
=R
((
Q Q1/2(I − Q)1/2D
D∗Q1/2(I − Q)1/2 D∗(I − Q)D
))
=R(PN|H5⊕H6)
by Lemmas 1 and 2, where R(T ) denotes the range of an operator T and K the closure of a set K. Denote
N0 =H1 ⊕H3 ⊕ R
((
Q
D∗Q1/2(I − Q)1/2
))
, (6)
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it is obvious that N0 =N, so C(M,N) = C(M,N0). For a vector y ∈ N0(M ∩N0), there exist vectors
y3 ∈H3 and y5 ∈H5 such that y = y3 + Qy5 + D∗Q1/2(I − Q)1/2y5. Observing that ‖y‖2 = ‖y3‖2 + ‖Qy5‖2 +
‖D∗Q1/2(I − Q)1/2y5‖2 = ‖y3‖2 + ‖Q1/2y5‖2, we have
C(M,N) = sup{|(x, y)| : x ∈M(M ∩N0), y ∈N0(M ∩N0) and ‖x‖ = ‖y‖ = 1}
= sup{|(x, y)| : x = x2 + x5, xi ∈Hi , i = 2, 5, ‖x2‖2 + ‖x5‖2 = 1,
y = y3 + Qy5 + D∗Q1/2(I − Q)1/2y5, yi ∈Hi , i = 3, 5,
‖y3‖2 + ‖Qy5‖2 + ‖D∗Q1/2(I − Q)1/2y5‖2 = 1}
= sup{|(x5,Qy5)| : ‖x5‖1, ‖Q1/2y5‖1, x5 ∈H5, y5 ∈H5}
= sup{‖Qy5‖ : ‖Q1/2y5‖1, y5 ∈H5}
= ‖Q1/2‖
since R(Q1/2) =H5.
From (4), we haveM⊥ =H3 ⊕H4 ⊕H6 andN⊥ =H2 ⊕H4 ⊕ R((I − PN)|H5⊕H6). Since I − Q is an
injective positive operator,
N⊥0 =H2 ⊕H4 ⊕ R
((
I − Q
−D∗Q1/2(I − Q)1/2
))
(7)
isN⊥. Noting that, for every y5 ∈H5, ‖(I − Q)y5‖2 + ‖ − D∗Q1/2(I − Q)1/2y5‖2 = ‖(I − Q)1/2y5‖2. Similar to
the proof of Theorem 4, we have
C(M⊥,N⊥) = C(M⊥,N⊥0 )
= sup{‖Q1/2(I − Q)1/2y5‖ : ‖(I − Q)1/2y5‖1, y5 ∈H5}
= ‖Q1/2‖. 
Hence, we have the following corollary.
Corollary 5. LetM andN be two closed subspaces ofH and PM and PN have the operator matrices (4). Then
C(M⊥,N⊥) = C(M,N) = ‖Q‖1/2.
Lemma 6 (Du [1]). Let T ∈ B(H) have the following operator matrix form:
T =
(
A B
C D
)
with respect to the space decompositionH=H1 ⊕H2. If D is an invertible operator ontoH2, then T is an invertible
operator ontoH if and only if A − BD−1C is an invertible operator ontoH1.
IfPM andPN have the operator matrices (4), by Lemma 2,R(PM|H5⊕H6)+R(PN|H5⊕H6)=R((PM|H5⊕H6 +
PN|H5⊕H6)1/2) and R((PM|H5⊕H6 + PN|H5⊕H6)1/2) is dense in H5 ⊕H6 if and only if R(PM|H5⊕H6 +
PN|H5⊕H6) is dense inH5 ⊕H6. Since 0 and 1 are not the point spectrum of Q, a direct computation can show that
the operator equation (PM|H5⊕H6 + PN|H5⊕H6)x = 0 has unique solution x = 0 inH5 ⊕H6. This shows that 0
is also not the point spectrum of positive operator
PM|H5⊕H6 + PN|H5⊕H6 =
(
I + Q Q1/2(I − Q)1/2D
D∗Q1/2(I − Q)1/2 D∗(I − Q)D
)
.
Hence R(PM|H5⊕H6) +R(PN|H5⊕H6) is dense inH5 ⊕H6.
The following result has been proved by Tang in [9], as an application of Theorem 4, we give an alternative proof.
Corollary 7. LetM andN be two closed subspaces ofH and PM and PN have the operator matrices (4). Then
M+N is closed if and only if C(M,N)< 1.
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Proof. SinceM +N =H1 ⊕H2 ⊕H3 ⊕ (R(PM|H5⊕H6) + R(PN|H5⊕H6)),M +N is closed if and only
if R(PM|H5⊕H6) + R(PN|H5⊕H6) is closed. On the one hand, if R(PM|H5⊕H6) + R(PN|H5⊕H6) is closed,
observing that R(PM|H5⊕H6) +R(PN|H5⊕H6) is dense inH5 ⊕H6, we have(
I + Q Q1/2(I − Q)1/2D
D∗Q1/2(I − Q)1/2 D∗(I − Q)D
)
invertible inH5 ⊕H6. Hence I − Q as an operator onH5 is invertible, that is 1 /∈ (Q) and therefore C(M,N) =
‖Q1/2‖< 1. On the other hand, if C(M,N)< 1, then 1 /∈ (Q) and I − Q is invertible. Since (I + Q) − Q1/2(I −
Q)1/2DD∗(I − Q)−1DD∗Q1/2(I − Q)1/2 = I , by Lemma 6,(
I + Q Q1/2(I − Q)1/2D
D∗Q1/2(I − Q)1/2 D∗(I − Q)D
)
is invertible. Therefore, R(PM|H5⊕H6) +R(PN|H5⊕H6) is closed by Lemma 2. 
Next, we give the expression of the minimum gap.
Theorem 8. LetM andN be two closed subspaces ofH and PM and PN have the operator matrices (4). Then
(M,N)‖(I − Q)1/2‖. In particular, ifM+N is closed, then (M,N) = (1 − ‖Q‖)1/2.
Proof. By Lemma 1, we know 0QI , then 0I − QI . So I − Q is also a positive contraction. For a vector
x ∈M, x has the decomposition x = x1 + x2 + x5 with xi ∈Hi , i = 1, 2, 5, then
(M,N) = inf
x∈M,x /∈N
dist(x,N)
dist(x,M ∩N)
= inf
x∈M,x /∈N
√
‖x2‖2 + ‖(I − Q)1/2x5‖2
‖x2‖2 + ‖x5‖2
= inf
x∈M,x /∈N
‖(I − Q)1/2x5‖
‖x5‖
‖(I − Q)1/2‖.
Note that Q, I − Q are injective and D is unitary, then a directly computation can show PM + PN is injective on
H5 ⊕H6. Also note that PM + PN is a positive operator in B(H), then R(PM + PN) is dense inH5 ⊕H6. If
M+N is closed, by Lemma 2,M+N=R((PM+PN)1/2)=R((PM+PN)1/2((PM+PN)1/2)∗)=R(PM+PN)
so that PM + PN is invertible onH5 ⊕H6. Hence by formula (4), D∗(I − Q)D as a restriction of PM + PN on
H6 is invertible. Thus, 1 − Q is invertible onH5 since D is a unitary operator fromH6 ontoH5, so
(M,N) = inf
x∈M,x /∈N
dist(x,N)
dist(x,M ∩N)
= inf
x∈M,x /∈N
‖(I − Q)1/2x5‖
‖x5‖
= 1‖(I − Q)−1/2‖
= (1 − ‖Q‖)1/2. 
Remark. (1) FromLemma 3 andTheorem 8, we know that (M,N)(M,N) except forM ⊂N and (M,N)=
(M(M ∩N),N(M ∩N)).
(2) In [2], we have show that (M,N) is not symmetric, that is, in general (M,N) 
= (N,M). But, similar to
the proof of Theorem 4, we can easily get (N,M) = (N0,M) = (M,N)}, that is (M,N)} is symmetric.
(3) FromTheorems 4, 8 and Corollary 7, we have (M,N)}> 0 if and only ifM+N is closed, which is equivalent
to 1 /∈ (Q).
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Theorem 9. Let M and N be two closed subspaces of H and PM and PN have the operator matrices (4). If
M ∩N 
= {0}, then d(M,N) = 0. IfM ∩N= {0}, then d(M,N) = √2(1 − ‖Q1/2‖)1/2. 
Proof. IfM ∩N 
= {0}, it is clear that d(M,N) = 0 . IfM ∩N= {0}, in this case, forN0 in (6), we have
N0 =H3 ⊕ R
((
Q
D∗Q1/2(I − Q)1/2
))
is dense inN, similar to the proof of Theorem 4, we can get that d(M,N)= d(M,N0). To complete the proof, it is
enough to consider the quantity d(M,N0), where
d(M,N0) = inf{‖x − y‖ : x = x2 + x5, xi ∈Hi , i = 2, 5, ‖x2‖2 + ‖x5‖2 = 1,
y = y3 + Qy5 + D∗Q1/2(I − Q)1/2y5, yi ∈Hi , i = 3, 5,
‖y3‖2 + ‖Qy5‖2 + ‖D∗Q1/2(I − Q)1/2y5‖2 = 1}.
Noting that ‖x−y‖2 =‖x‖2 +‖y‖2 − (x, y)− (y, x), ‖y‖2 =‖y3‖2 +‖Q1/2y5‖2‖Q1/2y5‖2 and R(Q1/2)=H5.
Then
(d(M,N0))2 = inf{|2 − (x5,Qy5) − (Qy5, x5)| : x5 ∈H5, ‖x5‖1, y5 ∈H5, ‖Q1/2y5‖1}
= 2(1 − sup{|(x5,Qy5)| : ‖x5‖1, ‖Q1/2y5‖1, x5, y5 ∈H5})
= 2(1 − sup{‖Qy5‖ : ‖Q1/2y5‖1, y5 ∈H5})
= 2(1 − ‖Q1/2‖).
So d(M,N) = √2(1 − ‖Q1/2‖)1/2. 
Combining the proceeding theorem with Lemma 3, we obtain the following result.
Corollary 10. LetM andN be two closed subspaces ofH and PM and PN have the operator matrices (4). Then
d(M,N)2(M,N).
Proof. Observing that (M,N)0, d(M,N)0 and −2‖Q‖ + ‖Q‖1/2 + 10 since 0‖Q‖1. So
(2(M,N))2 − (d(M,N))2 = (4‖I − Q‖ − 2(1 − ‖Q‖1/2))
= 2(2‖I − Q‖ + ‖Q‖1/2 − 1)
2(−2‖Q‖ + ‖Q‖1/2 + 1)
0.
When combining Theorems 4, 8, 9 and Corollary 10 together, the following result can be yielded. 
Corollary 11. LetM andN be two closed subspaces ofH and PM and PN have the operator matrices (4). Then
the following statements are equivalent:
(1) C(M,N)< 1;
(2) (M,N)}> 0;
(3) d(M,N)> 0;
(4) PM|H5⊕H6 + PN|H5⊕H6 is invertible;
(5) 1 /∈ (Q);
(6) M+N is closed.
Remark. (1) Given two closed subspacesM andN ofH andPM andPN have the operatormatrices (4). The quantity
d(M,N) does not in general satisfy the triangle inequality required of a distance function. This inconvenience may
be removed by slightly modifying the deﬁnition. Set
d[M,N] = inf{‖x − y‖ : x ∈M, y ∈N}.
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Then d[M,N] satisﬁes the triangle inequality: d[M,N]d[M,L] + d[L,N], whereL,M andN are closed
subspaces ofH. In this case, d[M,N]d(M,N)2(M,N).
(2) Let
C0(M,N) = sup{|(x, y)| : x ∈M, y ∈N and ‖x‖ = ‖y‖ = 1}
denote the cosine of the minimal angle betweenM andN. By Theorems 4 and 8, we have
C0(M,N) =
{
1, M ∩N 
= {0},
‖Q1/2‖, M ∩N= {0}
and d(M,N) = √2(1 − C0(M,N))1/2.
(3) Let M0 denote the unit ball of the closed subspace M. Then d2[M0,N] = inf{‖x − y‖2 : x ∈ M0, y ∈
N} = inf{‖PN⊥x‖2 : x ∈M0} = 1 − sup{‖PNx‖2 : x ∈M0} = 1 − ‖PNPM‖2 = 1 − ‖I ⊕ 0 ⊕ 0 ⊕ 0 ⊕ Q ⊕ 0‖2.
This shows that d2[M0,N] = 1 − C20 (M,N).
(4) From the formula (4), we obtain
(PMPN)
k = I ⊕ 0 ⊕ 0 ⊕ 0 ⊕
(
Qk Q2k−1/2(I − Q)1/2D
0 0
)
.
Observing that ‖(PMPN)k‖2 = ‖(PMPN)k[(PMPN)∗]k‖. Then
‖(PMPN)k‖ =
{
1, M ∩N 
= {0},
‖Q‖2k−1/2, M ∩N= {0}
that is, C0(M,N)2k−1 = ‖(PMPN)k‖. In particular, we have ‖PMPN‖ = ‖PNPM‖ = C0(M,N). 
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