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I. INTRODUCTION
T HE CONCEPTION and the design criteria of a novel fully depleted X-ray detector, called controlled-drift detector (CDD), have been recently proposed [1] . The device is operated in integrate-readout mode. During the integration phase an array of potential wells, deep in the detector volume, collect the majority carriers generated by the incident X-ray. A peculiar biasing scheme of the rectifying p n junctions on the detector surface (p field strips) is used to create potential wells along a column with linearly increasing potentials. When the readout phase is to start the potential barriers are removed by a small bias change of suitable field strips and are replaced by a uniform drift field. The transport of the charge packet to the output electrode, placed at the end of each column, is therefore accomplished by means of the electrostatic field 1 Patent applications: MI97A000423 (Italy, February 27, 1997), 98830089.3 (European Countries, February 24, 1998), 09/032130 (USA, February 27, 1998).
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Publisher Item Identifier S 0018-9383(99) 00946-6. without the need of clocking signals. The drift time of the charge packet gives the position information. A similar readout mechanism, based on resistive electrodes, was developed by Philips for a MOS charge-coupled device for visible-light applications [2] . There the electron packet was stored in a MOS cell and transferred to a surface channel adjacent to the storage column for the transport to the output electrode. In the CDD the electron integration and transport takes place several microns deep in the fully depleted highpurity bulk. Higher drift velocities are expected, approaching the ideal value equal to the bulk mobility of the carriers times the applied drift field. Moreover full depletion of the detector wafer allows for high X-ray efficiency, for small output capacitance and for backward illumination.
As all the pixels in a column are read out simultaneously, pulse pile-up limits the actual number of charge packets that can be stored in a column of a CDD. In high resolution applications the processing time is typically greater than the drift time and therefore only one event per column is allowed. Due to the faster readout time, the rate performance of the CDD is still equivalent to the one of a comparable fullydepleted charge-coupled device [3] . When the processing time is much shorter than the drift time more charge packets can be stored in a column, the maximum number of packets per column being eventually limited by charge broadening. In order to readout more packets per column a multiple-pulse processor is needed [4] .
Three different techniques to achieve the deep confinement of the signal charge in presence of a static drift field were proposed in [1] . According to one of the proposed techniques, we have designed a prototype of the CDD in which the integration/readout cycle is obtained by alternating two static biasing schemes of the field strips. The first prototypes were produced by the MPI-Halbleiterlabor (Münich). In this paper, we report the relevant details of the design and the first experimental measurements carried on this prototype.
II. DESIGN CRITERIA AND LAYOUT DETAILS

A. Design Criteria
The basic structure and working principle of the controlleddrift detector presented in this paper are sketched in Fig. 1 . During the readout phase the field strips of the anode side (called front side) are biased at linearly increasing negative potentials moving farther from the collecting anodes. In this operating condition a nearly uniform drift field is produced 0018-9383/99$10.00 © 1999 IEEE in the volume, like in a multilinear silicon drift detector [5] . During the integration phase a different biasing scheme of the field strips is applied. Moving farther from the anodes, some of the field strips are now alternatively at higher and lower potentials with respect to the readout biasing scheme. This has the effect to produce a spatial perturbation of the drift field with period and amplitude dependent on the designed perturbation of the strip voltages. To be more quantitative, let us idealize the potential perturbation at the front surface with the sine wave , where is the drift direction. The perturbation in the detector volume is given by (1) where it is assumed and , being the detector thickness. The resulting perturbation along the drift direction decays exponentially with the depth and produces a barrier for the electrons only if the amplitude of the electric field perturbation , calculated at the depth of the minimum of the potential energy for electrons , is greater than the unperturbed drift field. The limiting condition can be written in terms of potentials as (2) where is the potential difference applied to contiguous p strips in the readout phase and is the strip pitch. Equations (1) and (2) guide the design of the biasing schemes for the integration and readout phases.
The shape of the perturbation along the drift direction was chosen similar to a sine wave with period equal to six times the pitch of the p field strips (25 m p strip plus 5 m oxide in our prototype) giving a pixel length of 180 m. This choice minimizes the potential difference between contiguous strips, which is an advantage for the technological realization, and assures useful confining barriers for electrons also at depths of 10-15 m where surface effects are negligible. A smaller period, leading to smaller pixels, and/or a different shape of the perturbation can also be designed. The perturbation period must be at least two times the strip pitch to achieve charge confinement, thus setting the smallest pixel size. In practice the smallest pixel size may not be achieved if additional constraints are present (e.g., request of a minimum distance of the potential wells from the surface, limitation on the maximum amplitude of the perturbation that can be applied).
B. Layout Details
The CDD project was carried out in parallel with the production of fully depleted pn-CCD's for the XMM satellite mission [6] . The starting material (n-type 3 k cm substrate 280 m thick on which an n-type 50 cm epitaxial layer 15 m thick is grown) and all technological steps are identical to pn-CCD production. The active area of the fabricated CDD prototype has trapezoidal shape with maximal drift length of about 2 mm, corresponding to 11 pixel rows. The width of the active area ranges between 1 and 2 mm, giving a rectangular matrix of 11 5 pixels of 180 m 180 m in the central part.
Arrays of channel-stops 1 (not present in the cross section shown in Fig. 1 ) parallel to the drift direction have been implanted onto the front surface to suppress the lateral broadening of the signal electrons [7] , [8] . The regions of channel-stops are 90 m wide and their pitch is 180 m, thus defining the width of each pixel column.
The practical way chosen to implement the biasing scheme described in Section II-A is to use three different linear resistive dividers. Each divider, as schematically shown in Fig. 1 , is connected to two strips every six. When equal voltages are applied to the homologous nodes of the dividers, the readout phase is obtained. The dividers have to be highly matched in order to achieve good linearity. The integration phase is obtained by suitably changing the potential of each node of the first and second divider by the voltages and , respectively, and by keeping the nodes of the third divider fixed. According to (2) values of of only 2 V are expected to block drift fields up to 400 V/cm.
Due to the fine pitch (30 m) of the p strips on the front side the resistive dividers must be integrated at the borders of the active area. As the production process allowed one metal layer, the problem to connect the dividers nodes to the field strips imposed to realize the dividers with a special p implant through 0.22 m oxide. The measured sheet resistance of that implant is about 500 /square. The upper limit of the divider current due to power dissipation constraint, the lower limit due to junction leakage current and the designed readout fields in the range 100-400 V/cm, lead to a divider resistance of about 30 k per strip. Fig. 2 shows a detail of the layout in the dividers region. Suitable field plating of the oxide layers has been provided both in the active area and in the dividers regions to reduce surface instabilities and to enhance the threshold for the onset of punchthrough between neighbor strips. In order to fully exploit the small output capacitance for low-noise measurements a JFET for signal amplification (source follower configuration) is integrated close to each readout electrode.
III. EXPERIMENTAL SET-UP AND RESULTS
A 904-nm pulsed laser with a pulse duration of few nanoseconds has been focused by microscope optics on the front surface of the CDD. The laser intensity was adjusted to generate 24 000 electrons, corresponding to an X-ray of about 86 keV. The detector was operated at a drift field of 300 V/cm and the voltage difference between the front side and the back side, biased at 190 V, is about 175 V. The investigated drift length is about 1.2 mm. The amplitude of the switching signal applied to the field strips is 2 V. Fig. 3(a) and (b) shows the corresponding potential energy for electrons (negative potential) in a detector cross section parallel to the drift direction (see the rectangular domain dashed in Fig. 1 ). Fig. 3(a) shows the integration phase. The integration well and the potential barrier along the drift coordinate are clearly visible. The evaluation of the electron densities in equilibrium conditions shows that a charge of about electrons is confined in the minimum of the potential energy at a depth m. In this condition a potential barrier along the drift direction of ca. 460 mV is still present. Fig. 3(b) shows the readout phase. The constant drift field, generated by the linear bias of the field strips, combined with the parabolic depletion potential creates a guiding transport layer inside the epitaxy for the signal electrons toward the collecting anodes.
The first measurements on the CDD aimed to test the ability to block the drift of the signal electrons. measurements. In Fig. 4 (a) and (b), the measured oscilloscope traces are shown. Fig. 4 (a) shows a time window of 10 s during the integration phase and synchronous with the laser trigger. Fig. 4(b) shows a time window of 10 s starting at the beginning of the readout phase, 180 s later than the laser trigger. The transition times of the electrode bias voltages were designed to be shorter than the time the signal charge covers a pixel length (about 43 ns at a drift field of 300 V/cm). The fall time of the switching signal shown in Fig. 4(b) is 26 ns. When the laser spot is positioned on E2 (see Fig. 1 ) the injected electrons see no barrier toward the collecting anode. All the signal charge is therefore collected by the anode shortly after its generation and no output signal is present after the transition to the readout phase. On the contrary, when the laser spot is positioned on E6 the signal electrons are focused in the integration minimum of the first pixel and the barrier created by the field perturbation confines the electrons there. No output signal synchronous with the laser trigger is expected. Only when the transition to the readout phase has occurred the integrated signal charge starts moving and gives an output signal when it reaches the anode. The residual signal that appears synchronous with the laser trigger is due to imperfect focusing of the laser spot. A small difference (less than 7%) in the amplitude of the output signal is due to the different metal pattern on the field strips of the front side that causes partial reflection of the incident light. An intermediate situation occurs when the laser spot is focused on E4. In correspondence of E4, approximately at the depth at which the integration minimum is located, the potential energy shows a saddle point, visible in Fig. 3(a) . Therefore the electrons' cloud generated by the light pulse splits in two packets. One packet is free to drift to the anode as it happens for the electrons generated by the laser focused on E2. The other packet is initially collected in the integration minimum and reaches the anode only after the transition to the drift phase, 180 s later. These results demonstrate the possibility to generate potential barriers able to confine the signal electrons in presence of a drift field, as given by (1) and (2). Let us now readout the charge packet when it is stored at increasing distances from the anode. To this end the laser spot is focused on strip E12 (corresponding to the integration minimum of the second pixel) and in correspondence of the integration minima of farther pixels (strips E18, E24, E30). Fig. 5 shows the traces of the output signals with normalized amplitude in a time window starting at the beginning of the readout phase. No measurements on the charge transfer efficiency have been performed yet. A preliminary estimate, obtained by averaging over many laser pulses, gives no appreciable charge loss over 1.2 mm drift length.
The drift time of the charge packet has been measured for different positions of incidence of the light. The laser spot, positioned in the middle of a drift channel, has been displaced along the drift coordinate with steps of 30 m (equal to the pitch of the field strips) and the corresponding drift time has been measured. The measured drift time of the signal electrons is converted in the drifted distance (the calibrating factor is the drift velocity) that identifies the pixel. As it is shown in Fig. 6 the drift time is approximately the same for all the strips of one pixel. In fact for any incidence point within one pixel length, the signal charge is always collected in the same integration minimum. The nearly abrupt change in the drift time corresponds to the incidence of the laser on the saddle point defining the border between adjacent pixels. Pixel #6 (about 1 mm from the anode) is the last useful pixel due to side effects at the end of the experimented area (about 1.2 mm from the anode). The average drift time from one pixel to the neighbor one is 51.4 ns, with maximum deviations of 0.5 ns. Such a small nonlinearity is largely enough to determine safely the illuminated pixel. The corresponding average drift velocity is 0.35 cm/ s, showing the acceptable reduction of 17% with respect to the ideal drift velocity (electron mobility average drift field). This is due to the residual perturbation of the field produced by the segmentation of the p strips at the depth of electron transport. This small reduction can be accurately predicted by (1) with m. Field plating assures good stability of the surface potential at the siliconoxide interface and, consequently, of the average electron velocity. Mismatches among the resistive dividers give bias nonlinearities of the order of few percent, mainly due to the limitations of the technological realization. Their contribution to the velocity reduction is fully neglegible with respect to strip segmentation.
Preliminary tests of the spectroscopic capability of the CDD with the on-chip electronics have been carried out. To characterize the energy resolution at room temperature the CDD was operated in readout mode, that is in free-run. The obtained energy resolution at each readout electrode (facing a 1.2 mm-long pixel column) is 234 eV FWHM at the Mn K line (5.895 keV) with 0.25 s shaping time corresponding to an equivalent noise charge of 24 electrons rms.
IV. CONCLUSIONS
A novel X-ray detector, called controlled-drift detector, has been designed, produced, and tested. The reported experimental measurements demonstrate the working principle of the controlled-drift detector. The potential perturbation obtained with a 2 V bias change with respect to the readout biasing scheme of the field strips is able to block the drift of the signal electrons. The measurement of the drift times performed at 300 V/cm showed an average drift velocity close to the ideal one. Negligible drift time nonlinearity (less than 1% at 300 V/cm) assures safe operation for position sensing with a pixel length of 180 m. Possible instabilities of the surface potential at the silicon-oxide interface are prevented by extensive field-plating. The simulated charge handling capacity is 10 -10 electrons per pixel. Due to the total technological compatibility between the CDD and the fully-depleted chargecoupled device we expect comparable resolution in the X-ray spectrum.
More accurate tests are in progress to study the behavior of the controlled-drift detector principle at different drift fields. Further measurements should also be carried on to determine the charge handling capacity and the energy resolution when the CDD is operated in integrate-readout mode.
