Open Source Software (OSS) has emerged as an alternative to Closed Source Software in many fields of software usage. However, how and why OSS software is being adopted and implemented within organizations in Kenya is not well documented. This study attempts to advance this understanding. Survey and interview were used to explore and distinguish the types, level and factors determining adoption of OSS. The results obtained show that 60% of respondent organizations were adopting some form of OSS. OSS was preferred to CSS due to control over the software and the cost of acquiring and running the software. CSS was preferred due to quality of support from vendors, ease of use and fashion trend. Both were at par in terms of scalability, reliability, security features, functionality and integration with other systems.
INTRODUCTION
Organizations worldwide are adopting OSS with the aim of reducing cost, avoiding vendor lock-in, and promoting common data [1] .
While developing countries like Kenya lag behind in adoption of OSS and software usage in general, developed countries are ahead in adoption both in public and private countries. OSS products such as the Linux operating system, PHP, Apache Web servers, Perl, Mozilla Firefox web browser, MySQL database amongst others are becoming predominant OSS technologies in their respectful domains. There seems to be a trend to go OSS especially on software's that rely, use or are used across the internet. A good example is the case of Apache Web servers which is being used widely now. As of January 2012 the Apache market segment was 64.27% while the Microsoft server was only 15.66%, followed by nginx with 8.54% and Google with 3.47%. This growth trend has been increasing exponentially in the last 16 years [2] .
Linux operating system is showing significance growth in open source software. Linux has gained a 1% market share in the client operating system market and a 27% market share in the server market [3] .
OSS is also the software of preference within the Internet and high-performance computing [4] . In Kenya for example, there is a growing trend for cyber cafes and other publicly accessible businesses and organizations to adopt OSS.
LITERATURE REVIEW
Open Source Software refers to software whose source code is available to its users. It can be developed and maintained by individual programmers or companies, and it is usually available at no licensing cost. The source code can be used, revised, changed, expanded, and distributed without requiring permission or making payments to an external party [5] .
In addition to Open source definition above one OSI insists that open-source software must comply with the following criterion [5] :
1. The license shall not restrict any party from selling or giving away the software or require a royalty or other fee for such sale. 
Types of Open Source Software Licenses
The main purpose of an OSS license is that the user must get both the access to source code and the right to make changes to the source code as they deem appropriate. In concerns to the redistribution of the software certain conditions apply depending on the type of license. An OSS license allows certain modification of the software, but depending on the license type, there may be additional conditions for the distribution, reuse, and modification of the software.
There are various different types of open source licenses. Among the most well-known and most frequently discussed in the literature are as follows.
The GNU General Public License (GPL or GNU GPL).
The GPL is the typical example of an OSS license. It contains strong language about the freedom of software and the copyleft requirement that all derivative works also remain free.
The Lesser General Public License Library (LGPL). The
LGPL is a variant of the GPL license. The key difference between the GPL and LGPL licenses is that software or a library under the LGPL can be "linked to" or "used by" either a GPL-licensed or a proprietary program.
The Berkeley Software Distribution License (BSD).
The BSD Licenses are considered the least restrictive of the OSS licenses. Under the BSD Licenses, distribution of source code is permitted, but not mandated for derivative works.
The alternative to OSS is proprietary software, also referred to as commercial, non-free, or closed source software. In this paper, proprietary software is defined as software having a license that typically restricts the copy, distribution and modification of the software. A proprietary license does not grant permission to access the source code, and it usually requires a royalty payment [6] . On the other hand, "Shareware" or "Freeware" is software provided under traditional proprietary license that prohibits access to source code or creation of derivative work. Shareware is typically provided free of charge during trial period. If the licensee desires to continue to use the shareware following the trial period, it must pay a license fee. "Freeware" does not require the payment of any license fee for use of the software [6] .
Public domain software is generally provided without a license, with the developer relinquishing all copyrights that it may have in programming. Users can copy, modify, and distribute the software freely and generally have no obligation to give any attribution to the original developer [7] .
Open Source Software History
OSS concept dates back to the 1950s, when computer programs were distributed freely with the source code. During the time, computer software was seen as mere algorithms and not as processes or machines [3] . Computer manufacturers distributed software free of charge as part of their customer service policy. This was until IBM, the leading computer manufacturer at the time, announced in June 1969 that the pricing of software would be separated from that of pricing hardware [3] . This 'unbundling' of software is seen as the starting point of the software industry. Computer software is recognized as a form of intellectual property.
Quoting Oxford English Dictionary Yuan defines Intellectual Property in his study as "intangible property that is a result of creativity, such as patents, copyrights, etc." [3] . Computer software fits this definition and is covered in most countries by some form of copyright law. Copyright is "the exclusive, legally secured right to publish, reproduce, and sell the matter and form of a literary, musical, dramatic or artistic work" [3] .
Diffusion and Adoption of Information Technology

Adoption of Technology
Research into IT systems adoption has focused on both individual and organizational levels of adoption. The research into the individual level has focused mainly in theories of individual decision-making such as the Theory of Planned Behavior (TPB) [8] , the Theory of Reasoned Action (TRA) [8] , the Technology Acceptance Model (TAM) [9] and the Unified Theory of Acceptance and Use of Technology (UTAUT) [10] . These theories explain individuals' independent decisions in the adoption or rejection of technology.
In organizations, the decision to adopt a technological innovation is not undertaken by individual users but is instead most often taken by an authority figure, and individual employees are mandated to adopt the innovation [11] . Consequently, many of the above theories of individual adoption of technology are less suitable for explaining organizational IT adoption decisions as is our case [12] . Some of the cited organization adoption theories include;
Resource-based theory (RBT): In this theory, when an organization adopts and develop an innovation such as IS before its competitors and keeps it unknown to competition to avoid imitation, it gets a head-start and will be more successful than the competition [13] . Moreover, RBT states that the services that are rendered by a firm's unique bundle of resources and capabilities may lead to value creation [14] .
Institutional theory: organizational decisions are not driven purely by rational goals of efficiency, but also by social and cultural factors and concerns for legitimacy. The theory claims that firms become more similar due to isomorphic pressures and pressures for legitimacy [15] . This means that firms in the same field tend to become homologous over time, as competitive and customer pressures motivate them to copy industry leaders. This theory suggests that organizations are forced to adopt an innovation by external pressures and thus all organizations and up looking the same in that aspect.
Diffusion of Innovation (DIO)
: is a theory of how, why, and at what rate new ideas and technology spread through cultures, operating at the individual and firm level. DOI theory sees innovations as being communicated through certain channels over time and within a particular social system [16] .
Based on DOI theory at firm level, innovativeness is related to such independent variables as individual (leader) characteristics, internal organizational structural characteristics, and external characteristics of the organization (a) Individual characteristics describes the leader attitude toward change. (b) Internal characteristics of organizational structure includes observations according to Rogers whereby: "centralization is the degree to which power and control in a system are concentrated in the hands of a relatively few individuals"; "complexity is the degree to which an organization's members possess a relatively high level of knowledge and expertise"; "formalization is the degree to which an organization emphasizes its members' following rules and procedures"; "interconnectedness is the degree to which the units in a social system are linked by interpersonal networks"; "organizational slack is the degree to which uncommitted resources are available to an organization"; "size is the number of employees of the organization". (c) External characteristics of organizational refer to system openness [16] . While, DOI has been one of the most important theories for the understanding and framing of technology adoption in the IS research. It has been criticized for containing some deficiencies. For example, Rodgers claimed that the over emphasis on the innovation itself can make the innovation a presumption of the innovators success before it has even been applied and tested in the organization [16] . Tornatzky and Fleischer claimed that the adoption of innovation research has neglected market characteristics as an important variable to be studied [17] . They added that the processes of adoption of technology by organizations are very different from those by individuals.
Technology Organization Environment (TOE)
: is a fundamental approach to investigating a firm context that influences the process by which it adopts, implements, and diffuses technological innovations. The TOE framework identifies three aspects to firm decision-making behavior for technological innovations: technological context, organizational context, and environmental context. Technological context includes both the internal and external technologies used by the firm. Meanwhile, organizational context refers to descriptive characteristics of the organization, including firm size and scope, complexity of firm managerial structure, and quality and degree of its human resources while environmental context refers to the firm industry and its dealings with trading partners, competitors and government [17] .
Stages in the Process of Technology Adoption
The adoption of IT systems by organizations is characterized by a set of well-defined stages with different characteristics in each stage. Rogers' presents (1) The Initiation phase consists in the entire information gathering, conceptualization and planning for the innovation. And (2) The Implementation phase includes all the events, actions, and decisions involved in putting the innovation into use [16] figure 1 .
Fig 1. Five stages in the innovation process in organizations
There are several other studies on the adoption and implementation including; one by Cooper and Zmud (1990). It has six phases: Initiation, Adoption, Adaptation, Acceptance, Routinization and Infusion. Another framework of the adoption and implementation stages is presented by Tornatzky and Fleischer [17] . Their technology adoption framework, like the Cooper Zmud's, is based on six phases: 1) research; 2) development; 3) deployment; 4) adoption; 5) implementation; and 6) routinization (See Figure 2) .
Fig 2. Processes of technological innovation
This paper will focus on the innovation-adopters or users of technology rather than on the innovation-generators or developers of technology.
Another vital feature important to mention in this section is the Rogers' adopter classification. According to Rogers' adopters of technology can be classified as innovators (2.5%), early adopters (13.5%), early majority (34%), late majority (34%) and laggards (16%).
RESEARCH METHODOLOGY
This section presents a proposed framework, based upon Tornatzky and Fleischer's [17] elements of technological innovation. From the review of the literature above, several factors that appear to facilitate or inhibit the adoption of OSS in organizations emerge. We have organized these themes into a framework based on Tornatzky and Fleischer's [17] work. The proposed framework is only used to map elements. 
Organizational Context
Organizational context is a set of measures or characteristics of an adopting organization that facilitates or constrains the adoption and implementation of innovation. Organizational context refers to descriptive measures about the organization such as scope, size, and managerial structure of the organization that influence the adoption decision [17] . The following are the hypothesis in the organizational context: 
Technology Context
The technology context is described as the internal as well as the external technologies available to the organization. The following factors emerged as core hypothesis: [18] H9: Interoperability between systems: lack of interoperability with some major CSS inhibits adoption of OSS.
H10: Perceived reliability of OSS:
The perceived reliability enhances adoption of OSS.
H11: Perceived security of OSS:
The perceived better security preventing OSS from virus attacks, spam, etc, enhances adoption of OSS.
H12: Perceived usability difficulty of OSS:
The perceived difficulty on usability hinders the adoption of OSS.
H13: Perceived satisfaction with current non-OSS systems:
Dissatisfaction with existing non-OSS technologies ranging from prices to product quality enhances adoption of OSS.
H14: Customization and extensibility:
Access to the source code to customize, extend, add, and modify an existing function enhance adoption of OSS.
H15: Scalability: Scalability of OSS enhances its adoption.
H16: Functionality: Availability of more functions on OSS enhances adoption.
Environmental Context
The environmental context is the place where an organization conducts its business. The following are hypothesis based on the environmental context:
H17: Lack of widespread use in the organizations:
The lack of many organizations adopting of OSS hinders OSS adoption.
H18: Government support: Lack of Government policy support and OSS usage hinders the adoption of OSS.
H19: Availability of external support services: Lack of well established vendors who support OSS hinders adoption of OSS in Kenya.
H20: Lack of OSS awareness by organizations: that OSS
can be alternative to proprietary software's they are using hinders OSS hinders adoption.
H21: Piracy: Widespread piracy of CSS hinders adoption of OSS.
H22: Marketing: Lack of aggressive marketing hinders adoption of OSS.
H23: Education system: Lack of adequate training in and early introduction to OSS hinders its adoption.
H24: Fashion trend:
Fashion trend makes what is expensive to appear more fashionable hence hindering adoption of OSS.
Research Methodology Choice
A qualitative research approach is used in this research to explore the extent of OSS adoption in organizations as well as to investigate the factors influencing or inhibiting OSS adoption. The qualitative research approach of this study is explained by the fact that, there are few existing conceptual frameworks to guide a research effort in this area. For these reasons, a qualitative research perspective was selected over a confirmatory or causal research design approach. In order to generate data, two collection methods are used in this research; questionnaire surveys, and interviews.
The target population for the study consists of IT Managers who are generally persons in charge of ICT in the organizations. Nairobi was selected because it is one of the most diverse areas in the Kenya, when it comes to socioeconomic, political, and cultural issues. The presence of the government headquarters, a highly educated workforce, rapidly growing population trends and the development of the local technology hub for the region in this area provide a good ground for the kind of research. In addition, Nairobi region is rapidly growing in industries. The following are the five research goals developed in this study:
1. Identify the organizations using OSS and their characteristics. 2. To identify the types and names of OSS products and the extent of their adoption in organization. 3. To identify the factors behind OSS adoption in organizations. 4. To identify the future plans for the adoption of OSS in the organizations. 5. To identify the inhibiting factors behind the nonadoption of OSS in the organizations.
A survey was used on the first two and interview for the last three.
FINDINGS AND ANALYSIS
Pre-test of the questionnaire was conducted prior to it being sent out to help ensure the questions were worded properly. The use of multiple items to measure the same construct was another technique used. The averaging of uniqueness of the individual items help make finer distinctions between organizations and have higher reliability [19] .
Reliability Analysis
This study used a Cronbach Alpha reliability coefficient to check for internal consistency and reliability of the independent and dependent variables.
Internal Consistency
According to Al-somali, the assessment of the Cronbach alpha score tests the correlation of the variable items, determining the internal consistency of the questionnaire items. Items that do not correlate can be dropped on the basis of their item/total correlation. A low inter-item correlation should be deleted to see if the item's removal improves the Cronbach alpha score, thereby increasing the reliability of the measure. A Cronbach alpha score over 0.7 indicates that items measuring the variable hold together well and is the recommended level in a preliminary research study [19] . The research uses the above approach to carry out the reliability tests for the research variables.
Content Validity
The assessment of this appropriateness is referred to as the 'content validation' or face validation [3] . This study used IT personnel with IS industry experience along with the supervisor to pre-test the content validity.
Internal Validity
Internal validity error is concerned with whether changes in the dependent variable are actually caused by the independent variable or whether another variable, such as an intervening variable, is confounding the relationship. Information Systems researchers without experimental control should try to justify internal validity [21] .
Hypothesis Testing
In hypothesis testing it is important that the appropriate statistical test is used and the significance level is considered [21] . Multiple regression is considered appropriate for testing associations between the independent variables and the dependent variables.
Multiple Regression
Regression is a technique for measuring the linear association between a dependent variable and a set of the independent variables [19] . Multiple regression is a method of analyzing the changes in dependent variable, by using a set of independent variables, in order to predict the mean value of the dependent variable on the basis of the known values of the independent variable.
In the research, regression is used to determine the degree of influence of the independent constructs (Organizational Factors, IT Factors and Environment Factors) on the dependent construct, 'The Use of Open Source Software in the organization'. When using a statistical test such as multiple regression, the level of significance at which the research model will be tested is important.
Tests of Significance
The level of significance at which the null hypothesis is tested indicates the probability of accepting or rejecting the idea that chance caused the results [3] . The accepted level of significance for rejecting the null hypothesis is by convention is 0.05 level [21] . The research adopts the convention.
Use of Open Source Software
The respondents were asked to indicate whether they have adopted OSS and if they have what OSS they have adopted. 60 percent of the respondents acknowledge that they were using open source software at some level within their organization ( Figure 4 ).
Fig 4. OSS Adoption
40% of the adopters have adopted General Purpose OSS, 33% have adopted Domain Specific OSS while 27 % have adopted both General Purpose and Domain Specific. 
Cronbach Coefficient Alpha
The Cronbach Coefficient Alpha is a measure of consistency and reliability of a set of variables. Generally, the higher the Cronbach Alpha, the more reliable the test is. There isn't a commonly agreed cut-off, but generally, a score above 0.7 is acceptable [22]. 
Hypothesis Testing
In this section we present the results of the hypothesized relationship between the independent variables (Organization, Information Technology, and Environmental) and the dependent variable (Use of Open Source Software).
Multiple regression analysis
Multiple regression analysis was used to test the research hypotheses. Following statistical convention, the null hypothesis was tested and the rejection of the null hypothesis indicated support for the research hypothesis.
The first analysis was done using adoption of OSS question as the response variable, if an organization is already currently using open source software. Each of the 3 groups of predictor variables are used to model the response separately. It is found that the 3 groups of predictor variables have significant relationship to the response variable. Hence, it was concluded that there is some statistical evidence some of the factors are affecting the current form of software usage in the companies even though a large sample would give better result since this analysis works better with a sample of 400 or above data.
T-Tests
A one-sample t-test helps determine whether μ (the population means) is equal to a hypothesized value (the test mean). The test uses the standard deviation of the sample to estimate σ (the population standard deviation). If the difference between the sample mean and the test mean is large relative to the variability of the sample mean, then μ is unlikely to be equal to the test mean.
A one-sample t-test is used when continuous data are available from a single random sample. The test assumes the population is normally distributed. 
Discussion of Findings
From the demographics results 60% of the respondents acknowledge that they were using open source software at some level within their organization. This number is probably lower that the true figure as it is acknowledged than respondents may not be aware of every item of software used or the respondent may not know that some of the installed software is open source.
Both general purpose and domain specific Open Source Software were in use with more General Purpose OSS being used as compared to the domain specific OSS.
The respondents surveyed placed the highest importance on their choice for adopting open source software in the increased control open source software is able to deliver and cost benefit.
Analysis was used to assess if there are any difference in the reasons given for adopting open source software. Although most companies cite lower costs and more control as the more important reasons for adopting open source software, there is not enough statistical evidence to substantiate the claim that these two reasons are more compelling than the other reasons like unique functionality and higher reliability.
One possible assertion that could be made from the results of this study is that the current competitive climate of the industry in which the organizations operates places cost pressures upon IT departments. This causes IT departments to seek alternative means of delivering the same services to their respective organizations. The advantage mentioned in literature review of reduced cost and increase scalability that Open Source Software delivers appeals to such organizations.
A Framework for Adoption of OSS by Organizations in Kenya
A framework for adoption of OSS by organizations in Kenya based on our data will now be developed.
Fig 1. Deduced Organizational Context
The final framework shows that cost, innovativeness of management and presence of a crusader are organizational factors that enhances adoption, perceived reliability, security, scalability and functionality are information technology factors that facilitates OSS adoption, environmental factors deduced are factors that hinder adoption of OSS including lack of use in similar industries, lack of awareness and of piracy of Commercial Sourced Software.
CONCLUSION
Cost of acquisition and maintenance of software was found to be a motivation for adoption of OSS. The perception in terms of scalability, reliability, security features, functionality and integration of systems factors were perceived to be at par as reasons for adoption of OSS and CSS. This is an indication that OSS is growing in all those areas since it had been lagging behind previously. In terms of fashion, it seems that commercial software is still way ahead and it seems more fashionable to have CSS than OSS. The more expensive it is to acquire software seems to show that it is more fashionable. While corruption on acquisition of software was mentioned as a factor influencing OSS acquisition and adoption, the research did not find it to be a reason for lack of OSS adoption.
A number of respondents from the interviews noted that the lack of interoperability between systems and the lack of management support were reasons inhibiting adoption of OSS by organizations.
The findings from this research also indicated that cost factors are important but not a core, important category for organizations' IT managers when deciding to adopt OSS. The IT managers in our study were found to be more concerned about the quality, security and liability issues surrounding OSS than about the potential cost-benefit factors associated with the adoption and use of OSS.
This study also shows that most organizations are very conservative industry when it concerns adopting new technologies.
