We present Reflector, to support both high-level and low-level I/O monitoring through user-defined interfaces such as HDF5 and NetCDF in addition to POSIX-and MPI-IO. We evaluate Reflector on both an on-premises 500-core HPC cluster and a leadershipclass supercomputer at the Lawrence Berkeley National Laboratory. Preliminary results are promising as the system prototype incurs negligible performance overhead and clearly illustrates the I/O patterns and bottlenecks of multiple applications. ACM Reference Format:
BACKGROUND AND MOTIVATION
As modern scientific applications are becoming increasingly more data-intensive, it is critical to understand the I/O patterns of those applications deployed to large-scale high-performance computing (HPC) systems. The state-of-the-art for learning the I/O patterns in HPC is through a system-wide service that collects both the message passing interface (MPI) I/Os and the POSIX I/Os, after which the I/O statistics are aggregated by various applications. Among them, Darshan [2] is one of the most popular tools originally initiated at the Argonne National Laboratory and still under active development. Darshan is widely used at the leadership-class HPC systems and captures MPI-IO and POSIX-IO for the parallel workload.
Present I/O tracing tools do exhibit some limitations in terms of usability and performance. Some tools [8, 10, 11] record every single I/O operation that incur significant performance overhead, some [14, 15] do not capture file access pattern, some are designed to work only for specific applications [1, 3, 12, 16] . For example, although Darshan helps in capturing the application-level behavior at extreme scales without user intervention, it captures only Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. MPI-IO and POSIX-IO events. That is, Darshan is not directly applicable to applications developed with I/O libraries such as HDF5 [6] , NetCDF [7] , and HDFS [13] . Of note, Darshan by default captures MPI-IOs only related to file activities: for a large portion of network and communication events such as broadcasting, Darshan needs to trigger PMPI [9] incurring performance overhead.
PROPOSED APPROACH
We propose Reflector, a new I/O monitoring tool designed for capturing both serial and parallel fine-grained I/O behaviors. The design objective is two-fold: (i) usability: support a large variety of I/O libraries, and (ii) performance: incur negligible performance overhead.
The first technical novelty represented by Reflector lies in its adaptability with an arbitrary programming interface and fine-grained I/O granularity. Reflector offers developers to adapt Reflector with user-defined or third-party interfaces through a set of parameters specified in a configuration file. To make matters more concrete, Figure 1 illustrates the workflow of Reflector for an application developed with the HDF5 API. First, the developer creates a config file with all the parameters of the desired API routines to wrap. Reflector then generates a meta wrapper based on the input parameters. The meta wrapper contains the mechanisms of capturing the metadata of all the routines in an API that a developer decides to record. The meta wrapper uses both the wrapping and logging mechanisms to generate the custom wrapper. The wrapper library works for both static and dynamic compilation and requires Implementation. Reflector is implemented as a set of userspace libraries and requires no modification to the application's source code. Reflector can be compiled and associated with user applications both in static build (GNU linker [4] ) and shared build (Gotcha [5] ).
PRELIMINARY RESULTS
Test Bed. The Reflector was deployed to an HPC cluster comprised of 500 cores and in a leadership-class supercomputer in a U.S. DoE national lab. The former is composed of CPU, GPU, and storage subsystems interconnected by 100 Gb/s non-blocking Omni-Path fabric. Each compute node is installed with Ubuntu 16.04, IBM C/C++, HDF5 1.10.5, and mpich2 V1.4.1.
Workloads.We use two microbenchmarks as workloads to evaluate the performance of Reflector. First, we use an application that performs read operation over a set of keys from a Python-shelve file. The shelve file is divided into small buckets or chunks. Second, we use some MPI ranks to perform some read and write operations over a file while exchanging a numerical value.
Results.We evaluated the Reflector from two perspectives: I/O ratio and wrapping overhead. In the first experiment, we divided a Python-shelve file into 22 chunks of keys that were accessed by an application intercepted by the Reflector. Figure 2 shows the chunk accesses along with POSIX I/Os for that application. It is noticeable that the chunk access is sometimes as high as 380 for POSIX (chunk ID 8) , whereas sometimes as low as zero (chunks ID 16, 17, 18, and 19) , which indicates an imbalanced I/O pattern in the application that causes the I/O bottleneck. We also test the wrapping overhead of the Reflector tool over the Darshan using a microbenchmark, where some MPI ranks ranging from 100 to 500 are responsible for performing read and write operations on a file during the movement of a transaction (i.e., a numerical data) among them. Figure 3 illustrates that Reflector incurs negligible (5%-10%) overhead compared to Darshan at a larger scale (300 -500 ranks). The overhead, in exchange, leads to the high usability of Reflector-the support of a broader spectrum of I/O libraries. 
