Temporal voice areas showing a larger activity for vocal than nonvocal sounds have been identified along the superior temporal sulcus (STS); more voice-sensitive areas have been described in frontal and parietal lobes. Yet, the role of voice-sensitive regions in representing voice identity remains unclear. Using a functional magnetic resonance adaptation design, we aimed at disentangling acoustic-from identity-based representations of voices. Sixteen participants were scanned while listening to pairs of voices drawn from morphed continua between 2 initially unfamiliar voices, before and after a voice learning phase. In a given pair, the first and second stimuli could be identical or acoustically different and, at the second session, perceptually similar or different. At both sessions, right mid-STS/superior temporal gyrus (STG) and superior temporal pole (sTP) showed sensitivity to acoustical changes. Critically, voice learning induced changes in the acoustical processing of voices in inferior frontal cortices (IFCs). At the second session only, right IFC and left cingulate gyrus showed sensitivity to changes in perceived identity. The processing of voice identity appears to be subserved by a large network of brain areas ranging from the sTP, involved in an acoustic-based representation of unfamiliar voices, to areas along the convexity of the IFC for identity-related processing of familiar voices.
Introduction
Recognition of individuals is an important ability for humans; it has tremendous biological significance in terms of social interaction. Processing of paralinguistic information of voices is a means of speaker identification and of other auditoryderived semantic information such as age, emotional state, or gender (Belin et al. 2004) . Voices are efficiently used to recognize individuals (Schweinberger et al. 1997; Nakamura et al. 2001 ); this skill is present in all normal adult listeners (Papcun et al. 1989; Kreiman 1997 ) from birth (DeCasper and Fifer 1980 ) with a long evolutionary history (Charrier et al. 2001; Marchant-Forde et al. 2002; Belin 2006) .
Temporal voice areas (TVA) showing greater activity for vocal than for non-vocal sounds have been identified along the upper bank of the superior temporal sulcus (STS, superior temporal cortex-STC) (Belin et al. 2000; von Kriegstein et al. 2003 von Kriegstein et al. , 2005 . Among the TVA, only the anterior part of the right STS showed a voice-preferential response even for non-speech vocal stimuli (Belin et al. 2002) . Since then, more voicesensitive responses have been found in frontal cortices, particularly the bilateral orbitofrontal cortex, and in parietal cortices (Stevens 2004; von Kriegstein and Giraud 2004; Fecteau et al. 2005; von Kriegstein et al. 2005) . The role of the TVA remains unclear as they have been shown to be involved in high-level auditory processing such as identity processing, particularly the temporal pole (TP), or/and in lowlevel acoustic processing (Andics et al. 2010) . Areas outside the TVA, notably the inferior frontal cortex (IFC), also showed sensitivity to voice familiarity (von Kriegstein and Giraud 2004) . Most of the above studies investigated voice recognition using either acoustically variable stimuli or different tasks making it difficult to disentangle acoustic processing, top-down modulation and identity processing per se. However, the processing of acoustic information and that of identity are 2 stages of a unique processing stream (Belin et al. 2004) . It is important to tease them apart to identify brain regions truly involved in the processing of vocal identity. In an attempt to disentangle acoustic processing from identity processing, Andics et al. (2010) , using morphed stimuli of learned unfamiliar voices, reported acoustic sensitive regions within bilateral STS and prefrontal cortices, whereas voice identity processing involved bilateral STS, bilateral anterior TP, left amygdala, and left posterior STS (Andics et al. 2010 ). Interestingly, bilateral STS showed sensitivity to both acoustical and identity processing; this activation could be due to the stimuli included in the identity contrast that also differed acoustically (Andics et al. 2010) .
Here, we attempt to provide evidence for separable neural substrates involved in acoustic and identity processing of vocal information. To that aim, we investigated the nature of cerebral voice representation in healthy young adults by measuring changes in brain activity associated with learning new voice identities. We compared activity evoked by pairs of vocal stimuli, before and after voice learning, to separate acousticaland identity-based cerebral processing using similar stimuli and tasks. We used a functional magnetic resonance imaging (fMRI) adaptation design: pairs of stimuli in which one stimulus property is repeated are known to induce a decrease of the blood oxygenation level--dependant (BOLD) signal in brain areas sensitive to that particular property (Grill-Spector and Malach 2001; Henson et al. 2003; Rotshtein et al. 2005) . Subjects learned to recognize 3 unfamiliar voices and were scanned before and after learning the voices using an identical paradigm. We presented pairs of stimuli drawn from identity continua generated by morphing between all 3 possible couplings of the unfamiliar voices. Three types of pairs were presented: SAME pairs consisted of a repetition of the same voice stimulus; WITHIN pairs comprised 2 different voices taken on the same side of an identity continuum, such that at session 2 (but not session 1), subjects would perceive the 2 stimuli as being similar in terms of identity despite their being physically different; BETWEEN pairs consisted of 2 different voices taken on different sides of an identity continuum, such that at both sessions, subjects would perceive the 2 stimuli as being different both physically and in terms of identity (Fig. 1) .
The physical distance between the 2 stimuli of a pair was similar (30%) for WITHIN and BETWEEN pairs. We expected brain areas sensitive to acoustical properties of the stimuli to show a decreased BOLD signal for SAME compared to BETWEEN and WITHIN pairs because the former was the only pair with no acoustical changes (contrast: WITHIN + BETWEEN vs. SAME); these areas are expected to be similar in both sessions irrespective of learning. However, we hypothesized that brain regions sensitive to vocal identity would show, at the second session, a decreased response for WITHIN and SAME pairs but not for BETWEEN pairs due to the crossing of the identity boundary in BETWEEN pairs (contrast: BETWEEN vs. SAME + WITHIN, at session2); at the first session, the voices were unfamiliar, therefore, we did not expect regions showing a different sensitivity to WITHIN and BETWEEN pairs.
Materials and Methods

Participants
Sixteen participants (7 males, 22.7 years ± 0.88) from the undergraduate and postgraduate population of Glasgow University with no native language restrictions took part in the experiment (11 were native English speakers from Scotland or England, one of them was studying French as an undergraduate; 2 were native German speakers; 1 was a native French speaker; the last 2 were native Polish and Portuguese speakers). All subjects reported normal audition. All subjects gave informed written consent, they were paid at a standard rate of £6 per hour; the study was approved by the ethics committee of Glasgow University.
Stimuli
Voice samples were drawn from a database of French-Canadian voices (Baumann and Belin 2010) . Stimuli used in the experiments were sustained French vowels (/a/, /e´/, /e`/, /o/, and /U/; duration of 670 ms) from 3 male French-Canadian speakers (voices A, B, and C). There is growing evidence for an interaction between language and speaker recognition (Perrachione and Wong 2007) . Using stimuli not drawn from the participants' native language could have interfered to some extent with identity processing, despite the limited linguistic content of our stimuli (vowels), probably contributing to a greater variability in subjects performance. All the stimuli used in the experiment were normalized for energy (root mean square) using Matlab (The MathWorks, Inc.). Voice stimuli were unfamiliar to the subjects prior to voice learning sessions (cf., below) during which they learned to associate each voice sample with 1 of 3 identities. Subjects were scanned prior to and after the voice learning sessions.
The 3 voices were morphed with each other using STRAIGHT (Kawahara et al. 1999) in Matlab in order to create 3 voice identity continua (5--95% in 15% steps) per vowel, that is, 15 continua. STRAIGHT decomposes voice stimuli into 5 parameters (fundamental frequency-f0, frequency structure corresponding mostly to formant frequencies, time, spectrotemporal density, and aperiodicity) that can be manipulated independently of one another. Landmarks to be put in correspondence across voices were manually identified in each stimulus time--frequency space; they corresponded to the 4 first frequency bands with the highest energy at the start and end of each original vowel. Morphed stimuli were then resynthesized based on the linear (time and aperiodicity) and logarithmic (f0, the frequency structure and spectrotemporal density) interpolation of those time--frequency landmarks. Each stimulus of a continuum between voices A and B was generated using different values of a weight parameter X allowing the creation of a morphed stimulus containing X percent of information of voice A and 100-X percent of information of voice B. Values of X between 0% and 100% correspond to morphed stimuli intermediate between A and B.
Voice Learning
After the first scanning session, subjects were familiarized with 3 voice identities using the following procedure. Voice samples presented during the training sessions consisted of 2 stories (one in English, one in French), as well as isolated words and vowels; a training session lasted for about 20 min. Note that our subjects did not necessarily understand French, however, as the vowels were French vowels and the task was to pay attention to identity and not speech, we believe that using a French story helped our subjects learn the voices. Stimuli were presented binaurally at a level of 80 dB via headphones (Beyerdynamic DT770) using MCF software (Digivox) in a soundproof cabin. A training session comprised 3 parts. 1. In the first part, subjects carefully listened to the 2 stories and learned to associate a name presented on the computer screen with a particular voice. The 3 names used were Phil, Ian, and Dave. 2. The second part consisted of a 3 alternative forced-choice (3-AFC) identification task on words and vowels (in French and English); feedback was provided on subjects' answer and if an incorrect response was given, the sound and the correct answer were presented again. 3. The third part was a test phase in which only vowels were presented and subjects performed the 3-AFC without feedback.
Subjects did one training session per day until their performance at the final 3-AFC task was above 66% (discrimination threshold in a 3-AFC task; Kingdom and Prins 2010) . On average, training lasted 6.4 days (range: 3--10), and performance at the final 3-AFC task was 85% (chance level of 33%). One male subject did not reach the critical threshold of 66% in identification task even after 10 sessions; he was thus removed from all further analysis except for the voice localizer analysis.
After the first and last training sessions, subjects performed 3 2-AFC identification tasks on stimuli drawn from the 3 different voice identity continua (A--B, A--C, and B--C; Fig. 1A) . Results of the 2-AFC classification task performed at the end of the first and last learning sessions are presented in Figure 1A . A 2 (session: 1, 2) 3 7 (morph levels: 5%, 20% . . . 95%) repeated measures analysis of variance (ANOVA) (SPSS 15.0) showed that classification performance was significantly different between sessions for the different morph levels (session 3 morph levels: F 78,6 = 12.63, P < 0.001). Subjects performed better on the continua endpoints at the last session than at the first session (Fig. 1A) ; Morph50, the ambiguous stimuli, was perceived as having no learned identities at either session.
fMRI Experiment
Stimuli and Design
Stimuli were presented binaurally through MRI-compatible headphones (NNL-NordicNeuroLab) using MCF software (Digivox) at a loud but comfortable level of 80 dB SPL(C).
Three morphed stimuli were drawn from each of the voice identity continua: Morph5, Morph35, and Morph65 corresponding to morph levels 5%, 35%, and 65%, respectively, based on preliminary data showing that Morph5 and Morph35, but not Morph65, are perceived as a similar identity after learning. Morph5 and Morph65 were equally distant from Morph35 in terms of physical distance (30% distance). Crucially, while morph stimuli were equally unknown before the learning phase, after learning, Morph 5 and Morph 35 were perceived as the same learned identities and Morph35 and Morph65 were perceived as different identities (Fig. 1A) .
We then created pairs with those stimuli; the first stimulus was always Morph35 and the second stimulus was either Morph5, Morph35, or Morph65. Thus, 3 pair types were used: WITHIN (Morph5--Morph35, 30% physical change), SAME (Morph35--Morph35, no difference), and BETWEEN (Morph35--Morph65, 30% physical change) (Fig. 1B) . Crucially, WITHIN and BETWEEN pairs were characterized by similar amount of acoustical change (30%); however, after learning, the amount of perceptual change was much larger for BETWEEN than for WITHIN pairs (Fig. 1A) . The symmetrical set of stimuli (Morph35, Morph65, and Morph95) was also extracted from the continuum and similar pairs were built with those stimuli (for clarity, we only use the labels Morph5, Morph35, and Morph 65 in the rest of the text, since the direction of a given continuum was arbitrary and balanced across stimuli).
An fMRI run consisted of presenting 15 different pairs of each condition (WITHIN, SAME, and BETWEEN) as well as 15 null trials (i.e., silent trials with no stimulation) in a pseudorandom order different across subjects and sessions. Pairs drawn from the 2 sides of a continuum were presented in 2 different runs; however, continua corresponding to different identities and vowels were mixed within a run. In each run, there were 15 stimuli per condition, that is, each pair drawn from each continuum (15 continua: 3 identities times 5 vowels); there were thus no repetition of a pair within a run. Each run was repeated 4 times; run order was randomized across subjects and sessions.
Subjects performed a same/different discrimination task in the scanner. They listened to stimulus pairs and decided whether the 2 sounds were the same (SAME) or different (WITHIN or BETWEEN) based on acoustical, not identity, differences. We chose to use an acoustic-based task in order to control the information processed by the subjects across the 2 fMRI sessions. Such a control would have been impossible using a ''direct'' identity discrimination task since identities were not known at the first session, before voice learning.
Image Acquisition and Analysis
Functional images covering the whole brain (field of view [FOV] : 210 mm, 32 slices, voxel size 3 3 3 3 3 mm) were acquired on a 3-T Tim Trio Scanner (Siemens) using an echoplanar imaging (EPI) ). The sequence used in the experiment was a ''sequence with gaps'' (TR: 3.5 s; time of acquisition: 1.8 s, see Fig. 1C ) so that the sound were presented on a silent background; 8 runs of 4 min (70 volumes) were acquired; 10 volumes were recorded with no stimulation at the end of a run to create a baseline. At the end of each fMRI session, high-resolution T 1 -weighted images (anatomical scan) were obtained (FOV: 256 mm, 192 slices, voxel size: 1 3 1 3 1 mm, flip angle: 9°, TR: 1.9 s, TE: 2.52 ms, matrix size: 256 2 ). In order to allow region of interest (ROI) analyses, voice-selective areas were localized using a ''voice localizer'' scan: 8 s blocks of auditory stimuli containing either vocal or non-vocal sounds (Belin et al. 2000- ) was acquired in either one of the fMRI sessions (i.e., before or after the learning phase).
Data were analyzed using SPM5 software (Wellcome Department of Imaging Neuroscience; http://www.fil.ion.ucl.ac.uk/spm). First, the anatomical scan was AC--PC centered; this correction was applied to all the EPI images. Functional images were then motion corrected; all scans were aligned to the first scan of the last run, and a mean image (average of all scans) was created. The within session anatomical scan was coregistered to the mean image and segmented. The anatomical scan and the functional images were then normalized to the Montre´al Neurological Institute (MNI) template using the parameters issued from the segmentation keeping the voxel resolution of the original scan (1 3 1 3 1 and 3 3 3 3 3, respectively). Functional images were then smoothed with a Gaussian function with a full-width at half-maximum of 8 3 8 3 8 mm. The first 2 volumes of each session were not included in the analysis of the data to allow for stabilization of the scanner. Individual contrast images were generated for each pair types (SAME, WITHIN, BETWEEN) defined as independent conditions. Voxel-based random effects analysis, that is, group level statistics, was performed on the individual contrasts across the brain volumes using a factorial design (2 [session] 3 3 [pair types] ANOVA). Processing and 3D rendering of brain anatomy for display purposes were performed using BrainVisa (http://brainvisa.info, IFR49, Neurospin) from a T 1 -weighted scan of an individual subject normalized into the MNI space. Identification of brain areas was done using the aal brain atlas (Tzourio-Mazoyer et al. 2002) via XjView 8 (http://www.alivelearn.net/ xjview8/).
Results
Behavioral Results
During scanning, subjects performed a same--different discrimination task on stimuli from each pair presented. A 2 (session) 3 3 (pair types: WITHIN, SAME, BETWEEN) repeated measures ANOVA was run on percent correct and reaction time data. Performance was similar across sessions (first: 74.2%; second: 76.8%; F 14,1 = 1.6, P = 0.226). Performance were better for SAME (93%) than for WITHIN (68%) and BETWEEN (65%) regardless of session (F 28,2 = 57.99, P < 0.001 corrected for nonsphericity [Greenhouse--Geisser]); there was no significant interaction between pair types and session (F 28,2 = 3.69, P = 0.06 corrected for nonsphericity).
There was no effect of pair types (F 28,2 = 0.54, P = 0.49 corrected) or session (F 14,1 = 1.4, P = 0.257) on reaction times, nor any interaction between those factors (F 28,2 = 1.31, P = 0.28 corrected).
fMRI Results
Sensitivity to Acoustical Differences
Whole-brain sensitivity to acoustical changes was assessed by contrasting activity between pairs showing acoustical changes (WITHIN and BETWEEN) to pairs with no acoustical change (SAME). Analyses pooled across sessions revealed 6 clusters (P < 0.001 uncorrected, cluster threshold of 10 voxels) of activation presenting a larger activity to different than same pairs (Table 1 and Fig. 2A ). These included bilateral anterior STC (aSTC; superior TP [sTP]), bilateral insulae/anterior inferior frontal cortices (aIFCs) and, in the right hemisphere only, middle STC and areas along the convexity of the inferior frontal gyrus (posterior IFC [pIFC]/middle frontal gyrus [MFG] in Table 1 ).
Separate analyses for sessions 1 and 2 showed that the right middle STC showed a greater response to different than same pairs at both fMRI sessions, overlapping with the TVA (Fig.  2B,C) . Right aSTC/sTP was activated at the first session, whereas left aSTC/sTP, bilateral aIFC, and right pIFC/MFG showed sensitivity to acoustical change at the second session only, that is, after the voice learning (blue regions in Fig. 2B ).
Sensitivity to Identity Changes
Identity changes in a pair differed across sessions. At the first session, identity changes were linked to physical changes as stimuli were not associated with any identity: thus WITHIN and BETWEEN pairs corresponded to comparable identity changes. In contrast, at the second session, Morph35 and Morph5 were perceived as a same identity, whereas Morph35 and Morph65 were perceived as different identities ( Fig 1A) ; thus BETWEEN pairs were characterized at the second session by a marked change in identity, whereas both WITHIN and SAME pairs kept perceived identity unchanged (identity adaptation). Consequently, regions underlying the perception of learned identities were investigated with the following contrast at the second session only: BETWEEN versus (SAME + WITHIN), that is, pairs with identity change versus pairs without identity change.
Whole-brain sensitivity (P < 0.01 uncorrected, extent voxels threshold of 10) to identity changes assessed by the above described contrast revealed 3 clusters of activation along the convexity of right IFC (pIFC and aIFC, pIFC/ precentral gyrus) and the left cingulate gyrus (Table 2 and Fig. 3A) . We examined the same contrast (BETWEEN > (SAME + WITHIN)) at the first session, prior to learning; this showed no significant differences at the same statistical threshold. Involvement of the right pIFC in processing voice identity was further confirmed by a conjunction analysis of (BETWEEN > WITHIN) and (BETWEEN > SAME) (Fig. 3) . 
TVAs-ROI Analyses
The TVAs identified by the independent voice localizer were located as expected along the upper bank of the STS; 3 clusters were identified surviving a threshold of 7.07 (threshold T value for a P < 0.05 familywise error corrected, see Table 3 and Fig. 4) . ROI analyses were performed using Marsbar in 8-mm-radius spheres around the 3 TVA maxima (Table 3) . They showed that bilateral STC in the TVA showed sensitivity to acoustical differences: greater activity for different (WITHIN and BE-TWEEN) than SAME pairs (P < 0.001 corrected, at both session and for each session independently) but not for identity change (P = 0.67, P = 0.09 for left and right STC, respectively). Interestingly, ROI analyses of the superior part of the TP (aSTC) showed an effect of session as sensitivity to acoustical differences was significant at the first session (P = 0.028 corrected) but not at the second session (P = 0.09).
Discussion
We aimed at disentangling brain regions involved in acoustical representations of voice from the ones involved in identity voice representations. To that purpose, we scanned participants before and after voice learning in an fMRI adaptation design (Grill-Spector and Malach 2001; Rotshtein et al. 2005 ) using pairs of stimuli in which either acoustical properties or identity properties were repeated so that each will lead to adaptation (i.e., decreases in BOLD signal) in specific brain areas. fMR-adaptation measures decreases in BOLD responses for repeated stimulus presentation; it is unclear how adaptation at the cerebral level, as measured with fMRI, relates to the activity of the underpinning neuronal populations. Different models have been proposed to explain the potential neural mechanisms underlying adaptation: neural fatigue, sharpening, or facilitation (Grill-Spector et al. 2006) . The exact underlying mechanisms are unclear yet adaptation paradigms are widely used in fMRI to investigate the cognitive processing of different stimuli in the brain (Rotshtein et al. 2005; Aguirre 2007) .
Three main results emerged from this study: 1) the temporal lobe, and particularly the TVA (Belin et al. 2000) , were involved in acoustical processing of voices regardless of familiarity with the voice, that is, irrespective of the fMRI session; 2) after voice learning, the processing of acoustical information also involved bilateral IFC; and 3) adaptation to voice identity is shown, only after voice learning, in regions along the right IFC.
After the first and last learning sessions, subjects performed a 2-AFC on different voice identity continua. Results showed a significant improvement in the classification of continua endpoints confirming that subjects had learned the 3 voices and demonstrating that, after voice learning, Morph5 and Morph35 were indeed classified as the same identity, while Morph35 and Morph65 were perceived as different identities.
Sensitivity to Acoustical Voice Information in the STC
Comparing activity between pairs showing acoustical changes (WITHIN and BETWEEN pairs) with pairs with no change (SAME pairs) allowed us to identify brain regions involved in the processing of acoustical information. Bilateral STC, with a more anterior location in the left hemisphere, showed sensitivity to acoustical representation of voices ( Fig. 2A) . ROI analyses in the TVA (Belin et al. 2000) confirmed the involvement of bilateral mid-STC in acoustical processing of voices consistent with previous studies (von Kriegstein and Giraud 2004; Formisano et al. 2008; Andics et al. 2010) .
The anterior part of the STC, that is, the superior part of the TP, is also part of the TVA. Emerging evidence demonstrates the involvement of the anterior part of the temporal lobe of both humans and macaques (Petkov et al. 2008) in an invariant representation of voice identity, regardless of voice familiarity (unfamiliar voices- Imaizumi et al. 1997; Belin and Zatorre 2003; von Kriegstein et al. 2003; Formisano et al. 2008; familiar voices-Nakamura et al. 2001; Andics et al. 2010) . Voice discrimination, that is, the processing of unfamiliar voices, is impaired, in phonagnosics, by damage to bilateral temporal lobes (Van Lancker and Kreiman 1987; Van Lancker et al. 1988) . In the present study, ROI analyses of the TVA and whole-brain analyses of the ''acoustical'' contrast (WITHIN + BETWEEN > SAME) showed that the right sTP was involved, at the first session only, in the processing of acoustic information. It should be noted that, at the first session, acoustical changes in the stimuli (in WITHTIN and BETWEEN pairs) were associated with perceptual changes in the stimuli: voices were unfamiliar, thus, 2 voices that sounded different could be perceived as different identities. At the second session, however, because participants learned to recognize the voices, the perceived identity was independent of acoustical change in the stimuli constituting the pairs: same identity for WITHIN pairs, different for BETWEEN pairs. Moreover, a dramatic decrease in the BOLD response of the sTP was seen at the second session for all 3 pair types, showing that activity in the right sTP is reduced for familiar voices. Hence, our findings suggest that right sTP is implicated in an acoustic-based representation of unfamiliar voices; as soon as voices are familiar, activation in the right sTP decreased. On the contrary, whole-brain analysis of the same contrast revealed the activation of the left sTP after voice learning, suggesting a dissociation between left and right sTP (Table 1) : while right sTP is involved in an acoustic-based representation of unfamiliar voices, the left sTP seems to be involved in an acousticbased representation of familiar voices. Our findings could seem inconsistent with some studies reporting involvement of the right TP in an identity-based representation of familiar voices. The TP has also been described as being a multimodal area sensitive to various information related to person recognition as it is activated by face/voice recognition (Sestieri et al. 2006; and by retrieval of episodic memory (Ellis et al. 1989; Gorno-Tempini et al. 1998) . The discrepancy between our study and others showing sensitivity to voice familiarity in the TP could reflect the multimodal aspects of these other studies in which familiar voices were consistently associated to a face either because they used a learning procedure involving a face/ voice association (Andics et al. 2010) or because they used acquaintances' voices thus necessarily associated with a face (Nakamura et al. 2001) . Moreover, the region described here differed from that described in the others studies (Nakamura et al. 2001; von Kriegstein et al. 2005; Andics et al. 2010) , which is located in a more inferior, medial part of the TP. Similarly this region has also been found to respond to identity processing of familiar faces (Rotshtein et al. 2005) confirming that the involvement of the inferior TP may reflects multimodal association between familiar faces and voices.
Our findings together with previous studies show that the TP comprised at least 2 distinct regions, with distinct functional roles. The right inferior TP seems to be a multimodal area involved in a nonverbal representation of person knowledge that responds to familiar faces or voices, but the latter only after a face/voice association either due to lab training or to familiarity itself (Gorno-Tempini et al. 1998; Nakamura et al. 2001; Rotshtein et al. 2005; von Kriegstein et al. 2005; Andics et al. 2010; Hailstone et al. 2010) . On the contrary, the right sTP appears to be involved in an acoustic-based representation of unfamiliar voices (Imaizumi et al. 1997; Belin and Zatorre 2003; von Kriegstein et al. 2003; von Kriegstein and Giraud 2004) . Further studies are needed to clarify the specific role of the different parts of the TP.
Sensitivity to Acoustical Information in Inferior Frontal
Cortices after Voice Learning An unexpected result of this experiment was the effect of voice learning on the brain network involved in the acoustic processing of voices. While before voice learning only right mid-STC and sTP showed sensitivity to acoustical changes in the stimuli, after voice learning, bilateral IFC and insulae were recruited in order to process acoustical information in the stimuli consistent with previous studies reporting acoustical sensitivity in IFC for learned voices Andics et al. 2010) . von showed that, whereas activity in the TVA increased slightly after a face or name/voice association, activity in right prefrontal regions dramatically increased after a learned association consistent with Andics et al. (2010) . Activation of the IFC is also reported for unfamiliar voices with no learned association, however, in both studies, voices were previously presented to the subjects (Stevens 2004; von Kriegstein and Giraud 2004) . Our findings confirmed that recruitment of IFC for the processing of acoustical information occurred only for previously heard voices as it emerged at the second session only. Activation of the IFC only at the second session could suggest that, after the first presentation of vocal stimuli, a vocal acoustical imprint is build, and when heard a second time, recollection of this acoustical imprint occurs, that is, previously heard voices are represented in an ''acoustical voice space'' (Andics et al. 2010 ).
Identity-Based Representation of Voices Involved the Right Inferior Frontal Cortex Representation of voice identity was assessed by contrasting BETWEEN pairs, that is, pairs showing an identity change, to pairs showing no identity change (WITHIN and SAME pairs). Before voice learning, no areas showed sensitivity to voice identity suggesting that voice identity ''categories'' did not exist previous to learning, that is, there was no unconscious grouping of Morph35 and Morph5 when the voices were unfamiliar. At the second session, after learning the voices, right frontal areas and the left cingulate gyrus showed sensitivity to voice identity. Part of the frontal areas sensitive to identity change in the stimuli overlapped with regions responding to acoustical changes in the stimuli (Fig. 3) . Involvement of frontal areas in processing voice identity has been previously described for familiar voices or learned voices (von Kriegstein and Giraud 2004; Andics et al. 2010 ); yet, with learned voices, Andics et al. (2010) did not report voice identity processing in IFC. In Andics et al. (2010) , the task during scanning was explicitly to recognize the learned voices, which was not the case here or in von Kriegstein and Giraud (2004) which could explain the discrepancy in the results reported between the 3 studies. Such differences are to be expected based on recent evidence showing an influence of tasks on the activity measured in response to vocal stimuli (Bonte et al. 2009 ). At the second session, pIFC showed a higher activity to BETWEEN pairs than SAME or WITHIN, whereas its activity was similar across pairs at the first session; it is also the only region highlighted by the conjunction test. This designates pIFC as a potential candidate for being an area involved in the representation of voice identity, irrespective of acoustical information. This conclusion is drawn from a comparison of prelearning and postlearning observations, using the same task and stimuli; therefore, it should not be sensitive to the choice of task but instead reflect familiar voice identity processing.
We did not find activation of the right parietal cortex (Van Lancker et al. 1988; , posterior STS (Andics et al. 2010) , and fusiform gyrus (von Kriegstein et al. 2005) in the representation of voice identity. Right parietal cortex and posterior STS are multimodal areas receiving input from the different sensory systems (Calvert et al. 2000; Sestieri et al. 2006) , while the fusiform gyrus is activated by visual stimuli, faces in particular (Kanwisher et al. 1997) . von Kriegstein and Giraud (2004) and Andics et al. (2010) used a paradigm requiring a face/voice association in order to achieve voice learning, whereas we used a voice/name association. The activity in those multimodal areas could be due to retrieving visual information associated to the learned voice, explaining why they are not present in our study; similarly, when using a name/voice association, von do not report activation in the right parietal cortex and FG. Interestingly, the left cingulate gyrus showed sensitivity to identity changes at the second session only. Left cingulate gyrus has been described as part of the network responding to familiar voices (von Kriegstein and Giraud 2004); it was, however, not reported in Andics et al. (2010) study with learned voices. One explanation could be that the training used in the present study is more likely to be similar to natural voice learning as participants were exposed to different vocal items, stories and words, and thus have a general idea of the person's voice. This suggests that cingulate gyrus could be involved in storage, memorization, and retrieval of familiar voices regardless of whether these are associated with visual or episodic information.
Conclusion
The TVAs, mid-STC, are involved in acoustical processing of voices regardless of voice familiarity. The right superior TP seems to be involved in acoustic-based representation of ''unfamiliar'' voices; whereas, the left TP and bilateral IFC seem to be involved in an acoustic-based representation of familiar voices. The processing of vocal identity seems to involve a network of areas, located along the convexity of the right inferior frontal gyrus, functioning in a hierarchical manner. A particular role is given to the pIFC that showed a dramatic change in its response after voice learning.
