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 ПОЯСНИТЕЛЬНАЯ ЗАПИСКА 
 
Современная биология давно перестала быть исключительно описатель-
ной наукой. Сегодня ее существование и развитие невозможно без использо-
вания методов и подходов такой области математики как статистика. В связи 
этим курс лекций по дисциплине «Биометрия» является обязательным при 
подготовке специалистов биологического профиля.  
В курсе подробно рассматриваются традиционные методы анализа дан-
ных. Наряду с этим большое внимание уделяется непараметрическим методам, 
использование которых в практике биологических исследований постоянно 
возрастает. На примере кластерного и дискриминантного анализов, а также 
метода главных компонент слушатели знакомятся с элементами многомерной 
статистики. Большое количество часов в рамках курса отводится для лабора-
торных работ, в ходе которых студенты приобретают навыки и умения стати-
стической обработки данных при помощи персонального компьютера. 
Целью дисциплины обязательного компонента «Биометрия» является 
усвоение студентами основ статистико-математических методов, позволяю-
щих изучать количественные закономерности в биологии. 
Задачами дисциплины обязательного компонента «Биометрия» 
являются:  
 ─ освоение студентами методов, позволяющих выявлять количествен-
ные закономерности в биологических явлениях; 
 ─ формирование у студентов навыков и умений компьютерной обработ-
ки экспериментальных данных, а также ознакомление с правилами корректно-
го представления результатов исследований коллегам; 
 ─ избавление студентов от боязни математически оформленных статей 
биологического содержания и формирование способности к критическому 
анализу представляемых в публикациях данных; 
 ─ ознакомление с принципами построения математических моделей 
биологических явлений и процессов. 
В результате изучения дисциплины обязательного компонента «Биомет-
рия» студенты должны:  
знать: 
 ─ основы математического анализа; 
 - основы теории дифференциальных уравнений и численных методов; 




─ использовать полученные теоретические знания на практике и в экспе-
риментальных исследованиях; 
─ использовать полученные знания при прохождении смежных дисци-
плин и специальных курсов; 
 ─ проводить  измерения  физических  величин  и обсчет  погрешностей  
измерений для биологических объектов; 
  ─ осуществлять алгоритмизацию и программирование биологических 
задач; 
 ─ выполнять  исследования и численное решение математических урав-
нений; 
Дисциплина «Зоология беспозвоночных» изучается студентами 3 курса 
специальности 1 – 31 01 01 02 «Биология (научно-педагогическая деятель-
ность)» объемом 56 учебных часов. 56 часов аудиторных: 28 – лекционных  и 




 СОДЕРЖАНИЕ УЧЕБНОГО МАТЕРИАЛА 
 
Тема 1 Введение  
Биометрия как наука. Значение биометрии в исследовательской работе и 
профессиональной подготовке специалистов-биологов. Роль работ У. Петти, 
Дж. Гранта, П.-С. де Лапласа, П. Пуассона, П. Л. Чебышева, А. Кетле, К. Ф. 
Гаусса, Ф. Гальтона, К. Пирсона, У. Госсета, Р. Фишера и других ученых в 
развитии биометрии. 
Раздел 1 ПЛАНИРОВАНИЕ ИССЛЕДОВАНИЙ И МЕТОДЫ 
               ОПИСАТЕЛЬНОЙ СТАТИСТИКИ 
Тема 2 Данные в биологии 
Понятие о наименьшей выборочной единице (единице наблюдения) и 
данных в биологии. Переменные (признаки). Генеральная совокупность и вы-
борка. Количественные переменные: дискретные и непрерывные. Качествен-
ные переменные. Ранговая шкала измерений. Производные переменные: про-
порции, индексы, интенсивности протекания процессов. 
 
 Тема 3 Элементы теории и планирования исследований 
Сплошное и выборочное обследование совокупностей. Важность случай-
ного (рандомизированного) отбора единиц наблюдения при формировании 
выборок. Понятие о репрезентативной и смещенной выборках. Полностью 
случайный отбор и его реализация при помощи таблиц случайных чисел. 
Стратифицированный отбор. Систематический отбор. 
 
 Тема 4 Описательная статистика 
Группировка данных в вариационный ряд. Способы графического изоб-
ражения вариационного ряда: полигон (кривая) распределения, гистограмма. 
Теоретические распределения случайных величин и их свойства: биномиаль-
ное распределение, распределение Пуассона, нормальное распределение. Ко-
эффициенты асимметрии и эксцесса. 
Средние величины: средняя арифметическая, взвешенная средняя, гео-
метрическая средняя. Меры разброса единиц совокупности: дисперсия и стан-
дартное отклонение. Коэффициент вариации. 
Мода. Медиана и процентили. 25-й и 75-й процентили (квартили). 
Расчет параметров описательной статистики при качественной изменчи-
вости. 
Оценка репрезентативности выборочных показателей при помощи стан-
дартной ошибки. Центральная предельная теорема. Закон больших чисел. 
Определение достаточного объема выборки. Доверительные интервалы для 
средней арифметической и для доли. 
Способы представления средних величин, мер разброса, стандартных 




 Тема 5 Статистическая гипотеза 
Понятие о статистической гипотезе. Нулевая и альтернативная гипотезы. 
Статистические критерии (тесты). Вероятность справедливости нулевой гипо-
тезы (уровень значимости). Статистические ошибки I и II типа. Мощность 
критерия (теста). Понятие о параметрических и непараметрических критериях 
(тестах). Способы трансформации данных для приведения их к нормальному 
распределению: логарифмирование, извлечение квадратного корня, преобра-
зование Бокса-Кокса, угловое преобразование. 
 
Раздел 2 ОСНОВНЫЕ СТАТИСТИЧЕСКИЕ МЕТОДЫ АНАЛИЗА И 
МНОГОМЕРНАЯ СТАТИСТИКА 
Тема 6 Основы дисперсионного анализа 
Назначение дисперсионного анализа (ANOVA). Нулевая гипотеза при 
дисперсионном анализе. Расчет внутри- и межгрупповой дисперсий при одно-
факторном анализе с равномерным дисперсионным комплексом. F-критерий 
Фишера. Определение внутри- и межгруппового числа степеней свободы. Од-
нофакторный дисперсионный анализ повторных измерений. Понятие о много-
факторном дисперсионном анализе. 
Допущения дисперсионного анализа. Проверка нормальности распреде-
ления данных: визуальный анализ гистограммы распределения, использо-
вание нормальной вероятностной бумаги, тесты Колмогорова-Смирнова и 
Шапиро-Уилка. Проверка равенства групповых дисперсий: тесты Бартлет-
та, Левене, Кохрана, F-тест Хартли. 
Эффект множественных сравнений. Апостериорный (post-hoc) анализ и 
его методы: тесты Тюки, Нюмена-Кейлса, Шеффе, Даннета. 
Непараметрические аналоги однофакторного дисперсионного анализа: Н-
тест Крускала-Уоллиса и тест Фридмана. 
Сравнение двух групп. Тест Стьюдента как частный случай дисперсион-
ного анализа. t-распределение. Тест Стьюдента для парных измерений. Ис-
пользование доверительных интервалов для проверки гипотезы о равенстве 
двух средних. Введение поправки Бонферрони для t-критерия при проведении 
множественных сравнений средних. Непараметрические аналоги критерия 
Стьюдента: U-тест Манна-Уитни, тест Уилкоксона, тест Уэлча. 
 
Тема 7 Анализ частот 
z-критерий для сравнения двух выборочных долей и условие его приме-
нимости. Анализ таблиц сопряженности при помощи χ2-критерия. Поправка 
Йетса на непрерывность. Использование критерия χ2 для определения нор-
мальности распределения данных. Определение числа степеней свободы при 
анализе таблиц сопряженности. Точный критерий Фишера. Одностороннее и 
двустороннее значения точного критерия Фишера. 
 
Тема 8 Корреляционный анализ 
Понятие о функциональной и корреляционной зависимостях. Степень и 
направление корреляционной зависимости. Коэффициент корреляции Пирсона 
 и оценка его статистической значимости. Коэффициент ранговой корреляции 
Спирмена. 
 
Тема 9 Регрессионный анализ 
Назначение регрессионного анализа. Общий вид регрессионного уравне-
ния. Связь коэффициента регрессии с коэффициентом корреляции. Оценка па-
раметров регрессионного уравнения по выборке с помощью метода наимень-
ших квадратов. Статистическая значимость регрессии. Проверка нулевой ги-
потезы о равенстве коэффициента регрессии нулю. Стандартные ошибки па-
раметров регрессионного уравнения. Коэффициент детерминации. Анализ 
остатков. Оценка величины остаточной дисперсии с помощью F-критерия. 
Нахождение доверительной области для линии регрессии. Понятие о нелиней-
ной и множественной регрессионной зависимости. 
 
Тема 10 Элементы многомерной статистики 
 Понятие о многомерной совокупности и многомерном пространстве. 
Принцип «сворачивания» информации, заключенной в многомерных совокуп-
ностях. 
Кластерный анализ и области его применения. Правила объединения объ-
ектов в кластеры. Графическое изображение результатов кластерного анализа. 
Дискриминантный анализ и области его применения. Дискриминантное 
уравнение и его параметры. 
Анализ главных компонент и области его применения. Принцип ортого-
нальности главных компонент. Кумулятивная объясненная дисперсия. 
 
Тема 11 Статистический анализ с использованием компьютера 
Использование программ EXCEL и STATISTICA для: расчета параметров 
описательной статистики, построения кривых распределения и гистограмм, 
выполнения дисперсионного анализа и сравнения двух групп, расчета коэф-




   
ИНФОРМАЦИОННО-МЕТОДИЧЕСКАЯ ЧАСТЬ 
 
Примерный перечень лабораторных работ 
 
Раздел 1 ПЛАНИРОВАНИЕ ИССЛЕДОВАНИЙ И МЕТОДЫ 
               ОПИСАТЕЛЬНОЙ СТАТИСТИКИ 
Тема 2 Данные в биологии 
Лабораторная работа 1 «Первичная обработка экспериментальных данных». 
 
 Тема 3 Элементы теории и планирования исследований 
Лабораторная работа 2 «Выборки и их репрезентативность».  
Тема 4 Описательная статистика 
Лабораторная работа 3 «Совокупность и вариационный ряд.»  
Лабораторная работа 4 «Закономерности распределений».  
Лабораторная работа 5 «Средние величины ».  
Лабораторная работа 6 «Статистические ошибки выборочных показателей».  
Тема 5 Статистическиа гипотеза 
Лабораторная работа 7 «Статистические гипотезы и их анализ».  
Лабораторная работа 8 «Статистические критерии» 
Раздел 2 ОСНОВНЫЕ СТАТИСТИЧЕСКИЕ МЕТОДЫ АНАЛИЗА И 
МНОГОМЕРНАЯ СТАТИСТИКА  
Тема 6 Основы дисперсионного анализа 
Лабораторная работа 9 «Однофакторный дисперсионный анализ».  
Лабораторная работа 10 «Допущения дисперсионного анализа» 
Тема 7 Анализ частот 
Лабораторная работа 11 «Статистический анализ частот распределений»  
Тема 8 Корреляционный анализ 
Лабораторная работа 12 «Основы корреляционного анализа».  
Тема 9 Регрессионный анализ 
Лабораторная работа 13 «Основы регрессионного анализа».  
Тема 10 Элементы многомерной статистики 
Лабораторная работа 14 «Методы многомерной статистики».  
 
Рекомендуемые формы контроля знаний 
 
1 Реферативные работы 
Рекомендуемые темы реферативных работ: 
- Генеральная совокупность и выборка ; 
- Качественные переменные; 
- Понятие о репрезентативной и смещенной выборках; 
- Теоретические распределения случайных величин и их свойства; 
- Коэффициенты асимметрии и эксцесса; 
- Средние величины; 
- Однофакторный дисперсионный анализ; 
 - Оценка репрезентативности выборочных показателей; 
- Статистические гипотезы; 
- Методы анализа частот; 
- Корреляционный анализ; 
- Регрессионный анализ; 
- Применение кластерного аналица. 
 
2 Контрольные работы 
Рекомендуемые темы контрольных работ  
- Статистический анализ выборки; 
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1 2 3 4 5 6 7 8 9 10 
1 Введение 
1 Биометрия как наука 
2 Роль биометрии в исследовательской работе и подго-
товке специалиста-биолога.  
3 История развития биометрии. 





2 Раздел 1 Планирование исследований и методы 
описательной статистики 
28 6 - 16 4    
2.1 Данные в биологии 
1 Генеральная совокупность и выборка.  
2 Количественные и качественные переменные. 
3 Производные переменные.  










2.2 Элементы теории и планирования исследований  
1 Сплошное и выборочное обследование совокупно-
стей. 









2 Понятие о репрезентативной и смещенной выборках.  [5], 
 
1 2 3 4 5 6 7 8 9 10 
 3 Систематический отбор.       [6]  
2.3 Описательная статистика  
1 Группировка данных в вариационный ряд. 
2 Способы графического изображения вариационного 
ряда 
3 Теоретические распределения случайных величин и 
их свойства  
 











2.4 Статистическая гипотеза  
1 Понятие о статистической гипотезе. 
2 Статистические критерии (тесты). 
3 Понятие о параметрических и непараметрических 
критериях (тестах). 
 









3. Раздел 2 Основные статистические методы анаиза и 
многомерная статистика 
26 8  12 4    
3.1 Основы дисперсионного анализа  
1 Назначение дисперсионного анализа  
2 F-критерий Фишера. 
3 Однофакторный дисперсионный анализ повторных 
измерений. 
 










Анализ частот  
1 z-критерий для сравнения двух выборочных долей 
2. Использование критерия χ2 для определения нор-
мальности распределения данных. 
3 Точный критерий Фишера. 
 














1 2 3 4 5 6 7 8 9 10 
3.3 Корреляционный анализ 
1 Понятие о функциональной и корреляционной зави-
симостях. 
2 Коэффициент корреляции Пирсона  
3 Коэффициент ранговой корреляции Спирмена. 
 










3.4 Регрессионный анализ 
1 Назначение регрессионного анализа. 
2 Связь коэффициента регрессии с коэффициентом 
корреляции. 
3 Оценка величины остаточной дисперсии с помощью 
F-критерия. 








3.5 Элементы многомерной статистики 
1 Понятие о многомерной совокупности и многомер-
ном пространстве  
2 Кластерный анализ и области его применения. 
3 Анализ главных компонент и области его 
применения. 








3.6 Статистический анализ с использованием компью-
тера 
1 Использование программ EXCEL и STATISTICA 
для: расчета параметров описательной статистики  
2 Выполнение дисперсионного анализа 
3 Проведение регрессионного анализа. 















Итого часов 52 16 - 28 8    
 
 
     Доцент, к.б.н.      В.Н. Веремеев 
 
      
 
