This paper describes a framework for optimising the structure and parameters of a continuous density HMM-based large vocabulary recognition system using the Maximum Mutual Information Estimation (MMIE) criterion. To reduce the computational complexity of the MMIE training algorithm, confusable segments of speech are identified and stored as word lattices of alternative utterance hypotheses. An iterative mixture splitting procedure is also employed to adjust the number of mixture components in each state during training such that the optimal balance between number of parameters and available training data is achieved. Experiments are presented on various test sets from the Wall Street Joumal database using the full SI-284 training set. These show that the use of lattices makes MMIE training practicable for very complex recognition systems and large training sets. Furthennore, experimental results demonstrate that MMIE optimisation of system structure and parameten can yield useful increases in recognition accuracy.
INTRODUCTION
Previous research has shown that the accuracy of a speech recognition system trained using the Maximum L i k e l i h o o d Estimation (U) criterion can often be improved further using discriminative training. In particular, Maximum Mutual Information Estimation (MMIE) [l] has been applied to small vocabulary tasks and substantial gains in performance have been reported 12.31.
For several reasons, discriminative optimisation of HMM parameters is much more complex than the conventional MLE framework. First, the discriminative nature of the objective function inherently requires the availability of acoustically confusable segments of speech that normally constitute the errors made during recognition. Even in a small vocabulary task, the gathering of statistics about mismatched segments of speech results in a dramatic increase in computational requirements compared to the corresponding MJX case. Second, given the cumnt statelframe alignment of the training data thae are no closed form solutions for parameter estimates that maximise the objective function. Instead, some form of gradient-based optimisation must be used. Thus, whilst an MLE system can typically be trained in a few iterations, MME training may require considerably more.
More recently the MMIE training algorithm was applied to the HTK large vocabulary continuous recognition system [7] using the Wall Street Journal database. Using lattices to npresent alternative sentence hypotheses and a modified training algorithm with improved convergence, the work in 161 demonstrated the viability of the technique in the large vocabulary task domain. Improvements in recognition performance of 5%-10% were observed. At the same time the discriminative optimisation of HMM parameters allowed the overall number of free parameters in the HMMs to be reduced without any degradation in recognition performance. However, in certain cases over-training was observed with the performance of the resulting system deteriorating on an independent test set.
Current speech recognition systems rely on mixtures of Gaussian densities to model the acoustic data, The use of such densities has several advantages, most important of which is the ability to derive an arbitrarily close approximation to the "true" distxibutions of the source. Thus, the art of building a good acoustic model often translates into finding the right balance between the number of free parameters in the system and the amount of training data available.
To achieve good recognition performance, it is necessary that the models utilise a large number of mixture components to adequately model the acoustic variability across different samples of the same speech sound (resolurion). However, the number of mixture components should be small enough to allow for reliable estimates of the Gaussian parameters and mixture component weights (nainabiliry).
In most recognition systems rhe optimal balance between resolution and trainability is achieved through parameter sharing. Examples include tied mixture systems where all output dismbutions share the same set of Gaussian components and decision tree state-clustered systems where many HMM states in the system use the same mixture dismbution. This paper extends the discriminative training framework presented in [a] to incorporate a mixture component splitting mechanism based on the MMIE criterion. The algorithm is aimed to provide improved resolution in output distribution where confusions occur and where the amount of training data available allows for reliable estimation of model parameten. In the remaining sections of the paper, the basic framework is firs described and then a number of experiments using the H"K tied-state LVCSR system [7l and the W a l l S u e t Journal database are pxesented.
. .. The denominator term in the above equation can be replaced by PA (OIM,,,) where Mscn is the model used during recognition. 'The calculation of statistics from M g e n is computationally involved and depends on the size of the recognition lexicon, the grammar and any contextual constraints. In many practical situations, for example where cross-word context dependent models are used in conjunction with a long span language model, the explicit construction of a complete model for M g c n is intractable.
MMI ESTIMATION OF HMM PARAMETERS
The following formulae derived in 
WORDLATI'ICES
A word lattice forms a compact representation of many different sentence hypotheses and hence provides an efficient representation of the confusion data needed for discriminative training. In the HTK system [7], a lattice (figure 1) consists of a set of nodes that comspond to particular instants in time, and arcs connecting these nodes to represent possible word hypotheses. Associated with each arc is an acoustic score (log likelihood) and a language model score. Lattices are generated as a by-product of the recognition process.
Assuming that the lattice coverage does not change during training, the use of each lattice as a constraining word graph in computing the objective function (equation 1) foxms the basis of the training algorithm. For each utterance in the data set, a pair of numerator and denominator lattices is generated. The numerator lattice is produced by aligning the acoustic data against a network of HMMs, possibly including pronunciation variations, built according to the "correct"
transcription. The denominator lattice corresponds to running an unconstrained recognition pass. In both cases an appropriate Ngram language model is used. to the correct transcription (numerator lattice). Similarly, the second term is the oc~upancy count from aligning the training data against the recognition model which in our case is conveniently defined by the corresponding denominator lattice. All paths in the numerator lattice built from the correct transcription will also also exist in the denominator lattice. However, these paths will compete against all confusable word sequences (see figure 1) 
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MMIEFRAMEWORK
The rational nature of the MMIE objective function suggests a logical way of structuring the training process. The discriminative training framework is shown in figure 2 . The top left and right branches of the diagram show the calculation of statistics for the numerator/denominator parts of the MMI€ objective function respectively.
For each training utterance, the numerator or denominator lattice is loaded into the ncogniscr and reduced to a word graph. Recognition is performed using the current HMM set and the language model scores from the word graph. A new output lattice is then produced containing the original language model scores and new acoustic scores. This is followed by the computation of foward (a) and backward (p) probabilities for each node in the lattice. In a post-processing step, the two sets of statistics arc combined to calculate new parameter values according to equations (21, (3) and (4). This is optionally followed by an upmixing procedure whereby OCcupancy statistics are used to split selected mixture components in order to enhance modelling resolution.
LAlTICE GENEFWTION
Lattices were generated for the Wall Street Journal SI-284 training set using the HTK LVCSR system. The synem uses a timesynchronous one-pass decoder that is implemented using a dynamically built tree-structured recognition network. This approach allows the integration of cross-word contextdependent acoustic models and an N-gram language model directly within the s w c h [5].
Each frame of speech is represented by a 39 dimensional feature vector that consists of 12 me1 frequency cepsnal coefficients, normalised log energy and the first and second differentials of these In these experiments, variants of the HMM-1 system with 1, 2, 4 and 12 mixture components per state were optimised for 4 iterations of MMIE. In all cases, the models were originally trained for 4 iterations using the MLE criterion on the SI-284 data set. Table  2 gives the performance of these systems in terms of % word error rate listed in increasing order of complexity. The results demon- has been demonstrated that this approach makes it feasible to apply MMIE training to very large HMM-based recognition systems. At the same time, the MMIE algorithm has been shown to provide improvements in recognition performance of up to 16% in the cases tested. In addition, the splitting of mixture components based on the MMI criterion can yield further gains in recognition accuracy and/or provide an effective mechanism for consmcting compact and "parameter-efficient" HMM sets. 
. 2 . MMI Up-mixing Experiments
In these experiments, the single mixture component HMM-1 system was upmixed in stages to produce two variable mixture variants' HMM-l(4) and HMM-l(16) with number of parameters equivalent to the baseline 2 and 4 mixture component systems respectively. The training patterns for these systems were HMM-1(4): tu-t-tut-t and HMM-l(16): tu-t-tu-t-tu-t-tu-t-t where t denotes a MMIE pass and tu denotes a MMIE + upmixing pass. Table 3 gives the perfmance of these systems on the WSJ test sets. On all test sets the performance of the HMM-1(4) system is consistently better than the --trained equivalent? with 2 mixture components per state. Similarly, the HMM-1 (1 6) system has provided improved ';ecpgnition perfomance of 396-596 and 8%-10% when compared to the equivalent 4 mixture component per state MMlE and MLE trained systems respectively.
CONCLUSIONS
This paper has described an implementation of the MMIE discrim-
