This paper introduces a technique for analyzing time integration methods used with the particle weight equations in δ f method particle-in-cell (PIC) schemes. The analysis applies to the simulation of warm, uniform, periodic or infinite plasmas in the linear regime and considers the collective behavior similar to the analysis performed by Langdon for full-f PIC schemes [1, 2] . We perform both a time integration analysis and spatial grid analysis for a kinetic ion, adiabatic electron model of ion acoustic waves. An implicit time integration scheme is studied in detail for δ f simulations using our weight equation analysis and for full-f simulations using the method of Langdon. It is found that the δ f method exhibits a CFL-like stability condition for low temperature ions, which is independent of the parameter characterizing the implicitness of the scheme. The accuracy of the real frequency and damping rate due to the discrete time and spatial schemes is also derived using a perturbative method. The theoretical analysis of numerical error presented here may be useful for the verification of simulations and for providing intuition for the design of new implicit time integration schemes for the δ f method, as well as understanding differences between δ f and full-f approaches to plasma simulation.
Introduction
The δ f method for particle simulation was developed in the nineties as a way to reduce the noise from particle-in-cell (PIC) methods introduced by using discrete particles to represent continuous distribution functions over phase space [3] [4] [5] [6] [7] . In this algorithm, the full particle distribution function f is separated into a "background" equilibrium part f 0 , which is known analytically, and a perturbed part δ f which is solved numerically by evolving the equations of motion along with a particle "weight" equation for a finite number of computational particles. Previous studies regarding the numerical properties of the δ f method have focused on its sampling noise properties [6, 5] , but to the authors' knowledge, comprehensive methods for evaluating the effects introduced by the discretization schemes used with the δ f method have not previously been developed.
In this paper, we introduce a technique, motivated by the work of Langdon [1] , to analyze the time integration scheme used in the δ f method for a uniform, warm, periodic or infinite plasma in the linear regime. In the analysis, we consider the evolution of the particle weights at discrete time increments along the unperturbed particle trajectories. An end point condition on the particle motion establishes a connection between the value of δ f along the characteristic followed by a Lagrangian particle and the value of δ f at a fixed Eulerian point in phase space. The related Eulerian equation for δ f is valid when the scheme has converged in the number of computational particles, and it includes the effects of the finite time step. An explicit expression for δ f is obtained from the Eulerian equation by assuming a von Neumann-like ansatz for all spatial and time varying quantities. To illustrate the use of this technique, we perform a complete analysis of an implicit integration scheme applied to a kinetic ion, adiabatic electron plasma model which allows the propagation of ion acoustic waves. The choice to study this particular model is motivated by its relation to the hybrid Lorentz force ion and fluid electron model developed in [8] .
The ion acoustic wave model presented here is a good test bed for further development of the Lorentz ion hybrid model [9] [10] [11] . In fact, the model presented here can be trivially extended to model the ion-temperature gradient instability [12] .
Here, we simply lay out the method for numerical analysis of the δ f method using the test problem important in our particular application area. This analysis can be generalized and applied to other physical models, for example, to analyze the numerical error associated with δ f drift-kinetic electrons in gyrokinetic turbulence simulations. It is shown that the numerical properties of the δ f method applied to the test problem are independent of a parameter characterizing the implicitness of the integration scheme. The time integration analysis is then combined with the spatial grid analysis of Langdon [2] . A modified dispersion relation including effects of both t and x is obtained from which the lowest order corrections to the real frequency and damping rate are found. Numerical solutions of the modified dispersion relation are also used to study the stability of the simulation model, and a CFL-like stability condition is found for the δ f method when the ion temperature is low. To validate our results, simulations are performed and compared to the theory.
In analyzing the numerical properties of the δ f method, one of our goals is to assess differences from the conventional full-f method. To address this, we compare the δ f model with a full-f formulation for the same model problem, including the same implicit integration scheme. Following the analysis of Langdon, we obtain the modified dispersion relation for the full-f method. Some comments should be made regarding the linear analysis used to make comparisons of the two methods. In the full-f method, the linear correction to the number density due to a small electric field is introduced through the perturbed particle orbits. In the δ f method, however, the linear correction is introduced through the particle weights, and the perturbed particle orbits account for a correction at a higher order. Hence, the time integration scheme used for the particle weight equations determine the finite time step effects on the linear dispersion relation for the δ f method, whereas the time integration scheme used for the equations of motion determine the finite time step effects on the linear dispersion relation for the full-f method.
The paper is organized as follows. In Section 2, we present the δ f and full-f methods for Particle-in-Cell (PIC) simulations of a kinetic ion species and discuss the linearization of both methods. In Section 3, a field equation is introduced to close the simulation model, assuming adiabatic electrons and quasi-neutrality. The closed system allows for ion Landau damping of ion acoustic waves. In Section 4, our time integration analysis for the δ f method is presented and applied to the implicit scheme used to advance the ions. The time integration analysis of Langdon is applied to the same implicit scheme used with the particle equations of motion in the full-f method in order to make comparisons. In Section 5, the spatial grid analysis of Langdon is applied to both the δ f and full-f methods to derive modified dispersion relations including the combined effects of t and x. In Section 6, the modified dispersion relations are studied in detail, and results regarding the accuracy and stability of the numerical methods are obtained. Simulations are performed and used to validate the numerical analysis.
Full-f and δ f particle-in-cell methods for Vlasov ions
We consider the Vlasov equation to describe the evolution of the distribution function f for a uniform, unmagnetized ion species with charge e ∂ f ∂t
(
In this section, we present the equations used for both the full-f and δ f methods for PIC simulation of Eq. (1). These methods are both based on evolving a system of N p computational particles through phase space along the characteristics of Eq. (1). We consider simulations in which the objective of the PIC model is to obtain a number density which is coupled to a field equation for E. A specific example of such a field equation is given in Section 3 and studied in detail for an implicit time integration scheme applied to the PIC model. The linearization of both PIC methods will be discussed at the end of this section.
Full-f method
We first present the familiar full-f method for solving Eq. (1). This method is discussed in a number of references including [13] and [14] . The computational particles (ions) are taken to follow the Newton-Lorentz equations of motion
for p = 1, . . . , N p , and the corresponding distribution function is given by a Klimontovich representation 
In PIC methods, δ X is approximated by a function supported on a set of finite measure, which is used to obtain the grid number density from the computational particles. The approximation of δ X is called the shape function and is denoted by S.
The PIC approximation of Eq. (4) at grid point X j is then
Typically, the same function S is used in Eq. (2) to interpolate the electric field values on grid points to a particle's location as
δ f method
The δ f method starts with the assumption that f can be separated into a known time independent equilibrium part and an unknown perturbed part as f = f 0 + δ f . Particle weights are defined for each computational particle as
The positions and velocities of the computational particles are taken to follow Eq. (2), as in the full-f method, and the weights are evolved according to
where the approximation Eq. (6) is used in the PIC model. The distribution function can then be represented as
which can be shown to satisfy Eq. (1) when the computational particles evolve according to Eq. (2) and the weights according to Eq. (8) . An integration of Eq. (9) over velocity space yields for the number density
which for the PIC method, is approximated at a grid point by
Linearization of the PIC models
The time integration analysis for both the full-f and δ f methods requires a linearization of the PIC model equations with respect to a small perturbation from equilibrium. This is accomplished for the full-f method by splitting x p and v p into unperturbed and perturbed parts as
where quantities with a superscript (0) are independent of the electric field. The unperturbed particle orbit is then
with v
p constant in time. The linear correction to the particle orbit is given by
where E (1) is self-consistent with the linear approximation to the number density n j (t) ≈ n 0 + δn 
This is the linearized trajectory method as described in [15] .
For the δ f method, the linear correction comes into the number density through the particle weights rather than through the perturbed particle orbits. Details on the linearization of the δ f PIC model can be found in Appendix A. Assuming x p constant, the linear particle weight w (1) p evolves as dw (1) 
Here E (1) is the electric field that is self-consistent with the linear approximation to the number density n j (t) ≈ n 0 + δn (17) and the following definition for w (1) p applies as a result of linearization:
. (18) When considering the discrete time PIC method, it should be kept in mind that modifications to the linear dispersion relation in the full-f method due to finite t result from the integration scheme used for the particle equations of motion, whereas in the δ f method, modifications result from the integration scheme used for the particle weight equation. The corrections due to the perturbed particle orbits come in at a higher order in the δ f method, and therefore any consistent integration scheme applied to the particle equations of motion should produce similar results at least for simulations running in the linear regime. Both PIC methods when linearized, provide approximations to the linearized Vlasov equation. The linearized Vlasov equation is simply given by
Model for electrons and electric field
For our analysis, we consider an adiabatic electron model, which when combined with a quasi-neutrality assumption, will provide an equation coupling the electrostatic E field with δn ≡ n − n 0 , to close our simulation model. Linearization of a Boltzmann distribution yields for the perturbed electron number density
T e (20) where −e is the electron charge and T e the electron temperature taken to be constant. Specifying E = −∇φ and assuming quasi-neutrality δn e = δn i ≡ δn, we have
Our model is then closed from δn obtained directly from the ions, which for the linear PIC models are the second terms on the right hand sides of Eq. (15) and Eq. (17). We chose this field model to study because it is the electrostatic limit of the generalized Ohm's law derived in [8] for the kinetic ion, fluid electron model. This reduced model allows for the propagation and ion Landau damping of ion acoustic waves. A dispersion relation from Vlasov theory can be derived using Eq. (19) and Eq. (21), which is used to compare the dispersion of our PIC models. For an arbitrary equilibrium distribution f 0 , the dispersion relation is
We assume a Maxwellian background distribution
where we define v th ≡ √ T i /m i with T i being the ion temperature. In this case, we have
defining the parameters T to be the ratio of ion and electron temperatures, T = T i /T e , and ζ to be the phase velocity normalized by the ion thermal velocity, ζ = ω/kv th , assuming k = kx. Here Z (θ) is the plasma dispersion function of Fried and Conte [16] , defined by the complex integral
and its analytic continuation for Im θ ≤ 0.
Analysis of an implicit time integration scheme
In analyzing the finite time step and spatial grid effects, discrete particle effects are ignored, assuming convergence in the number of computational particles. For the remainder of the paper, we drop the subscript p from particle quantities, since there isn't a need to distinguish between individual particles in the analysis. A subscript ν is now used instead to index a quantity evaluated at time step ν t. We consider the implicit ODE time integration scheme used in [8] with a time centering parameter α. The scheme is convergent for 0 ≤ α ≤ 1 and yields the familiar methods of forward Euler, trapezoidal, and backward Euler for the values of α = 0, α = 1/2, and α = 1 respectively. It is a first order accurate ODE integration method for all values of α except for the special case of α = 1/2, which is second order accurate. See for example, Chapter 6 of [17] . It is implicit for all α except for α = 0. The implicit equations can be solved, for example, through a Picard iteration scheme or with a Jacobian-free Newton-Krylov solver [18, 19] .
The time integration analysis can be regarded as either an exact analysis of the scheme applied to the linearized PIC models described in Section 2.3 or as an approximate analysis for the nonlinear PIC methods when initialized by a small perturbation and run for a short time. The unperturbed particle orbits in our model will be reproduced exactly due to the consistency of the integration scheme, yielding
where v (0) is constant in time. The unperturbed velocity being constant in time allows for a simple analysis. The analysis can be extended to more complex models, for example a magnetized plasma model, provided that the time discretized unperturbed orbits can be solved analytically.
Since we are interested in the evolution of the distribution function rather than the individual particle trajectories, we will make the connection between a Lagrangian particle's phase space location at time step ν and the Eulerian phase space coordinates. Suppose we wish to know the distribution function at the discrete time step ν = N. Taking a fixed, arbitrary point (x, v), we consider a particle with an unperturbed orbit which passes through this point and enforce that it does so at ν = N. In particular, we require that
in Eq. (26), which gives for the unperturbed particle orbit
This can be thought of as choosing the particles with initial conditions such that they will contribute to the density in the infinitesimal region around (x, v) at time step ν = N. It assumes convergence in the number of computational particles, so we can assume a continuous distribution function. Since the point (x, v) and time ν = N were chosen arbitrarily, knowing the distribution function for these arguments will give the distribution function over all of phase space and at all discrete time values.
Time integration analysis for the δ f method
Applying the time integration scheme from [8] to the δ f method yields the following discrete equation for the linear particle weights
where we have defined
Noting the definition for w (1) in Eq. (18) and using the Eulerian referenced particle expression in Eq. (28), we obtain an Eulerian equation relating δ f at the discrete time steps ν = N and
Next, to obtain an explicit expression for δ f , we take a von-Neumann-like ansatz, assuming that δ f N and G (1) N have time and spatial dependence as
Here z is the amplification factor and can be written in the more familiar form z = e −iω t for a complex frequency ω.
Putting the ansatz into Eq. (31) and using the definition of G (1) , we obtain
Finally, an integration over velocity provides an expression for the linear perturbed number density
which will be used in the spatial grid analysis and coupled to our field model in the following section.
It is interesting to note that for sufficiently well behaved f 0 , the α t term in Eq. (33) does not contribute to the integral. The perturbed number density, Eq. (34), and therefore the modified dispersion relation will be independent of the time centering parameter α. In this paper, the model is electrostatic, therefore only δn is needed in the field equation. If higher velocity moments are needed, for example in an electromagnetic model, α is expected to have important effects on the numerical properties of the PIC model. Multiplying Eq. (33) by v and integrating over velocity yields for the perturbed flux density
showing that the α dependence does not necessarily vanish for velocity moments other than δn.
Continuing with our electrostatic model, for
where X δ f is defined by the complex integral
and its analytic continuation for Im θ ≤ 0. It is assumed that the arguments η and µ are real. Note that X δ f (θ; η, 0) → Z ′ (θ) as η → 0, giving the result obtained from Vlasov theory Eq. (24) as t → 0.
Time integration analysis for the full-f method
Next, we will perform Langdon's time integration analysis for the implicit scheme applied to the full-f method. We will use this for making comparisons with the δ f method and refer the reader to [1] for details of how the analysis is performed. The time integration scheme applied to the full-f method yields for the linear perturbed particle orbits
The linear perturbed number density that results is
For
where X f is defined by the complex integral
and its analytic continuation for Im θ ≤ 0. It is assumed that the arguments η, µ and α are real. Again, we have that X f (θ; η, 0, α) → Z ′ (θ) as η → 0, yielding the result obtained from Vlasov theory Eq. (24).
Finite time step and spatial grid dispersion relations
In this section, we combine the time integration analyses for the δ f and full-f methods with the spatial grid analysis in [2] to obtain modified dispersion relations for our model problem which include the effects of both t and x for a one dimensional periodic spatial grid. For the remainder of the paper, we have k = kx and integration over the y and z directions is assumed. We begin by summarizing the main ideas of the spatial grid analysis and discuss the appropriate transforms for simulations on a grid with period L x .
Transforms for a periodic grid
For the analysis, we must consider both continuum and discrete quantities over the spatial domain and their Fourier representations. The Fourier representation of a continuum quantity P (x) is to be interpreted as a Fourier series (FS) coefficient.
The transform pair is given by
where the sum in Eq. (43) is over an infinite number of allowed values of k. The allowed values for a FS are k = 2πm/L x for each m ∈ Z. In our model, the continuum quantities include the linear perturbed number density of point particles δn (1) (x), the electric field interpolated to the particle locations E (1) 
(x), and the shape function S(x).
A discrete quantity G j , which is defined on the grid points, has a discrete Fourier transform (DFT). The transform pair is given by
where N x is the number of grid points and the sum in Eq. (45) is over a finite number of allowed values of k. The allowed
. The discrete quantities in our model include the perturbed number density of finite sized particles sampled on grid point, denoted δ n j , and the electric field defined on the grid points Ẽ j .
The shape function
The shape function S is used to interpolate between discrete and continuum quantities in the simulation model. To perform the spatial grid analysis, we relate the Fourier representations of δ n to δn (1) and E (1) to Ẽ . As in [2] , we havẽ
where k q = k − 2π q/ x with the summation over all q ∈ Z. The presence of S(k) accounts for the finite size of the computational particles, and the summation over spatial aliases accounts for the discrete sampling on the grid points. For the electric field, we have
where the presence of S(k) accounts for the interpolation to the locations of the particles. The shape function is typically taken to be a B-Spline function. For illustration, we consider a linear B-Spline for our model given explicitly by
The FS coefficients of S are given by
for each allowed value of k.
Modified dispersion relations
We now use the spatial grid analysis outlined above to derive modified dispersion relations for the δ f and full-f methods to include the effects of t and x. We first illustrate the technique with the δ f method and then simply present the result for the full-f method. Beginning with Eq. (34), we plug into Eq. (47) and replace E (1) with Ẽ using Eq. (48). Since Ẽ is periodic in Fourier space, it can be pulled out of the summation, yielding
Next, we use a discrete version of our field model, Eq. (21), to relate δ n and Ẽ . We consider a discrete spatial model in which derivatives are taken spectrally, so the DFT version of Eq. (21) is simplỹ
In this case, the spatial derivative corresponds to a multiplication by ik in the DFT. If another method is used to compute the spatial derivative, this would need to be accounted for in the analysis. For example, a spatial derivative calculated from a centered finite difference scheme would correspond to a multiplication by ikdif(k x) in the DFT [2] .
Using Eqs. (50)- (52), we arrive at the modified dispersion relation for the δ f method
with T and ζ defined as in Eq. (24). Repeating the above process using the full-f linear perturbed number density, Eq. (40),
gives the modified dispersion relation
(56)
Analysis of the modified dispersion relations
In this section, we analyze the modified dispersion relations Eqs. (53)- (56) to obtain results regarding the numerical accuracy and stability of the δ f and full-f PIC methods. We study the accuracy of the real frequency and damping rate using a perturbation method applied to the dispersion relations with Maxwellian equilibrium distributions Eq. (54) and Eq. (56). The stability of the methods is examined analytically for a cold ion plasma and numerically for a finite temperature Maxwellian plasma.
Dispersion accuracy
To study the accuracy of the real frequency and damping rate in a Maxwellian plasma for our PIC methods, we compare the scaled phase velocities ζ obtained from Eq. (54) or Eq. (56) to the Vlasov result ζ 0 obtained from Eq. (24). We assume that ζ has a regular double perturbation series in the small parameters ϵ 1 = kv th t and ϵ 2 = k x given as
This form can be plugged into Eq. (54) 
We note that the Vlasov theory yields a non-dispersive ion acoustic wave, but numerical dispersion is introduced in the discrete model from t and x. An examination of the signs of the real and imaginary parts for the terms on the right hand side shows the finite time step will act to increase the frequency and weaken the damping. The finite spatial step will have the opposite effect. Taking the ratio v th t/ x = √ 2T will balance the effects and result in a higher order of accuracy.
We validate the expression Eq. (58) by performing linear δ f simulations varying the size of kv th t for a fixed value of k x = π/8. The relative difference in the real frequency, ω R = Re(ω), and damping rate, γ = Im(ω), between the values predicted in the Vlasov theory and those produced in simulations are measured and plotted in Fig. 1 . In the simulations, we choose T = 0.1 which provides a low damping rate, so measurements can be made accurately. A large number of computational particles (N p = 2097152) are used to make the errors due to the finite number of particles small compared to the error due to t ̸ = 0 and x ̸ = 0. To further reduce errors associated with discrete particle effects, we use the Hammersley set (bit-reversed numbers) [13, 20] in the particle loading process. This allows us to simulate Landau-damped ion acoustic modes for long periods of time and obtain accurate measurements of ω R and γ . The simulation error results are in excellent agreement with the error predicted from numerically solving Eq. (54) and taking the difference with the solution of Eq. (24). We refer to this difference as the theoretical numerical error. The asymptotic result Eq. (58) is also shown to be valid for small kv th t. Finally, the simulation results also confirm that the numerical dispersion is independent of α for the δ f method. Repeating this analysis for the full-f method using Eq. (56), we find the correction to ζ at the lowest order to be
showing the method to produce results which are first order accurate in time for all α except α = 1/2. The effect of x is again to lower the frequency and strengthen the damping. The effect of t is more difficult to analyze directly from Eq. (59) and is dependent on both T and α. For α = 1/2, the full-f method will produce results which are second order accurate in time. The correction to ζ is then given by and k x are used as with the δ f method. These results are presented in Fig. 2 .
Finally, we test the convergence of the δ f and full-f methods in k x, fixing kv th t = 0.075 and α = 1/2. The results are presented in Fig. 3 . 
Numerical stability analysis for cold ions
Next, we consider how the full-f and δ f PIC methods behave in the cold ion limit, which allows for a straight-forward analysis of the modified dispersion relations. In the next section, we will examine the stability properties with increasing ion temperature. For the cold ion stability analysis, we begin with the δ f method, choosing f 0 (v) = n 0 δ(v) in Eq. (53). With this choice, the velocity integration and the summation can be performed exactly, and we are left with a quadratic equation for the amplification factor z given by
where c s ≡ √ T e /m i is the ion sound speed. The solution to Eq. (61) gives stability restrictions on k x and kc s t from the requirement that |z| ≤ 1. The region in this parameter space that will produce stable solutions is shown in Fig. 4 . A simple condition to ensure stability at any wave number can be given by
which is obtained by finding the maximum possible slope of a line segment through parameter space connecting the points (0, 0) and (π , kc s t) and contained entirely in the region of linear stability. This is in a form similar to a Courant-FriedrichsLewy (CFL) condition [21] , which is not typically observed when using implicit time integration schemes. (1 − z)
Solving this equation gives for the square modulus of either root
which is greater than unity when α < 1/2 and less than unity when α > 1/2, independent of kc s t and k x. Hence the cold ion stability of the full-f method is determined by the implicitness of the scheme, as is usually expected, and no CFL condition is present.
Numerical stability analysis for warm ions
A stability analysis for the warm Maxwellian equilibrium distribution is more difficult, requiring the numerical solutions of Eq. (54) and Eq. (56). A discussion on the numerical solution of integrals of similar form to Eq. (37) and Eq. (42) can be found in the appendix of [1] . A search for the boundary of the stability region is performed by numerically solving the dispersion relations over a region of the parameter space (k x, kv th t) and determining the contours for which |z| = 1. (65) are then determined from the stability region boundaries to ensure stability at all present wave numbers. Here, C max is the Courant number [21] , which depends on T for warm ions.
Warm ion stability for the δ f method
The stability region boundaries for the δ f method are shown in Fig. 5 for various values of T . It is observed that the δ f method shows better stability as T is increased. The unstable regions become smaller for higher temperatures and vanish altogether for temperatures above a critical value between T = 0.6 and T = 0.7.
Courant numbers are given in Table 1 for the different values of T , along with the first mode to become unstable as r is increased past C max . Finally, a predicted instability for T = 0.3 is demonstrated by performing the simulations shown in Figs. 6 and 7. The initial conditions are taken such that each non-zero wave number in the DFT begins with a finite perturbation, as discussed in Appendix B. The simulation in Fig. 6 is observed to be stable at all wave numbers with r = 0.62. In Fig. 7 , r = 0.66 and the modes near k x = 1.96 are shown to exhibit exponential growth. This is in agreement with the predicted instability for r > 0.64. It is observed from the numerical solution of Eq. (54) and simulations that ω R t = π at the onset of the instability in the δ f method. This is thought to be due to inadequate temporal resolution of the ion acoustic wave for the first unstable DFT wave number, since the physical wave from Eq. (24) has a real frequency exceeding π/ t. 
Warm ion stability for the full-f method
For the full-f method, it is observed that unconditional stability is maintained for α ≥ 0.5 as temperature is increased. For α < 0.5, simulations are no longer unconditionally unstable, but instead develop stability regions in (k x, kv th t) space. Again stability is improved as T is increased, and for fixed values of α < 0.5, there are critical temperatures for which the unstable regions vanish making the method unconditionally stable. An example of the finite temperature stability regions is shown in Fig. 8 for α = 0.250. The critical temperature occurs between T = 0.18 and T = 0.20.
Courant numbers are given in Table 2 Table 2 Courant numbers (C max ) are given for warm full-f ions for various values of T and α < 1/2, along with the first discrete mode to become unstable (k x) as r is increased past C max . Fig. 9 . Full-f simulation for T = 0.14, α = 0.25, and r = 0.16. The initial condition is taken to give a finite perturbation to each non-zero wave number in the DFT. The simulation is stable at all wave numbers, in agreement with the theory which predicts stability for r < 0. 20. occur for values ω R t < π . The physical wave from Eq. (24) can be resolved on the time "grid" for the first unstable DFT wave number in this case, having a real frequency less than π/ t.
Summary
In this paper, we have developed a theoretical framework for analyzing implicit and explicit time integration schemes applied to δ f method PIC models. This work is easily combined with the spatial grid analysis of Langdon to provide modified dispersion relations to include the numerical effects of both t and x. The analysis is illustrated for the adjustable time centering implicit scheme [8] . A significant challenge is to analyze the resulting modified dispersion relations that include finite t and x. We used a perturbative method to obtain lowest order corrections to the real frequency and damping rate due to t and x. This provides a theory for the accuracy of the simulations and can also provide some insights on the stability of various δ f schemes. Further exploring the issue of numerical stability, we find that a CFL condition exists in the δ f method PIC model at low ion temperatures, independent of the parameter α, which characterizes the implicitness of the scheme. We note that this unusual behavior occurs only for implicit δ f PIC with low temperature ions. Full-f PIC does not exhibit this behavior and can be made unconditionally stable with sufficient implicitness. For cold ions, this condition can become restrictive for increasing grid resolution. The CFL condition for this particular model illustrates an unusual issue that may be encountered when using the δ f method. In particular, it is possible for implicit schemes to provide no additional stability. By choosing x (1) to be independent of v at t = 0, this is simply
P
(1) (x, t = 0) = n 0 x (1) (x, t = 0).
(B.8)
The initial particle position perturbation is taken as 
