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CORONAE OF PRODUCT SPACES AND THE COARSE
BAUM-CONNES CONJECTURE
TOMOHIRO FUKAYA, SHIN-ICHI OGUNI
Abstract. We study the coarse Baum-Connes conjecture for product spaces and prod-
uct groups. We show that a product of CAT(0) groups, polycyclic groups and relatively
hyperbolic groups which satisfy some assumptions on peripheral subgroups, satisfies the
coarse Baum-Connes conjecture. For this purpose, we construct and analyze an ap-
propriate compactification and its boundary, “corona”, of a product of proper metric
spaces.
1. Introduction
Let X be a proper metric space. Roe [14] constructed the following coarse assembly
map
µ∗(X) : KX∗(X)→ K∗(C
∗(X)),
where the left hand side is the coarse K-homology of X , and the right hand side is the
K-theory of the Roe algebra of X . The coarse Baum-Connes conjecture is a conjecture
which states that for a proper metric space of bounded geometry, the coarse assembly map
µ∗(X) is an isomorphism. This conjecture is deeply related to the differential topology.
See [14], [8], [19] and [9]. We remark that expander graphs with large girth do not hold
the conjecture (see [7], [6] and also [18]), but the conjecture for finitely generated groups
is still open. In this paper, we study the coarse Baum-Connes conjecture for product
spaces and product groups by using coronae.
Throughout this paper we equip every finitely generated group with a left invariant
proper metric like a word metric with respect to a finite generating set. We remark that
all left invariant proper metrics on the group are mutually coarsely equivalent. We also
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equip a product of metric spaces with the l1 metric, which is coarsely equivalent to the l2
metric.
We ask the following question: Let G1, . . . , Gn be finitely generated groups. If the
coarse assembly map µ∗(Gi) is an isomorphism for 1 ≤ i ≤ n, then is the coarse assembly
map µ∗(
∏n
i=1Gi) an isomorphism?
The question is not interesting if every Gi admits a coarse embedding into a Hilbert
space, because in this case, so does the product
∏n
i=1Gi, and thus µ∗(
∏n
i=1Gi) is an
isomorphism by Yu’s result [20, Theorem 1.1]. However, it is unknown whether every
CAT(0) group admits a coarse embedding into a Hilbert space, nevertheless, it is known
that every CAT(0) group satisfies the coarse Baum-Connes conjecture [8], [17], [2, The-
orem 1.1 and Remark 1.2]. Therefore, it is worthwhile to study this question in the case
where one of Gi is a CAT(0)-group. The main result of this paper is the following.
Theorem 1.1. For 1 ≤ i ≤ l, let Gi be a finitely generated group. We suppose that
each Gi is a hyperbolic group, a CAT(0)-group, or a polycyclic group.
For 1 ≤ j ≤ m, let Gj be a finitely generated group which is hyperbolic relative to
Pj = {P j1 , . . . , P
j
kj
}, where P jr is an infinite finitely generated subgroup of G
j with infinite
index. We assume that P jr is a product of some of hyperbolic groups, CAT(0)-groups,
and polycyclic groups. We also assume that each P jr admits a finite P
j
r -simplicial complex
which is a universal space for proper actions.
Then the coarse Baum-Connes conjecture for the product group
∏m
j=1G
j ×
∏l
i=1Gi
holds.
To obtain the above result, we need to know how the coarse assembly map behave
under the finite product of CAT(0)-spaces and geodesic Gromov hyperbolic spaces which
are not necessarily coarsely equivalent to finitely generated groups. In order to study
such a product space, we construct and analyze an appropriate compactification and its
boundary, “corona”, of a product of proper metric spaces. The first half of this paper is
devoted to this. In Section 3.1, we prove the following.
Proposition 1.2. Let {Xi}
n
i=1 be a finite sequence of proper metric spaces. Let ∂Xi
be a corona of Xi. Then the join ∂X1 ⋆ · · · ⋆ ∂Xn is a corona of X1 × · · · ×Xn.
The following is a key to the proof of Theorem 1.1.
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Theorem 1.3. Let {(Xi, oi,Wi)}
n
i=1 be a finite sequence of proper metric spaces, base
points, and compact metrizable spaces. We suppose that there exist integers 0 ≤ k ≤ l ≤
m ≤ n such that
• For 1 ≤ i ≤ k, Xi is a geodesic Gromov hyperbolic space, oi ∈ Xi and Wi is the
Gromov boundary,
• For k < i ≤ l, Xi is an open cone over a compact metrizable space Wi with the
apex oi,
• For l < i ≤ m, Xi is a Busemann space, oi ∈ Xi, and Wi is the visual boundary.
• For m < i ≤ n, Xi is a pi-dimensional simply connected solvable Lie group with a
lattice, oi is the unit of Xi, and Wi = S
pi−1 is a corona as in Lemma 7.3.
Then the coarse assembly map and the transgression map
µ∏Xi : KX∗(X1 × · · · ×Xn)→ K∗(C
∗(X1 × · · · ×Xn))
T⋆Wi : KX∗(X1 × · · · ×Xn)→ K˜∗−1(W1 ⋆ · · · ⋆ Wn)
are isomorphisms. Moreover the following map is an isomorphism.
b⋆Wi : K∗(C
∗(X1 × . . .Xn))→ K˜∗−1(W1 ⋆ · · · ⋆ Wn).
Here b⋆Wi is a homomorphism which is constructed in [8, Appendix].
We need to discuss more to show Theorem 1.1. Details are given in Section 10. On
the other hand, the case where relatively hyperbolic groups do not appear directly follows
from Theorem 1.3 and also we have the following, which means that we can compute the
K-theory of the Roe algebra by the reduced K-homology of the corona.
Corollary 1.4. For 1 ≤ i ≤ n, let Gi be a finitely generated group, and let ∂Gi be a
corona of Gi. We suppose that each of (Gi, ∂Gi) is one of the following.
• Gi is a hyperbolic group and ∂Gi is the Gromov boundary,
• Gi is a CAT(0)-group and ∂Gi is the visual boundary defined in Section 4.1, or
• Gi is a polycyclic group which is commensurable to a lattice of a pi-dimensional
simply connected solvable Lie group and ∂Gi = S
pi−1 as in Lemma 7.3.
Then the following map is an isomorphism.
b⋆∂Gi : K∗(C
∗(G1 × · · · ×Gn))→ K˜∗−1(∂G1 ⋆ · · · ⋆ ∂Gn).
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We remark that every polycyclic group G admits a normal subgroup G′ of finite index
in G which is isomorphic to a lattice in a simply connected solvable Lie group. See [13,
Theorem 4.28.]
The organization of this paper is as follows. In Section 2, we review coarse compacti-
fications and coronae. In Section 3, we construct a corona of a product of proper metric
spaces by using the join of topological spaces. In Section 4, we review the visual bound-
ary for Busemann spaces and a natural compactification for open cones. In Section 5, we
show that in the setting of Theorem 1.3 without hyperbolic spaces, the compactification
of the product space is contractible. This property is crucial for our proof of Theorem 1.3.
In Section 6, we review the coarse algebraic topology. In Section 7, we study the coarse
geometric/topological property of simply connected solvable Lie groups with lattices. In
Section 8, we give a proof of Theorem 1.3 and Corollary 1.4. In Section 9, we review
relatively hyperbolic groups. In Section 10, we give a proof of Theorem 1.1 based on the
arguments in [1].
2. Compactification at infinity
2.1. Compactification at infinity. For a technical reason, we need to consider “a com-
pactification at infinity” of a metric space which is not proper. Therefore, we introduce
the following notion.
Definition 2.1. Let X be a metric space. A compactification at infinity of X is a
Hausdorff space X with an embedding i : X → X such that i(X) is an open subset, every
closed bounded subset of X is also closed in X and the complement X \ i(X) is compact.
We identify X with i(X).
Example 2.2. Let X be a proper metric space. Then a compactification of X in
the usual sense is a compactification at infinity. The converse is not true even if i(X)
is dense in X . Indeed if we consider R with the euclidean metric, (−1, 1] as R and
i : R ∋ r 7→ r/(1 + |r|) ∈ (−1, 1], then (−1, 1] is a compactification of R at infinity, but
not a compactification of R.
LetW be a compact set in the unit sphere of a separable Hilbert space l2. LetOW be an
open cone of W . For d > 0, we denote by Pen(OW, d) the closed d-neighborhood of OW
in l2. Then a Hausdorff space Pen(OW, d), defined in Section 4.2, is a compactification of
Pen(OW, d) at infinity. If l2 is infinite dimensional, then Pen(OW, d) is not proper, thus
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Pen(OW, d) is not compact. See Section 4.2 for details. We use this example in the proof
of Proposition 8.1
2.2. Corona and coarse compactification. Here we recall the definitions of the Higson
compactification and coarse compactifications for a proper metric space. For details, see
[14, Section 5.1, 5.2] and [16, Section 2.3].
Definition 2.3. Let X be a proper metric space. Let f : X → C be a bounded
continuous function. We denote by df the function
df(x, y) = f(y)− f(x) : X ×X → C.(1)
We say that f is a Higson function, or, of vanishing variation, if for any R > 0 and
any ǫ > 0, there exists a bounded set K such that for any (x, y) ∈ X × X \ K × K, if
d(x, y) ≤ R, then |df(x, y)| < ǫ.
The space of Higson functions on a proper metric space X forms a unital C∗-subalgebra
of bounded continuous functions on X , which we denote Ch(X). By the Gelfand-Naimark
theory, Ch(X) is isomorphic to a C
∗-algebra of continuous functions on a compact Haus-
dorff space.
For a compact Hausdorff space Z, we denote by C(Z), the C∗-algebra of continuous
functions on Z.
Definition 2.4. The compactification hX ofX characterized by the property C(hX) =
Ch(X) is called the Higson compactification. Its boundary hX \X is denoted νX , and is
called the Higson corona of X .
Definition 2.5. Let f : X → Y be a map between proper metric spaces. We say that
• f is proper if for any bounded set B ⊂ Y , the preimage f−1(B) is bounded,
• f is bornologous if for any R > 0 there exists S > 0 such that for any x, x′ ∈ X , if
dX(x, x
′) ≤ R then dY (f(x), f(x
′)) ≤ S,
• f is coarse if f is proper and bornologous.
We say that two maps f1, f2 : X → Y are close if there exists C ≥ 0 such that
dY (f1(x), f2(x)) ≤ C for any x ∈ X .
The coarse category is a category whose objects are proper metric spaces and whose
morphisms are close classes of coarse maps. The spaces X and Y are coarsely equivalent
if they are isomorphic in the coarse category, that is, there exist coarse maps f : X → Y
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and g : Y → X such that g ◦ f and f ◦ g are close to the identity maps on X and on Y ,
respectively. Such a map f is called a coarse equivalence.
The assignment X 7→ νX is a functor from the coarse category to the category of
compact Hausdorff spaces. For details, see [16, Section 2.3] or [14, Section 5.1].
Definition 2.6. Let X be a proper metric space. A corona of X is a pair (W, ζ) of a
compact metrizable space W and a continuous map ζ : νX → W .
Definition 2.7. Let X be a proper metric space. Let X be a compact metrizable
space containing X as an open set. Then X is called a coarse compactification of X if the
identity of X extends to a continuous map hX → X .
We remark that a coarse compactification X of X is not necessarily a compactification
of X . Indeed we permit the case where X is not dense in X . We also remark that any
coarse compactification is a compactification at infinity.
If X is a coarse compactification, then ∂X := X \ X is a corona of X . On the other
hand, if (W, ζ) is a corona of X , then the space X ∪W , obtained by gluing W to hX by
ζ , is a coarse compactification. The following lemma is an immediate consequence of the
definition.
Lemma 2.8. Let X be a proper metric space. Let X be a compact metrizable space
containing X as an open set.
ThenX is a coarse compactification of X if and only if for any f ∈ C(X), the restriction
of f to X is a Higson function, that is, f |X ∈ Ch(X).
Remark 2.9. Let X and Y be proper metric spaces and let f : X → Y be a coarse
map. If (W, ζ) is a corona of Y , then (W, ζ ◦ νf) is a corona of X . Here νf : νX → νY is
a map induced by f . Especially we have a coarse compactification X ∪W .
3. Corona of a product space
3.1. Join. Let {Zi}
n
i=1 be a finite sequence of Hausdorff spaces. We consider a subset Ω
of
∏n
i=1([0, 1]× Zi),
Ω := {(t1, x1, . . . , tn, xn) ∈
n∏
i=1
([0, 1]× Zi) :
n∑
i=1
ti = 1}.
We define an equivalence relation ∼ on Ω as follows. For x := (t1, x1, . . . , tn, xn) and
y := (s1, y1, . . . , sn, yn), we have x ∼ y if ti = si for all i and ti = si = 0 for all i such
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that xi 6= yi. The join of Z1, . . . , Zn, denoted by Z1 ⋆ · · · ⋆Zn, is the quotient of Ω by this
relation. We denote the equivalence class of (t1, x1, . . . , tn, xn) by t1x1⊕ · · ·⊕ tnxn or just
⊕tixi.
3.2. Embedding of a product space. For i ∈ {1, . . . , n}, let Xi be a metric space.
We equip
∏n
i=1Xi with an l
1-metric. Let Xi be a compactification at infinity of Xi. Set
∂Xi := Xi \Xi. We fix a base point oi of Xi. For (x1, . . . , xn) ∈
∏n
i=1Xi, we set
|xi| := d(xi, oi),
ti(x1, . . . , xn) :=
1 + |xi|∑n
j=1(1 + |xj|)
.
We define an embedding ι :
∏n
i=1Xi →֒ X1 ⋆ · · · ⋆ Xn as ι(x1, . . . , xn) := t1x1 ⊕ · · · ⊕ tnxn
here ti := ti(x1, . . . , xn). Note that ∂X1 ⋆ · · · ⋆ ∂Xn is naturally regarded as a subspace of
X1 ⋆ · · · ⋆ Xn.
Definition 3.1. We denote by
∏n
i=1Xi the closure of ι(
∏n
i=1Xi) in X1 ⋆ · · · ⋆ Xn.
Lemma 3.2. The complement
∏n
i=1Xi\ι(
∏n
i=1Xi) is contained in the compact set ∂X1⋆
· · ·⋆ ∂Xn. Therefore both of the compact spaces
∏n
i=1Xi and ι(
∏n
i=1Xi)∪ ∂X1 ⋆ · · · ⋆ ∂Xn
are compactifications of
∏n
i=1Xi at infinity.
Proof. We take a sequence {⊕tki x
k
i }k of ι(
∏n
i=1Xi) tending to ⊕tixi ∈
∏n
i=1Xi \
ι(
∏n
i=1Xi). Then we have t
k
i → ti for any i and x
k
i → xi for any i such that ti 6= 0.
Assume that ⊕tixi /∈ ∂X1 ⋆ · · · ⋆ ∂Xn. Then we have j such that tj 6= 0 and xj ∈ Xj.
Since |xj | <∞, we have supk |x
k
j | <∞. This implies supk |x
k
i | <∞ for every i. Then we
have xi ∈ Xi for every i by the definition of compactification at infinity. This contradicts
the fact that ⊕tixi 6∈ ι(
∏n
i=1Xi). 
Definition 3.3. Let X be a metric space with a base point o ∈ X . Let X be a
compactification of X at infinity. Set ∂X := X \ X . We say that ∂X is visible from o
if for any x ∈ ∂X , there exists a continuous map γ : [0, a] → X = X ∪ ∂X such that
γ(0) = o, γ(a) = x and γ(t) ∈ X for all 0 ≤ t < a. We say that ∂X is visible if there exist
a point o ∈ X such that ∂X is visible from o.
Remark 3.4. Note that |γ(t)| tends to infinity as t→ a by the definition of compact-
ification at infinity.
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The Gromov boundary of a proper geodesic hyperbolic space is visible. See Sec-
tion 4.1, 4.2 for other examples.
Lemma 3.5. Let Xi be metric spaces. Suppose that ∂Xi is visible for any 1 ≤ i ≤ n.
Then
∏n
i=1Xi \
∏n
i=1Xi = ∂X1 ⋆ · · · ⋆ ∂Xn.
Proof. We show that the join ∂X1 ⋆ · · · ⋆ ∂Xn is contained in the closure of
∏n
i=1Xi.
We choose a point
(t1, x1, . . . , tn, xn) ∈
n∏
i=1
(0, 1) ∩Q× ∂Xi
with
∑n
i=1 ti = 1. Since ∂Xi is visible from a point oi ∈ Xi and Remark 3.4, , we can find
a sequence {x
(k)
i }k∈N such that x
(k)
i → xi as k →∞ and |x
(k)
i | = k for any k ∈ N. Choose
p1, . . . , pn ∈ N so that ti = pi/(
∑n
j=1 pj). It is easy to see that ti(x
(p1k)
1 , . . . , x
(pnk)
n ) → ti
as k →∞. Therefore we have
ι(x
(p1k)
1 , . . . , x
(pnk)
n )→ t1x1 ⊕ · · · ⊕ tnxn ∈ ∂X1 ⋆ · · · ⋆ ∂Xn.

3.3. Higson functions. In this section we prove the following, which implies Proposi-
tion 1.2.
Proposition 3.6. Let {Xi}
n
i=1 be a finite sequence of proper metric spaces. Let Xi be
a coarse compactification of Xi. Then the compactification
∏n
i=1Xi is a coarse compacti-
fication. Especially, ∂X1 ⋆ · · · ⋆ ∂Xn is a corona of X1 × · · · ×Xn.
We prove that
∏n
i=1Xi is a coarse compactification of
∏n
i=1Xi. Then we know that
∂X1 ⋆ · · · ⋆ ∂Xn is a corona because
∏n
i=1Xi \
∏n
i=1Xi is contained in ∂X1 ⋆ · · · ⋆ ∂Xn by
Lemma 3.2.
By Lemma 2.8, it is enough to show that for all F ∈ C(
∏n
i=1Xi), the restriction of F
to
∏n
i=1Xi is a Higson function.
For fi ∈ C(Xi), we define Fi(fi) :
∏n
i=1Xi → C by
Fi(fi)(t1x1 ⊕ · · · ⊕ tnxn) := tifi(xi).
For (x1, . . . , xn) ∈
∏n
i=1Xi, we abbreviate Fi(fi)(ι(x1, . . . , xn)) to Fi(fi)(x1, . . . , xn). That
is,
Fi(fi)(x1, . . . , xn) := ti(x1, . . . , xn)fi(xi).
Let A be a ∗-sub algebra of C(
∏n
i=1Xi) generated by {Fi(fi) : fi ∈ C(Xi), 1 ≤ i ≤ n}.
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Lemma 3.7. The algebra A separates points in
∏n
i=1Xi.
Proof. Let ⊕tixi 6= ⊕siyi ∈
∏n
i=1Xi. First we assume tj 6= sj for some j ∈ {1, . . . , n}.
Then Fj(1) separates ⊕tixi and ⊕siyi. Here 1 denotes a constant function on Xj.
So we assume (t1, . . . , tn) = (s1, . . . , sn). Then there exists j such that tj = sj 6= 0 and
xj 6= yj. There exists fj ∈ C(Xj) such that fj(xj) = 0 and fj(yj) = 1. Thus we have
Fj(fj)(⊕tixi) = tjfj(xj) = 0,
Fj(fj)(⊕siyi) = sjfj(xj) = sj 6= 0.

Therefore A is dense in C(
∏n
i=1Xi). Then to prove Proposition 3.6, it is enough to
show that every Fi(fi) is a Higson function.
Lemma 3.8. Let fi ∈ C(Xi). Then Fi(fi) is a Higson function on
∏n
i=1Xi.
Proof. Since fi is a Higson function on Xi, for any R > 0 and any ǫ > 0, there
exists K > 0 such that, for any x, x′ ∈ Xi with |x| > K and d(x, x
′) < R, we have
|fi(x)− fi(x
′)| < ǫ. Here we suppose K > max{‖fi‖R/ǫ, 2‖fi‖/ǫ+ 1}.
Let x = (x1, . . . , xn),y = (y1 . . . , yn) ∈
∏n
i=1Xi such that
∑n
i=1|xi| > K
2 and d(x,y) =∑n
i=1 d(xi, yi) < R. Set L :=
∑n
i=1(1 + |xi|) and L
′ :=
∑n
i=1(1 + |yi|). Then we have
|L− L′| ≤
n∑
i=1
||xi| − |yi|| ≤
n∑
i=1
d(xi, yi) < R,
||xi| − |yi|| < R,
|yi| ≤ L
′.
Thus we have
|ti(x)− ti(y)| =
∣∣∣∣ 1LL′ (|xi|L′ − |yi|L+ L′ − L)
∣∣∣∣
=
1
LL′
|(|xi| − |yi|)L
′ + |yi|(L
′ − L) + L′ − L|
≤
3R
L
<
3ǫ
‖fi‖
.
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First we assume |xi| > K. Then we have
|Fi(fi)(x)− Fi(fi)(y)| = |ti(x)fi(xi)− ti(y)fi(yi)|
≤ |ti(x)||fi(xi)− fi(yi)|+ |fi(yi)||ti(x)− ti(y)|
≤ 4ǫ.
Now we assume |xi| ≤ K. Then we have
|ti(x)| =
1 + |xi|∑n
i=1(1 + |xi|)
≤
1 +K
K2 −K
≤
2
K − 1
<
ǫ
‖fi‖
.
Therefore
|Fi(fi)(x)− Fi(fi)(y)| = |ti(x)fi(xi)− ti(y)fi(yi)|
≤ 2‖fi‖|ti(x)|+ ‖fi‖|ti(x)− ti(y)|
≤ 5ǫ.

Example 3.9. Set X1 = R
n, X2 = R
m, and, ∂X1 = S
n−1, ∂X2 = S
m−1. Then the join
Sn−1 ⋆ Sm−1 is homeomorphic to Sn+m−1.
4. Corona of Busemann spaces and open cones
4.1. Busemann spaces. We recall the definition of Busemann spaces. For details, see
[12, Chapter 8].
Definition 4.1. A geodesic space X is said to be a Busemann space if for any two
geodesics γ : [a, b]→ X and γ′ : [a′, b′]→ X , the map Dγ,γ′ : [a, b]× [a
′, b′]→ R defined by
Dγ,γ′(t,t′) := |γ(t)− γ(t
′)|
is convex.
We remark that if X is a Busemann space, then for any points p, q ∈ X , there exists
a unique geodesic connecting p and q. CAT(0)-spaces and strictly convex Banach spaces
like lp-spaces (1 < p <∞) are typical examples of Busemann spaces.
Now we describe the visual boundary for a proper Busemann space. Throughout the
rest of this section, let X be a proper Busemann space. We denotes by C([0,∞), X) the
space of continuous functions from [0,∞) to X equipped with the topology of uniform
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convergence on compact sets. Let ∂X ⊂ C([0,∞), X) be the subspace of geodesic rays
with the base point o. We call ∂X as the visual boundary of X .
We define an embedding ϕ : X →֒ C([0,∞), X) as follows. For x ∈ X , we denote by
xˆ the geodesic from o to x with the parameter [0, |x|]. Then we define ϕ(x)(t) := xˆ(t) if
t ≤ |x| and ϕ(x)(t) := x if t > |x|. We call ϕ(x) an extended geodesic.
We identify X with ϕ(X). Especially, for x ∈ X and t ∈ [0,∞), we abbreviate ϕ(x)(t)
to x(t). We remark that for any x ∈ X ⊂ C([0,∞), X), it extends to a continuous map
x : [0,∞]→ X by setting x(∞) = x. We also remark that |x(t)| = min{|x|, t}.
Proposition 4.2. The space X := ϕ(X)∪∂X ⊂ C([0,∞), X) is a compactification of
X, which is visible from o and contractible. Moreover, it is a coarse compactification, so
the visual boundary ∂X is a corona of X.
Proof. It is clear that X is visible from o. The statements follow from [12, Proposition
10.2.4] and [2, Section 2]. See also [17, Section 4.6]. 
Lemma 4.3. Let {xn} be a sequence in X. We suppose that xn converges to x∞ ∈ X.
For any sequence {tn} in [0,∞], if tn → t∞ ∈ [0,∞], we have xn(tn)→ x∞(t∞).
Proof. Since xn → x∞ in the topology of uniformly convergence on compact sets, it
follows that xn(tn)→ x∞(t∞). 
4.2. Open cone. Let W be a compact subset of the unit sphere in a separable Hilbert
space l2. The open cone on W , denoted OW , is the set of all non-negative multiples of
points in W . That is, OW := {tx ∈ l2 : t ∈ [0,∞), x ∈ W}. We call the origin o of l2 as
the apex of OW .
For d ≥ 0, we denote by Pen(OW, d) the closed d-neighborhood of OW in l2. We
construct a compactification at infinity. Let λ : [0,∞) → [0, 1), λ(t) := t/(1 + t) be a
homeomorphism. The continuous map
Λ: Pen(OW, d)→ l2, Λ(v) := λ(‖v‖)
v
‖v‖
is a homeomorphism onto the image. Then we identify the union Λ(Pen(OW, d)) ∪ W
with (Pen(OW, d)) ∪W , which we denote by Pen(OW, d).
Now, as in the case of the Busemann spaces, we identify a point x ∈ Pen(OW, d) and
the straight line from the apex o to x, which we call an extended geodesic. That is, for
11
x ∈ Pen(OW, d) and t ∈ [0,∞] set
x(t) := min{t, ‖x‖}
x
‖x‖
∈ Pen(OW, d).
For w ∈ W and t ∈ [0,∞], if t <∞ then set
w(t) := tw ∈ Pen(OW, d),
and if t =∞, set w(∞) := w ∈ W .
Proposition 4.4. The space Pen(OW, d) is a compactification of Pen(OW, d) at infin-
ity, which is visible from o and contractible. Moreover, if d = 0, then Pen(OW, 0) = OW
is a coarse compactification of OW , so W is a corona of OW .
Proof. The former part is clear. The latter part can be proved straightforwardly. See
also [17, Lemma 4.5.3]. 
The following, which corresponds to Lemma 4.3, is trivial.
Lemma 4.5. Let {xn} be a sequence in Pen(OW, d). We suppose that xn converges
to x∞ ∈ Pen(OW, d). For any sequence {tn} in [0,∞], if tn → t∞ ∈ [0,∞], we have
xn(tn)→ x∞(t∞).
5. Contractibility of the compactification at infinity of a product space
In this section, let (Xi, oi,Wi) be as follows.
• Xi is a Busemann space, oi is a base point, and Wi is the visual boundary, or,
• Wi is a compact metrizable space embedded in the unit sphere of a Hilbert space,
Xi := Pen(OW, d) for some d ≥ 0 and oi is the apex.
For each i, we have a visible compactification at infinity Xi := Xi∪Wi. As in Section 4.1
and Section 4.2, we identify a point xi in Xi and the extended geodesic connecting oi and
xi.
In this section, we use [0,∞] as the parameter of homotopies. Each Xi has the following
contraction to oi.
Xi × [0,∞]→ Xi : (xi, t) 7→ xi(t).
Let ι :
∏n
i=1Xi →֒ X1 ⋆ · · · ⋆ Xn be the embedding defined in Section 3.2. We have a
compactification at infinity
∏n
i=1Xi = ι(
∏n
i=1Xi) ∪W1 ⋆ · · · ⋆ Wn by Section 3.2.
Theorem 5.1. The compactification at infinity
∏n
i=1Xi is contractible.
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We will construct a map H :
∏n
i=1Xi × [0,∞]→
∏n
i=1Xi such that
(i) H is continuous,
(ii) H(−, 0) is a constant map to ⊕(1/n)oi,
(iii) H(−,∞) is the identity of
∏n
i=1Xi.
5.1. Construction of H. We define H as follows. First, for (⊕tixi, t) ∈ ι(
∏n
i=1Xi) ×
[0,∞], we set
H(⊕tixi, t) := ⊕
1 + |xi(tit)|∑n
j=1(1 + |xj(tjt)|)
xi(tit).
Since |xj(tjt)| ≤ |xj | < ∞, we have H(⊕tixi, t) ∈ ι(
∏n
i=1Xi). Next, for (⊕tiwi, t) ∈
W1 ⋆ · · · ⋆ Wn × [0,∞), we set
H(⊕tiwi, t) := ⊕
1 + |wi(tit)|∑n
j=1(1 + |wj(tjt)|)
wi(tit)
= ⊕
1 + tit∑n
j=1(1 + tjt)
wi(tit)
= ⊕
1 + tit
n+ t
wi(tit).
Here if ti = 0, then wi(tit) = oi, which implies that H is well-defined on W1 ⋆ · · · ⋆ Wn ×
[0,∞).
Since t < ∞, we have H(⊕tiwi, t) ∈ ι(
∏n
i=1Xi). Finally, for (⊕tiwi,∞) ∈ W1 ⋆ · · · ⋆
Wn × {∞}, we set H(⊕tiwi,∞) := ⊕tiwi. Then (ii) and (iii) are trivial. We will prove
(i). We note that the restrictions of H to the subspaces ι(
∏n
i=1Xi)× [0,∞] and W1 ⋆ · · ·⋆
Wn × [0,∞) are both continuous. Since ι(
∏n
i=1Xi) × [0,∞] is open in
∏n
i=1Xi × [0,∞],
it is sufficient to prove that H is continuous at each point of W1 ⋆ · · · ⋆ Wn × [0,∞].
5.2. Continuity at W1 ⋆ · · · ⋆ Wn × [0,∞). We choose a point (⊕tiwi, t) ∈ W1 ⋆ · · · ⋆
Wn × [0,∞). We can assume without loss of generality that there exists m ∈ {1, . . . , n}
such that ti 6= 0 if i ≤ m and ti = 0 if i > m. Let {(⊕t
(k)
i x
(k)
i , t
(k))}k be a se-
quence which converges to (⊕tiwi, t). We can assume without loss of generality that
(⊕t
(k)
i x
(k)
i , t
(k)) ∈ ι(
∏n
i=1Xi)×[0,∞), since
∏n
i=1Xi×[0,∞) is open in
∏n
i=1Xi×[0,∞] and
H|W1⋆···⋆Wn×[0,∞) is continuous. Here we remark that t
(k)
i = (1 + |x
(k)
i |)/
∑n
j=1(1 + |x
(k)
j |).
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Since (⊕t
(k)
i x
(k)
i , t
(k))→ (⊕tiwi, t), we have
x
(k)
i → wi if 1 ≤ i ≤ m,
t(k) → t,
t
(k)
i =
1 + |x
(k)
i |∑n
j=1(1 + |x
(k)
i |)
→ ti, for all 1 ≤ i ≤ n.
Since tit < ∞, we have t
(k)
i t
(k) → tit. If 1 ≤ i ≤ m, by Lemma 4.3 and Lemma 4.5,
we have we have x
(k)
i (t
(k)
i t
(k)) → wi(tit), especially, |x
(k)
i (t
(k)
i t
(k))| → |wi(tit)| = tit. If
m < i ≤ n, then t
(k)
i t
(k) → 0, thus x
(k)
i (t
(k)
i t
(k))→ oi, especially, |x
(k)
i (t
(k)
i t
(k))| → 0. Then
we have
x
(k)
i (t
(k)
i t
(k))→

wi(tit) if 1 ≤ i ≤ m,oi if i > m,
1 + |x
(k)
i (t
(k)
i t
(k))|∑n
j=1(1 + |x
(k)
j (t
(k)
j t
(k))|)
→
1 + tit
n + t
.
Therefore H(⊕t
(k)
i x
(k)
i , t
(k))→ H(⊕tiwi, t).
5.3. Continuity at W1 ⋆ · · · ⋆ Wn × {∞}. We choose a point (⊕tiwi,∞) ∈ W1 ⋆ · · · ⋆
Wn × {∞}. We can assume without loss of generality that there exists m ∈ {1, . . . , n}
such that ti 6= 0 if i ≤ m and ti = 0 if i > m. Let {(⊕t
(k)
i x
(k)
i , t
(k))}k be a sequence which
converges to (⊕tiwi,∞). We can assume without loss of generality that (⊕t
(k)
i x
(k)
i , t
(k)) ∈
ι(
∏n
i=1Xi)× [0,∞], since ι(
∏n
i=1Xi)× [0,∞] is open dense in
∏n
i=1Xi× [0,∞] and H is
continuous at each point of W1 ⋆ · · · ⋆ Wn × [0,∞).
Here we remark that t
(k)
i = (1 + |x
(k)
i |)/
∑n
j=1(1 + |x
(k)
j |). Since (⊕t
(k)
i x
(k)
i , t
(k)) →
(⊕tiwi,∞), we have
x
(k)
i → wi if 1 ≤ i ≤ m,(2)
t(k) →∞,(3)
t
(k)
i =
1 + |x
(k)
i |∑n
j=1(1 + |x
(k)
i |)
→ ti, for all 1 ≤ i ≤ n.(4)
From (4), for 1 ≤ p ≤ m and 1 ≤ q ≤ n, we have
1 + |x
(k)
q |
1 + |x
(k)
p |
=
t
(k)
q
t
(k)
p
→
tq
tp
.(5)
To show the continuity of H at (⊕tiwi,∞), it is enough to show the following.
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Lemma 5.2. Under the above setting we have
x
(k)
i (t
(k)
i t
(k))→ wi if 1 ≤ i ≤ m(6)
1 + |x
(k)
i (t
(k)
i t
(k))|∑n
j=1(1 + |x
(k)
j (t
(k)
j t
(k))|)
→ ti, for all 1 ≤ i ≤ n.(7)
Proof. If i ≤ m, from (3), we have t(k)i t
(k) →∞. Then (6) follows from (2), Lemma 4.3
and Lemma 4.5. So we will show (7). Let 1 ≤ p ≤ m and 1 ≤ q ≤ n. Set
K(k)p,q :=
1 + |x
(k)
q (t
(k)
q t(k))|
1 + |x
(k)
p (t
(k)
p t(k))|
=
1 +min{|x
(k)
q |, t
(k)
q t(k)}
1 + min{|x
(k)
p |, t
(k)
p t(k)}
.
Then it is easy to see that
min
{
1 + t
(k)
q t(k)
1 + t
(k)
p t(k)
,
1 + |x
(k)
q |
1 + |x
(k)
p |
}
≤ K(k)p,q ≤ max
{
1 + t
(k)
q t(k)
1 + t
(k)
p t(k)
,
1 + |x
(k)
q |
1 + |x
(k)
p |
}
Thus by (3)(4)(5), we have K
(k)
p,q → tq/tp. Therefore if 1 ≤ i ≤ m,
n∑
j=1
1 + |x
(k)
j (t
(k)
j t
(k))|
1 + |x
(k)
i (t
(k)
i t
(k))|
=
n∑
j=1
K
(k)
i,j →
1
ti
.
It follows that
1 + |x(k)i (t
(k)
i t
(k))|∑n
j=1(1 + |x
(k)
j (t
(k)
j t
(k))|)
→ ti.
If i > m, we have
1 + |x
(k)
i (t
(k)
i t
(k))|∑n
j=1(1 + |x
(k)
j (t
(k)
j t
(k))|)
≤
1 + |x
(k)
i (t
(k)
i t
(k))|
1 + |x
(k)
1 (t
(k)
1 t
(k))|
→
ti
t1
= 0.

6. Review of coarse algebraic topology
For a locally compact second countable Hausdorff space X, we denotes by K∗(X) the
reduced K-homology of the one point compactification of X and call it the K-homology
of X. That is, K∗(X) := K˜∗(X ∪ {+}). Here + denotes a point which is not contained
in X and X ∪ {+} is the one point compactification of X. Then K∗(−) is a generalized
homology theory on the category of locally compact second countable Hausdorff spaces in
the sense of [9, Definition 7.1.1]. Let Z be a compact metrizable space and i : X →֒ Z be
an embedding such that i(X) is open in Z. We identify X and i(X). Set W := Z \ X.
Then the boundary homomorphism K∗(X)→ K˜∗−1(W ) is the connection homomorphism
in the exact sequence of [9, Definition 7.1.1(b)] for W ⊂ Z.
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Definition 6.1 ([14, (3.13) Definition]). Let X be a metric space. Let U1,U2, . . . be a
sequence of locally finite covers of X . We say that they form an anti-Cˇech system if there
exists a sequence of real numbers Rn →∞ such that for all n,
(a) each set U ∈ Un has diameter less than or equal to Rn, and
(b) the cover Un+1 has a Lebesgue number δn+1 greater than or equal to Rn, that is,
any set of diameter less than or equal to δn+1 is contained in some element of Un+1.
These conditions imply that for each n, there exists a map ϕn : Un → Un+1 such that
U ⊂ ϕn(U) for all U ∈ Un. We call ϕn a coarsening map. We remark that this map is
called a refining map in the context of Cˇech cohomology theory. We denote by |Un| the
nerve complex of Un. A coarsening map ϕn induces a proper simplicial map |Un| → |Un+1|,
which we also denote by the same symbol ϕn and also call it a coarsening map.
By using a partition of unity, we have a proper continuous map ϕ0 : X → |U1|, which
is also called a coarsening map. Then we have the sequence
X → |U1| → |U2| → · · · ,
which we call a coarsening sequence for X. Note that for a proper metric space X, a
coarsening sequence is unique up to strong proper homotopy in the following sense.
Definition 6.2. Let {αn : An → An+1}n∈N∪{0} and {βn : Bn → Bn+1}n∈N∪{0} be
two sequences of locally compact second countable Hausdorff spaces and proper con-
tinuous maps. They are said to be properly homotopic if there exist two subsequence
{k(n)}n∈N∪{0}, {l(n)}n∈N∪{0} of N ∪ {0} and two sequences of proper continuous maps
{φn : An → Bk(n)}n∈N∪{0}, {ψn : Bn → Al(n)}n∈N∪{0} such that ψk(n) ◦ φn is properly
homotopic to αl(k(n)) ◦ · · · ◦αn and φl(n) ◦ψn is properly homotopic to βk(l(n)) ◦ · · · ◦ βn for
every n ∈ N ∪ {0}.
When we suppose A0 = B0, two sequences are said to be strongly properly homotopic
if we can take k(0), l(0) as 0 and φ0, ψ0 as the identity.
Let X be a proper metric space. Let X → |U1| → |U2| → · · · be a coarsening sequence
of X. Then the coarse K-homology of X, denoted by KX∗(X), is an inductive limit
KX∗(X) := lim−→K∗(|Ui|).
We also have a natural map c : K∗(X)→ KX∗(X), called a coarsening map. This coars-
ening map c relates the coarse geometry of X with the topology of X. It is known that
KX∗(X) is invariant under the coarse equivalence. For details, see [8, Section 2]. We
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can equip |Ui| with a proper metric so that |Ui| is coarsely equivalent to X. Then we have
an assembly map [8, (6.1)]
A : K∗(|Ui|)→ K∗(C
∗(|Ui|)).
We remark that K∗(C
∗(|Ui|)) is canonically isomorphic to K∗(C
∗(X)) for all i. Then by
taking the inductive limit, we have a coarse assembly map
µX : KX∗(X)→ K∗(C
∗(X)).
Let W be a corona of X. Since |Ui| is coarsely equivalent to X, the space W is also
a corona of |Ui|. Then we have the boundary homomorphism K∗(|Ui|) → K˜∗−1(W ). By
taking the inductive limit, we have the transgression map
TW : KX∗(X)→ K˜∗−1(W ).
We prepare some notion and facts on coarse algebraic topology. For a metric space X,
a subspace A, and a positive number R, we denote by Pen(A;R) the closed R-neighborhood
of A in X, that is, Pen(A;R) = {p ∈M : d(p, A) ≤ R}.
Definition 6.3. Let X be a proper metric space, and let A and B be closed subspaces
with X = A ∪ B. We say that X = A ∪ B is a coarse excisive decomposition, if for each
R > 0 there exists some S > 0 such that
Pen(A;R) ∩ Pen(B;R) ⊂ Pen(A ∩B;S).
We summarize results in [10] on coarse assembly maps and Mayer-Vietoris sequences
as follows:
Theorem 6.4. Suppose that X = A ∪ B is a coarse excisive decomposition. Then the
following diagram is commutative and horizontal sequences are exact:
//KXp(A ∩ B) //

KXp(A)⊕KXp(B) //

KXp(X) //

KXp−1(A ∩B) //

//Kp(C
∗(A ∩ B)) //Kp(C
∗(A))⊕Kp(C
∗(B)) //Kp(C
∗(X)) //Kp−1(C
∗(A ∩ B)) //
Here vertical arrows are coarse assembly maps.
There are several definitions of coarse homotopy. We use the following definition from
[3, Section 3].
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Definition 6.5. Let f, g : X → Y be coarse maps between proper metric spaces. We
say that they are coarsely homotopic if there exists a metric subspace
Z = {(x, t) : 1 ≤ t ≤ Tx}
of X × [1,∞) and a coarse map h : Z → Y , such that
(a) the map x 7→ Tx is bornologous,
(b) h(x, 1) = f(x), and
(c) h(x, Tx) = g(x).
Here we equip X× [1,∞) with the l1-metric, that is, dX×[1,∞)((x, n), (y,m)) := dX(x, y)+
|n−m| for (x, n), (y,m) ∈ X × [1,∞), where dX is the metric on X .
Furthermore, if all maps are continuous, then we say that f and g are continuously
coarsely homotopic.
Coarse homotopy and continuous coarse homotopy are respectively equivalence relations
on coarse maps and on continuous coarse maps.
Lemma 6.6. Let X1, X2, Y1, Y2 be proper metric spaces. Suppose that Xi and Yi are
coarsely homotopic for i = 1, 2. Then X1 ×X2 and Y1 × Y2 are coarsely homotopic.
Proof. It is easy to see that X1×X2 and X1×Y2 are coarsely homotopic. Also X1×Y2
and Y1 × Y2 are coarsely homotopic. Since coarse homotopy is an equivalence relation,
X1 ×X2 and Y1 × Y2 are coarsely homotopic. 
Definition 6.7. Let X be a space with a proper metric d. We say that X is coarsely
flasque, if there exists a coarse map φ : X → X such that
(a) φ is close to the identity;
(b) for any bounded subset K ⊂ X , there exists NK ∈ N such that for any n ≥ NK ,
φn(X) ∩K = ∅;
(c) for all R > 0, there exists S > 0 such that for all n ∈ N and all x, y ∈ X with
d(x, y) < R, we have (d(φn(x), φn(y))) < S.
Lemma 6.8. Let X be a proper metric space. If X is coarsely flasque, then KX∗(X) =
K∗(C
∗(X)) = 0.
Proof. See [3, Lemma 3.4]. 
Corollary 6.9. The coarse K-homology, the K-theory of the Roe algebra and the
coarse assembly map are coarse homotopy invariant.
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Proof. The coarse homotopy invariance is a consequence of Theorem 6.4 and Lemma 6.8.
See arguments in [9, Proof of Proposition 12.4.12], [3, Section 3] for detail. 
Definition 6.10 ([9, Definition 12.4.7]). A proper metric space X is scalable if there
is a continuous coarse map f : X → X , which is continuously coarsely homotopic to the
identity map, such that
d(f(x), f(x′)) ≤
1
2
d(x, x′)
for all x, x′ ∈ X .
It is easy to see that the product of scalable spaces is scalable.
Proposition 6.11 ([9, Theorem 12.4.11]). Let X be a scalable proper metric space.
Then the following assembly map is an isomorphism.
A : K∗(X)→ K∗(C
∗(X)).
6.1. Comparison between coarse K-homology and K-homology. Here we give a
condition such that a coarsening map c : K∗(X)→ KX∗(X) become an isomorphism.
Definition 6.12. Let {αn : An → An+1}n∈N∪{0} be a sequence of locally compact sec-
ond countable Hausdorff spaces and proper continuous maps. We call a sequence of proper
continuous maps {gn : An → A0}n∈N a splitting up to proper homotopy if gn◦(αn−1◦· · ·◦α0)
is properly homotopic to the identity on A0 and (αn ◦ · · · ◦α0) ◦ gn is properly homotopic
to αn.
By an argument in [8, Proposition 3.8], we have the following.
Lemma 6.13. For the above sequence, we have K∗(A0) ∼= Im(K∗(An) → K∗(An+1)) ∼=
lim−→K∗(An)
Definition 6.14. Let X be a proper metric space. Let
X → X1 → X2 → · · ·
be a sequence of locally compact second countable Hausdorff spaces and proper continuous
maps. When it is strongly properly homotopic to a coarsening sequence for X , we call it
a coarsening sequence in a wider sense.
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For a proper metric space X, a coarsening sequence in a wider sense is unique up to
strong proper homotopy. Also if a coarsening sequence for X in a wider sense has a
splitting up to proper homotopy, then so does every coarsening sequence for X in a wider
sense.
The following is clear.
Lemma 6.15. Let X be a proper metric space. When X → X1 → X2 → · · · is a
coarsening sequence for X in a wider sense, then KX∗(X) ∼= lim−→K∗(Xn). Moreover if it
has a splitting up to proper homotopy, then we have K∗(X) ∼= Im(K∗(Xn)→ K∗(Xn+1)) ∼=
KX∗(X).
Proposition 6.16 (Higson-Roe). Let G be a finitely generated group. We assume that
there exists a universal space EG for proper actions which is a finite G-simplicial complex.
Then a coarsening sequence for EG has a splitting up to proper homotopy.
Proof. See [8, Proposition 3.8]. 
Lemma 6.17. Let X be a proper Busemann space, or simply connected solvable Lie group
with a lattice. Then a coarsening sequence for X has a splitting up to proper homotopy.
Proof. See [2, Section 3] for the case of Busemann spaces. If X is simply connected
solvable Lie group with a lattice, then X is uniformly contractible and of bounded geom-
etry, thus by [8, Proposition 3.8], we have the conclusion. 
7. Simply connected solvable Lie groups with lattices
In this section, we discuss the coarse geometry of simply connected solvable Lie groups
with lattices. We refer to [4, Section 4] and [15, Section 6.3]. First, we remark a simple
lemma in coarse algebraic topology.
Lemma 7.1. Let X and Y be proper metric spaces. Let X = A∪B be a coarse excisive
decomposition. Suppose that A,B are coarsely flasque. Then we have that µ∗(Y ×X) is
an isomorphism if and only if so is µ∗(Y × (A ∩ B)).
Proof. We can easily confirm that Y × X = (Y × A) ∪ (Y × B) is a coarse excisive
decomposition and Y ×A, Y ×B are coarsely flasque. Then the Mayer-Vietoris sequence
gives the claim. 
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Proposition 7.2. Let n be a positive integer and G be an n-dimensional simply con-
nected solvable Lie group with a lattice. We equip G with the proper left invariant metric.
Let Y be a proper metric space. Then µY is an isomorphism if and only if so is µY×G.
Proof. Let G be a lattice of G. Then M := G/G is called a solvmanifold, which
is compact. It is known that any solvmanifold has a structure of a fiber bundle on S1
with fiber a solvmanifold L. In particular we have a diffeomorphism f : L→ L such that
M and R ×Z L are diffeomorphic, where R ×Z L is the quotient of R × L by the action
ρk : R× L ∋ (r, l) → (r + k, f
k(l)) ∈ R× L for k ∈ Z. We identify M with R ×Z L. We
denote by L˜ the universal cover of L. We can lift f to a diffeomorphism f˜ : L˜→ L˜. Thus
we have an action ρ˜ of Z on R× L˜ by
ρ˜k : R× L˜ ∋ (r, l)→ (r + k, f˜
k(l)) ∈ R× L˜ for k ∈ Z,
which is a lift of ρ.
We construct a ρ-equivariant riemannian metric g on R×L which satisfies the following.
• Subspaces R× {l} and {r} × L are orthogonal at (r, l) ∈ R× L,
• The restriction of g on R× {l} is dr2 for every l ∈ L.
First, we take a riemannian metric h on L. Then the orthogonal sum dr2 ⊕ h defines
a riemannian metric on [0, 1) × L and also the orthogonal sum dr2 ⊕ (f−1)∗h defines
a riemannian metric on [0, 1) × L. Take smooth functions σ1, σ2 on [0, 1) such that
σ1 + σ2 = 1, the support of σ1 is in [0, 2/3] and the support of σ2 is in [1/3, 1). Then the
orthogonal sum dr2⊕ (σ1h+ σ2(f
−1)∗h) gives a riemannian metric on [0, 1)×L. Now we
define
g(r,l) := dr
2 ⊕ (σ1(r − [r])(f
−[r])∗h+ σ2(r − [r])(f
−[r]−1)∗h).
where [r] denote the greatest integer which is smaller than or equal to r. Then g satisfies
the above two conditions.
We denote by hr the restriction g on {r} × L. We remark that g gives a riemannian
metric gM on M and a G-equivariant riemannian metric g˜ on G. Hence g˜ is a coarsely
equivalent to any proper left invariant metric on G. We also remark that the restriction
of g˜ on {r} × L˜, which we denote by h˜r, is a lift of hr. Then R× L˜ = R≤0 × L˜∪R≥0 × L˜
is a coarse excisive decomposition. We can also prove that R≤0 × L˜ and R≥0 × L˜ are
coarsely flasque. Indeed ρ˜−1|≤0 : R≤0 × L˜ ∋ (r, l) 7→ (r − 1, f
−1(l)) ∈ R≤0 × L˜ and
ρ˜1|≥0 : R≥0× L˜ ∋ (r, l) 7→ (r+1, f(l)) ∈ R≥0× L˜ are isometries, and thus their iterations
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are also isometries. The iterations place any bounded subsets. They are also close to the
identities, respectively
Now we apply inductively Lemma 7.1 to the case. Then for ever proper metric space
Y , we have that µ∗(Y ×G) is an isomorphism if and only if so is µ∗(Y ). 
Lemma 7.3. Let G be an n-dimensional simply connected solvable Lie group with a
lattice. Then there exists a homeomorphic coarse map φ : G → Rn. By pulling back the
visual boundary Sn−1, we regard it as a corona of G. Especially, the coarse compactifica-
tion G ∪ Sn−1 is homeomorphic to the unit ball of Rn.
Proof. We inductively construct a desired map. We consider the setting in the pre-
vious proof. We note that idr : ({r} × L˜, h˜r) ∋ (r, l) 7→ (0, l) ∈ ({0} × L˜, h˜0) is Lipschitz,
since h˜r is a lift of hr and L is compact. We take a Lipschitz constant C(r) for each r ∈ R
continuously.
Suppose that we have a homeomorphic coarse map η : L˜→ Rn−1. Here we endowed L
with a riemannian metric h which is isometric to ({0} × L, h0). Then R × L˜ ∋ (r, l) 7→
(r, η(l)/C(r)) ∈ Rn is a homeomorphic coarse map. 
Corollary 7.4. Let G be an n-dimensional simply connected solvable Lie group with
a lattice. Let φ : G → Rn be the homeomorphic coarse map constructed in the proof of
Lemma 7.3. Let Y be a proper metric space. Then φ∗ : KX∗(Y ×G)→ KX∗(Y ×R
n) is
an isomorphism.
Proof. Note that φ is identified with the homeomorphic coarse map R× L˜ ∋ (r, l) 7→
(r, η(l)/C(r)) ∈ Rn. Then this map clearly preserves the coarse excisive decompositions
R× L˜ = R≤0 × L˜ ∪ R≥0 × L˜ and R
n = R≤0 × R
n−1 ∪ R≥0 × R
n−1. Since R≤0 × L˜,R≥0 ×
L˜,R≤0×R
n−1,R≥0×R
n−1 are coarsely flasque, the claim is inductively proved in view of
Proofs of Lemma 7.1 and Proposition 7.2. 
8. Proof of Theorem 1.3
The following is a key to the proof of Theorem 1.3. We refer to [8, Proof of (4.3)
Proposition].
Proposition 8.1. Let X be a product of finitely many proper Busemann spaces. Let Y
product of finitely many open cones over compact metrizable spaces. Then the coarsening
map
c : K∗(X × Y )→ KX∗(X × Y )
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is an isomorphism.
Proof. For simplicity, we suppose that X is a Busemann space and Y is a open cone
OW over a compact metrizable space W . General case can be shown by the same way
By Lemma 6.17, we have a coarsening sequence X → |U1| → |U2| → · · · . Indeed [2,
Section 3] gives for every i a continuous coarse map gi : |Ui| → X which is a coarse
equivalence and satisfies that the coarsening map |Ui| → |Ui+1| is properly homotopic and
close to the composite
|Ui| → X → |Ui+1|.(8)
and that the identity on X is close to the composite
X → |Ui| → X.(9)
Take a coarsening sequence OW → |V1| → |V2| → · · · as in the proof of [8, Proposition
4.3] or in [1, Appendix B]. In [8, Proposition 4.3], for every i, a positive integer di and
continuous coarse maps
g′i : |Vi| → Pen(OW, di), h
′
i : Pen(OW, di)→ |Vi+1|
are given. By the construction, they are coarse equivalence and satisfy that the coarsening
map |Vi| → |Vi+1| is properly homotopic and close to the composite
|Vi| → Pen(OW, di)→ |Vi+1|,(10)
and the injection ι : OW → Pen(OW, di) is close to the composite
OW → |Vi| → Pen(OW, di).(11)
Hence the coarsening map |Ui| × |Vi| → |Ui+1| × |Vi+1| is properly homotopic and close to
the composite
|Ui| × |Vi| → X × Pen(OW, di)→ |Ui+1| × |Vi+1|(12)
and idX × ι : X ×OW → X × Pen(OW, di) is close to the composite
X ×OW → |Ui| × |Vi| → X × Pen(OW, di).(13)
Since the continuous coarse map X×OW → |Ui|×|Vi| extends to the identity on ∂X ⋆W
by Remark 2.9, and (13) is close to the injection idX×ι : X×OW → X×Pen(OW, di), we
can easily confirm that |Ui|× |Vi| → X×Pen(OW, di) extends to the identity on ∂X ⋆W .
Moreover since (12) is close to the continuous coarse map |Ui| × |Vi| → |Ui+1| × |Vi+1|,
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we can easily confirm that X × Pen(OW, di)→ |Ui+1| × |Vi+1| extends to the identity on
∂X ⋆W . Now we have
|Ui| × |Vi| ∪ ∂X ⋆W → X × Pen(OW, di) ∪ ∂X ⋆W → |Ui+1| × |Vi+1| ∪ ∂X ⋆W,(14)
X ×OW ∪ ∂X ⋆W → |Ui| × |Vi| ∪ ∂X ⋆W.(15)
By Theorem 5.1, the space X × Pen(OW, di) = X×Pen(OW, di)∪∂X⋆W is contractible,
so the map (14) is null-homotopic. Thus it induces the null-map of the reduced K-
homology. This fact, (15) and long exact sequences of K-homology imply
K∗(X ×OW )

∼=
((❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
KX∗(X ×OW )
∼=
// K˜∗−1(∂X ⋆W ).
(16)
Then the proposition follows from the commutative diagram. 
Proof of Theorem 1.3. Let {(Xi, oi,Wi)}
n
i=1 be a finite sequence of proper metric spaces,
base points, and compact metrizable spaces. We suppose that there exist integers 0 ≤
k ≤ l ≤ m ≤ n such that
• For 1 ≤ i ≤ k, Xi is a geodesic Gromov hyperbolic space, oi ∈ Xi and Wi is the
Gromov boundary,
• For k < i ≤ l, Xi = OWi is an open cone over a compact metrizable space Wi
with the apex oi,
• For l < i ≤ m, Xi is a Busemann space, oi ∈ Xi, and Wi is the visual boundary.
• For m < i ≤ n, Xi is a pi-dimensional simply connected solvable Lie group with a
lattice, oi is the unit of Xi, and Wi = S
pi−1 is a corona as in Lemma 7.3.
We use the following notations.
Y := X1 × · · · ×Xn,
Y ′ := OW1 × · · · × OWk ×Xk+1 × · · · ×Xn,
Y ′′ := OW1 × · · · × OWk ×Xk+1 × · · · ×Xm × R
pm+1 × · · · × Rpn,
K := X1 × · · · ×Xm,
K ′ := OW1 × · · · × OWk ×Xk+1 × · · · ×Xm.
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It is known that Xi is coarsely homotopic to OWi for 1 ≤ i ≤ k. See [8, Section 8] or
[17, Section 4.7]. Then by Lemma 6.6, Y is coarsely homotopic to Y ′ and K is coarsely
homotopic to K ′. By Corollary 6.9, we have
KX∗(Y ) ∼= KX∗(Y
′), K∗(C
∗(Y )) ∼= K∗(C
∗(Y ′)), µY ∼= µY ′
KX∗(K) ∼= KX∗(K
′), K∗(C
∗(K)) ∼= K∗(C
∗(K ′)), µK ∼= µK ′.
Since homeomorphic coarse maps as in Lemma 7.3 give a homeomorphic coarse map from
Y ′ to Y ′′ and euclidean spaces are Busemann spaces, Proposition 8.1 and Corollary 7.4
imply
KX∗(Y
′) ∼= K∗(Y
′) ∼= K∗(Y
′′) ∼= KX∗(Y
′′),
KX∗(K
′) ∼= K∗(K
′).
Since all of OWi (1 ≤ i ≤ k) and Xj (k + 1 ≤ j ≤ m) are scalable, so is K
′. Then by
Proposition 6.11, the coarse assembly map
A : K∗(K
′)→ K∗(C
∗(K ′))
is an isomorphism. Combining these isomorphisms, we have the coarse assembly map
µK : KX∗(K)→ K∗(C
∗(K))
is an isomorphism. Then by Proposition 7.2, so is µY : KX∗(Y )→ K∗(C
∗(Y )).
By Theorem 5.1, we have the following isomorphism
K∗(Y
′′)→ K˜∗−1(W1 ⋆ · · · ⋆ Wn).
Combining with the above isomorphisms, we have that the transgression map
T⋆Wi : KX∗(Y )→ K˜∗−1(W1 ⋆ · · · ⋆ Wn)
is an isomorphism. By the fact that T⋆Wi = b⋆Wi ◦µ∗(Y ), which is proved in [8, Appendix],
the map b⋆Wi is an isomorphism. 
9. Relatively hyperbolic group
In [1], the coarse Baum-Connes conjecture for relatively hyperbolic groups was studied.
From the paper we quote notation and facts, which we use for the study of products of
relatively hyperbolic groups in the next section.
Let G be a finitely generated group and P = {P1, . . . , Pk} be a finite family of infinite
finitely generated subgroups of G of infinite index. We take a finite symmetric generating
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set S of G such that Sr = S ∩ Pr generates Pr for each 1 ≤ r ≤ k. Also we choose
a sequence {gn}n∈N of G such that {g(a−1)k+r}a∈N is a set of complete representatives of
G/Pr for each 1 ≤ r ≤ k. For i ∈ N, we put (i) = r if there exist a ∈ N and 1 ≤ r ≤ k
such that i = (a− 1)k + r. We denote by Γ the Cayley graph of G with respect to S and
by Γr the Cayley graph of Pr with respect to Sr for each r. We regard Γr as the subgraph
of Γ. Then the full subgraph of Γ spanned by giP(i) is giΓ(i) for every i ∈ N.
Groves and Manning [5] defined the combinatorial horoball H(giP(i)) which is a con-
nected graph with the vertices set giP(i) × N ∪ {0}. By identifying the subgraph spanned
by giP(i)×{0} of H(giP(i)) with the subgraph giΓ(i) of the Cayley graph Γ, they introduced
the augmented space
X(G,P,S) := Γ ∪
⋃
i∈N
H(giP(i)),
which is also a connected graph. We equip it with the graph metric. For details of the
construction, see [5, Definition 3.12] and also [1, Section 2.1].
Groves and Manning proved that the following is equivalent to other definitions of rel-
atively hyperbolic groups.
Definition 9.1 ([5]). The group G is hyperbolic relative to P ifX(G,P,S) is a Gromov
hyperbolic space.
In this section, we suppose that G is hyperbolic relative to P, that is, X(G,P,S) is a
Gromov hyperbolic space. We gather notation from [1, Section 2.1 and Notation 5.1].
Notation 9.2. For each n ∈ N, we put Xn := Γ ∪
⋃
i≥nH(giP(i)). In particular
X1 = X(G,P,S). Also we put X∞ :=
⋂
n≥1Xn. Then X∞ = Γ. For a connected
subset I of [0,∞), we denote by H(giP(i); I) the full subgraph of H(giP(i)) spanned by
giP(i) × (I ∩ N ∪ {0}). We put X(1) := Γ ∪
⋃
i∈NH(giP(i); [0, 1]).
We remark that all subgraphs of X(G,P,S) on the above are connected. Hence each of
such subgraphs has the graph metric. On the other hand, each of them has the restriction
of the graph metric of X(G,P,S). However two metrics are coarsely equivalent and thus
we do not need to worry about their difference in this paper.
The following is clear.
Lemma 9.3. For each n ∈ N, Xn = Xn+1∪H(gnP(n)) is a coarse excisive decomposition
such that gnΓ(n) = Xn+1 ∩H(gnP(n)).
In Section 2.3 of [1], we construct the following.
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(a) an anti-Cˇech system {Un}n of X(G,P,S) and coarsening maps ϕn : Un → Un+1;
(b) subsets Xn, Yn and Zn of Un.
By the construction, we have the following. See [1, Proof of Lemma 2.7] for (3).
Lemma 9.4. (1) |Un| = |Xn| ∪ |Yn| and |Zn| = |Xn| ∩ |Yn|.
(2) ϕn(|Xn|) ⊂ |Xn+1|, ϕn(|Yn|) ⊂ |Yn+1| and ϕn(|Zn|) ⊂ |Zn+1|.
(3) |Yn| → |Yn+1| factors through |Yn| × R≥0 up to proper homotopy, that is, there
exist proper continuous maps |Yn| → |Yn| × R≥0 and |Yn| × R≥0 → |Yn+1| whose
composite is properly homotopic to |Yn| → |Yn+1|.
Now we assume that for r ∈ {1, . . . , k}, each Pr admits a finite Pr-simplicial complex
EPr which is a universal space for proper actions. By the Appendix A in [1], there
exists a finite G-simplicial complex EG which is a universal space for proper actions
such that all EPr are embedded in EG. Moreover we can assume that G is naturally
embedded in the set of vertices of EG and giP(i) is embedded in giEP(i). By identifying
giEP(i) × {0} ⊂ giEP(i) × [0,∞) with giEP(i) ⊂ EG, we have a locally compact second
countable Hausdorff space
EX(G,P) := EG ∪
⋃
i∈N
(giEP(i) × [0,∞)).
See [1, Section 3] for details. We denote by ι the natural injection from the vertices set of
X(G,P,S) to EX(G,P). We gather notations from [1, Section 3 and Notation 5.1].
Notation 9.5. For each n ∈ N, we put EXn := EG ∪
⋃
i≥n(giEP(i) × [0,∞)). In
particular EX1 = EX(G,P). Also we put EX∞ :=
⋂
n≥1EXn. Then EX∞ = EG. We
put EX(1) := EG ∪
⋃
i∈N(giEP(i) × [0, 1]).
We equip EX(G,P) with the proper coarse structure which is coarsely equivalent to
X(G,P,S) by ι ([3, Section 6.2]). Then the following is clear.
Lemma 9.6. For each n ∈ N, ι induces coarse equivalences from H(gnP(n)) to gnEP(n)×
[0,∞), from H(gnP(n), {1}) to gnEP(n)×{1}, from Xn to EXn and from X(1) to EX(1),
respectively.
In Section 3.1 of [1], an anti-Cˇech system {EUn}n of EX(G,P) in the sense of [16,
Definition 5.36] was given. We take a proper continuous map ǫ : EX(G,P) → EU1 by
using a partition of unity. Since X(G,P,S) and EX(G,P) are coarsely equivalent by ι,
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we know that two sequences
EX(G,P)→ |EU1| → |EU2| → · · ·
|U1| → |U2| → · · ·
are properly homotopic. Indeed a sequence of proper continuous maps {φn : |EUn| →
|Un+1|} is constructed, which implies that two sequences on the above are properly homo-
topic. Then we define ϕ0 as the composite of ǫ and φ1. By the construction, we know the
following.
Lemma 9.7. After taking a subsequence, we have the coarsening sequence in a wider
sense,
EX(G,P)→ |U1| → |U2| → · · ·
such that
(1) ϕ0(EX(1)) ⊂ |X1|, ϕ0(
⊔
i∈N(giEP(i) × [1,∞))) ⊂ |Y1| and ϕ0(
⊔
i∈N(giEP(i) ×
{1})) ⊂ |Z1|.
(2) ϕ0 ◦ ι is close to a proper continuous map X(G,P,S)→ |U1| induced by a partition
of unity.
The following was essentially proved in [1].
Lemma 9.8. After taking a subsequence, EX(1) → |X1| → |X2| → · · · has a splitting
up to proper homotopy.
Proof. The sequence in the lemma is properly homotopic to a coarsening sequence
for X(1) by [1, Proof of Lemma 2.6]. Since X(1) and EX(1) are coarsely equivalent by
Lemma 9.6, the coarsening sequence for X(1) is properly homotopic to any coarsening
sequence for EX(1). Hence, by the construction of the sequence in the lemma, it is
strongly properly homotopic to any coarsening sequence for EX(1), which has a splitting
up to proper homotopy by Proposition 6.16. Here note that EX(1) and EG are properly
homotopic. 
By a similar argument, we have the following. See [1, Section 3.1].
Lemma 9.9. After taking a subsequence,
⊔
i∈N(giEP(i)×{1})→ |Z1| → |Z2| → · · · has
a splitting up to proper homotopy.
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10. Proof of Theorem 1.1
In Section 10.1 we prepare settings for a proof of Theorem 1.1. Under the setting, we
prove Theorem 1.1 in Sections 10.2, 10.3 and 10.4.
10.1. Settings. For 1 ≤ i ≤ l, let Gi be a hyperbolic group, a CAT(0) group or a poly-
cyclic group. We take a locally compact Hausdorff space EˆGi as follows.
• If Gi is a hyperbolic group, then we have a finite Gi-simplicial complex EˆGi which
is a universal space for proper actions [11].
• If Gi is a CAT(0) group. Then it properly and cocompactly acts on a proper CAT(0)
space by isometries. We take such a space EˆGi.
• If Gi is a polycyclic group, then it is commensurable to a lattice of a simply con-
nected solvable Lie group Gi. We put EˆGi := Gi.
We put G[l] =
∏l
i=1Gi and EˆG[l] =
∏l
i=1 EˆGi. Note that EˆGi is coarsely equivalent to
Gi.
For j ∈ N, let Gj be a finitely generated group which is hyperbolic relative to Pj :=
{P j1 , . . . , P
j
kj
}, where every P jr is an infinite finitely generated subgroup of G
j of infinite
index. In the previous section, for a given group G which is hyperbolic relative to P =
{P1, . . . , Pk}, we considered S, Γ, Sr and Γr for 1 ≤ r ≤ k, {gi}i∈N, Xn for n ∈ N∪{∞},
X(1). For each j ∈ N, we take such sets and denote them by Sj , Γj, Sjr and Γ
j
r for
1 ≤ r ≤ kj, {gji }i∈N, X
j
n for n ∈ N ∪ {∞}, X
j(1), respectively. We put X
[m]
n =
∏m
j=1X
j
n
for m ∈ N.
Now we consider two assumptions.
(A1) For every j ∈ N and every 1 ≤ r ≤ kj, the group P jr is a product of some of
hyperbolic groups, CAT(0)-groups and polycyclic groups.
(A2) For every j ∈ N and every 1 ≤ r ≤ kj, the group P jr has a finite P
j
r -simplicial
complex EP jr which is a universal space of proper P
j
r actions.
Assumption (A1) is not used in Section 10.2. Also Assumption (A2) is not used in
Section 10.3.
Under Assumption (A2), we can apply the arguments in Section 9 for each (Gj ,Pj).
Then we have EP jr for 1 ≤ r ≤ k
j, EGj, EXjn for n ∈ N ∪ {∞}, EX
j(1), ιj, U jn, X
j
n ,
Yjn, Z
j
n, φ
j
n : U
j
n → U
j
n+1 for n ∈ N, φ
j
0 : EX(G
j,Pj) → |U j1 |, which correspond to EPr
for 1 ≤ r ≤ k, EG, EXn for n ∈ N ∪ {∞}, EX(1), ι, Un, Xn, Yn, Zn, φn : Un → Un+1
for n ∈ N, φ0 : EX(G,P)→ |U1| for (G,P) in the previous section, respectively. We put
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EX[m] :=
∏n
j=1EX(G
j,Pj) and EX
[m]
n =
∏m
j=1EX
j
n for m ∈ N and n ∈ N. In particular
we have EX[m] = EX
[m]
1 .
10.2. Proof of Theorem 1.1(first step). In this section we assume (A2).
Let Q → Q1 → Q2 → · · · be a sequence of locally compact second countable Hausdorff
spaces and proper continuous maps with a splitting up to proper homotopy.
Notation 10.1.
|U [m]n | := |U
1
n| × · · · × |U
m
n | ×Qn,
|X [m]n | := |U
1
n| × · · · × |U
m−1
n | × |X
m
n | ×Qn,
|Y [m]n | := |U
1
n| × · · · × |U
m−1
n | × |Y
m
n | ×Qn,
|Z [m]n | := |U
1
n| × · · · × |U
m−1
n | × |Z
m
n | ×Qn.
The coasening sequences EX(Gj,Pj)→ |U j1 | → |U
j
2 | → · · · imply a sequence
EX[m] ×Q→ |U [m]1 | → |U
[m]
2 | → · · · .
This induces the following sequences by Lemmas 9.4 (2) and 9.7 (1).
• EX[m] × EXm(1)×Q→ |X
[m]
1 | → |X
[m]
2 | → · · · .
• EX[m] ×
⊔
i(g
m
i EP
m
(i) × [1,∞))×Q→ |Y
[m]
1 | → |Y
[m]
2 | → · · · .
• EX[m] ×
⊔
i(g
m
i EP
m
(i) × {1})×Q→ |Z
[m]
1 | → |Z
[m]
2 | → · · · .
Lemma 10.2. The map |Y
[m]
n | → |Y
[m]
n+1| induces a null map in the K-homology.
Proof. Lemma 9.4 (3) implies that |Y
[m]
n | → |Y
[m]
n+1| factors through |Y
[m]
n | × R≥0 up
to proper homotopy. The lemma follows from the fact that K∗(|Y
[m]
n | × R≥0) = 0. 
The following is the key to the proof of Theorem 1.1.
Proposition 10.3. We have
K∗(EX
[m] ×Q) ∼= Im(K∗(|U
[m]
n |)→ K∗(|U
[m]
n+1|))
∼= lim−→
K∗(|U
[m]
n |).
Especially if Q → Q1 → Q2 → is a coarsening sequence for Q in a wider sense with a
splitting up to proper homotopy, then K∗(EX
[m] ×Q) ∼= KX∗(EX
[m] ×Q).
We prove the proposition by induction on m. We fix m ≥ 0. Now we assume that
for any sequence Q → Q1 → Q2 → · · · of locally compact second countable Hausdorff
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spaces and proper continuous maps with a splitting up to proper homotopy, the following
isomorphism holds.
K∗(EX
[m] ×Q) ∼= Im(K∗(|U
[m]
n |)→ K∗(|U
[m]
n+1|)).(17)
Here as the case where m = 0, we considered that K∗(Q) ∼= Im(K∗(Qn) → K∗(Qn+1)),
which is clear.
Lemma 10.4. Under the assumption of (17), we have
K∗(EX
[m] × EXm+1(1)×Q) ∼= Im(K∗(|X
[m+1]
n |)→ K∗(|X
[m+1]
n+1 |)),(18)
K∗(EX
[m] ×
⊔
i
(
gm+1i EP
m+1
(i) × {1} ×Q
)
) ∼= ImK∗(|Z
[m+1]
n |)→ K∗(|Z
[m+1]
n+1 |)).(19)
Proof. By Lemma 9.8, a sequence EXm+1(1) → |Xm+11 | → |X
m+1
2 | → · · · has a
splitting up to proper homotopy. Thus EXm+1(1) × Q → |Xm+11 | × Q1 → |X
m+1
n | ×
Q2 → · · · has a splitting up to proper homotopy. Then (18) follows from the induction
hypothesis (17). We can also apply Lemma 9.9 to show (19) by the same argument. 
Now we consider the Mayer-Vietoris sequences for
|U [m]n | = |X
[m]
n | ∪ |Y
[m]
n |,
|U
[m]
n+1| = |X
[m]
n+1| ∪ |Y
[m]
n+1|,
EX[m+1] ×Q = EX[m] × EXm+1(1)×Q ∪ EX[m] ×
⊔
i
(
gm+1i EP
m+1
(i) × [1,∞)
)
×Q.
Note that |Z
[m]
n | = |X
[m]
n | ∩ |Y
[m]
n | and
EX[m] ×
⊔
i
(
gm+1i EP
m+1
(i) × {1}
)
×Q =
EX[m] × EXm+1(1)×Q ∩ EX[m] ×
⊔
i
(
gm+1i EP
m+1
(i) × [1,∞)
)
×Q
Also we remark that the K-homology of EX[m]×
(⊔
i g
m+1
i EP
m+1
(i) × [1,∞)
)
×Q is trivial
because it is homeomorphic to EX[m]×
(⊔
i g
m+1
i EP
m+1
(i)
)
×Q×R≥0. By a diagram chasing
with Lemmas 10.2 and 10.4, we have
K∗(EX
[m+1] ×Q) ∼= Im(K∗(|U
[m+1]
n |)→ K∗(|U
[m+1]
n+1 |)).(20)
This finishes the proof of Proposition 10.3.
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By Proposition 6.16 and Proposition 6.17, the space EˆG[l] admits a coarsening sequence
with a splitting up to proper homotopy. By Proposition 10.3, Lemma 9.6, Lemma 9.7 (2)
and Mayer-Vietoris arguments, we have the following.
Corollary 10.5. For all n ∈ N, we have
K∗(EX
[m]
n × EˆG[l])
∼= KX∗(X
[m]
n ×G[l]).(21)
10.3. Proof of Theorem 1.1 (second step). In this section we prove the following
under (A1) by using Theorem 1.3.
Proposition 10.6. Let Y be a product of finitely many proper geodesic Gromov hyper-
bolic spaces and G be a finite product of some of hyperbolic groups, CAT(0) groups and
polycyclic groups. Let (n1, . . . , nm) ∈ N
m. Set X(n1,...,nm) = X
1
n1
× · · · × Xjnm. Then the
coarse assembly map
µ∗(X(n1,...,nm) × Y×G) : KX∗(X(n1,...,nm) × Y×G)→ K∗(C
∗(X(n1,...,nm) × Y×G))
is an isomorphism. In particular the coarse assembly map
µ∗(X
[m]
n ×G[l]) : KX∗(X
[m]
n ×G[l])→ K∗(C
∗(X[m]n ×G[l]))
is an isomorphism for each n ∈ N.
The following lemma is the first step of induction in the proof of Proposition 10.6.
Lemma 10.7. Let Y and G be as in Lemma 10.3. For all n ≥ 1,
µ∗(X
1
n × Y×G) : KX∗(X
1
n × Y×G)→ K∗(C
∗(Xjn × Y×G)).
is an isomorphism.
Proof. We prove the assertion by induction on n. Since X11 is Gromov hyperbolic,
µ∗(X
1
1 ×Y×G) is an isomorphism by Theorem 1.3. Now we consider the Mayer-Vietoris
exact sequence for the coarse excisive decomposition (see Lemma 9.3)
X1n × Y×G = X
1
n+1 × Y×G ∪H(g
1
nP
1
(n))× Y×G,
where the intersection is
g1nP
1
(n) × Y×G = X
1
n+1 × Y×G ∩H(g
1
nP
1
(n))× Y×G.
By (A1) and Theorem 1.3, the coarse assembly map µ∗(g
1
nP
1
(n)×Y×G) is an isomorphism.
Thus, if µ∗(X
1
n × Y×G) is an isomorphism, so is µ∗(X
1
n+1 × Y×G). 
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Proof of Proposition 10.6. We prove the assertion by induction on m. By Lemma 10.7 we
know the case where m = 1.
Fix m ∈ N. Now we suppose for all (n1, . . . , nm) ∈ N
m, and for all Y,G satisfying
the condition in Proposition 10.6, the map µ∗(X(n1,...,nm) × Y × G) is an isomorphism.
Since Xm+11 is a Gromov hyperbolic space, X
m+1
1 ×Y is a product of finitely many proper
geodesic Gromov hyperbolic spaces. Thus by the assumption, the map
µ∗(X(n1,...,nm,1) × Y×G) = µ∗(X(n1,...,nm) ×X
m+1
1 × Y×G)
is an isomorphism. Now we fix nm+1 ∈ N and assume that
µ∗(X(n1,...,nm,nm+1) × Y×G)
is an isomorphism. We consider the coarse excisive decomposition (see Lemma 9.3)
X(n1,...,nm,nm+1)×Y×G = X(n1,...,nm,nm+1+1)×Y×G∪X(n1...,nm)×H(g
m+1
nm+1
Pm+1(nm+1))×Y×G.
The intersection is X(n1,...,nm) × g
m+1
nm+1
Γm+1(nm+1) × Y × G. Set G
′ := Pm+1(nm+1) × G, which is
coarsely equivalent to gm+1nm+1Γ
m+1
(nm+1)
×G. By Assumption (A1), the group G′ satisfies the
condition of Proposition 10.6. By the induction hypothesis, µ∗(X(n1,...,nm) × Y×G
′) and
thus µ∗(X(n1,...,nm)×g
m+1
nm+1
Γm+1(nm+1)×Y×G) are isomorphisms. Then, by the Mayer-Vietoris
sequence, the map µ∗(X(n1,...,nm,nm+1+1) × Y×G) is an isomorphism. 
10.4. Proof of Theorem 1.1 (final step). Now we will finish the proof of Theorem 1.1.
Under (A1) and (A2), we have that
K∗(EX
[m]
n × EˆG[l])
∼= KX∗(X
[m]
n ×G[l])
∼= K∗(C
∗(X[m]n ×G[l])).
for all n ∈ N by Corollary 10.5 and Proposition 10.6. Also since
∏m
j=1EG
j × EˆG[l] is
coarsely equivalent to
∏m
j=1G
j ×G[l], Proposition 6.16 and Proposition 6.17 imply
K∗(
m∏
j=1
EGj × EˆG[l]) ∼= KX∗(
m∏
j=1
Gj ×G[l]).
Hence it is sufficient to show that
K∗(EX
[m]
∞ × EˆG[l])
∼= K∗(C
∗(X[m]∞ ×G[l])).
Here note that EX
[m]
∞ =
∏m
j=1EG
j and X
[m]
∞ =
∏m
j=1 Γ
j.
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By the same argument as the one in [1, Section 5.2.], we have the following commutative
diagram such that upper and lower horizontal sequences are exact:
0 // lim
←−
1Kp+1(EX
[m]
n × EˆG[l])

// Kp(EX
[m]
∞ × EˆG[l])

// lim
←−
Kp(EX
[m]
n × EˆG[l])

// 0.
0 // lim←−
1Kp+1(C
∗(X
[m]
n ×G[l])) // Kp(C
∗(X
[m]
∞ ×G[l])) // lim←−Kp(C
∗(X
[m]
n ×G[l])) // 0.
By the five lemma, we have the desired isomorphism.
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