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Abstract
We establish a criterion for the existence of an invariant measure for Markov processes acting on
measures defined on an arbitrary complete separable metric space. This criterion is applied to time-
homogeneous Markov processes associated with a nonlinear heat equation driven by an impulsive noise.
© 2006 Elsevier Inc. All rights reserved.
MSC: primary 35J25; secondary 60H15
Keywords: Invariant measure; Stochastic heat equation; Impulsive noise
1. Introduction
The main purpose of this paper is to show the utility of lower bound technique in the theory
of stochastic differential equations. This technique was originated by A.A. Markov already in
the years 1906–1908. It was the main tool in proving the convergence of the iterates of some
quadratic matrices and applied in the theory of stochastic processes (Markov chains). Some new
application of the lower bound technique in the theory of chaotic systems, integral equations and
stochastically perturbed systems can be found in [11,14]. Our starting point is a sufficient con-
dition for the existence of invariant measures for Markov processes on locally compact spaces
which was formulated in [12]. We present a new criterion for the existence of an invariant mea-
sure for Markov processes acting on an arbitrary complete and separable metric space. This
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by stochastic partial differential equations with an impulsive noise. The theory of such equa-
tions started about 10 years ago. However, to the best of our knowledge, almost all results (see
[1,2,7,10,13]) are devoted to existence and uniqueness of solutions rather than to existence of an
invariant measure. It should be also noted that Chojnowska-Michalik in [5,6] studied stationary
solutions of affine evolution equations in Hilbert spaces driven by Lévy process.
The organization of the paper goes as follows. In Section 2 we formulate a decomposition
theorem for nonnegative functionals on the space of bounded continuous functions. Namely,
every nonnegative functional on C(X) is the sum of a Riesz functional (given by a measure) and a
Banach functional. In Section 3 we recall basic definitions from the theory of Markov semigroups
and we show a new criterion for the existence of an invariant measure. Generally speaking, an
invariant measure is derived from the Riesz functional as its representation. However we must
assure that the Riesz part is not equal to zero. In Section 4 we recall a sufficient condition for
the existence of a global attractor for a nonlinear heat equation and in Section 5 we introduce
a stochastic heat equation. Section 6 is devoted to the proof of the main theorem. It says that a
stochastic heat equation with an impulsive noise and such that its deterministic part has a global
attractor admits an invariant measure. We end the paper with Appendix A in which the proof of
a decomposition theorem is given.
2. Preliminaries
Let (X,ρ) be a complete separable metric space. By B(x, r) we denote the open ball centered
in x ∈ X and with the radius r . Let C(X) denote the space of continuous bounded real valued
functions defined on X. As usual the space C(X) is considered with the supremum norm. By
C+(X) we denote the subspace of nonnegative functions. Analogously C∗(X) and C∗+(X) denote
the adjoint space and the subspace of nonnegative functionals, respectively. Our goal is to write
a decomposition formula for ϕ ∈ C∗+(X).
We say that ϕ ∈ C∗+(X) is a Riesz functional if there exists a Borel measure μ such that
ϕ(f ) =
∫
X
f (x)μ(dx) for f ∈ C(X).
We say that ϕ∗ ∈ C∗+(X) is a Banach functional if for every Borel measure μ the condition
ϕ∗(f )
∫
X
f (x)μ(dx) for f ∈ C+(X) (2.1)
implies μ(X) = 0.
Our criterion of the existence of an invariant measure is based on a decomposition theorem
for ϕ ∈ C∗+(X). For the convenience of the reader the proof is given in Appendix A.
Theorem 2.1. For every functional ϕ ∈ C∗+(X) there exists a Riesz functional ϕ0 and a Banach
functional ϕ∗ such that
ϕ = ϕ0 + ϕ∗. (2.2)
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μ(K) = inf{ϕ(f ): f ∈ C(X), f  1K}, (2.3)
where K ⊂ X is an arbitrary compact set.
Let ϕ and ψ belong to C∗+(X). We write ψ  ϕ if ψ(f )  ϕ(f ) for f ∈ C+(X). Using
formula (2.3) it is easy to derive the following corollary.
Corollary 2.1. Let ϕ ∈ C∗+(X) be given and let ϕ0 be the Riesz functional appearing in decom-
position (2.2). If ψ ∈ C∗+(X) is a Riesz functional and ψ  ϕ, then ψ  ϕ0.
3. Invariant measures for Markov–Feller semigroups
Let Φ = (Φt )t0 be a time-homogeneous Markov process on X. Let (P t )t0 be the semi-
group of Markov operators corresponding to Φ . We say that Φ satisfies the Feller property if the
function
x → P tδx(G)
is lower semicontinuous for all open sets G and t  0. Alternatively we can say that the semi-
group (Ut )t0 satisfies Utf ∈ C(X) for f ∈ C(X), t  0, where
Utf (x) =
∫
X
f (y)P t δx(dy) for x ∈ X and t  0.
We are interested in the existence of an invariant Borel-probability measure for Φ . A mea-
sure μ∗ is called invariant if P tμ∗ = μ∗ for all t  0.
The family (Ut )t0 is called equicontinuous if for every bounded Lipschitzian function f the
family of functions {Utf : t  0} is equicontinuous on compact sets.
Proposition 3.1. Let (P t )t0 be the semigroup of Markov operators corresponding to a Markov
process Φ which satisfies the Feller property. Assume that there exists a compact set K and a
point x ∈ X such that
lim sup
t→∞
(
1
t
t∫
0
P sδx(K)ds
)
> 0. (3.1)
Then Φ has a stationary distribution.
Proof. Let a compact set K and a point x ∈ X satisfying (3.1) be given. We can find a sequence
(tn)n1, tn → ∞, and an ε > 0 such that
1
tn
tn∫
P sδx(K)ds > ε. (3.2)0
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μn(·) = 1
tn
tn∫
0
P sδx(·) ds for n ∈ N
and define the functional ϕ ∈ C∗+(X) by the formula
ϕ(f ) = L0
(〈f,μn〉) for f ∈ C(X), where
〈f,μ〉 =
∫
X
f (y)μ(dy).
From Theorem 2.1 we have
ϕ = ϕ0 + ϕ∗,
where ϕ0, ϕ∗ is a Riesz and a Banach functional, respectively. Consider the functional
ψ(f ) = L0
(〈f 1K,μn〉) for f ∈ C(X).
Evidently ψ ∈ C∗+(X) and ψ(f ) = 0 for 0  f  1X\K. Thus according to the Riesz theorem
(see also Theorem 7.1) ψ is a Riesz functional. Since ψ  ϕ, by the maximality of ϕ0 we have
ψ  ϕ0. On the other hand, from (3.2) it follows that
ψ(1X) = L0
(
μn(K)
)
 ε.
Thus ϕ0 is not identically equal to zero and we can write ϕ0 in the form
ϕ0(f ) = 〈f,μ∗〉 for f ∈ C(X),
where μ∗(X) > 0.
Fix t > 0. Then
ϕ
(
Utf
)= L0
(〈
Utf,
1
tn
tn∫
0
P sδx(·) ds
〉)
= L0
(〈
f,
1
tn
tn∫
0
P t+sδx(·) ds
〉)
= L0
(〈
f,
1
tn
tn+t∫
t
P sδx(·) ds
〉)
= L0
(〈
f,
1
tn
tn∫
0
P sδx(·) ds
〉)
= ϕ(f )
for each f ∈ C(X). Hence
ϕ(f ) = ϕ0
(
Utf
)+ ϕ∗(Utf ) for f ∈ C(X).
Now observe that ϕ0(Utf ) is a Riesz functional again. Indeed
ϕ0
(
Utf
)= 〈Utf,μ∗〉= 〈f,P tμ∗〉.
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ϕ0(f ) ϕ0
(
Utf
)
for f ∈ C(X).
Hence
〈f,μ∗〉
〈
Utf,μ∗
〉= 〈f,P tμ∗〉 for f ∈ C(X)
and consequently
μ∗  P tμ∗.
Since μ∗(X) = P tμ∗(X), the last inequality gives μ∗ = P tμ∗. Finally, since t > 0 is arbitrary,
the proof is completed. 
In order to establish the existence of an invariant measure we introduce the following condi-
tion:
(E) There exists a compact set F ⊂ X having the following property: for every open neighbour-
hood U of F there is x ∈ X such that
lim sup
t→∞
(
1
t
t∫
0
P sδx(U)ds
)
> 0. (3.3)
The next theorem is stimulated by [15, Proposition 3.1], where a discrete Markov process is
considered.
Theorem 3.1. Let (P t )t0 be the semigroup of Markov operators corresponding to a Markov
process Φ which satisfies the Feller property. Let (Ut )t0 be equicontinuous. Assume that con-
dition (E) holds. Then Φ admits an invariant probability measure.
Proof. Since F is a compact set, without loss of generality we may assume that condition (E)
is satisfied for one point set F = {z}. In the light of Proposition 3.1 it suffices to show that there
exists a compact set K ⊂ X such that
lim sup
t→∞
(
1
t
t∫
0
P sδz(K)ds
)
> 0. (3.4)
Assume, contrary to our claim, that such a set does not exist. The proof of the fact that this leads
to a contradiction will be given in three steps.
Step I. First we show that there exist ε > 0, a sequence of compact sets (Ki)i1 and an
increasing sequence of reals (qi)i1, qi → ∞, satisfying
Pqi δz(Ki) ε for i ∈ N and (3.5)
min
{
ρ(x, y): x ∈ Ki, y ∈ Kj
}
 ε for i, j ∈ N, i 	= j. (3.6)
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μn = 1
tn
tn∫
0
P sδz ds for n ∈ N.
Since condition (3.4) does not hold for any compact set K ⊂ X, the sequence (μn)n1 is not
tight. By LeCam’s lemma (see [8]) there exists ε > 0 such that for every compact set K ⊂ X and
n0 ∈ N we have
μn
(
Kε
)
< 1 − 2ε
for some n n0, where Kε = {x ∈ X: ρ(x,K) < ε}. Let F1 ⊂ X be a compact set. Since there
exists n1 ∈ N such that
μn1
(
Fε1
)
< 1 − 2ε,
we may choose by Ulam’s lemma (see [8]) a compact set K1 ⊂ X \ Fε1 such that
μn1(K1) > 2ε.
Let F2 = F1 ∪K1. Analogously we may find n2 ∈ N, n2  n1, and K2 ⊂ X \ Fε2 such that
μn2(K2) > 2ε
and so on. In this way we obtain an increasing sequence of integers (ni)i1 and a sequence of
compact sets (Ki)i1 satisfying (3.6) and such that
μni (Ki) > 2ε.
From this and the definition of measures μn it follows that there is a sequence of reals (qi)i1,
qi → ∞ as i → ∞, such that (3.5) holds. Passing to a subsequence if necessary, we may assume
that (qi)i1 is increasing.
Step II. Now we show that for every open set U containing z and every j ∈ N there exist
y ∈ U and i  j such that
Pqi δy
(
K
ε/3
i
)
< ε/2,
where ε > 0 was defined in step I. On the contrary, suppose that there exist an open set U
containing z and i0 ∈ N such that
inf
{
Pqi δy
(
K
ε/3
i
)
: y ∈ U, i  i0
}
 ε/2. (3.7)
Let x ∈ X be such that condition (3.3) holds. Let α > 0 be such that
lim sup
t→∞
(
1
t
t∫
P sδx(U)ds
)
> α.0
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lim
n→∞
(
1
tn
tn∫
0
P sδx(U)ds
)
> α.
From (3.7) it follows that
P s+qi δx
(
K
ε/3
i
)= ∫
X
P qi δy
(
K
ε/3
i
)
P sδx(dy)

∫
U
P qi δy
(
K
ε/3
i
)
P sδx(dy)
ε
2
P sδx(U) for i  i0, s  0,
and consequently
lim inf
n→∞
(
1
tn
tn∫
0
P sδx
(
K
ε/3
i
)
ds
)
= lim inf
n→∞
(
1
tn
tn∫
0
P s+qi δx
(
K
ε/3
i
)
ds
)
 ε
2
lim
n→∞
(
1
tn
tn∫
0
P sδx(U)ds
)
>
αε
2
for i  i0.
From the fact that Kε/3i ∩Kε/3j = ∅ for i 	= j we obtain
lim inf
n→∞
(
1
tn
tn∫
0
P sδx
(
N⋃
i=i0
K
ε/3
i
)
ds
)
> (N − i0 + 1)αε2
for every N  i0, which is impossible.
Step III. We will now define by induction a sequence of Lipschitzian functions (fn)n1, a se-
quence of points (yn)n1, yn → z as n → ∞, two increasing sequences of integers (in)n1,
(kn)n1, in+1 > kn > in for n ∈ N, and a sequence of reals (pn)n1 such that
fn|Kin = 1, 0 fn  1Kε/3in and Lipfn  3ε, (3.8)∣∣∣∣∣Upn
(
n∑
i=1
fi
)
(z)−Upn
(
n∑
i=1
fi
)
(yn)
∣∣∣∣∣> ε4 and (3.9)
Ppnδu
( ∞⋃
K
ε/3
i
)
<
ε
16
for u = z and u = yn, n ∈ N. (3.10)i=kn
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follows that there exist y1 ∈ B(z,1) and i1 ∈ N such that
Pqi1 δy1
(
K
ε/3
i1
)
<
ε
2
.
Set p1 = qi1 and let k1 > i1 be such that
Pp1δu
( ∞⋃
i=k1
K
ε/3
i
)
<
ε
16
for u = z and u = y1.
Let f1 be a Lipschitzian function satisfying
f1
∣∣
Ki1
= 1, 0 f1  1Kε/3i1 and Lipf1 
3
ε
. (3.11)
Thus ∣∣Up1f1(z)−Up1f1(y1)∣∣ Pp1δz(Ki1)− Pp1δy1(Kε/3i1 )> ε2 .
If n  2 is fixed and f1, . . . , fn−1; y1, . . . , yn−1; i1, . . . , in−1; k1, . . . , kn−1; p1, . . . , pn−1 are
given, we choose σ < n−1 such that
∣∣∣∣∣Ut
(
n−1∑
i=1
fi
)
(z)−Ut
(
n−1∑
i=1
fi
)
(y)
∣∣∣∣∣< ε8 (3.12)
for y ∈ B(z,σ ) and t  0. Similarly as in the first part, we can choose yn ∈ B(z,σ ) and in > kn−1
such that
Pqin δyn
(
K
ε/3
in
)
<
ε
2
.
Set pn = qin and let fn be a Lipschitzian function satisfying (3.8). Further let kn > in be such
that inequality (3.10) holds. This completes the construction of the required sequences. From
this, (3.12) and the definition of fn we have∣∣∣∣∣Upn
(
n∑
i=1
fi
)
(z)−Upn
(
n∑
i=1
fi
)
(yn)
∣∣∣∣

∣∣Upnfn(z)−Upnfn(yn)∣∣−
∣∣∣∣∣Upn
(
n−1∑
i=1
fi
)
(z)−Upn
(
n−1∑
i=1
fi
)
(yn)
∣∣∣∣∣
> ε/2 − ε/8 > ε/4. (3.13)
We now define f =∑∞i=1 fi . By (3.6) and (3.8) f is a Lipschitzian function and |f |  1.
Finally, by (3.10) and (3.13) we have∣∣Upnf (z)−Upnf (yn)∣∣> ε/8 for n ∈ N.
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tinuous in z. 
4. Attractors for a heat equation
Consider the equation
∂u
∂t
(t, x) = u(t, x)− g(u(t, x)) for t > 0, x ∈ [0,1] (4.1)
with the Dirichlet boundary value conditions
u(t,0) = u(t,1) = 0 for t > 0
and with the initial condition
u|t=0 = u0 ∈ L2 := L2(0,1), (4.2)
where g :R → R is a continuously differentiable function with bounded derivative.
It can be proved that problem (4.1), (4.2) with g satisfying the above conditions has a unique
solution u such that u(t, ·) ∈ L2 (see [4]). Thus, we can define a semigroup (T t )t0 acting in
L
2 that corresponds to problem (4.1), (4.2). Namely, T tu0 = u(t), where u(t) = u(t, ·) is the
solution of (4.1), (4.2). The following theorem was proved in [4].
Theorem 4.1. Let (T t )t0 be the semigroup generated by problem (4.1), (4.2) with continuously
differentiable g with bounded derivative. Moreover assume that
lim inf|v|→∞
g(v)
v
> 0. (4.3)
Then there exists a compact set K ⊂ L2 such that for every bounded ball B ⊂ L2 and every open
set U ⊃ K , there is t∗ > 0 such that T tu ∈ U for t  t∗ and u ∈ B .
5. Stochastic heat equation
Let E = [0,∞)×[0,1]×R. Define a Borel measure μ on E by μ(dt, dx, dσ ) = dt dx ν(dσ ),
where ν is a finite measure on R. We suppose that {Un} is a disjoint partition of R \ {0} such that∫
Un
σν(dσ ) = 0.
We assume that
aν =
∫
σ 2ν(dσ ) < ∞. (5.1)
R
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independent random elements defined on a probability space (Ω,F ,P) and taking values in
[0,∞), [0,1], and R, respectively such that
P
(
ξ
(n,m)
j > t
)= e−κn,mt for t  0,
P
(
x
(n,m)
j ∈ B
)= |B ∩Om||Om| for B ∈ B
([0,1]),
P
(
σ
(n,m)
j ∈ A
)= ν(A∩Un)
ν(Un)
for A ∈ B(R),
where κn,m = ν(Un)|Om| and | · | denotes the Lebesgue measure on R. Obviously B(R), B([0,1])
denote the space of all Borel sets in R and the subspace of all Borel sets in [0,1], respectively.
Set τ (n,m)k = ξ (n,m)1 + · · · + ξ (n,m)k . We will consider the measure valued process of the form
Z(t, dx) =
∑
τ
(n,m)
j t
σ
(n,m)
j δx(n,m)j
(dx).
This process is called the impulsive white noise. The random variables σ (n,m)j , τ
(n,m)
j and x
(n,m)
j
are interpreted as an amount of energy introduced to the system, the random moment and the
random place it happens, respectively.
Now we are in a position to recall the definition of the stochastic integral with respect to the
measure valued process Z. Let FZt = σ {Z(s,A): 0 s  t, A ∈ B([0,1])} and let Ft := FZt+,
where FZt+ is the completion of FZt+ with respect to the measure P. First we define the stochastic
integral of a random field of the form
X(ω, s, ·) = ξ(ω)1(a,b](s)1A(·), (5.2)
where ξ is a bounded and Fa-measurable random variable with values in L2. We set
t∫
0
X(s)dZ(s) = ξ · (Z(b ∧ t,A)−Z(a ∧ t,A)).
Having a Hilbert space H we define
PT ,Z(H) = L2
(
Ω × [0, T ],BT , dP⊗ dt;H
)
,
where BT denotes the predictable σ -field on Ω × [0, T ]. More precisely, BT is generated by
products ξ1(a,b], where 0 a < b < T and the H -valued random variable ξ is Fa-measurable.
It can be proved that the space of all linear combinations of the form (5.2) is dense in PT ,Z(L2).
As usual for two separable Hilbert spaces with complete orthonormal bases {ek} ⊂ E,
{fj } ⊂ F by L(H,S)(E,F ) we denote the space of all Hilbert–Schmidt operators, i.e., linear
bounded operators T :E → F such that∑
|T ek|2 < ∞.
k
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t∫
0
X(s)dZ(s) =
∑
n
t∫
0
(
X(s)∗en
)
dZ(s)en,
where {en} is an arbitrary orthonormal basis of H . Peszat and Zabczyk (see [13]) showed that
for every orthonormal basis {en} of L2, and for every t ∈ [0, T ] the above series converges in
L2(Ω,Ft ,P;L2). Moreover, the sum does not depend of the basis of L2. Further, the process
(
∫ t
0 X(s)dZ(s),Ft ) is a square integrable L2-martingale.
Consider the stochastic heat equation
∂u
∂t
(t, x) = u(t, x)− g(u(t, x))+ b(u(t, x))∂Z
∂t
(t, x),
u(t,0) = u(t,1) = 0 for t > 0 (5.3)
with the initial condition
u|t=0 = ξ, (5.4)
where ξ is measurable with respect to F0.
In what follows we assume that:
• g :R → R is continuously differentiable with bounded derivative g′ and its Lipschitz con-
stant is denoted by Lg ;
• b :R → R is a Lipschitzian function with the Lipschitz constant Lb .
By a solution we will understand the so-called mild solution, that is a predictable process
taking values in L2 such that for every t  0
uξ (t) = S(t)ξ +
t∫
0
S(t − s)g(uξ (s))ds +
t∫
0
S(t − s)b(uξ (s))dZ(s), (5.5)
where (S(t))t0 is the semigroup generated by the Laplace operator with the Dirichlet boundary
conditions. It has the following representation
S(t)φ =
∞∑
k=1
e−π2k2t 〈φ, ek〉L2ek, (5.6)
where ek(x) =
√
2 sin(πkx), k ∈ N, x ∈ [0,1]. Observe that in Eq. (5.5) for fixed t ∈ [0, T ] the
last integrand S(t − s)b(uξ (s)) should be considered as an element of PT ,Z(L2). However we
can also look at S(t − s)b(u(s)) as an operator valued process:
φ −→ S(t − s)b(uξ (s))φ = S(t − s)(b(uξ (s))φ)
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S(t − s)b(uξ (s)) ∈PT ,Z(L(H,S)(L2,L2)).
Peszat and Zabczyk proved (see [13]) that in this case for each ξ measurable with respect to F0
there exists uξ satisfying (5.5). Further, from the above mentioned paper it follows that (5.5)
defines a Markov semigroup on L2, which satisfies the Feller property. Its dual is given by the
formula
Utf (x) = Ef (ux(t)) for f ∈ C(L2), (5.7)
where ux denotes the solution of problem (5.3), (5.4) with ξ = x.
6. Existence of an invariant measure
From now we assume that the assumptions concerning Eq. (5.5) formulated in Section 5 are
satisfied. This fact will not be repeated in the statements of the following lemmas. We will show
that under some additional conditions this equation has an invariant measure.
Lemma 6.1. Assume that
L2g/9 + aνL2b/6 < 1, (6.1)
where aν is given by (5.1) and Lg,Lb denote the Lipschitz constants of g and b, respectively. Let
a random vector ξ measurable with respect to F0 be given. Then the solution of problem (5.3),
(5.4) defined by (5.5) satisfies
sup
t0
E
∥∥uξ (t)∥∥2L2 < ∞.
Proof. Since
(a + b)2 = (1 + 1/γ )a2 + (1 + γ )b2 for γ > 0,
we have
∥∥uξ (t)∥∥2L2  (1 + 1/γ )∥∥S(t)ξ∥∥2L2
+ (1 + γ )
∥∥∥∥∥
t∫
0
S(t − s)g(uξ (s))ds +
t∫
0
S(t − s)b(uξ (s))dZ(s)
∥∥∥∥∥
2
L2
(6.2)
for every γ > 0. Obviously ∥∥S(t)ξ∥∥
L2  ‖ξ‖L2 for all t  0
and consequently
E
∥∥uξ (t)∥∥2 2  (1 + 1/γ )E‖ξ‖2 2 + 2(1 + γ )(EI1 +EI2), (6.3)L L
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I1 :=
∥∥∥∥∥
t∫
0
S(t − s)g(uξ (s))ds
∥∥∥∥∥
2
L2
and I2 :=
∥∥∥∥∥
t∫
0
S(t − s)b(uξ (s))dZ(s)
∥∥∥∥∥
2
L2
.
From representation (5.6) of (S(t))t0 it follows that
I1 =
1∫
0
( t∫
0
∞∑
k=1
e−π2k2(t−s)
〈
g
(
uξ (s)
)
, ek
〉
L2ek(x) ds
)2
dx

1∫
0
( t∫
0
∞∑
k=1
e−π2k2(t−s)
∥∥g(uξ (s))∥∥L2 ∣∣ek(x)∣∣ds
)2
dx,
by the Cauchy–Schwarz inequality and the fact that ‖ek‖L2 = 1. Observe that |ek(x)|
√
2 and
t∫
0
( ∞∑
k=1
e−π2k2(t−s)
∣∣ek(x)∣∣
)
ds 
√
2
∞∑
k=1
(πk)−2 =
√
2
6
.
From this, according to the Jensen inequality, we have
( t∫
0
∞∑
k=1
e−π2k2(t−s)
∥∥g(uξ (s))∥∥L2 ∣∣ek(x)∣∣ds
)2

√
2
6
t∫
0
∞∑
k=1
e−π2k2(t−s)
∥∥g(uξ (s))∥∥2L2 ∣∣ek(x)∣∣ds
 1
3
t∫
0
∞∑
k=1
e−π2k2(t−s)
∥∥g(uξ (s))∥∥2L2 ds.
Consequently, by the Fubini theorem we obtain
EI1 
1
3
1∫
0
t∫
0
∞∑
k=1
e−π2k2(t−s)E
∥∥g(uξ (s))∥∥2L2 ds dx
= 1
3
t∫ ∞∑
k=1
e−π2k2(t−s)E
∥∥g(uξ (s))∥∥2L2 ds. (6.4)0
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EI2  aνE
t∫
0
∥∥S(t − s)b(uξ (s))∥∥2(HS) ds.
Further, since
∥∥S(t − s)b(uξ (s))∥∥2(HS)  ∥∥b(uξ (s))∥∥2L2
∞∑
k=1
e−2π2k2(t−s),
by the Fubini theorem we obtain
EI2  aν
t∫
0
∞∑
k=1
e−2π2k2(t−s)E
∥∥b(uξ (s))∥∥2L2 ds. (6.5)
Set C1 = (1 + 1/γ )max(|g(0)|2, |b(0)|2). Since g and b are Lipschitzian functions, we have∥∥g(uξ (s))∥∥2L2  (1 + γ )L2g∥∥uξ (s)∥∥2L2 +C1 and∥∥b(uξ (s))∥∥2L2  (1 + γ )L2b∥∥uξ (s)∥∥2L2 +C1.
Thus, according to (6.4) and (6.5), we obtain
EI1 +EI2  13 (1 + γ )L
2
g
t∫
0
∞∑
k=1
e−π2k2(t−s)E
∥∥uξ (s)∥∥2L2 ds
+ aν(1 + γ )L2b
t∫
0
∞∑
k=1
e−2π2k2(t−s)E
∥∥uξ (s)∥∥2L2 ds +C2,
where
C2 = C1
(
1
3
∞∫
0
∞∑
k=1
e−π2k2s ds + aν
∞∫
0
∞∑
k=1
e−2π2k2s ds
)
.
From this and (6.3) it follows that the function w(t) = E‖uξ (t)‖2
L2
satisfies the integral inequality
w(t)M +
t∫
0
K(t, s)w(s) ds, (6.6)
where
M = (1 + 1/γ )E‖ξ‖2
L2 + 2(1 + γ )C2 and
K(t, s) = 2(1 + γ )2
(
(1/3)L2g
∞∑
e−π2k2(t−s) + aνL2b
∞∑
e−2π2k2(t−s)
)
.k=1 k=1
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λ = sup
t
t∫
0
K(t, s) ds.
An elementary calculation gives
λ = (1 + γ )2(L2g/9 + aνL2b/6).
For sufficiently small γ we have λ < 1 and the constant function v(t) = M(1−λ)−1 satisfies the
inequality
v(t) >M +
t∫
0
K(t, s)v(s) ds. (6.7)
Since K is a nonnegative kernel and w is continuous (see [13]) we can apply to (6.6) and (6.7) the
classical result of the theory of integral inequalities (see [16, Chapter 1]). This gives w(t) v(t)
for every t  0 and completes the proof. 
Lemma 6.2. Let condition (6.1) be satisfied. Then the solutions of problem (5.3), (5.4) form a
process such that the semigroup (Ut )t0 is equicontinuous for every Lipschitzian function f .
Proof. Let a Lipschitzian function f :L2(0,1) → R be given. Let γ > 0 be such that
λ = (1 + γ )(L2g/9 + aνL2b/6)< 1.
To prove the lemma it is sufficient to show that for every x ∈ L2(0,1) and every  > 0 there
exists δ > 0 such that for every t  0∣∣Utf (y)−Utf (x)∣∣  if ‖x − y‖L2  δ, y ∈ L2.
Let L denote the Lipschitz constant of f . Then using (5.7) and the Cauchy–Schwarz inequality
we obtain ∣∣Utf (y)−Utf (x)∣∣ E∣∣f (ux(t))− f (uy(t))∣∣ LE∥∥ux(t)− uy(t)∥∥L2
L
(
E
∥∥ux(t)− uy(t)∥∥2L2)1/2. (6.8)
Here ux(t) denotes the solution of problem (5.3), (5.4) with ξ = x. From (5.5) it follows that
E
∥∥ux(t)− uy(t)∥∥2L2  (1 + 1/γ )‖x − y‖2L2 + 2(1 + γ )(EI1 +EI2),
where
I1 =
∥∥∥∥∥
t∫
0
S(t − s)(g(ux(s))− g(uy(s)))ds
∥∥∥∥∥
2
L2
and
I2 =
∥∥∥∥∥
t∫
S(t − s)(b(ux(s))− b(uy(s)))dZ(s)
∥∥∥∥∥
2
L2
.0
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EI1 +EI2  13L
2
g
t∫
0
∞∑
k=1
e−π2k2(t−s)E
∥∥ux(s)− uy(s)∥∥2 ds
+ aνL2b
t∫
0
∞∑
k=1
e−2π2k2(t−s)E
∥∥ux(s)− uy(s)∥∥2 ds.
Consequently the function
w(t) = E∥∥ux(t)− uy(t)∥∥2L2
satisfies inequality (6.6) with
M = (1 + 1/γ )‖x − y‖2
L2 and
K(t, s) = 2(1 + γ )
(
1
3
L2g
∞∑
k=1
e−π2k2(t−s) + aνL2b
∞∑
k=1
e−2π2k2(t−s)
)
.
Moreover, the constant function v(t) = M(1 − λ)−1 satisfies inequality (6.7). Again according
to the theory of integral inequalities we obtain w(t) v(t) for t  0. This and (6.8) give
∣∣Utf (x)−Utf (y)∣∣ L
√
1 + 1/γ
1 − λ ‖x − y‖L2,
which completes the proof. 
Lemma 6.3. Assume that condition (4.3) holds and let K ⊂ L2 be an attractor for the semigroup
(T t )t0 generated by problem (4.1), (4.2). Then for each open neighbourhood U of K and
x ∈ L2 there exist α > 0 and t∗ > 0 such that
P tδx(U) α for t  t∗.
Proof. Let
Ω0 =
⋂
n,m
{
ξ
(n,m)
1 > t
}
for t > 0.
Since (ξ (n,m)1 ) are independent, we have
P(Ω0) =
∏
P
(
ξ
(n,m)
1 > t
)=∏ eκn,mt = e−ν(R)t . (6.9)
n,m n,m
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uξ (s) = S(s)ξ +
s∫
0
S(s − p)g(uξ (p))dp = T sξ for s  t . (6.10)
Now let K ⊂ L2 be an attractor for the semigroup (T t )t0. Fix an open neighbourhood U
of K . Let x ∈ L2. From Lemma 6.1 it follows that there exists M > 0 such that
sup
t0
E
∥∥ux(t)∥∥2L2 M.
By Chebyshev’s inequality
P
(∥∥ux(t)∥∥L2 √2M ) 1/2 for t  0. (6.11)
Let B be the ball in L2 centered at 0 and with radius
√
2M . From Theorem 4.1 it follows that
there is t∗ > 0 such that T t∗u ∈ U for all u ∈ B . Consequently, by (6.9), (6.10) and (6.11) we
obtain
P tδx(U) e−ν(R)t∗/2 for t  t∗.
This completes the proof. 
Lemmas 6.1–6.3 and Theorem 3.1 give the main result of this section.
Theorem 6.1. Assume that the assumptions concerning Eq. (5.5) formulated in Section 5 are sat-
isfied. Moreover assume that conditions (4.3) and (5.1) hold. Then the Markov process generated
by problem (5.3), (5.4) admits an invariant measure.
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Appendix A
Our starting point is the following generalization of the Riesz representation theorem.
Theorem A.1. A functional ϕ ∈ C∗+(X) is a Riesz functional if and only if the following condi-
tion (R) is satisfied: for every δ > 0 there is a compact set K ⊂ X such that
ϕ(f ) δ for f ∈ C+(X), f  1X\K. (A.1)
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Now having a functional ϕ ∈ C∗+(X) we are going to define a maximal Riesz functional ϕ0
such that ϕ  ϕ0.
Let ε > 0 be given. We say that a closed set A ⊂ X belongs to the class Fε if A can be covered
by a finite family of balls with radius ε. Further let
Cε(X) =
{
f ∈ C(X): suppf ∈Fε
}
.
Evidently Cε(X) is a linear space.
If ϕ ∈ C∗+(X) is given, we define a family of functionals ϕε , ε  0, by the formulas
ϕε(f ) = sup
{
ϕ(g): g ∈ Cε(X), 0 g  f
}
for f ∈ C+(X), ε > 0, (A.2)
ϕ0(f ) = lim
ε→0ϕε(f ) = infε>0ϕε(f ) for f ∈ C+(X) and (A.3)
ϕε(f ) = ϕε(f+)− ϕε(f−) for f ∈ C(X), ε  0. (A.4)
It is not difficult to verify that ϕε ∈ C∗+(X) for ε  0.
Theorem A.2. Let ϕ ∈ C∗+(X) be given. The functional ϕ0 defined by formulas (A.2)–(A.4)
satisfies the (R) property and consequently there exists a Borel measure μ0 such that
ϕ0(f ) =
∫
X
f (x)μ0(dx) for f ∈ C(X).
Proof. We will break up the proof of Theorem A.2 into three steps.
Step I. Fix an ε > 0. Using the functional ϕε we may define a set function με by the formula
με(A) = inf
{
ϕε(f ): f ∈ C(X), f  1A
}
. (A.5)
It is easy to verify that for an arbitrary finite sequence E1, . . . ,En of subsets of X the condition
of subadditivity is satisfied, i.e.,
με
(
n⋃
i=1
Ei
)

n∑
i=1
με(Ei). (A.6)
We claim that με has also the following property: for every ε > 0 and δ > 0 there exists a set
A ∈Fε such that
με(X \A) δ.
In fact, according to the definition of ϕε(1X) there exists a function g ∈ Cε such that
ϕε(1X)− ϕε(g) δ and 0 g  1X.
Define A = suppg and f0 = 1X − g. Then f0  1X\A and consequently
με(X \A) = inf
{
ϕε(f ): f  1X\A
}
 ϕε(f0) = ϕε(1X)− ϕε(g) δ.
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η = δ(1 + ‖ϕ0‖)−1,
where ‖ · ‖ denotes the norm in C∗(X). Set
εn = n−1, ηn = η · 2−n
and write μn = μεn. According to the step I for every n there exists a set An such that
μn(X \An) ηn and An ∈Fεn .
Define
Kn =
n⋂
i=1
Ai and K =
∞⋂
n=1
Kn.
Observe that Kn = Kn−1 ∩ An. Since Kn−1 is closed and An ∈ Fεn , we have also Kn ∈ Fεn . If
Kn 	= ∅ for every n, then according to the Kuratowski theorem K is a compact nonempty set.
Moreover, for every open set G ⊃ K there is a number n0 such that
Kn ⊂ G for n n0. (A.7)
If Kn = ∅ for some n = n0, then inclusion (A.7) is trivial.
Step III. Now having δ and K we are going to verify condition (A.1). Let f ∈ C(X) be such
that 0 f  1X\K and let f¯ = f − η. Evidently the set
G = {x ∈ X: f¯ (x) < 0}
is open and contains K . Thus according to (A.7) we can find an integer n such that Kn ⊂ G.
Since f¯  1X\G, we have
ϕεn(f¯ ) inf
{
ϕεn(h): h ∈ C(X), h 1X\G
}= μn(X \G). (A.8)
Moreover,
μn(X \G) μn(X \Kn) = μn
(
n⋃
i=1
(X \Ai)
)

n∑
i=1
μn(X \Ai)

n∑
i=1
μi(X \Ai)
n∑
i=1
ηi = η. (A.9)
Finally, using (A.8) and (A.9) we obtain
ϕ0(f ) = ϕ0(f¯ )+ ηϕ0(1X) ϕεn(f¯ )+ η‖ϕ0‖
 μn(X \G)+ η‖ϕ0‖ η
(
1 + ‖ϕ0‖
)= δ,
which completes the proof. 
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ϕ − ϕ0. We are going to show that ϕ∗ is a Banach functional. Assume that for some measure μ
condition (2.1) is satisfied. From the definition of ϕε it follows that
lim
ε→0‖ϕε − ϕ0‖ = limε→0ϕε(1X)− ϕ0(1X) = 0.
Fix a compact set K ⊂ X and a number η > 0. Choose ε > 0 such that ‖ϕε − ϕ0‖ < η. Since
ϕ∗ = ϕ − ϕ0 from (2.1) it follows that
ϕ(f )− ϕε(f )
∫
X
f (x)μ(dx)− η for f ∈ C(X), 0 f  1.
Since K is a compact set there exists a continuous function fε such that 1K  fε  1 and fε ∈
Cε(X). In this case ϕε(fε) = ϕ(fε) and consequently
0
∫
X
fε(x)μ(dx)− η μ(K)− η.
Since η was an arbitrary positive number, this gives μ(K) = 0. The measure μ is equal to zero
on compact sets and according to the Ulam theorem μ ≡ 0.
In order to verify (2.3) again fix a compact set K ⊂ X and a number η > 0. As before choose
ε > 0 such that ‖ϕε − ϕ0‖ < η and define the corresponding function fε . We have
ϕ(fε) = ϕε(fε) ϕ0(fε)− η =
∫
X
fε(x)μ(dx)− η.
Since ε > 0 is arbitrary, this implies
inf
{
ϕ(f ): f ∈ C(X), f  1K
}
 μ(K)− η. (A.10)
On the other hand it is obvious that
ϕ(f ) ϕ0(f ) μ(K) for f ∈ C(X), f  1K . (A.11)
Since the positive number η was arbitrary, conditions (A.10) and (A.11) imply (2.3). Thus ac-
cording to the Ulam theorem the measure μ is uniquely defined. This, in turn, implies that
decomposition (2.2) is unique. 
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