Best systematist practice transferred to molecular data  by Fuellen, Georg et al.
The justification for the three-step procedure lies in
two principles: Descent with modification, and separa-
tion of populations with subsequent reproductive isola-
tion. Since we attempt to formalize the procedure for
molecular data, the validity of our “minimum conflict”
method is based on the validity of these principles. 
Material and methods 
The minimum conflict algorithm
A high-level description of our algorithm runs as dis-
played in Fig. 1; a formal description can be found in
Fuellen et al. (2001). The figure should be read column-
wise from left to right. The example data used in the fig-
ure is kept deliberately simple. The outermost list (items
1 to 5) describe the basic divide-and-conquer scheme:
the input alignment (item 1) is subjected to an heuristic
search for a split (bipartition) that has a minimum of as-
sociated “conflict” due to putative synapomorphies torn
apart. In the end, this split is found, and the two putative
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Abstract
In the first part of the paper, we give a short description of the “minimum conflict” phylogeny estimation algorithm that analyzes molecular
data in a way that resembles traditional best practice in morphological systematics. The algorithm calculates the tree from the root to the
leaves, focussing on the detection of shared novel (synapomorphic) character states. Following the encaptic order of monophyla, at each step
an outgroup serves to distinguish shared novel from shared old character states. The group of species under consideration is split in such a way
that no synapomorphies of subgroups are torn apart, indicating that the split divides the group into two monophyla. In the second part of the
paper, we describe the validation of our method with both natural and artificial data. Our method is very fast in theory, enabling the analysis of
large quantities of data on a genomic scale. A Perl prototype is available on the World-Wide Web, via http://bibiserv.techfak.uni-
bielefeld.de/mcope/.
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Introduction 
The systematic analysis of morphological data usually
consists of a three-step procedure: First, shared charac-
ter states are noted for distinct groups of species. Sec-
ond, these shared states are analyzed for their phyloge-
netic information content: How likely are the shared
states unique features of putative monophyla? Follow-
ing the cladistic approach sensu Hennig (1966), these
synapomorphies are the sole currency of phylogeny es-
timation. Symplesiomorphies, that are character states
shared by a group of species larger than the monophy-
lum considered, do not provide evidence, nor do
“shared” character states that in fact developed indepen-
dently, due to convergent evolution. Usually, outgroup
comparison is employed to tell apart synapomorphies
and symplesiomorphies. Third and last, the phyloge-
netic tree that is in concordance with the largest number
of putative synapomorphies is established. Formal defi-
nitions of the terms synapomorphy, symplesiomorphy
and convergence are given in the appendix. 
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Fig. 1. Schematic overview of the minimum conflict method. (See text.)
Fig. 8. The first 25 columns of the Chordata alignment, featuring gnathostomatan species (species 1–9) and displaying a pattern for the split
of species 1–7 versus 8,9. The outgroup is the relative majority sequence of Petromyzon and Lampetra (species 10,11). On top of the boxed
alignment, the relative majority sequence of species 1–7 is displayed; below the alignment, the relative majority sequence of species 8,9 is
shown.The pattern “4–7” is found in columns 130, 138, 139, 146, 147 and 192. It tends to match the outgroup in 5 of 6 columns, and for the
full-size alignment, the trend continues and we conclude that the common character states in species 4–9 are symplesiomorphies. Following
the procedure outlined in Fig. 1, we calculate a very low conflict value of 0.266, which is also listed in Table 1. Columns 69, 74, 75, 76, 152 and
204 feature the pattern in species 1–4,6,7 (the first entry in Table 1). Despite the few matches shown, for the full-size alignment this pattern
tends to match the outgroup even more, and it triggers a conflict of 0.
monophyla render the input alignments for two new in-
vocations of the algorithm (item 4). Items 2.1 to 2.5 de-
scribe a split investigation: 
• Relative majority sequences are calculated for both
groups of species (2.1; majority character states are
marked in boldface). 
• The patterns of character states shared between
species in the alignment are identified and tallied for
both groups of species. Patterns are triggered by the
occurrence of the relative majority character state of
one group in the other. Only the patterns in group 1 are
shown in 2.2. The first pattern indicates character
states shared between species 3 and 4 in group 1 and
the majority of species in group 2. 
• Conflict values are calculated for patterns. In 2.3.1 and
2.3.2, we take the pattern “3,4” of the third and fourth
taxon in group 1 (species 1–4) as an example. 
• In case of conflict, species are transferred between the
two parts of the split, resulting in the split of species 1
and 2 versus 3–7 in 2.4. 
• Further species transfers may be done in search for
minimum conflict. 
Following the innermost list (items 2.3.1 to 2.3.4), con-
flict calculations consist of 3 basic steps: 
• We infer the degree of matching between the pattern-
forming character states and the outgroup (2.3.1). In
our simple example, this matching rate is 1/5 since the
pattern “3,4” occurs in the first five columns, but a
match with the outgroup can be recorded for column 2
only. 
• We infer an analogous degree of matching for charac-
ter states in “neutral” columns (2.3.2). In our simple
example, this matching rate is 1/2 since a match can be
observed in one of the two available “neutral”
columns (i.e. in one of the last two columns). 
• We compare both matching rates, yielding a “novelty
estimate”. This comparison is the crucial step of our
analysis. The hallmark of synapomorphies is their
trend not to match the outgroup (they are “novel”
character states). In contrast, symplesiomorphies tend
to match (they are “old” character states). 
We note the following important aspects: 
1. Calibration. Outgroup comparison for molecular
data must be done in a calibrated way. Just testing the
rate m with which outgroup character states match the
character states tested for synapomorphy status is not
enough. After all, the outgroup may have evolved rapid-
ly, gaining many nonconvergent and/or convergent mod-
ifications. We do not know the amount of outgroup evo-
lution, nor do we want to estimate it directly. However,
we take it into account by calculating the “novelty esti-
mate” in relation to another matching rate, m0. The vari-
able m0 is the rate of outgroup matches that are found in
those “neutral” columns of the alignment which do not
feature any shared states in need of testing. More pre-
cisely, these “neutral” columns do not display the major-
ity character state of the other group, or they display this
state in a subset of the species of g just by coincidence,
forming a pattern that is only found in very few
columns. 
2. Sigmoids. We use sigmoid functions to model the
decision process of a trained taxonomist. In particular,
the comparison of matching rates is done using the sig-
moid shown in Fig. 2. The more the matching rate in the
neutral columns exceeds the matching rate observed for
the pattern of shared states, the more confident our ver-
dict is in favor of the hypothesis of synapomorphy (nov-
elty) of the shared character states - we obtain a high
novelty estimate. A low novelty estimate lets us favor
the hypothesis of symplesiomorphy of the shared states.
Then, these are the “leftover” resulting from the “ero-
sion” (substitution) of shared states in the taxa that do
not display the pattern. 
Moreover, the sigmoid in Fig. 3 shows how the novel-
ty estimate based on outgroup comparison is advised by
a far weaker criterion, which is inherently phenetic:
shared character states are more likely synapomorphic if
they appear in highly evolved sequences, and they are
more likely symplesiomorphic if the complementary set
of species is highly evolved. As can be seen from the fig-
ure, no advice is possible if the outgroup-based novelty
estimate is unambiguous. 
Finally, another sigmoid function is used to “activate”
(i.e. amplify or filter) the advised novelty estimate, and
to make the connection to a statistical analysis of relia-
bility. Reliability is given to patterns that are observed in
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Fig. 2. Activation of the difference between the two outgroup match-
ing rates, the neutral one and the one observed for the pattern. The
more the former exceeds the latter, the more likely we are dealing
with a pattern due to synapomorphies. The result is the “novelty esti-
mate”, our “outgroup-based” criterion for the detection of synapo-
morphic patterns.
a “significant” number of alignment columns. Usually,
this means that their number exceeds the average num-
ber of supporting columns, plus one standard deviation.
Such a sigmoid is displayed in Fig. 4, and its effect is
that patterns trigger conflict only if they are both reliable
and synapomorphic. In Fuellen et al (2001), we employ
a slightly modified statistical analysis termed “erosion-
corrected reliability estimation”. In this case, for each
pattern the number of supporting columns is multiplied
with the activated advised novelty estimate, and mean
and standard deviation of the resulting distribution are
calculated. Then, reliability is estimated in the context of
this distribution, which cannot have outliers due to pat-
terns that are triggered by a large amount of symple-
siomorphic character states, since these have low ad-
vised novelty as long as they can be labeled “old” by our
criteria. If such “erosive” patterns are predominant in a
data set, it helps a lot to estimate reliability based on the
erosion-corrected data. 
3. Relative majorities. Our method detects the con-
sequences of shared states torn apart, forming patterns of
the majority character state of one group in the other.
This detection is more powerful than a direct search for
shared states. In the example of Fig. 1, item 2.1, relative
majorities are calculated in group 2 (species 5–7; major-
ity character states are marked in boldface), and pattern
detection in group 1 (species 1–4) can reveal putative
synapomorphies in species 3–7 that are already hidden
because of subsequent modifications in group 2. As can
be seen for item 2.2, only the first column has a visible
putative synapomorphy. But even the fifth column con-
tributes to the pattern, because we resolve ties in relative
majority voting by resorting to lexicographic order. 
Finally, by considering similarity of patterns, our
method may take into account the last two columns as
partial support for synapomorphies in 3–7, provided that
species 2 is evolving at a higher rate than species 1, and
species 4 is more evolved than species 3, where the rate
of evolution is estimated in comparison with the out-
group. The details of this inclusion of the “neighbors” of
a pattern can be found in Fuellen (2000).
4. Heuristic search. We conjecture that the search
for minimum conflict is very efficient if there are still
synapomorphies visible in the dataset. For all natural
data sets analyzed in this paper, the search for minimum-
conflict splits follows the movespecies heuristic de-
scribed in Fuellen (2000), starting with the spectrum of
all “singleton” splits where one species is separated
from all the others. In case of artificial data, the search
just starts with the single split that is supported by the
largest number of sites. 
5. Choice of outgroup. To apply the same algorithm
for the two putative monophyletic groups found thus far,
a new outgroup is needed for each of these. For outgroup
selection, we test two candidates: the old outgroup, and
the sister group. We favor the candidate promising more
homogeneous matching rates for the next iteration.
More precisely, we calculate the maximum and the min-
imum number of matches of individual species with the
candidate, and we elect the one with a minimum spread
between maximum and minimum. In the beginning, the
researcher has to select an appropriate first outgroup
based on his/her expert knowledge. This outgroup
should be informative about the status of the character
states in the ingroup under consideration; it should not
be too close, nor should it be too far away. Outgroup se-
lection is important for our method, cf. the discussion. 
6. Reasons for patterns. A split of a set of species
may trigger patterns for many reasons. As discussed,
synapomorphies testifying the exclusive common her-
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Fig. 3. The “phenetic” criterion advises the “outgroup-based” criteri-
on (the “novelty estimate”). If the “outgroup-based” criterion is un-
ambiguous, no advice is permitted.
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Fig. 4. The conflict triggered by a pattern is calculated from the ad-
vised “novelty estimate”; high conflict may result if the pattern is
deemed synapomorphic (i.e. due to shared novel character states).
However, conflict is not flagged if the number of observations
(columns that display the pattern in question) is too small to yield a
reliable estimate. Both conditions are evaluated and combined via a
sigmoid function.
itage of subsets may be torn apart by a split. Then, at
least one group in the split cannot be monophyletic, and
we expect to observe a pattern. Or, symplesiomorphies
may be torn apart. In this case, we say that the pattern is
“due to erosion” of the symplesiomorphic character
states in some taxa, creating a pattern in the taxa that are
unaffected. Outgroup comparison is designed to tell
apart these two cases. Or, convergences may induce pat-
terns - as discussed in Fuellen et al. (2001), our approach
cannot yet handle this case in a satisfactory way. 
7. Computational speed. For balanced trees, the di-
vide-and-conquer scheme enables the fast analysis of
large sets of data. In the best case, a set of 100 taxa yields
two subsets of 50 taxa on the next stage, etc. In particu-
lar, we do not need any tree topology searches like
branch swapping, nearest neighbor interchange, etc. (cf.
Swofford et al. 1996). In the worst case of a caterpillar
tree, we still obtain a running time that is less than
quadratic in the size of the alignment, cf. Fuellen (2000).
Related work
We find some related work in the papers of Woas (1990),
Richardson & Stern (1997), and Wilkinson (1998).
Woas’ “sequence of splitting steps” is suited for morpho-
logical data only, the “apomorphic” characters underly-
ing a split are determined by expert knowledge, and their
number is simply tallied without involving systematic
outgroup comparison and maintenance. The divide-and-
conquer idea, however, is clearly visible, making explic-
it a method of successive analysis that has been prac-
ticed by some morphologists all along, following Henni-
gian principles. Richardson & Stern employ a question-
able notion of “synapomorphy”, a character state found
in one group of species but not in the complementary
group, and that is different from a “plesiomorphic” char-
acter state present in both groups. Then, they compute
and evaluate splits in a completely different fashion, fol-
lowing the notion of an ingroup/outgroup relationship
between the two sets of taxa that comprise the split to be
found. In other words, the outgroup is not separate from
the set of species analyzed. Furthermore, the method re-
quires human intervention in particular for successive
steps of analysis. Wilkinson’s split analysis is based on
permutations of the data, it does not involve any out-
group comparison, no statistical analysis of observa-
tions, and no sigmoid functions, nor does he suggest a
hierarchical analysis of the data following the encaptic
order of putative monophyla, and updating the outgroup
along the way. 
Established phylogeny estimation methods
For comparison, the Phylip package (Felsenstein 1993)
was used to estimate phylogenetic trees by maximum
parsimony and neighbor joining, and fastDNAml (Olsen
et al. 1994) was used for maximum likelihood. In all
cases, default parameters were used, supplementing the
defaults of Phylip/fastDNAml by the ones used for the
Pasteur Institute Web Interface (Letondal 2001). Phylip
defaults imply a Kimura-2-parameter model for the dis-
tance matrix estimation, with a ratio of transition to
transversion of 2.0. fastDNAml defaults imply equal em-
pirical base frequencies of 0.25, a ratio of transition to
transversion type substitutions of 2.0, input order jum-
bling (up to 10 times) until the same tree is found 2
times, and quickadd rearrangement. In all cases, 1000
bootstraps were performed with random seed 1. It is fu-
ture work to compare our method with variants of the es-
tablished approaches, as well as with other novel ap-
proaches. 
Data – general considerations
Intensive validation on both natural and artificial data is
desirable for any new approach to phylogeny estimation.
We have selected natural data from two sources. We as-
semble datasets from an alignment database, and we
reinvestigate published studies. A simulation study using
artificial data provides supplementary evidence. In this
case, the phylogeny is known, and we can identify the
cases where our algorithm prefers an incorrect split.
Some intensive research gives the impression that there
are currently no benchmark datasets for phylogeny esti-
mation, neither published in the literature, or on the
World-Wide Web. The tradeoff between unrealistic as-
sumptions employed for the generation of artificial data,
and the impossibility to know the true phylogeny for nat-
ural data, poses major problems for benchmarking phy-
logeny estimation methods. 
We have constructed our own datasets from the mito-
chondrial 12S-rDNA alignment of the RDP (Ribosomal
Database Project, Maidak et al. (2000), using data as of
June 2000), which is guided by structural information.
An important point for this kind of study is the choice of
species – how can it be done in a rigorous way, and still
yield a set of species for which an “undisputed” tree can
be constructed? The RDP database offers a sequence
query facility (the “Phylogenetic Tree Browser”) that
has a crude phylogenetic organization which we can
finetune, and then we can run a rigorous procedure to
obtain a selection of species that is both objective and
classifiable to a very high degree. This procedure
amounts to the mechanic rule “Always take the first two
taxa”, at each level of the finetuned phylogeny. The rule
also helps us to select species such that the tree is “al-
most” undisputed; adding a third taxon would imply that
a debate is possible on the correct classification of the
three taxa. (Our rule does not select the most “represen-
tative” taxa; “representative” is a subjective criterion
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that is sacrificed in favor of a strict rule that just uses the
rather arbitrary order in the listings given to us. We note
that, usually, reconstructing phylogenies becomes easier
if “representative” species are used for the various
groups.) 
Tetrapoda data
Tetrapoda are included in the listing of vertebrate mito-
chondrial 12S-rDNA from the RDP “Phylogenetic Tree
Browser”, which consists of 6 sublistings: “Jawless ver-
tebrate”, “Amphibia”, “Fish”, “Birds”, “Reptiles”, and
“Mammals”. We ignore “Reptiles”, since it consists of
taxa for which the correct placement with respect to
“Birds” and “Mammals” is not certain. Then, tetrapod
taxa may be selected from “Amphibia”, “Birds” and
“Mammals”, while the outgroup comprises the first two
taxa from the remaining two groups, “Jawless verte-
brate” and “Fish”. “Jawless vertebrate” includes one
taxon only (Petromyzon), and the first two fish with a
complete 12S-rDNA sequence are Crossostoma and
Cyprinus. The relative majority sequence of these 3 taxa
comprises the outgroup. 
Regarding the Tetrapoda, we assume that an undis-
puted tree can feature the following monophyla: Amnio-
ta (versus Amphibia), Mammalia (versus Aves (Birds)),
Eutheria (versus Marsupialia) and Primates (versus Ro-
dentia). The only amphibians with non-fragmentaric
12S-rDNA can be found in “Group I”/”Subgroup II” of
the RDP listing, and we take the first two Rana cates-
beiana sequences from there. The first two birds with
complete 12S-rDNA found in the listings are in “Group
I”/”Chicken and Relatives”; these are Gallus and Co-
turnix. The first two such marsupials are Phalanger ori-
entalis and Phascolarctos cinereus. For Amphibia, Aves
and Marsupialia, there is no second group of taxa for
which both an undisputed placement is possible, and at
the same time the 12S-rDNA is not fragmentary. For Pri-
mates and Rodentia, we can select the first two such
groups with two representatives each, always selecting
the first two taxa, skipping those with fragmentaric
DNA. 
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Fig. 5. Undisputed tree (left) and minimum conflict tree (right) for the Tetrapoda dataset (mitochondrial 12S-rDNA). The undisputed tree is re-
covered by all standard methods with bootstrap values exceeding 91% (1000 bootstraps). Nodes in the minimum conflict tree are labeled with
the associated minimum conflict value of the split represented by the node, and the conflict value of the runner-up split that came next in the
heuristic search for the best split. The runner-up split is not shown, but its conflict is indicated in grey.
Fig. 5, left, displays the “undisputed” tree for the
species that we have just selected, assuming mono-
phyletic Amniota, Mammalia, Eutheria, and Primates.
The aligned sequences feature 867 sites that do not con-
tain a symbol for a missing residue, 521 of which are
variable. 
Mammalia data
The Mammalia dataset is also taken from the mitochon-
drial 12S-rDNA alignment of the RDP database, follow-
ing the same procedures as for the Tetrapoda dataset, ex-
cept that we are interested in the debated split between
the Eutheria (placental mammals), Marsupialia (opos-
sums, kangaroos, etc.), and Monotremata (platypus,
echidnas). 
Analyzing mammalian taxa and following the “take
the first two” rule, we retrieved the species included in
the tree of Fig. 6, left. The alignment features 827 sites
without a missing residue, 413 of which are variable. 
Chordata data
The Chordata dataset is a subset of the Metazoa dataset
analyzed by Rödding & Wägele (1998). The underlying
alignment is provided by the authors, who used a com-
puterized procedure (ClustalW, Thompson et al. 1994)
and then maximized the number of invariable sites by
eye. It contains 1974 sites, 662 of which are variable.
The most plausible tree is given in Fig. 7, left. 
Artificial data
For the generation of artificial datasets, the tool ROSE
(Random Generation of Nucleotide Sequences, Stoye et
al. 1998), Version 1.0.1, was used. ROSE allows a wide
array of parameters; we restrict our analysis to nu-
cleotide sequences generated under the following setup: 
• A random tree topology with 32 leaves is constructed
by ROSE. The m u t a b i l i t y, that is the percentage
of nucleotides modified along one branch of the tree
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Fig. 6. Most plausible tree (left) and minimum conflict tree (right) for the Mammalia dataset (mitochondrial 12S-rDNA). Nodes in the most
plausible tree are labeled with their bootstrap support (1000 bootstraps) obtained via maximum parsimony (MP), neighbor joining (NJ) and
maximum likelihood (ML). In case of bootstrap values  below 50 the corresponding node does not appear in the consensus tree estimated by
the method in question. If bootstrap values exceed 96% for all methods, they are not listed. The other labels are explained in Fig. 5.
• The following simple substitution probability matrix
is used. Nucleotides are substituted with 1% probabil-
ity per unit of branchlength (1 PAM), and all kinds of
substitutions are given the same probability of
0.003333.
• In ROSE, insertions and deletions depend on the
“average distance” value (called “Relatedness” in the
(also known as the “percent accepted mutations”, or
PAM) is set by editing the tree lengths, and feeding the
tree back to ROSE, for sequence generation only. This
manipulation is necessary since, per default, ROSE
1.0.1 generates trees with a very unequal branch
length distribution, if the PAM-value (expressed in
terms of “average distance”) is supplied directly (see
Fuellen 2000).
• 32 sequences are generated as described, with average
sequence lengths of 500, 1000 and 1500 nucleotides.
We then split the tree at the root, and the first subtree
contributes the sequences to be analyzed, whereas the
second subtree contributes the outgroup by taking the
relative majority character state at each sequence posi-
tion of the corresponding subalignment. This mecha-
nism results in trees of different size and topology; the
average size is 16 sequences. 
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Fig. 7. Most plausible tree (left) and conflict tree (right) for the Chordata dataset (18S-rDNA). On the left, parsimony, neighbor joining and like-
lihood bootstrap values are attached; on the right, conflict labels are added, cf. Fig. 5 and 6. In two cases, the tree on the right does not reflect
the minimum conflict tree. These cases are marked by an arrow: the first label reveals the conflict value for the split represented by the node.
This conflict is not minimum, and the conflict of the minimum-conflict split for the set of taxa at the node is indicated as well. This minimum-
conflict split is incorrect if we follow morphological data; it separates species 1–3 from 4–7 in case of species 1–7 (conflict 0), and species 1,3
from 2,4,5 in case of species 1–5 (conflict 0.026). Within the Gnathostomata, standard methods favor the following nodes in contrast to the
“Teleostomi versus Squalus and Echinorhinus” split: Maximum parsimony: “Latimeria versus the other species” (bootstrap 100%); Neighbor
joining: “Mammalia versus the other species” (bootstrap 70%); and Maximum likelihood: “Fundulus and Salmo versus the other species”
(bootstrap 56%). Minimum conflict recovers the correct split.
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ROSE 1.0.1 interface), user-supplied “thresholds”,
and user-supplied indel length functions. As described
in Stoye et al. (1998), the PAM-value is multiplied
with the depth of the tree, yielding the “average dis-
tance”. The insertion and deletion thresholds are both
set to 0.1, and the length of both insertions and dele-
tions follow the following distribution: 
frequency (length) = 1/(2 · 1.5length),
not considering lengths larger than 10. The following
table lists the length distribution explicitly; note that
indels larger than 10 may nevertheless appear in the
sequences, due to the multiple indels. 
length 1 2 3 4 5
frequency 0.333 0.222 0.148 0.099 0.066
length 6 7 8 9 10
frequency 0.044 0.029 0.020 0.013 0.009
32 independently created phylogenies were analyzed
using minimum conflict. In other words, 32 runs with
the same average number of sequences (i.e. approx. 16),
the same average sequence length (i.e. 500, 1000 or
1500 nucleotides), and the same mutability were per-
formed for each data point. In a few cases, execution of
the software was terminated prematurely due to exter-
nal factors; in any case, at least 30 phylogenies were
created. 
For each run, the error count was calculated as the
number of incorrectly established splits across the whole
tree. Whenever an incorrect split was favored, the error
count was incremented and the calculation was resumed
with the correct split as if nothing happened. 
The error rate of a single run is defined as the rela-
tive frequency of error, i.e. the error count is divided by
the number of splits to be estimated for the tree under
consideration. The error rate of a set of runs is the aver-
age error rate taken over all runs performed. 
Results 
First, we compare the accuracy of our minimum-conflict
method with standard methods, using natural data. We
encounter cases where our method is inferior as well as
cases where standard methods perform worse. 
Tetrapoda data
The undisputed tree in Fig. 5, left, is supported by boot-
strap values exceeding 91% using the standard methods
maximum parsimony, neighbor joining, and maximum
likelihood. Fig. 5, right, displays the minimum-conflict
tree, where each node is labeled by the minimum
conflict value that made us prefer the split in question,
followed by the conflict value of the runner-up split
encountered by the heuristic search. In other words, the
first node establishes the Amniota versus Amphibia
split, which has nevertheless a spurious conflict of
11.482. However, the second-best split (separating one
bird and the Amphibia from the other species) has a
much higher conflict of 17.662, so we can feel confi-
dent that the correct split is supported by our analysis of
the data. This confidence cannot be gained for the next
node, where the correct split (Mammalia versus Aves)
has minimum conflict, but there are close runners-up.
(The two runners-up are the splits where one marsupial
species branches off.) The next node, where Phalanger
branches off and the other marsupial forms a subtree
with the other mammals, is in fact erroneous even
though there is no close runner-up; non-monophyletic
Marsupialia are very implausible, and we may have run
into an artifact, possibly due to a poor choice of the out-
group, cf. the discussion. The following splits are all
correct, but resolution is missing in the end due to an
insufficient number of variable columns. While 521
variable columns are analyzed in the beginning for the
Amniota versus Amphibia split, this number drops to
462 for the Mammalia versus Aves split, and it is 369
for the incorrect split involving non-monophyletic
Marsupialia. Analysis continues with 349 variable
columns, and the last good split of Primates versus Ro-
dentia is based on 275 columns. Finally we deal with 47
and 61 variable columns, respectively, and resolution is
lost. 
Employing erosion-corrected reliability estimation
(cf. Material and methods, The minimum conflict algo-
rithm, note 2), minimum conflict infers the undisputed
tree (data not shown). 
Mammalia data
The tree shown in Fig. 6 may be debated as far as the po-
sition of the Monotremata is concerned. On the left,
bootstrap values obtained for the standard methods are
displayed; some plausible groups within the Primates re-
ceive insufficient support in the parsimony and likeli-
hood analyses. On the right, the minimum conflict tree is
displayed; the split of species 1–13 versus 14,15 (Theria
versus Monotremata) has a minimum conflict of 16.260,
and it is closely followed by 12 versus 1–11,13–15 (con-
flict 17.741), 1–12 versus 13–15 (conflict 20.417), 12,13
versus 1–11,14,15 (conflict 22.280), 8–11 versus
1–7,12–15 (conflict 25.960) and 1–11 versus 12–15
(conflict 28.732). The last split listed refers to the “Mar-
supionta” hypothesis, proposing a monophyletic group
of Marsupialia and Monotremata (cf. Janke et al. 1996,
1997, Penny & Hasegawa 1997). The other splits (Eu-
theria versus Marsupialia, and Primates versus Roden-
tia) are well supported. No further resolution is possible
for the primates; there are seven splits with zero conflict.
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Other natural data
We reinvestigated another study, Friedrich & Tautz
(1995), and again the minimum conflict tree is more
plausible, even though not all putative correct monophy-
la are recovered by our method either, see Fuellen
(2000). We have also constructed a set of 14 Bilaterian
18S-rDNA sequences from the RDP database, following
the “Always take the first two taxa” rule, and minimum
conflict recovers the undisputed tree topology with no
errors (see Fuellen 2000, Fuellen et al. 2001). In con-
trast, neighbor joining and maximum likelihood cannot
correctly recover the first split of the set of species, and
their bootstrap support for the correct split is only 5%
and 28%, respectively. For a set of Gnathostomata taxa,
we encountered some more problems, as described in
Fuellen (2000). These problems consist of incorrect
minimum-conflict splits with very close followups, and
standard methods perform no better (data not shown). 
Artificial data
Results obtained by inspecting random trees with se-
quences of approximately 1500, 1000 and 500 nucleo-
tides are shown in the following set of figures, Figs.
9–11. In all 3 figures, the vertical axis is labelled with
the average error rate established over at least 30 runs,
and the horizontal axis is labelled with the specifics of
the run. This PAM-value, or mutability, is the number of
applications of the substitution probability matrix along
one branch of the artificial tree, from the ancestral to the
descendant node. Naturally, the percentage of substitu-
tions introduced along a path of branches is much larger.
While 413 variable sites are given in the alignment of
species 1–15, 378 are given for species 1–13, and 294
are still available in the alignment of the Eutherian
species 1–11, no resolution is possible for the 107 vari-
able columns in the projected alignment of the primate
species 1–7. 
In contrast to the Tetrapoda data, employing erosion-
corrected reliability estimation yields an “inferior” tree
where the split Eutheria versus “Marsupionta” has a
minimum conflict of 14.570, followed by the Theria ver-
sus Monotremata split with conflict 16.260. However,
the difference between the minimum-conflict split and
the followup-split is small, as it was when we obtained
the more plausible tree above. In general, caution should
be exercised with respect to the confidence in tree nodes
based on a narrow decision. 
Chordata data
As can be seen in Fig. 7, left, standard methods are not
able to recover the Teleostomi group (species 1–7); at
most two percent of the trees estimated include this puta-
tive monophylum. We get the tree right up to this point
(Fig. 7, right). Thereafter, minimum conflict is as incor-
rect as the standard methods, favoring a zero-conflict
split 1–3 versus 4–7 over the correct split 1–5 versus 6,7,
which obtains a conflict of 23.107. For the Chordata
dataset, we recognize 662 variable sites in the begin-
ning, and this number drops to 341 for species 1–9, and
to 323 for the subtree of species 1–7. In the end, 50 vari-
able columns are left in the alignment of the sequences
of species 1–3. Erosion-corrected reliability estimation
yields the same tree. 
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Fig. 9. Error rates for artificial data, 1500 nu-
cleotides. The vertical axis is the frequency of in-
correctly estimated splits, averaged over approx.
32 runs with trees of random topology consisting
of approx. 16 species. The horizontal axis is inter-
preted as follows: on the right side, the percent
accepted mutations along one branch of a ran-
dom tree with equal branchlengths is given; on
the left side, the average percent accepted mu-
tations is given, where trees are constructed with
variable branchlengths. These branchlengths are
in the interval indicated in the plot, ranging from
1 to 39 PAM for an average of 20 PAM, and from
1 to 3 PAM for an average of 2 PAM. Error bars
indicate an approximate 95% confidence interval.
Sample patterns for split 1–7 versus 8,9 are dis-
played in fig. 8 on page 258.
For example, the percentage of substitutions between
two sister group sequences is almost twice the mutabili-
ty, unless multiple hits cause saturation effects in case of
very large mutabilities. For the right-hand side of the
figures, the mutability is the same for each branch,
whereas on the left-hand side it varies as indicated, and
the axis refers to the average mutability, marked as such
by the minus (“–“) sign. 
The figures include so-called “error” bars for purpos-
es of decoration only, based on an unsound attempt to
calculate a standard “error” of the mean as a basis for
95% confidence intervals. Our calculation of “error”
bars is unsound because error rates do not feature a sym-
metric distribution around the mean value - there are no
negative rates. We also note that 30 runs are just enough
to calculate “error” bars, see Swinscow (1997). 
Using approx. 16 sequences with 1500 nucleotides,
32 independently created phylogenies established an
error rate of zero or almost zero given a mutability of
1–12 PAM (Fig. 9, right). Larger mutability triggers
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Fig. 10. Error rates for artificial data, 1000 nu-
cleotides. See Fig. 9 for further explanations.
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Fig. 11. Error rates for artificial data, 500 nu-
cleotides. See Fig. 9 for further explanations.
more and more error, like 8% for 16 PAM, and 17% for
20 PAM. If the mutability varies randomly between 1
and 3 PAM on different branches of the tree, we observe
about 3% error. Again, longer branchlengths result in
more erroneous tree estimates (Fig. 9, left). To some de-
gree, the large error rates to the left can be expected;
after all, mutability variation between 1 and 39 PAM im-
plies almost complete randomizations taking place
across some branches of the tree, and randomization ef-
fects are even much stronger along paths of the tree. 
Fig. 10, right, displays similar results for an average
sequence length of 1000 nucleotides. We observe an av-
erage error rate of zero or almost zero given a mutability
of 2–8 PAM. A smaller mutability of 1 PAM renders the
alignment less informative, so we can indeed expect a
higher error rate. Again, larger mutability triggers more
and more error (Fig. 10, right). If the mutability varies
randomly between 1 and 3 PAM on different branches of
the tree, about 7% error results, and for variation be-
tween 1 and 7 PAM we observe about 10% error. Again,
larger branchlengths result in more erronenous tree esti-
mates (Fig. 10, left). 
For sequences with only 500 nucleotides, we note
much higher error rates (Fig. 11, right), unless mutabili-
ty is around 4 PAM. In particular, the rise in error for
small mutability is more pronounced. Moreover, in these
cases variation of branchlength within the trees studied
increases the error rate quite a lot (Fig. 11, left). For ex-
ample, we record about 16% incorrectly estimated bi-
partitions in the case of variation between 1 and 7 PAM.
However, for half of these errors the correct bipartition
has a conflict value very close to the erroneous one (data
not shown), and polytomies should have been flagged. 
Discussion 
Theoretical considerations
Let us compare our method to other approaches. For a
detailed explanation of these, and a comprehensive
overview of phylogenetic systematics in general, the
reader is asked to consult Swofford et al. (1996). We are
aware that some of the issues raised are hotly debated,
and that our rather simple-minded comparison is useful
mostly to put our method in perspective. 
Distance methods for phylogeny estimation calcu-
late distances between pairs of sequences, based on the
number of character states that do not match. The pair-
wise distances are used to build up a phylogenetic tree.
Our method, however, is character-based, analyzing
multiple sequences simultaneously in a position-by-po-
sition fashion. This makes more use of the information
provided by the individual sequence positions. Further-
more, modifications may occur in the development of
the present-day species only, after the last separation
event. These amplify distances between close relatives,
and may misguide the analysis. In an attempt to deal
with this specific type of long-branch artifact, correc-
tions of distance estimates are often employed, and they
are obtained by using specific models of character state
evolution. 
Such detailed models of evolution, including specific
“substitution rates” for different classes of modifica-
tions, cannot be universally valid, and their estimation
from data analyzed before constitutes circular reason-
ing: what if the trees used to estimate model parameters
are incorrect? In this case, a systematic error is intro-
duced into the model, and it may be reinforced by the
further analyses of similar data. 
Like our approach, maximum likelihood analyses
are character-based. These evaluate a so-called likeli-
hood function for each sequence position, and combine
the results. Likelihood gives high scores to trees for
which the modifications conform to an estimate about
which classes of modifications are likely, and which
ones are not. Therefore, the likelihood function relies on
a detailed model of character state evolution, which we
would like to avoid for the same reasons as in the case of
distance methods. Furthermore, symplesiomorphies as
well as noise caused by random modifications and the
variation of substitution rates along branches of the tree
may nevertheless influence the reliability of the results
of maximum likelihood analyses. 
Parsimony analysis is also character-based, evaluat-
ing another (but similar, see Tuffley & Steel 1997) scor-
ing function for each sequence position and combining
the results. Parsimony gives high scores to trees which
explain the data with a minimum of modifications. No
detailed model is needed for the parsimony function, but
a lot of the noise caused by random modifications may
influence the result of parsimony. If positions are
weighted differently (see Swofford et al. 1996: 502–503,
for a review), and/or the correction suggested by Salis-
bury (1999) is applied, the problem may at best disap-
pear at the expense of additional complexity that allows
for other systematic errors. Most importantly, we now
discuss how parsimony may be misled by symple-
siomorphies. 
Parsimony can “fall into the erosion trap” (i.e. it may
place taxa displaying symplesiomorphies into one sub-
tree, cf. Fullen et al. 2001) because trees for which the
less evolved sequences form a subtree require less modi-
fications, if the more evolved sequences match the char-
acter states estimated for the node at which they are all
attached. This matching may be viewed as a low level of
long-branch attraction (Felsenstein 1978). 
In Fig. 12, panels 1 and 2 feature the same character
states at the leaves of the tree. The difference is in the
tree itself: species 2, representing “the long branches” in
this case, is attached to different edges, and we assume
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Of the existing approaches just discussed, parsimony
and maximum likelihood in particular are reaching their
limits for large datasets, especially because these require
a (heuristic) search of the space of all possible trees,
evaluating the scoring function very many times. Re-
searchers are reworking these methods in order to make
them faster. For example, “PUZZLE” (Strimmer & von
Haesler 1996) is an heuristic method that does maxi-
mum likelihood calculations for sets of 4 species, and
then assembles the subproblem solutions recursively.
For parsimony, “Iterative Fixation” (Salisbury 1999) is
one algorithm that combines species into archetypes to
speed up calculations. However, these two approaches
are limited by both the drawbacks of the underlying
method, and the heuristic nature of the speedup. 
Then again, the divide-and-conquer paradigm al-
ready plays a key role in tackling large phylogenies.
A distance-based generic algorithm called “Disk-
Covering” is described in Huson et al. (1998) and
Huson et al. (1999). “Disk-Covering” is similar to our
approach because it also divides the set of species into
subsets, and then combines the subtree solutions. Its
reliance on distance calculations makes it susceptible to
the problems already discussed for distance trees.
Nevertheless, “Disk-Covering” holds a lot of promise,
in particular because it has shown desirable characteris-
tics (so-called “fast convergence”) for sufficiently large
sequences. 
that the left-side tree is the true tree. In panels 3 and 4,
the character state of species 6 is T, but the tree in
panel 3 is the same as in panel 1, and the tree in panel 4
coincides with the one in panel 2. Inferred modifications
are marked by thick lines. If species 6 has a character
state that is the same as for species 1,3–5, but different
from species 2, we need two modifications to explain its
evolution, no matter which tree we take (panel 1 or panel
2). However, if species 6 has a character state matching
species 2, the true tree on the left requires three inferred
modifications (panel 3), and parsimony will favor the
false tree where species 2 and species 6 are “together”,
and there is no need for a modification “between them”
(panel 4). In the most parsimonious tree, the short-
branch species 1,3–5 then form one subtree. For panel 3,
we remark that three modifications are also needed if we
assume that the last common ancestor of 1–6 has charac-
ter state T. Moreover, there is more than one tree that is
both false as well as most parsimonious; species 2 and 6
in the tree to the right (panels 2 and 4) may as well be
placed in a common subtree, and the number of modifi-
cations is two for such a tree as well. 
In contrast to all three standard methods, our
method builds the tree bottom-up, from the root to the
leaves. At each level we do a simultaneous analysis of
the relevant sequences only. As we have seen, this strong
focus has a very pleasant side-effect: at least for bal-
anced trees, calculations can be very fast. 
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Fig. 12. A conceptual example where
parsimony is misled by symplesiomor-
phies. (See text.) 
Natural data
To summarize our results, we note that if we compare
the performance of our method with standard methods,
we find cases where all methods agree on the plausible
monophyla, cases where all methods fail, and cases
where only some methods fail. Failure of our own
method for the Tetrapoda dataset may be attributed to an
unsatisfactory selection of the outgroup, since the prob-
lem disappears in the case of paraphyletic outgroup
maintenance: if we select the new outgroup of a set of
species as the union of a) the first species of the sister
group and b) the old outgroup, Marsupialia are recog-
nized as a monophyletic group (minimum-conflict 0,
runnerup-split with conflict 13.83). We believe that this
is a general improvement over the current usage of
monophyletic outgroups; paraphyletic outgroups are
able to pinpoint a maximum of symplesiomorphies that
are not lost in the majority of its constituents. We only
use the first species of the sister group to avoid sampling
problems; otherwise a large number of species in the sis-
ter group would dominate the outgroup. However, it
would be even better to use not the first, but the best-
suited species from the sister group, and we are currently
investigating this issue. 
Failure of parsimony and likelihood within the Pri-
mate group of the Mammalia dataset is probably due to
noisy data, since the incorrect groupings do not have
sufficient bootstrap values either – they range between
43 and 45% supporting the groups Gorilla and Pan in
case of parsimony, and Homo, Gorilla and Orang in case
of likelihood. 
Failure of all standard methods in recovering the
Teleostomi group within the Chordata dataset can be at-
tributed to symplesiomorphies, as follows. If we inves-
tigate the correct split within the Gnathostomata (i.e.
Teleostomi versus Squalus and Echinorhinus, denoted
1–7 versus 8,9 following the numbering scheme in
Fig. 7) using minimum conflict, we observe 5 patterns
within the Teleostomi with more than 10 supporting
columns. They are listed in Table 1. None of these pat-
terns triggers conflict because all have low advised nov-
elty estimates – we can assume that each pattern is
caused by symplesiomorphies, i.e. character states still
present in the species forming the pattern, but eroded in
the species not part of the pattern. More precisely, these
symplesiomorphies encompass the pattern species with-
in the Teleostomi and the (majority of the) two species
of the sister group of the Teleostomi (Squalus and Echi-
norhinus). We assume that the three different kinds of
internal nodes suggested by the standard methods are
based on such symplesiomorphies, because each of
them corresponds to one pattern in the table: the node
“Latimeria versus the other species” (split 5 v 1–4,6–9)
is found by parsimony with bootstrap support of 100%,
and it corresponds to the erosive pattern “1–4,6,7”. In
other words, it is based on symplesiomorphies that en-
compass species 1–4,6–9. In the presence of a method
artifact, bootstrap support of 100% is indeed no evi-
dence for correctness of the phylogenetic tree calculat-
ed. The split “Mammalia versus the other species” (split
1–3 v 4–9) is established by neighbor joining (bootstrap
70%), and it corresponds to the pattern “4–7”. It is
based on symplesiomorphies in species 4–9. Their pat-
tern is marked in yellow in Fig. 8, on page 258. Finally,
the split “Fundulus and Salmo versus the other species”
(split 6,7 v 1–5,8,9) is favored by maximum likelihood
(bootstrap 56%), corresponding to the pattern “1–5”,
and based on symplesiomorphies in 1–5,8,9. 
Like the standard methods, minimum conflict cannot
recover the Sarcopterygii within the Chordata dataset.
On the one hand, the correct split between (a) Sar-
copterygii and (b) Fundulus and Salmo (1–5 v 6,7) trig-
gers a significant pattern in Xenopus and Latimeria. Its
observed matching rate of 59% with the outgroup (i.e.
Petromyzon and Lampetra) is far below the neutral
matching rate of 67%, yielding a high novelty estimate.
One possible reason for such a pattern is the accumula-
tion of convergences in Xenopus and Latimeria. On the
other hand, the incorrect split separating Mammalia
from the other species (1–3 v 4–7) triggers no conflict
within the other species (4–7); the pattern in Xenopus
and Latimeria is significant, but it features a very low
novelty estimate due an excess of the observed matching
rate (68%) in relation to the neutral matching rate of
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Table 1. Symplesiomorphic Patterns and Corresponding Splits involving the Gnathostomata group of the Chordata dataset. Species numbers
as in Fig. 7.
Pattern for the correct Advised Conflict Incorrect split (corresponding Method favoring the Bootstrap
split 1–7 versus 8,9 novelty estimate to the pattern) incorrect split support
1–4,6,7 0.255 0 5 versus 1–4,6–9 parsimony 100
4–7 0.335 0.266 1–3 versus 4–9 neighbor joining 70
1–5 0.054 0 6,7 versus 1–5,8,9 likelihood 56
1–5,7 0.056 0 6 versus 1–5,7–9 – –
1–6 0.039 0 7 versus 1–6,8–9 – –
59%. Again, convergences in Xenopus and Latimeria
may be the reason for this artifact, diminishing the neu-
tral matching rate. 
Artificial data
Current knowledge about the relationship between the
process used for the generation of artificial data and the
evolutionary processes that are behind natural data is
very limited. Calculating mutabilities / nucleotide sub-
stitution rates from natural data is not straightforward, as
exemplified by the complex procedures used by Van de
Peer et al., (1996, 1997). Therefore, some intensive re-
search is needed to find good estimates for the mutabili-
ties that we can expect in natural data, not to mention
their variation across the different branches, and we
should not derive any detailed conclusions yet based on
the performance of our method on artificial data, not
even from the extensive comparative tests performed in
Fuellen et al. (2001). 
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Appendix 
It is instructive to give a formal definition of the Hennigian
terms (cf. Hennig 1966,Wägele 1996) used in the introduction,
and throughout the paper. 
We are given a tree , and a monophyletic group g of
species. Then, a synapomorphy, or shared novelty n in g, is a
character state n that is shared by at least two species in g,
which inherit it from the last common ancestor of g. In Fig. 13,
synapomorphies are displayed in panels 1 and 2. A synapo-
morphy is also called a shared derived character state.
Given a synapomorphy n, a convergence to n is a character
state that first appeared in the last common ancestor of a group
of species g’ disjunct from g, was then inherited by at least one
species in g’, and is matching with the character state of the
synapomorphy. (If g’ is a singleton, the last common ancestor
coincides with g’.) In Fig. 13, a convergence is shown in panel
3. A convergence is also called a chance similarity, or an
analogy. 
Finally, a symplesiomorphy is the synapomorphy of a
larger group of species. Given such a monophyletic super-
group , a symplesiomorphy for g in g+ is a synapomor-
phy in g+ that was inherited by at least one species in g. A sym-
plesiomorphy is also known as a leftover, or a shared old
character state. It is an “old” state for g and defined with re-
spect to g+, in which it is a new character state, a shared novel-
ty that gives evidence of the last common ancestor of g+.
A symplesiomorphy can be found in Fig. 13, panel 4. 
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Fig. 13. Shared novelty (synapomor-
phy, panels 1 and 2), convergence
(panel 3) and leftover (symplesiomor-
phy, panel 4).
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