We study the large time behavior of the solutions of the hyperbolic relaxation system
Introduction
This paper is devoted to study the large time behavior of solutions of the following system
f being a nonlinear function from R to R and a ∈ R N . System (1.1) is a typical example of hyperbolic system of conservation laws with relaxation and arises in many physical systems such as nonequilibrium gas dynamics, flood flow with friction, viscoelasticity, magnetohydrodynamics, etc. (see G.B. Whitham [19] ).
The study of the behavior of solutions to hyperbolic relaxation systems has been the object of intensive work. In [14] the Cauchy problem was analyzed by T.P. Liu for the following nonhomogeneous strictly hyperbolic 2 × 2 system of conservation laws: 2) which is a generalization of the 1-d version of (1.1). Here h represents the effect of relaxation to the equilibrium state (u; v * (u)) where v * (u) solves h(u; v * (u)) = 0. For a finite perturbation of an equilibrium state (u 0 ; v * (u 0 )), solutions eventually relax to (u 0 ; v * (u 0 )). This process is approximated accurately by a viscous conservation law of the form
where f * (w) = f (w; v * (w)) and b(w) = ∂f * ∂v (w) −v * (w)f * (w) + ∂g * ∂u (w) + ∂g * ∂v (w)v * (w) with g * (w) = g(w; v * (w)). Assuming further that the equilibrium state is (0,0), and using Chapman-Enskog expansion, it was shown that the relaxation is approximated by the diffusive wave
In I.-L. Chern [5] , a rigorous proof to this approximation was given and a convergence rate in the L p -norm for sufficiently small initial data was obtained. This smallness condition reads
Recently, H. Liu and R. Natalini [12] studied the large time behavior of the solutions of (1.1) in the 1-d case when f (u) = ku 2 by means of scaling arguments. First, they obtained the needed uniform bounds on the scaled solutions by means of entropy-estimates, valid under the so-called sub-characteristic condition (|f (u)| < 1) and the smallness assumptions on the initial data |v 0 | ≤ u 0 and u 0,x ± v 0,x 1.
(1.5)
The main result of [12] shows that, under the assumptions above and for bounded initial data of finite mass, the first component of the system (1.1) decays towards the fundamental solution of the viscous Burgers equation in the L p -norm, at a rate faster than t (p−1)/2p with 1 < p < ∞. The main improvement in [12] with respect to the previous works was the fact of weakening the assumption (1.4) on the initial data in [5] .
In this article, we consider the equation (1.1) as a nonlinear damped wave equation. Indeed, taking the time-derivative of the first equation in (1.1) and applying the divergence operator in the second one we obtain the damped wave equation
with a ∈ R N and initial conditions u(x, 0) = u 0 (x), u t (x, 0) = −∇ · v 0 (x) in R N , (u 0 , v 0 ) being the initial data of (1.1). Equation (1.6) can be seen as a hyperbolic perturbation of the convective heat equation u t − ∆u + a · ∇f (u) = 0, (x, t) ∈ R N × R + .
(1.7)
In fact, considering the rescaling transformation u λ (x, t) = λ N u(λx, λ 2 t), (1.8) the linear equation associated with (1.6) with f ≡ 0 is as follows λ −2 u λ,tt + u λ,t − ∆u λ = 0, (x, t) ∈ R N × R + .
Then it is obvious that, under the scaling (1.8), the term involving second order in time derivatives becomes negligible. According to this formal argument it is natural to expect the asymptotic behavior of the solutions of (1.6) to be the same as that of the solutions of the convection-diffusion equation (1.7) . On the other hand, equation (1.7) is a simple model combining both diffusive and convective effects and has been studied in [7] , [8] and [20] , among others, for non-linearities satisfying f (u) = |u| q−1 u and q ≥ 1 + 1 N .
It is by now well known that, when q = (N +1)/N , the asymptotic behavior of the solutions of (1.7) with initial data L 1 is given by a uniparametric family of self-similar solutions (see [8] ). When q > (N + 1)/N , the convective term a · ∇f (u) is too weak and disappears as t → ∞, the large time behavior being given in a first approximation by the linear heat equation. Finally, when the exponent is subcritical q < (N + 1)/N , the solutions of (1.7) behave like the entropy solutions of the following convective and partially diffusive equation (see [7] and [9] ) u t − ∆ u + a · ∇f (u) = 0, (x, t) ∈ R N × R + , (1.9) where −∆ denotes a (N − 1)-dimensional Laplacian in the directions which are orthogonal to the convective one. In this paper we will not address the case q < 1 + 1/N that can not be handled with the techniques we develop. In our study of the solutions of (1.6), we first develop a Fourier splitting argument that allows decomposing the semigroup of the linear problem associated to (1.6) into a exponentially decaying one and a slowly decaying one. For the second one, which corresponds to the low frequency components, the decay properties are those of the semigroup generated by the heat equation.
After, we study the one dimensional case. Based on this Fourier splitting and fixed point arguments one can get global in time solutions for small initial data in
This is the unique smallness hypothesis on the initial data we impose. Thus, with respect to the previously existing results [5] and [12] , we relax the sub-characteristic and the smallness assumptions (1.4) and (1.5).
We also show that when q = 2 large solutions may blow-up in finite time. This justifies the smallness condition on the initial data. This blow-up result is also extended for even nonlinearities of the form f (u) = |u| q .
It is worth mentioning that there is an extensive literature on the global existence and blow up for equations of the form
We refer to [18] and the references therein. However, as for as we know, our blow-up result is the first one for equations of the form (1.6) where the nonlinearity enters as a convective term. Note that our blow-up result is in contrast with the behavior of solutions of convectiondiffusion equations of the form (1.7). Indeed, in (1.7) all solutions with initial data in L ∞ (R N ) ∩ L 1 (R N ) are global in time and decay in L p (R N ) as t −N (1−1/p)/2 when t → ∞ and this for all nonlinear term f .
We also obtain sharp decay properties as t → ∞ of the global solutions of (1.6). This yields uniform estimates on the scaled functions u λ in (1.8). Then, scaling and compactness arguments yield the asymptotic form of solutions. In this step we need to assume that the initial data belong to the weighted space L 2 (1+|x|; R). This is a natural condition in the study of the asymptotic behavior of solutions of heat and convection-diffusion equations. Indeed, the first momentum of the initial datum being finite allows getting sharp decay properties to the asymptotic profile (see [20] and [6] ).
With respect to the previously existing results, the main achievements of this paper consist in the following facts. First, we study the hyperbolic damped wave equation associated to the system (1.1) as a perturbation of a convection-diffusion equation (1.7). In particular, using a semigroup analysis we prove the global existence, uniqueness and decay estimates of the solutions of (1.6). The scaling argument allows identifying the asymptotic behavior and the rate of convergence. As a consequence we relax the assumptions on the initial data (see next section). These techniques allow us to obtain similar results in several space dimensions as well. This point will be discussed in more detail in Section 9. Moreover, we see that solutions for large data may blow-up in finite time, which is a new phenomenon with respect to the qualitative properties of convection-diffusion equations of the form (1.7).
The rest of the paper is organized as follows. In the following section present the main results of this work. In Section 3, we give some results on the asymptotic behavior in L p (R) of the solutions of the linear problem associated to (1.6). In particular, we develop the Fourier splitting argument. The proof of these estimates is given in Appendix A. Section 4 is devoted to prove the existence and uniqueness of the solutions of (1.6) in the one-dimensional case with the appropriate decay properties as t → ∞. In Section 5, we obtain some compactness results on the family {u λ }. In Section 6, the limit of the family {u λ } when λ → ∞ is identified. In Section 7 we prove the asymptotic behavior of global solutions. Section 8 is devoted to show a blow-up result. Finally, in Section 9 we comment some possible extensions of the results of this paper to more general nonlinearities and to the multi-dimensional case.
Main Results
First, we study the one-dimensional case writing the system in the form (1.6).
To simplify the presentation we consider power-like nonlinearities f (u) = |u| q−1 u and the constant a is taken to be a = 1. The equation under consideration reads:
being the initial data of (1.1).
Theorem 2.1 Let the exponent q in (2.1) be such that q ≥ 2 and
. We assume that
2) with δ sufficiently small. Then, there exists an unique global solution u of (2.1) such that
Moreover, it satisfies
where the constants c, c are proportional to the norm of the initial data in V .
The proof of this theorem is given in Section 4. It is important to note that the smallness condition on the initial data is necessary since solutions for large data blow-up in finite time.
Indeed, let us look for solutions of (2.1) with q = 2 such that u(x, t) = xa(t). We observe that the initial data of u do not belong to V . However, truncating the support of the initial data and thanks to the finite propagation velocity, the blow-up of solutions of the form u(x, t) = xa(t) leads to blow-up results for data in V too. Note that u = xa(t) with x < 0 solves (2.1) if and only if a satisfies the differential equation:
The following holds:
Lemma 2.2 Let (a 0 , a 1 ) ∈ R 2 be the initial data of the solution of
with q > 1 and α > 0. Then, if
the solution a of (2.5) blows up in finite time
The proof of this result and the added arguments leading to the blow-up of system (2.1) will be given in Section 7. This blow-up result justifies the smallness condition in (2.2).
As a result of the previous lemma we also obtain blow up results for even nonlinearities of the form f (u) = |u| q with q > 1. We consider the system
and get the following blow up result.
Theorem 2.3 Let u be the solution of (2.7). We assume that the initial data u 0 and
blows up in finite time t b < K 1 .
Let us now address the problem of the asymptotic behavior for t → ∞ of global solutions. We note that the smooth solutions of (2.1) with compact support (or decaying as |x| → ∞) satisfy the conservation law
That is, the mass of u t + u is conserved along time:
Thus, M is certainly a relevant parameter to describe the large time behavior of solutions. Concerning the long time behavior of solutions the following holds:
Theorem 2.4 Assume that the hypotheses of Theorem 2.1 are satisfied and that q ≥ 2.
. Let u be the unique solution of (2.1). Then, there exists a self-similar function 
When q > 2, v is the fundamental solution of the heat equation
(2.12)
In Theorem 2.4 we relax the assumptions on the initial data in [12] . The initial data (u 0 , u 1 ) in (2.1) coincide with (u 0 , −v 0,x ), where (u 0 , v 0 ) are the initial data in (1.1). Thus, in addition to the sub-characteristic condition, in [12] , u 0 , u 0,x and u 1 are assumed to be sufficiently small in the L ∞ -norm, and of finite mass. However, in this work we do not assume the sub-characteristic condition and we only need the smallness condition in the energy space V . By the contrary we assume the initial data to be in the weighted spaces L 2 1 (R).
Preliminaries on the linear problem
In this section we present some results on the asymptotic behavior of the solutions of the linear problem:
Note that this is the linear equation involved in the nonlinear equation (1.1) we analyze. The well-posedness of (3.1) can be easily obtained writing it as an abstract evolution equation in the energy space H = H 1 (R N ) × L 2 (R N ), with the inner product
Hille-Yosida-Phillip's theorem guarantees that (3.1) generates a semigroup that we denote by {S(t)} t≥0 . Thus, for any initial data (
The following estimates on this linear semigroup are well-known (see Lemma 1 in [15] ):
Lemma 3.1 ( [15] ) Let u be the solution of (3.1), k ∈ N and α ∈ R N + . Then, there exist c, c > 0 such that for any initial data
Here and in the sequel · m,p denotes the norm in W m,p (R N ). Now, we are going to prove estimates on the asymptotic behavior of the solutions of the linear damped wave equation (3.1) using homogeneous Sobolev spaces:
Lemma 3.2 Let k = 0, 1 and α ∈ R N + . Then, there exist positive constants ω, c, c > 0 such that
The proof of this lemma is given in Appendix A. We also need the asymptotic behavior as t → ∞ of solutions of the dissipative wave equation (3.1) in the weighted space L 2 1 (R). To do that we perform the change of variables v(x, t) = xu(x, t). Given u solution of (3.1), then v is the unique solution of the following Cauchy problem:
Using the variation of constants formula (VCF), v can be written as follows
Applying the decay estimates of the semigroup S(t) in L 2 (Lemmas 3.1 and 3.2) in this identity, we obtain:
The proof of this Lemma is given in Appendix A.
Global existence and decay estimates
This section is devoted to prove Theorem 2.1. Fix initial data (u 0 , u 1 ) ∈ V . Using the semigroup notation and the variation of constants formula (VCF), we introduce the function
where we denote, to simplify the presentation,
Recall that f (u) = |u| q−1 u.
With this notation, equation (2.1) can be written as u(t) = [Φ(u)](t).
In other words, the problem is reduced to the obtention of fix points of Φ. To do this we apply the Banach fix point Theorem in the Banach space
with norm
Define the ball
This result is immediate from the following Lemma.
Lemma 4.1 There exists c, c > 0 so that Φ(u) ∈ X and
We assume for the moment that this lemma is true. We shall return to its proof later. Then, Φ(u) ∈ X and choosing R > 0 such that c (u 0 , u 1 ) V ≤ R/6, we get
Since q > 1, choosing R sufficiently small we obtain that Φ(B R ) ⊂ B R . Note that the smallness condition on R imposes a smallness condition on the size of the initial data (on (u 0 , u 1 ) V ) too. Thus, from now on, the initial data (u 0 , u 1 ) are assumed to be small in V . Now, we are going to see that Φ is a contraction. We define
Lemma 4.2 Let Φ be defined as in (4.1). Then, there exists a constant c > 0 so that
(1 + t)
Using (4.7)-(4.9), we get
Thus, since q > 1, for R sufficiently small, Φ is a strict contraction in B R . Now, applying the Banach's Theorem, there exists an unique solution u of (2.1) in B R so that, in particular, u ∈ BC([0, ∞); H 1 (R)) and u ∈ BC 1 ([0, ∞); L 2 (R)). Moreover, since Φ(B R ) ⊂ B R , we get that u X ≤ R and, therefore,
This confirms that the constants c, c in (2.3) and (2.4) are proportional to the norm of the initial data in V . The same argument shows that for any initial data u 0 ∈ H 1 (R) and u 1 ∈ L 2 (R), for τ > 0 sufficiently small, there exists an unique solution u of (2.1) so that
This allows showing that the solution we have built in B R is in fact the only solution of (2.4). Now, we are going to prove Lemmas 4.1 and 4.2.
First of all, we show some estimates that we shall use in the proofs:
when a, b < −1.
(4.10)
Let us now write estimates (3.2) and (3.3) for the solution of (3.1) with initial data ϕ 0 = 0 and ϕ 1 = g. For k ∈ N and α ∈ R N + , we have, by (3.2) , that
For k = 0, 1 and α ∈ R N + , by (3.3) we have that
Moreover, the following interpolation inequalities hold:
whereḢ a (R N ) denotes the homogeneous fractional Sobolev space.
Proof of Lemma 4.1. Using the estimates (3.2) in (4.1) we get
Thus, to get (4.2)-(4.4) it is sufficient to prove the following estimates:
Again, using the estimate (4.12) with a = 1, k = 0 and α = 1 in (4.15) and (4.16) and with a = 1, k = 1 and α = 0 in (4.17), we have
By the interpolation inequality (4.13), we get
On the other hand, thanks to the Cauchy-Schwarz inequality and (4.13),
Then, as u ∈ B R , we obtain, for any s ≥ 0:
(4.20)
• Proof of (4.15) and (4.17) . Using the estimates (4.20), we get
Then, (4.15) and (4.17) hold for any q ≥ 2 thanks to (4.11).
• Proof of (4.16) with q > 2. Using the
Then, thanks to (4.11), we prove (4.16) for q > 2.
• Proof of (4.16) with q = 2. Now, we need to work with fractional derivatives. For α ∈ (0, 1), we have
Applying estimate (4.12) with a = 2 we get
We note that, by (4.20), for q = 2,
On the other hand, by the interpolation estimate (4.14), for q = 2, by (4.20) we obtain
Therefore, coming back to (4.21), we get
Then, taking α ∈ (0, 1/2) and thanks to (4.10), we prove (4.16) for q = 2.
Finally, we observe that Φ(u) and Φ(u) t are continuous in time with values in H 1 (R) and L 2 (R), respectively. Let us check the continuity of Φ(u). The term Φ(u) t can be treated in a similar way. Indeed, given t, t 0 > 0 with t ≥ t 0 (the case t ≤ t 0 can be treated in a similar way), by the variation of constants formula (4.1) we have
Since (u 0 , u 1 ) ∈ V and taking the continuity property of the semigroup S(t) into account we get: lim
Using (4.12), we deduce that
For the last term of (4.22), we use the dominated convergence theorem. First, thanks to (4.11) and taking into account that u ∈ B R , we see that
are bounded above by a function in L 1 (0, t 0 ) depending on s which is independent of t. On the other hand, by the continuity of the semigroup S(t), we get for any s ∈ (0, t 0 ): lim
because f (u(s)) ∈ H 1 (R). Then, by the dominated convergence theorem we obtain
Thus, we prove that Φ(u) is continuous with respect to t with values in H 1 (R).
Proof of Lemma 4.2. Given u, v ∈ B R , let be
Thus, using the estimate (4.12) with a = 1,
In view of the definition of f , it is immediate that there exists c > 0 depending on q such that
and,
Then, using that u, v ∈ B R , the interpolation estimate (4.13) and the functions ϕ and φ defined in (4.5) and (4.6), we get, for any t ≤ s:
(4.24)
• Proof of (4.7) and (4.9). Thanks to the estimates (4.24), we get
and, in view of the definition (4.23) of w, by the estimates (4.10) and the Young inequality, we prove (4.7) and (4.9).
• Proof of (4.8) with q > 2. Again, by the estimates (4.24), we get
and, for q > 2, we obtain (4.8) by the Young inequality and the integral estimates (4.10).
• Proof of (4.8) with q = 2. This case can be treated as in the proof of Lemma 4.1, using fractional derivatives. Let α ∈ (0, 1) and note that, applying (4.12) with a = 2,
We know that, for q = 2,
On the other hand, applying (4.14), we get, for q = 2,
by the previous estimates on f (u) − f (v). Thus, we obtain that
Taking α < 1/2, by (4.10) we get
Finally, applying Young's inequality, we prove (4.8) for q = 2.
The proof of Theorem 2.1 is now complete.
We now obtain some extra estimates on the behavior of u that will be useful in the sequel.
Proposition 4.3
Let u be the solution of (2.1) under the hypotheses of Theorem 2.1. Then, for any t ≥ 0, we get
25)
with a constant c that depends on the norm of the initial data in V and the exponent q.
Proof. Using the VCF
and, by the estimate (3.2), we get:
Thus, we only need to estimate the integral term to conclude the proof. To do it, we use (4.12) with a ∈ [1, 2] and we obtain
Using (4.18) and estimates (2.3) and (2.4), we get for q ≥ 2:
where C depends on the initial data and q. Thus, we only have to study the second integral on the right hand side of (4.26).
• Case q ≥ 5/2. Taking a = 1 and using (4.19) with estimates (2.3) and (2.4), we prove (4.25) for q ≥ 5/2:
• Case q ∈ [2, 5/2). By Holder's inequality
.
Since a ∈ [1, 2], then 2a(q − 1)/(2 − a) ≥ 2 and we get
Therefore, thanks to (4.13), (2.3) and (2.4), we obtain:
by (4.10) since (3/4 + 1/2a) > 1 and (q + 1)/2 − 1/2a > 1. We choose a ∈ (1, 2) depending on q ∈ [2, 5/2) so that the decay estimate is optimal, i.e,
We get
and conclude the proof of (4.25) for q ∈ [2, 5/2).
Compactness
The goal of this section is to obtain a compactness result in L 2 ((0, T ) × R) for the family {u λ } λ>0 , defined by u λ (x, t) = λu(λx, λ 2 t).
This fact will be later used in the proof of Theorem 2.4. For any λ > 0 the function u λ solves
On the other hand, thanks to (2.3) and (2.4), we have, for any t ≥ 0:
is bounded when λ → ∞. Then, by extracting subsequences (that we denote with the same subindex λ to simplify the notation), u λ converges weakly in L 2 ((0, T ) × R). Now, we proceed in several steps:
1. First, we establish that the sequence {u λ } is relatively compact in C([t 0 , T ]; L p loc (R)) for 1 ≤ p ≤ ∞ and t 0 > 0.
2. Then, for any ε > 0 we prove the existence of k 0 > 0 such that for any k ≥ k 0 and λ ≥ 1 we get
As a consequence, we obtain the compactness in C([t 0 , T ]; L p (R)) for t 0 > 0 and any
3. Finally, we show that for any ε > 0, there exists t 0 > 0 sufficiently small such that, for λ ≥ 1, it holds
Using the previous items, we conclude the proof of the compactness in L 2 ((0, T ) × R).
Local compactness
Proposition 5.1 Let u be the unique solution of (2.1) under the hypotheses of Theorem 2.1. Let {u λ } be the family defined in (1.8) for N = 1. Then, for any
To prove this result, we use a variant of the Aubin-Lions compactness Lemma. The following estimates on the time derivative are needed: Lemma 5.2 Let 0 < t 0 < T . Then, under the hypotheses of Proposition 5.1, {u λ,t } λ≥1 is uniformly bounded in L 2 (t 0 , T ; H −1 (R)).
Proof of Lemma 5.2. We consider the function
that satisfies v λ,t = e λ 2 t [λ −2 u λ,tt + u λ,t ]. Thus, since u λ verifies (5.2),
On the one hand, we get
by (4.13) and the estimates (2.3)-(2.4). With this estimate and (5.4)
for any exponent q ≥ 2. Consequently, we get v λ,t −1,2 ≤ ce λ 2 t , for any t ≥ t 0 > 0. Using the Cauchy-Schwarz's inequality and the previous estimate, we have
) ≤ c e λ 2 t , for any t ≥ t 0 .
Integrating between t 0 and t, we get
Since v λ is defined by (5.7),
Thus, we get
Thanks to (4.25), we have the following decay estimates for u λ,t :
for 2 ≤ q < for any q ≥ 2 and t 0 > 0. Thus, we have
and we conclude the proof.
Proof of Proposition 5.1. We observe that
loc (R) for 2 ≤ p ≤ ∞ with continuous embeddings. On the other hand, recall that, according to Lemma 5.2, {u λ,t } λ≥1 is uniformly bounded in L 2 (t 0 , T ; H −1 (R)) for 0 < t 0 < T . Moreover, by (5.3) and (5.4), {u λ } is uniformly bounded in L ∞ (t 0 , T ; H 1 (R)), for any 0 < t 0 < T . Then, using classical compactness results (see [17] , Corollary 4, p. 85), the family {u λ } is relatively compact in C([t 0 , T ]; L p (K)) for any compact set K ⊂ R and 2 ≤ p ≤ ∞. This concludes the proof.
Global compactness
First, we prove (5.6). In fact, thanks to the estimate (5.3),
and choosing t 0 sufficiently small, we obtain (5.6). Now, we prove (5.5) as a consequence of the following lemma whose proof is given later.
Lemma 5.3 Let u be solution of (2.1) given by Theorem 2.1. Moreover, assume that:
Then, we have
We note that |x|≥k |u λ (x, t)|dx = |y|≥λk |u(y, λ 2 t)|dy.
Thus, by the Cauchy-Schwarz's inequality,
and, thanks to (5.9), we prove |x|≥k |u λ (x, t)|dx ≤ c(λk)
for all 0 ≤ t ≤ T and λ ≥ 1. This concludes the proof of (5.5). As a consequence, we have the following result:
Proposition 5.4 Under the hypotheses of Lemma 5.3, the family {u λ } is relatively compact
Proof. First, we prove that for any k ≥ k 0 and λ ≥ 1 it holds
Using (4.13) and the estimates (5.3)-(5.4), it is immediate that
Thus, using (5.10) and (5.12), we observe that
Consequently, we obtain (5.11) for t ≥ t 0 choosing k sufficiently large. Now, we consider the L ∞ norm. Let
Since u λ,x (t) L 2 (I) is uniformly bounded for any λ ≥ 1 and t ≥ t 0 , by (5.11) we prove that for any k ≥ k 0 and λ
Thus, as a consequence of (5.11), (5.13) and Proposition 5.1, we conclude the proof.
Proof of Lemma 5.3. Using the VCF, we get that: 
Now, we study the integral terms. Since f (u) = |u| q−1 u, using the decay estimates (2.3) and (2.4), we obtain immediately:
Therefore, applying these estimates in the integrals appearing in (5.14), we get, for any q ≥ 2 and t ≥ 0:
Then, coming back to (5.14), we deduce that, for any t ≥ 0:
u(s) L2 
Thus, we have that, for q ∈ [2, 3], 16) and, for q > 3, we obtain
ds,
i.e., the inequality (5.16) with q = 3. Thus, the proof of (5.9) for the cases q > 3 is reduced to the case q = 3. Now, we define ϕ q (t) = (1 + t)
Thus, for q ∈ [2, 3], (5.16) can be written as
• If the exponent q = 2, v is the solution of the Burgers equation (2.11).
Proof. To do it, we use the weak formulation of solutions. We consider the following test functions
Thus, the solutions {u λ } of the rescaled problem (5.2) satisfy:
Letting λ → ∞, we are going to see that the limit v ∈ L 2 ([0, T ] × R) of the sequence {u λ } λ>0 satisfies, when q = 2, the weak formulation of the Burgers equation (2.11) 2) and, in the case q > 2, the weak formulation of the heat equation (2.12)
Since u λ is relatively compact in L 2 ((0, T ) × R), there exists a subsequence (denoted with the same subindex λ) u λ converging in L 2 ((0, T ) × R) to some function v. Then, for any ϕ ∈ D(T ),
By the change of variable y = λx,
and, applying the Dominated Convergence Theorem, we get
Thanks to (5.8), since min(5/4, 2q + 5/8) > 1 for q ≥ 2, we get
and therefore
Now, we study the integral in (6.1) involving the term |u λ | q−1 u λ . We consider two cases:
• Case q > 2. Using (4.13) and the estimates (5.3) and (5.4), we obtain
and, for T > 0, we conclude the existence of c > 0, depending on q, such that
with q ∈ [2, 3).
Then, for 0 < T < ∞:
provided q > 2. Therefore, (6.4)-(6.7) guarantee that the limit v of u λ in L 2 ((0, T ) × R) satisfies the weak formulation of the heat equation (6.3) when the exponent q > 2.
• Case q = 2. Now, since the sequence
Thus, thanks to (6.4)-(6.6) and (6.8), the limit v of the sequence u λ satisfies the weak formulation of the Burgers equation (6.2) when the exponent q = 2.
As a final point, we note that the uniqueness of the weak solutions of (2.11) and (2.12) in L 2 ((0, T ) × R) is well known thanks to the classical transposition method (see [11] ). This fact guarantees that the limit v is unique and that it is actually the limit of the whole family {u λ }. This concludes the proof of Proposition 6.1.
Asymptotic behavior
In this section we derive the asymptotic behavior of the solutions of (2.1) (proof of Theorem 2.4).
Proof of Theorem 2.4. We know by Proposition 5.4 that, when λ → ∞, there exists v such that the sequence
We note that, by Proposition 6.1, this convergence holds for the whole sequence {u λ }. Depending on the value of q, one can get the explicit form of the solution v.
• Case q > 2. v is the solution of (2.12) defined by v(x, t) = M G(x, t) (q > 2), where G is the heat kernel
Thus, v is invariant under the rescaling transformation (5.1), i.e. v λ ≡ v. Then,
Now, we choose λ 2 = t and thanks to (7.1), we obtain the convergence result (2.10) for q > 2.
• Case q = 2. In this case, by Proposition 6.1, the limit v is the solution of (2.11) whose explicit formula is
where C M ∈ R is a constant so that
This solution is also self-similar:
, for a suitable profile f M . Again, v is invariant under the rescaling transformation. Then, we conclude the proof as in the case q > 2.
Blow-up
In this section we show the results of blow-up in finite time (Lemma 2.2 and Theorem 2.3). As we mentioned in Section 2, the blow-up result for the ODE (2.5) with exponent q = 2 implies the existence of blowing-up solutions of the form u(x, t) = xa(t) for the PDE (2.1) with q = 2. The corresponding initial data are of the form u 0 (x) = xa 0 , u 1 (x) = xa 1 . Obviously they do not belong to the space V . Note however that, due to the finite speed of propagation (=1 in model (2.1)) one can modify the solution so that it blows-up and has compact support in x. Indeed, let a be solution of (2.5) blowing up in time T . Let ϕ ∈ C ∞ c (R) be such that ϕ(x) = x for all x ∈ [−3T, 0]. Let the initial data for (2.1) be u 0 (x) = a 0 ϕ(x), u 1 (x) = a 1 ϕ(x). Then, the solution of (2.1) in [−3T + t, −t] is of the form u ≡ xa(t). Consequently it blows up in time T for all x ∈ [−2T, −T ].
Proof of Lemma 2.2. First, let b(t) = e t/2 a(t). Then (2.5) becomes:
with initial data b(0) = a 0 and b (0) = a 0 /2 + a 1 . Now, we multiply (8.1) by b t and we have
Integrating by parts, we get
and, then, we obtain
Given an arbitrary a 0 we assume that a 1 is sufficiently large such that
Given τ > 0 arbitrary, we have b Proof of Theorem 2.3. We first observe that, due to the finite speed of propagation, if the initial data (u 0 , u 1 ) of u have its support in the interval [K 1 , K 2 ], then the support of u is contained in [K 1 − t, K 2 + t] for all t > 0. Thus, to reduce the difficulty, we study the function a(t) defined in (2.8) for t ≤ K 1 . Now, applying Hölder inequality, we get for any t ≤ K 1
Now, we multiply the equation (2.1) by x and integrate. Thus, we get
Then, thanks to the inequality (8.5), a satisfies
It is clear that, if the solution of
blows up in finite time t b , also the solution of the inequality (8.6) blows up in finite time ≤ t b . Now, we show a blow-up result of the solution of (8.7) as a consequence of Lemma 2.2. Under the hypotheses of Theorem 2.3, the initial data a 0 and a 1 of (8.7) are positive. With these initial data the solution of (8.7) is positive and also satisfies (2.5) replacing α with ρ. Then, applying the Lemma 2.2, the functions (2.8) satisfying (8.6) blow up in finite time t b ,
, if the constants (a 0 , a 1 ) satisfy
Then, if a 0 and a 1 satisfy (8.8) and (8.9), we conclude the proof of the Theorem 2.3.
Extensions to other convective nonlinearities and to the multi-dimensional case
More general nonlinearities. One of the most natural extensions of the previous results is based on the observation that, for large values of time, small solutions tend to zero for a very large class of nonlinearities. Hence only the behavior near zero of the convective nonlinearity should matter when describing the asymptotic behavior of solutions. Consider the equation
where f and f are locally Lipschitz real functions with f (0) = 0 and for which there exists q ≥ 2 such that
The same results on the global existence, decay and asymptotic behavior of small solutions hold for this more general class of nonlinearities. In particular, under these conditions, the asymptotic behavior of solutions of (2.1) is the same as those of the convection-diffusion
which, in turn, is the same as that of the simplified equation
Note also that the asymptotic behavior of both equations (9.3) and (9.4) is the same since the fundamental solution of both of them has constant sign. It is also interesting to observe that when c = 0 in (9.1) or (9.2) the asymptotic behavior of small solutions is given by the fundamental solution of the linear heat equation.
The multi-dimensional case. The results of this paper can also be easily extended to the multidimensional case.
Consider for instance the following dissipative wave equation with a non-linear convective term
where a ∈ R is a fixed vector and f : R → R is a C 2 function. When analyzing (9.5) the first difficulty to overcome is related with the local existence and uniqueness of solutions. The classical energy method requires the non-linearity arising in the wave equation to be locally Lipschitz from H 1 (R N ) to L 2 (R N ) and this holds in space dimension N = 1 whenever f is of class C 2 . But this is not true in higher dimensions because of the lack of embedding from H 1 (R N ) into L ∞ (R). Consequently we rather look for solutions in the class
with k > 0 such that 2k > N so that H k (R N ) becomes an algebra because of the continuous embedding
Assuming that f is of class C k+1 and its derivatives up to order k + 1 are uniformly bounded, i.e. f ∈ BC k+1 (R N ), then classical methods yield local existence and uniqueness of solutions in the class (9.6) for every pair of initial data (
The method of this paper allows showing that for sufficiently small initial data such that, moreover, [(u 0 , u 1 ) ∈ L 1 (R N )] 2 , solutions are global in time and decay as t → ∞ with the same velocity as the solutions of the heat equation with initial data in L 1 (R N ), i.e., with the rate
for all 1 ≤ p ≤ ∞.
The scaling and compactness arguments we have employed allow also describing the first term of the asymptotic development of solutions. Indeed, assuming that the initial data belong to L 2 (1 + |x| (N +1)/2 ; R N ) (to obtain the global compactness) and (9.1) is satisfied with c = 1 and q ≥ (N + 1)/N it then follows that
when q = (N + 1)/N and of
when q > (N + 1)/N . The same techniques allow obtaining similar results for the hyperbolic version of the Navier-Stokes equations analyzed in [2] :
Note that the quadratic nonlinearity in (9.10) corresponds to q = 2 in our previous analysis. When N = 2, q = 2 > (N +1)/N = 3/2. Consequently, small solutions of (9.10) behave as t → ∞ as the solutions of the linear Stokes equation which are given by the fundamental solution of the heat equation. This fact was already observed for the Navier-Stokes in dimension N = 2 in [4] . Some open problems. The methods we have developed in this paper do not allow to describe the asymptotic behavior of solutions when 1 < q < (N + 1)/N . To fix ideas, consider the case N = 1 so that the new range of exponents becomes 1 < q < 2. When 1 < q < 2, in [7] it was proved that the solutions of for the convection-diffusion equation ( The first difficulty encountered in [7] for proving this result was to show that the solutions of the convection-diffusion equation (9. 3) decay as fast as the solutions of the hyperbolic conservation law (9.11), namely, that u(t) L ∞ (R) ≤ c(1 + t) − 1 q , ∀t > 0. (9.12) Note that the decay rate in (9.12) is faster than that of the solutions of (9.3) in the range 1 < q < 2. When dealing with the damped wave equation in this range of nonlinearities (i.e. 1 < q < 2) the methods of this paper do not yield a better decay than that in Theorem 2.1. This decay rate is insufficient to be able to apply the scaling of the hyperbolic conservation law (9.11) (u λ (x, t) = λu(λx, λ q t)) and to obtain a uniformly bounded family of scaled solutions. On the other hand, the entropy inequalities used in [7] when dealing with (9.3) do not seem to apply either. Consequently obtaining the decay rate (9.12) for solutions of (9.3) with N = 1 and 1 < q < 2 and small initial data is an interesting open problem. The same can be said about the multidimensional version in the range 1 < q < (N + 1)/N . Once this sharp decay rate were obtained it would not be difficult to apply the scaling arguments in [7] and [9] together with the techniques developed in this article to show that solutions behave as the entropy solutions of the hyperbolic conservation law in 1-d or of the convection-diffusion equation with partial diffusivity of the form (1.7) in several space dimensions.
Another open problem to be studied is the behavior of solutions for intermediate data for which neither the global existence nor the blow up results in this paper apply. This region, so-called as threshold, has been studied in [13] for a Burgers equation with a convolution term, describing the motion of radiating gas in therm-nonequilibrium. On the other hand, it is easy to check (see [1] , p. 263) |ξ|≤δ e −tω|ξ| 2 |ξ| k dξ ≤ c(ω, δ, k)(1 + t)
Combining these two inequalities, we get Finally, choosing 1 ≤ a ≤ 2 such that 1/a + 1/(2p) = 1, taking into account that 1/2p = 1/a − 1/2, and using Hausdorff-Young's inequality (see [16] , pp. 328), we prove (A.5).
Finally, we prove Lemma 3.3.
Proof of the Lemma 3.3. By Lemma 3.2, we have thanks to (2.11). Then, returning to (A.6), we prove (3.5).
Note that xu x = v x − u. Since the decay of u(t) 2 is known by (3.2), we only need to obtain the behavior of v x to get (3.6). Using the variation of constants formula and the estimate (3.3), we get by (2.11). Then, coming back to (A.7) we obtain (3.6).
