Abstract. This paper deals with the local learning approach for clustering, which is based on the idea that in a good clustering, the cluster label of each data point can be well predicted based on its neighbors and their cluster labels. We propose a novel local learning based clustering algorithm using kernel regression as the local label predictor. Although sum of absolute error is used instead of sum of squared error, we still obtain an algorithm that clusters the data by exploiting the eigen-structure of a sparse matrix. Experimental results on many data sets demonstrate the effectiveness and potential of the proposed method.
Introduction
Data clustering has been extensively studied and practiced across multiple disciplines for several decades [8] . It aims to group objects, usually represented as data points in R d , into several clusters in a meaningful way. Generally, the clustering objective is formulated to maximize intra-cluster cohesion and intercluster separability. Clustering techniques have been applied to many tasks, such as image segmentation [11] , unsupervised document organization, grouping genes and proteins with similar functionality, and so on.
Many clustering algorithms have emerged over the years. One of the most popular clustering methods in recent years is the spectral clustering approach which exploits the eigen-structure of a specially constructed matrix. Generally, spectral clustering can be motivated from a graph partitioning perspective. Various graph clustering objectives, including ratio cut [6] , normalized cut [11] , and min-max cut [7] , can be solved effectively by the spectral clustering method.
In this paper, we propose a clustering method that's also based on eigendecomposing a matrix as is done in spectral clustering. However, we motivate it from the local learning idea, namely, in a good clustering, the cluster label of each data point can be well predicted based on its neighbors and their cluster labels. First, our method constructs local label predictors for each data point using its neighbors and their cluster labels as the training data. Then it minimizes the discrepancy between the data points' cluster labels and the prediction results of all the local predictors to get a final clustering.
The local learning idea has already been used in supervised learning [3] , transductive classification [20] and dimensionality reduction [21] . In supervised learning, for each test data point, data points in the vicinity of the test point are selected for learning an output function. Then this function is used to predict the label of the test point. In practice, this method can achieve better performance than global learning machines since only data points relevant to the test point are used for training [3] .
When the local learning idea is used in an unsupervised manner, a clustering objective is formulated in [19] and achieves good performance. This objective is also combined with a global label smoothness regularizer to obtain a method called "clustering with local and global regularization" in [16, 17] . However, their local clustering objective uses sum of squared error to measure the discrepancy between the data points' cluster labels and the prediction results of all the local predictors. In regression analysis, a model using the sum of squared error measure can be sensitive to noise and outliers, since large error entries are overemphasized. To obtain a better model, we use sum of absolute error which is more robust and reliable. Traditionally, a regression model using absolute error will lead to a linear programming optimization problem [26] . However, by combining sum of absolute error and kernel regression as the local label predictors, we still obtain an algorithm that clusters the data by exploiting the eigen-structure of a specially constructed matrix, thus inheriting the advantages of the powerful spectral clustering approach. Experimental results on many data sets from real-world domains demonstrate the superiority of our proposed approach in obtaining high quality clusterings.
The rest of the paper is organized as follows. In Section 2, we begin with an introduction to the notations and representation of cluster labels, then formulate the model in detail. The algorithm is derived in Section 3. In Section 4, we evaluate the proposed method on many data sets. We make concluding remarks in Section 5.
Model Formulation

Notations
In this section we introduce the notations adopted in this paper. Boldface lowercase letters, such as x and y, denote column vectors. Boldface uppercase letters, such as M and A, denote matrices. The superscript T is used to denote the transpose of a vector or matrix. M ≥ 0 means that every entry in M is nonnegative. For x ∈ R d , x denotes the L 2 norm, and x 1 denotes the L 1 norm.
notes the Frobenius norm, and M SAV denotes the Sum-Absolute-Value norm [4] . Specifically, m-dimensional column vector whose entries are all 1's Im the identity matrix of order m Diag(M) the diagonal matrix whose size and diagonal elements are the same as the square matrix M Deg(M) the degree matrix of M, i.e., the diagonal matrix whose diagonal elements are the sums of rows of M Trace(M) the trace of the square matrix M Other important notations are summarized in Table 1 . In addition, neighborhood N i simply denotes a set of nearest neighbors (measured by some distance metric) of point x i . Typically, given k n, we define each neighborhood N i as the set of k-nearest neighbors of x i , not including x i .
Cluster Labels
Given a set of data points n×c and P1 c = 1 n . Thus, exactly one element in each row of P is 1. Specifically,
Instead of directly using the entries of partition matrix P as the cluster labels, we use a Scaled Partition Matrix Y = P(P
n×c . Specifically,
Thereby each data point x i is associated with a c-dimensional cluster label [y i1 , y i2 , . . . , y ic ]. The scaling is used for obtaining balanced clusters and balanced clusters usually lead to better performance in practice.
Clustering Objective
In a typical local learning approach for supervised learning [3] , for each test data point, data points in the vicinity of the test point is selected for learning an output function. Then this function is used to predict the label of the test point. Although this method looks "simple and stupid" [3] , it can achieve good performance in practice since only data points relevant to the test point are used for training. This approach can be also adapted to the clustering problem [19] and the idea is translated into:
In a good clustering, the cluster label of a data point can be well estimated based on its neighbors and their cluster labels.
Based on this idea, a clustering objective can be formulated to obtain a clustering that satisfies the above property. 
3. Pick the labeling with the smallest total error sum.
Obviously, we won't directly use the above exhaustive search approach since the number of possible clusterings is too large. In fact, for n data points and c clusters, there're
n×c , which is the combination of all the predictions made by the local label predictors. Then, the clustering objective can be written as follows:
subject to Y is a scaled partition matrix defined in (2)
Note that instead of using the Frobenius norm · F as the error measure, we use the Sum-Absolute-Value norm · SAV which is more robust. The problem of what kind of local predictor we will use will be addressed in the next subsection.
Local Label Predictor
For the clustering objective (3) to be tractable, we want to select a local label predictor that's easy to deal with and yet sufficiently powerful for learning the local structure. So, we choose kernel regression model as our local label predictor. Kernel regression [1, 13, 18 ] is a widely used nonparametric technique for nonlinear regression. The prediction of a kernel regression model for a test point takes the form of a weighted average of the target values observed at training points. The weighting coefficients are related to the kernel function K(x i , x j ) for x i , x j ∈ X where X is the data space. With x i fixed, K(x i , x) can be interpreted as an unnormalized probability density function centered around x i . Therefore, two key properties of the kernel function are
, we want to construct a learner to predict the target value y for a test point x. Motivated from kernel density estimation [2] , the target value for a test point x can be estimated by
which is called the kernel regression formula, also known as Nadaraya-Watson model [10] . This model can also be motivated from the interpolation problem when the input variables are noisy [2] .
Generally, a distance-based kernel function [18] can be written as
where D(·, ·) is a distance metric. ϕ(·) is a nonnegative function and monotonically decreases with increasing D(x i , x j ). In addition, ϕ(·) often have parameters pertaining to the rate of decay. Various kernel functions have been studied in the literature, such as Gaussian, Epanechnikov, rectangular, triangular, and so on. The following two kernels will be used in our experiments as in [19] :
-The Gaussian kernel is defined as
where
-The cosine kernel defined over nonnegative data points on the unit hypersphere is defined as follows
This kernel generally leads to good performance when used for document data sets [19] .
Constructing and Combining Local Predictors
In our clustering problem, for each data point x i and {(x j , y jl ) | x j ∈ N i }, we want to construct a local label predictor o il (·) to estimate the cluster label of x i . Here we choose kernel regression model introduced in the previous subsection as our local label predictor. According to equation (7), the solution of local label prediction for x i and l is given by
We can construct a matrix A = [a ij ] ∈ R n×n as follows
Two key properties that A satisfies are
These two properties will be used in the next section for the derivation of our main clustering algorithm.
Recall from section 2.3 that
where 1 ≤ l ≤ c. By combining equations (11) and (12), it's not difficult to see
Therefore, the clustering objective in (3) can be rewritten as follows:
subject to Y is a scaled partition matrix defined in (2) (19) This is the main objective function we want to optimize. Here, the L 1 norm · 1 in equation (18) makes the function not differentiable and difficult to optimize combined with constraint (2) which is not convex. However, the properties of A in (13) and (14) ensure that the problem can be optimized by eigen-decomposing some sparse matrix. We will derive the algorithm in the next section.
Algorithm Derivation
In this section, we simplify the optimization problem (18) and obtain an algorithm that's based on exploiting the eigen-structure of a sparse matrix.
Main Theorem
Suppose a i ∈ R n×1 denotes the transpose of the i-th row vector of A, so A =  [ a 1 , a 2 , . . . , a n ] T . Then we have
Substituting (2) into (20), we have
According to the properties of A in (13) and (14), we obtain
where p l is the l-th column of partition matrix P defined in (1) .
Obviously, we have
where I c ∈ R c×c is the identity matrix of order c. Using F, the clustering objective can be simplified as
Therefore, we obtain the following theorem: 
Relaxation and Discretization
Following the standard spectral clustering procedure, we relax the F defined in (25) to be any matrix from R n×c that satisfies F T F = I c . Thus, the optimization problem is as follows:
From the Ky Fan Theorem [23] , the global optimal solution of the above relaxed problem is given by any matrix from the following set
where the columns of F * ∈ R n×c are the c eigenvectors corresponding to the c smallest eigenvalues of the matrix Deg(A + A T ) − A − A T . After obtaining the relaxed solution, we have to discretize it to get a final solution defined in (1). The discretization approach used in [22] is adopted to obtain the final partition matrix P since it's previously reported to produce satisfactory results [22, 19] . Using an iterative procedure, this discretization method tries to rotate F * (after normalizing the rows of F * to unit norm) so that it's close to a partition matrix as defined in (1) . Details can be found in [22] .
The main algorithm is summarized in Table 2 . We name our algorithm Clustering via LOcal Regression (CLOR).
Relation to Other Approaches
Although the final optimization problem uses the spectral methods for finding the optimal clustering, our clustering criterion is motivated from a local learning approach. In our method, we adopt sum of absolute error as the discrepancy measure instead of sum of squared error which is used in [19] . In addition, in order for the optimization to be tractable, we use kernel regression as the local label predictor while [19] uses "kernel ridge regression". We will empirically demonstrate that our clustering algorithm usually achieves better performance than the algorithm proposed in [19] .
Our algorithm is different from spectral clustering with ratio cut [6] or normalized cut (NCut) [11] on the k-nearest neighbor similarity graph. We construct the following k-nearest neighbor similarity matrix
Spectral clustering algorithms typically use the affinity matrix G which is symmetric. In general, the graph laplacian (used by ratio cut) or normalized graph laplacian (used by NCut) derived from this affinity matrix are not equal to Deg(A + A T ) − A − A T . Since NCut usually outperforms ratio cut in practice, we compare our algorithm CLOR with NCut in the next section and demonstrate the better performance of our algorithm.
Experiments
In this section, we present an empirical evaluation of our clustering method in comparison with representative algorithms on a number of data sets.
Data Sets
In this subsection, we introduce the basic information of the data sets used in our experiments. We use 14 document data sets 1 from the CLUTO toolkit [24] . We briefly introduce the basic information of the data sets as follows.
-cranmed : This data set comprises the CRANFIELD and MEDLINE abstracts which were previously used to evaluate information retrieval systems. -fbis: The fbis data set is derived from the Foreign Broadcast Information Service data of TREC-5 [15] . -hitech: This data set is from the San Jose Mercury newspaper articles that are distributed as part of the TREC collection. -k1a, k1b and wap: These data set are from the WebACE project (WAP).
-re0 and re1 : These data sets are from Reuters-21578 text collection [9] . -tr11, tr12, tr23, tr31, tr41, and tr45 : These six data sets are derived from the TREC collection [15] . Table 3 summarizes the basic properties of the data sets. The smallest of these data sets contains 204 data points and the largest consists of 2463 points. The number of classes ranges from 2 to 25. These data sets are widely used in the literature to evaluate different clustering systems [14, 24, 25] .
Evaluation Criteria
In all the experiments of this paper, the class labels of data points are known to the evaluation process and external validity measures are used to evaluate how much class structure is recovered by a clustering. Besides, the true number of classes c is provided to all the clustering algorithms. We use two popular external validity measures, Normalized Mutual Information (NMI ) [12] and Clustering Accuracy (Acc), as our criteria.
Given a clustering C and the "true" partitioning B (class labels). The number of clusters in C and classes in B are both c. Suppose n i is the number of objects in the i-th cluster, n j is the number of objects in the j-th class and n ij is the number of objects which are both in the i-th cluster and j-th class. NMI between C and B is calculated as follows [12] :
The value of NMI equals 1 if and only if C and B are identical and is close to 0 if C is a random partitioning. Larger values of NMI indicate better clustering performance.
Suppose n is the total number of objects and other notations are the same as above. Clustering Accuracy (Acc) builds a one-to-one correspondence between the clusters and the classes. Suppose the permutation function Map(·) : {i} c i=1 → {j} c j=1 maps each cluster index to a class index, i.e., Map(i) is the class index that corresponds to the i-th cluster. Acc between C and B is calculated as follows:
The value of Acc equals 1 if and only if C and B are identical. Larger values of Acc indicate better clustering performance.
Comparison Settings
Each data point (document) is originally represented by a term-frequency vector (Bag-of-Words). We normalize each vector to unit norm so that every point x i lies on the nonnegative unit hypersphere, that is,
The cosine kernel defined in (10) is generally considered very suitable for documents. So it is adopted as the kernel function in most experiments unless other kernels are explicitly mentioned to be used. For each point x i , the neighborhood N i consists of k-nearest neighbors of x i measured by the cosine similarity. Here, k is provided by domain experts.
We test our Clustering via LOcal Regression (CLOR) algorithm in comparison with another two algorithms which are listed as follows:
-Spectral clustering with normalized cut (NCut) [11] . The affinity graph is constructed using the weighted k-nearest neighbor graph. The edge weight between two connected data points is calculated with the kernel function. -Local Learning based Clustering Algorithm 2 (LLCA) proposed in [19] . There is a regularization parameter λ in LLCA. As is done in [19] , we choose this parameter from: λ ∈ {0.1, 1, 1.5}. For each data set and k, we report the best performance among the results produced when different values of λ are used (LLCA1). We also report the result obtained when LLCA automatically select λ using the parameter selection method in [19] (LLCA2). Therefore, LLCA1 has an unfair advantage over others.
For each algorithm, we assume that the "true" number of clusters c is given. All the algorithms use the same discretization method whose code is available at http://www.cis.upenn.edu/ ∼ jshi/software/. Note that the main computational load of all the above algorithms is to eigen-decompose (or singular value decomposition) a sparse n × n matrix with O(nk) non-zero elements.
Comparison of Clustering Performance
In this section, we compare the clustering performance of the investigated algorithms. We have tested the clustering performance of the algorithms with various neighborhood sizes. For the six TREC data sets (tr11, tr12, tr23, tr31, tr41, and tr45 ), Figure 1 shows the the clustering performance of the algorithms. The x-axis denotes the neighborhood size k and the y-axis denotes the clustering performance measured by NMI. When the neighborhood size is too small (k = 5), LLCA1 and LLCA2 produce unsatisfactory clustering results on data sets such as tr12, tr41 and tr45. These NMI results are not displayed in the subfigures for clarity. The results in Figure 1 show that our algorithm CLOR very often achieves the best performance on all the six data sets and when different neighborhood sizes are chosen. Even though the algorithm LLCA1 has the extra edge of selecting the best NMI value when different values of the regularization parameter λ are used, our algorithm CLOR has a clear advantage over it. Generally in practice, spectral clustering with normalized cut (NCut) can produce very good results when an appropriate similarity measure is chosen. Here we see that the performance of LLCA is comparable to that of NCut, which demonstrates the effectiveness of the local learning approach to clustering. The better performance of CLOR in Figure 1 shows that our proposed algorithm is more suitable for the task of clustering based on the local learning idea.
We also compare the clustering performance of the algorithms on the six TREC data sets in terms of Acc as defined in equation (36). Most of the performance figures are somewhat similar to the ones displayed in Figure 1 . The two most different figures are shown in Figure 2 . Note that here, LLCA1 represents the best Acc value when different regularization parameters γ are used. And the value of γ associated with the best Acc is not necessarily the same as the value of γ that corresponds to the best NMI. It's observed that our algorithm CLOR still outperforms others in most cases. Particularly, on the data set tr41, CLOR seems to have a larger advantage over others in terms of Acc than NMI.
Besides, we conduct experiments on the six TREC data sets when Gaussian kernel is used instead of cosine kernel. Due to the space limit, we only show the results on data set tr11 in Figure 3 . The left subfigure shows the NMI values of the algorithms on tr11 when different neighborhood sizes k are chosen. Here the algorithms use Gaussian kernel (γ = 1). The right subfigure displays the performance of CLOR with the two kernels on data set tr11. It can be observed from the left subfigure that our algorithm still outperforms the other three. The right subfigure shows that cosine kernel is slightly better than Gaussian kernel for document clustering. However, the result from Gaussian kernel doesn't deviate too much from the result with cosine kernel on tr11. Experiments with Gaussian kernel have also been conducted on the other five TREC data sets. From these experiments, we can draw similar conclusions as above. Therefore, the superiority of our algorithm CLOR is not sensitive to what type of kernel is used.
In general, theoretical guidance on how to choose the best neighborhood size k is rare. A rule of thumb is to choose k so that the number of connected components of the k-nearest neighbor graph is close to one. An asymptotic result is that if k is chosen on the order of log(n), then the k-nearest neighbor graph will be connected for n points drawn i.i.d. from some probability distribution with a connected support in R d [5] . Therefore, for data sets with size around 1000, we can choose k to be a small multiple of 10. We list the experimental results on the remaining 8 data sets when neighborhood size k = 30 in Table 4 . It can be observed that our algorithm CLOR consistently outperforms the other three. We also note that different performance measures may lead to divergent performance ranks of the clustering algorithms, which is reflected by the results on the data sets re0 and re1. 
Conclusions and Future Work
In this paper, we propose a new local learning based clustering algorithm, namely, Clustering via LOcal Regression (CLOR). This algorithm is based on the local learning idea, i.e., in a good clustering, the cluster label of each data point can be well predicted based on its neighbors and their cluster labels. When using kernel regression model as the local label predictor and sum of absolute error as the discrepancy measure, we obtain an algorithm that still inherits the advantages of spectral clustering. Experimental results on many data sets show that our algorithm consistently outperforms the previously proposed local learning approach for clustering [19] and spectral clustering based on normalized cut, which demonstrate the effectiveness and potential of our proposed algorithm in obtaining accurate clusterings.
In the future, we want to continue this work on several issues as follows. First, we want to gain a deeper understanding on the underlying reasons for the good performance of our algorithm. We will start this work by investigating the capacity and locality control issues of the local label predictor in our approach and the one in [19] . Second, we will try to derive a good and stable automatic parameter selection procedure for neighborhood size k and parameters in the kernel function. Third, instead of using k-nearest neighbors measured by a distance metric which is provided by domain experts, we plan to learn the neighborhood N i using semi-supervised information such as instance-level constraints [14] . This problem seems to be easier than learning a distance metric and thus hopefully we'll obtain good results.
