Thrs-paper considers the question :-f why some convax quadratic programming algorithms fail and others s'-cceed when applied to nonconvex quasi-convex quadratic programs. Sev'..al algorithms are identified as being capable of solving quasi-convex qusdratic programs using )n:Ly a finite number of arithmnetic and logical operations. These algorithms are all primal feasible, pivot algorithms. Cottle and Ferland (1970a,b) examine the class of quadratic functions that are quasi-convex and pseudo-convex on the nonnegative orthant. Ferland (1971) Specializing results obtained by Mangasarian (1965 Mangasarian ( , or see 1969 to the case of a pseudo-convex quadratic program gives the following theorem. (1-971).
The following statements are equivalent when • is defined on a convex set X:
cp is a quasi-convex function on the set X,
(ii) for any a: the set txE X : cp(x) < cr is a convex set, If a function is continuously differentiable on a convex set X a-ld it is a convex function, then it is a pseudo-convex function on X; if it is pseudo-convex on X, then it is quasi-convex on X.
Quasi-convex and pseudo-convex quadratic functions are very closely
ii not convex but is quasi-convex on the nonnegative orthant (R,1) and the r has no row of zeros, then w is pseudo-convex on the set
, which is the nonnegative orthant with the origin removed. After
Martos obtained this result, Cottle and Ferland (1970b) proved the following theorem, which permits one to replace the origin. The following result, also Cue to Cottle and Ferland (1970a) , is the basis for a finite sufficien'j +L-st. A finite test is an algorithm requiring only a finite number of arithmetic and logical operations to determine if an object (function) possesses a particular property. (i) with a solution to the Kuhn-Tucker conditions,
A
(ii) with a non-basic variable specified to enter the basis, but no basic variable specified to leave the basis, this is called termination on a ray, (iii) neither member of the (basic variable, non-basic variable)
interchange being specified by the rules of the algorithm, or (iv) the specified pivot element specified by a basic variable and a non-basic variable to be interchanged being of the wrong sign or zero.
The second case, termination on a ray, corresponds to the form of A termination occurring in the simplex method for linear programming when there is an unbounded solution. That is, the non-basic variable can be assigned any positive value and all the basic variables remain nonnegative.
To determine if a pivot algorithm for convex quadratic programs can be used to solve quasi-convex quadratic programs it is necessary to show that the third and fourth forms of termination cannot occur and that the second form of termination, termination on a ray, indicates either the ¶ objective function is unbounded below on the primal feasible set X or the set X is empty. If the algorithm works with primal feasible points, then termination on a ray must be interpretable as an indication that -the objective function is not bounded from below on X.
Beale's algorithm is an adaptation of the method of steepest _;E descent that exploits the fact that the derivatives of a quadratic function are linear. If it terminates on a ray, the objective must go to minus infinity on that ray. When it terminetes because the rules do not specify a pivot and if the basic solution at hand is nondegenerate, Iemke's algorithm makes no structural assumption relative to the matrix of coefficients of the linear equations to which it is applied.
It can be applied to the Kuhn-Tucker equations arising from a nonconvex quadratic program and termination will oc•ur after a finite rnumber of pivots either on a ray or with a solution to the Kuhn-Tucker In summary, any programming algorithm converging to a point where the Kuhn-Tucker conditions are satisfied or giving an indication of the occurrence of an objective function that is unbounded belcw on the primal 'feasible set X can be used to solve quasi-convex quadratic programs.
Such an algorithm must not reqTire the assimption that the quadratic form be positive semi-definite to prove that the algorithm does not stop prematurely. Nor can it make use of the assumption the objective function is convex on the feasible set to prove that termination on a ray indicates there is no solution to the Kuhn-Tucker conditions. There are several known finite quadratic programming algorithm, meeting these
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4-0, requirements and they can be used to process quasi-convex quadratic programs.
The common features of the irnown finite algorithms that can be used to solve quasi-convex programs are that they cre primal feasible, pivot algorithms.
