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We prove that non-commutative martingale transforms are of weak type (1,1).
More precisely, there is an absolute constant C such that if M is a semi-ﬁnite von
Neumann algebra and ðMnÞ
1
n¼1 is an increasing ﬁltration of von Neumann
subalgebras of M; then for any non-commutative martingale x ¼ ðxnÞ
1
n¼1 in L
1ðMÞ;
adapted to ðMnÞ
1
n¼1; and any sequence of signs ðenÞ
1
n¼1;
e1x1 þ
XN
n¼2
enðxn  xn1Þ




1;1
4CjjxN jj1
for every N52: This generalizes a result of Burkholder from classical martingale
theory to non-commutative setting and answers positively a question of Pisier and
Xu. As applications, we get the optimal order of the unconditional Martingale
differences (UMD)-constants of the Schatten class Sp when p !1: Similarly, we
prove that the UMD-constant of the ﬁnite-dimensional Schatten class S1n is of order
logðnþ 1Þ: We also discuss the Pisier–Xu non-commutative Burkholder–Gundy
inequalities. # 2002 Elsevier Science (USA)
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Non-commutative (or quantum) probability has developed into an
independent ﬁeld of mathematical research and has received considerable
progress in recent years. We refer to the books [1, 31] for connections
between mathematical physics, non-commutative probability and classical
probability, the books of Voiculescu et al. [42] and Hiai and Petz [23]
for interplay between operator algebras and free probability theory, the
work of Biane and Speicher [4] on stochastic analysis and free Brownian
motion.1Supported in part by NSF Grant DMS-0096696 and by a Miami University Summer
esearch Appointment.
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NARCISSE RANDRIANANTOANINA182In this paper, our main interest is on non-commutative martingales. Non-
commutative martingales have been studied by several authors. For
instance, pointwise convergence of non-commutative martingales was
considered in [11, 12]. In [37], Pisier and Xu proved a non-commutative
analogue of the Burkholder–Gundy square function inequalities. Shortly
after, Pisier [35], using combinatorial method, extended their result to a
more general class of sequences called p-orthogonal sums when p is an even
integer. Very recently, Junge and Xu [25] considered the non-tracial case of
the main result of [37] along with several related inequalities such as non-
commutative analogue of the classical Burkholder inequalities on the
conditioned square functions among others. Junge proved in [24] non-
commutative versions of Doob’s maximal inequalities. We remark that most
inequalities considered in the aforementioned papers were for p > 1: We
continue this line of research by studying martingale transforms of non-
commutative bounded L1-martingales. In the classical probability, the
theory of martingale transforms is well established and has been proven to
be a very powerful tool not only in probabilistic situations but also in
several parts of analysis. We refer to the survey [7] for discussions on this
classical topic. For instance, Burkholder [6] proved that classical martingale
transforms are of weak type (1,1). Our main result (see Theorem 3.1 below)
is a non-commutative analogue of this classical fact: non-commutative
martingale transforms are bounded as maps from non-commutative L1-
spaces into the corresponding non-commutative weak-L1-spaces. We
should point out that this question was explicitly raised by Pisier and
Xu in the recent survey [38] (Problem 7.5) as it is closely related to the
main result of [37]. Indeed, combined with general theory of interpolations
of operators of weak types, our main result implies that for p > 1; martingale
difference sequences in non-commutative Lp-spaces are unconditional
which in turn imply the non-commutative Burkholder–Gundy inequalities.
This alternative approach yields constants which are OðpÞ when
p !1: This is explained in Section 5. Another application of the main
result is on unconditional Martingale differences (UMD)-constants of
non-commutative Lp-spaces. It is now a well-known fact that non-
commutative Lp-spaces on semi-ﬁnite von Neumann algebras are UMD-
spaces. The UMD-constants of these spaces recorded in the literature thus
far seems to be of order Oðp2Þ when p !1: Using the estimates on the
constant of unconditionality of non-commutative martingale difference
sequences, we can deduce that the UMD-constants for non-commutative
Lp-spaces are of order OðpÞ when p !1: We refer to Section 4 below for
more discussion on this along with some related results.
The study of martingales in non-commutative cases often requires
additional insights. In fact, most of usual techniques used in the classical
case are relaying on stopping times or some other basic truncations which,
MARTINGALE TRANSFORMS 183in many situations, are not available for the non-commutative setting. Our
proof is completely self-contained. It is based on a maximal inequality-type
result from a paper of Cuculescu [11] (see Proposition 2.3) which allows ones
to reduce the case of bounded L1-martingales to bounded L2-super-
martingales. Although, such reduction to supermartingales is standard in
classical martingale theory (see for instance [18, Chap. 5]), the non-
commutative setting presents considerable additional technical difﬁculty and
therefore requires special care.
The paper is organized as follows: in Section 2, we set some basic
preliminary background concerning non-commutative spaces and martin-
gale theory that will be needed throughout. Section 3 is devoted mainly to
the statement and proof of the main result. In Section 4, we discuss the
UMD-constants of non-commutative spaces. As mentioned above, we
revisit the non-commutative Burkholder inequalities with special attention
given to the order of growths of the constants involved in Section 5 and in
the last section, we discuss the class L log L and formulate some related open
questions.
Our notation and terminology are standard as may be found in the books
[27, 40].
2. PRELIMINARIES
Let M be a semi-ﬁnite von Neumann algebra with a normal faithful
semi-ﬁnite trace t: For 14p41; let LpðM; tÞ be the associated non-
commutative Lp-space. Note that if p ¼ 1; L1ðM; tÞ is just M with the
usual operator norm; also recall that for 14po1; the norm on LpðM; tÞ is
deﬁned by
jjxjjp ¼ ðtðjxj
pÞÞ1=p; x 2 LpðM; tÞ;
where jxj ¼ ðxnxÞ1=2 is the usual modulus of x:
In order to describe all the spaces involved in this paper, we recall the
general construction of non-commutative spaces as sets of densely deﬁned
operators on a Hilbert space. Throughout, H will denote a Hilbert space
andM 
 BðHÞ: The identity element ofM is denoted by 1: A closed densely
deﬁned operator a on H is said to be affiliated with M if unau ¼ a for all
unitary u in the commutant M0 of M: If a is a densely deﬁned self-adjoint
operator on H; and if a ¼
R1
1 s de
a
s is its spectral decomposition, then for
any Borel subset B 
 R; we denote by wBðaÞ the corresponding spectral
projection
R1
1 wBðsÞ de
a
s : A closed densely deﬁned operator a on H afﬁliated
with M is said to be t-measurable if there exists a number s50 such that
tðwðs;1ÞðjajÞÞo1:
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a *-algebra with respect to the strong sum, the strong product, and the
adjoint operation [32]. For x 2 %M; the generalized singular-value function
mðxÞ of x is deﬁned by
mtðxÞ ¼ inffs50 : tðwðs;1ÞðjxjÞÞ4tg for t50:
The function t ! mtðxÞ from ð0; tð1ÞÞ to ½0;1Þ is right continuous, non-
increasing and is the inverse of the distribution function lðxÞ; where lsðxÞ ¼
tðwðs;1ÞðjxjÞÞ; for s50: For a complete study of mðÞ and lðÞ; we refer to [19].
For the deﬁnition below, we refer the reader to [2, 28] for the theory of
rearrangement invariant function spaces.
Definition 2.1. Let E be a rearrangement invariant (quasi-) Banach
function space on ð0; tð1ÞÞ: We deﬁne the symmetric space EðM; tÞ of
measurable operators by setting
EðM; tÞ ¼ fx 2 %M : mðxÞ 2 Eg
and
jjxjjEðM;tÞ ¼ jjmðxÞjjE for x 2 EðM; tÞ:
It is well known that EðM; tÞ is a Banach space (resp. quasi-Banach
space) if E is a Banach space (resp. quasi-Banach space). The space EðM; tÞ
is often referred to as the non-commutative analogue of the function
space E and if E ¼ Lpð0; tð1ÞÞ; for 0op41; then EðM; tÞ coincides with
the usual non-commutative Lp-space associated with ðM; tÞ: We refer to
[10, 14, 15, 43] for more detailed discussions about these spaces. Of special
interest in this paper is the non-commutative weak L1-space, denoted by
L1;1ðM; tÞ which is deﬁned as the linear subspace of all x 2 %M for which the
quasi-norm
jjxjj1;1 :¼ sup
t>0
tmtðxÞ ¼ sup
l>0
ltðwðl;1ÞðjxjÞÞ
is ﬁnite. Equipped with the quasi-norm jj  jj1;1; L
1;1ðM; tÞ is a quasi-
Banach space and jjxjj1;14jjxjj1 for all x 2 L
1ðM; tÞ:
We now recall the general setup for martingales. The reader is referred to
[17, 20] for the classical martingale theory. Let ðMnÞ
1
n¼1 be an increasing
sequence of von Neumann subalgebras ofM such that the union ofMn’s is
weak*-dense inM: For each n51; assume that there is a normal conditional
expectation En from M onto Mn satisfying
(i) EnðaxbÞ ¼ aEnðxÞb for all a; b 2Mn and x 2M; and
(ii) t 8En ¼ t:
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is trace preserving, it extends to a contractive projection from LpðM; tÞ onto
LpðMn; tnÞ for all 14p41 where tn is the restriction of t on Mn:
More generally, a simple interpolation argument would prove that if E is
a rearrangement invariant Banach function space on ð0; tð1ÞÞ; then En is a
contraction from EðM; tÞ onto EðMn; tnÞ:
Remark that if N is a von Neumann subalgebra of M; then there is a
normal conditional expectation fromM ontoN if and only if the restriction
of the trace ofM toN remains semi-ﬁnite. For the case whereM is ﬁnite,
such conditional expectations always exist. Indeed, ifN is a von Neumann
subalgebra of M: The embedding i : L1ðN; tÞ ! L1ðM; tÞ is an isometry
and the dual map E ¼ in : M!N yields a conditional expectation (see for
instance [40, Theorem 3.4]).
Definition 2.2. A non-commutative martingale with respect to the
ﬁltration ðMnÞ
1
n¼1 is a sequence x ¼ ðxnÞ
1
n¼1 in L
1ðM; tÞ such that
Enðxnþ1Þ ¼ xn for all n51:
If additionally x 2 LpðM; tÞ; then x is called a Lp-martingale. In this case,
we set
jjxjjp ¼ sup
n51
jjxnjjp:
If jjxjjpo1; then x is called a bounded Lp-martingale. The difference
sequence of a martingale x is deﬁned as dx ¼ ðdxnÞ
1
n¼1 with dx1 ¼ x1 and
dxn ¼ xn  xn1 for n52:
Recall that a subset K of L1ðM; tÞ is said to be uniformly integrable
if it is bounded and for every sequence of projections ðpnÞ
1
n¼1 with pn #n 0;
we have limn!1 supfjjpnhpnjj1; h 2 Kg ¼ 0: It is clear that a martingale
x ¼ ðxnÞ
1
n¼1 in L
1ðM; tÞ is uniformly integrable if and only if there
exists x1 2 L1ðM; tÞ such that xn ¼ Enðx1Þ for all n51: In this case,
the sequence ðxnÞ
1
n¼1 converges to x1 in L
1ðM; tÞ: Similarly, if 1opo1;
every bounded Lp-martingale is of the form ðEnðx1ÞÞ
1
n¼1 for some
x1 2 LpðM; tÞ:
We end this section with a maximal inequality-type result. Inspired by
Pisier’s vector-valued non-commutative Lp-spaces, Junge [24] developed an
abstract situation that can efﬁciently describe a non-commutative analogue
of the maximal function theory for bounded Lp-martingales when p > 1: The
proposition below can be viewed as a substitute for the classical weak type
(1, 1) boundedness of maximal functions. Since it was not presented in the
form below and plays a crucial role in the proof of our main result, we will
reproduce the proof given in [11].
NARCISSE RANDRIANANTOANINA186Proposition 2.3. If ðxnÞ1n¼1 is a positive bounded L
1-martingale
and l > 0; then there exists a sequence of decreasing projections ðqðlÞn Þ
1
n¼1
in M with
(i) for every n51; qðlÞn 2Mn;
(ii) qðlÞn commutes with q
ðlÞ
n1xnq
ðlÞ
n1;
(iii) qðlÞn xnq
ðlÞ
n 4lq
ðlÞ
n ;
(iv) ðqðlÞn Þ
1
n¼1 is a decreasing sequence and if we set q
ðlÞ ¼
V1
n¼1 q
ðlÞ
n ; then
tð1 qðlÞÞ4tðx1Þ=l:
Proof. Let q
ðlÞ
0 ¼ 1 and inductively on n51; deﬁne
qðlÞn :¼ w½0;lðq
ðlÞ
n1xnq
ðlÞ
n1Þ:
The above deﬁnition makes sense since q
ðlÞ
n1xnq
ðlÞ
n1 is a positive operator. It
is clear (by induction) that for every n51; qðlÞn 2Mn: Moreover, condition
(ii) follows directly from the deﬁnition of qðlÞn above.
For (iii), qðlÞn xnq
ðlÞ
n ¼ q
ðlÞ
n ðq
ðlÞ
n1xnq
ðlÞ
n1Þq
ðlÞ
n ¼ w½0;lðq
ðlÞ
n1xnq
ðlÞ
n1Þ  q
ðlÞ
n1xnq
ðlÞ
n1
4lqðlÞn : For (iv), it is clear that ðq
ðlÞ
n Þ
1
n¼1 is decreasing and for every ﬁxed
n51;
tðx1Þ ¼ tðxnÞ
¼ tðxnqðlÞn Þ þ
Xn
k¼1
tðxnðq
ðlÞ
k1  q
ðlÞ
k ÞÞ
¼ tðqðlÞn xnq
ðlÞ
n Þ þ
Xn
k¼1
tðEkðxnÞðq
ðlÞ
k1  q
ðlÞ
k ÞÞ:
Since tðqðlÞn xnq
ðlÞ
n Þ50; we have
tðx1Þ5
Xn
k¼1
tððqðlÞk1  q
ðlÞ
k Þxkðq
ðlÞ
k1  q
ðlÞ
k ÞÞ
¼
Xn
k¼1
tððqðlÞk1  q
ðlÞ
k Þðq
ðlÞ
k1xkq
ðlÞ
k1Þðq
ðlÞ
k1  q
ðlÞ
k ÞÞ:
From the deﬁnition of q
ðlÞ
k ; it is clear that q
ðlÞ
k1  q
ðlÞ
k ¼ wðl;1Þðq
ðlÞ
k1xkq
ðlÞ
k1Þ
and therefore ðqðlÞk1  q
ðlÞ
k Þq
ðlÞ
k1xkq
ðlÞ
k1ðq
ðlÞ
k1  q
ðlÞ
k Þ5lðq
ðlÞ
k1  q
ðlÞ
k Þ: Hence,
tðx1Þ5l
Xn
k¼1
tðqðlÞk1  q
ðlÞ
k Þ ¼ ltð1 q
ðlÞ
n Þ:
Taking the limit as n goes to 1; (iv) follows. This completes the proof. ]
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In this section, we keep all notations introduced in the preliminaries. In
particular, all adapted sequences are understood to be with respect to a ﬁxed
ﬁltration of von Neumann subalgebras. The following theorem answers
positively a question raised by Pisier and Xu [38, Problem 7.5] and is the
main result of this paper.
Theorem 3.1. There is an absolute constant C such that if x ¼ ðxnÞ1n¼1 is a
bounded L1-martingale and ðxnÞ
1
n¼1 is an adapted sequence such that
(i) for every n52; xn1 commutes with Mn;
(ii) supn51jjxnjj141:
Then for every N52;
x1 þ
XN
k¼2
xk1 dxk




1;1
4CjjxN jj1: ð3:1Þ
Proof. Let N52 be ﬁxed throughout the proof. Consider the ﬁnite
martingale ðxnÞ
N
n¼1: Write xN ¼ ðx
ð1Þ
N  x
ð2Þ
N Þ þ iðx
ð3Þ
N  x
ð4Þ
N Þ where for each
j 2 f1; 2; 3; 4g; xðjÞN is positive. By considering the ﬁnite martingales
ðEnðx
ðjÞ
N ÞÞ
N
n¼1 separately, we can assume without loss of generality that
ðxnÞ
N
n¼1 is a positive ﬁnite martingale and ðxnÞ
1
n¼1 is an adapted sequence
of self-adjoint operators satisfying conditions (i) and (ii). In the course of
the proof, we will frequently use the tracial property of t and the
t-invariance property of the expectations En’s. For notational purpose, we
set x0 ¼ 1:
Our goal is to show that there is a constant C; independent of ðxnÞ
N
n¼1 and
ðxnÞ
1
n¼1; such that for every l > 0;
t wðl;1Þ
XN
k¼1
xk1 dxk


 ! !
4
C
l
jjxN jj1: ð3:2Þ
The proof is divided into several steps:
Step 1. (Reduction to Bounded Difference Sequences). Fix l > 0 and
denote simply by ðqnÞ
1
n¼1 (resp. q) the projections ðq
ðlÞ
n Þ
1
n¼1 (resp. q
ðlÞÞ from
Proposition 2.3.
NARCISSE RANDRIANANTOANINA188Lemma 3.2. For every a 2 ð0; 1Þ and every b 2 ð0; 1Þ;
t wðl;1Þ
XN
k¼1
xk1 dxk


 ! !
4a1t wðbl;1Þ
XN
k¼1
qxk1 dxkq


 ! !
þ
2ð1 aÞ1
l
tðx1Þ:
Proof. We begin by splitting the operator S ¼
PN
k¼1 xk1dxk into three
parts:
S ¼ qSq þ ð1 qÞSq þ Sð1 qÞ:
Fix a 2 ð0; 1Þ and b 2 ð0; 1Þ: Using properties of the generalized singular-
value functions mðÞ; we note that
tðwðl;1ÞðjSjÞÞ ¼
Z 1
0
wðl;1ÞfmtðSÞg dt:
This can be obtained by approximating the characteristic function
wðl;1Þ from below by continuous increasing functions f on ½0;1Þ satisfying
f ð0Þ ¼ 0 and apply [19, Corollary 2.8]. We have the following
estimates:
tðwðl;1ÞðjSjÞÞ ¼
Z 1
0
wðl;1ÞfmtðSÞg dt
4
Z 1
0
wðl;1ÞfmatðqSqÞ þ mð1aÞt=2ðð1 qÞSqÞ
þ mð1aÞt=2ðSð1 qÞÞg dt
¼
Z 1
0
wðl;1ÞfmatðqSqÞ þ mð1aÞt=2ðqSð1 qÞÞ
þ mð1aÞt=2ðSð1 qÞÞg dt:
As mð1aÞt=2ðqSð1 qÞÞ4mð1aÞt=2ðjSð1 qÞjÞ;
tðwðl;1ÞðjSjÞÞ4
Z 1
0
wðl;1ÞfmatðqSqÞ þ 2mð1aÞt=2ðjSð1 qÞjÞg dt
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Z 1
0
wðbl;1ÞfmatðqSqÞg dt
þ
Z 1
0
wðð1bÞl;1Þfmð1aÞt=2ð2jSð1 qÞjÞg dt
¼
Z 1
0
matfwðbl;1ÞðjqSqjÞg dt
þ
Z 1
0
mð1aÞt=2fwðð1bÞl;1Þð2jSð1 qÞjÞg dt:
Remark that the projection wðð1bÞl;1Þð2jSð1 qÞjÞ is a subprojection of
ð1 qÞ so
tðwðl;1ÞðjSjÞÞ4
Z 1
0
matfwðbl;1ÞðjqSqjÞg dtþ
Z 1
0
mð1aÞt=2ð1 qÞ dt
and by change of variables,
tðwðl;1ÞðjSjÞÞ4a
1
Z 1
0
mtfwðbl;1ÞðjqSqjÞg dt þ 2ð1 aÞ
1
Z 1
0
mtð1 qÞ dt;
which shows that tðwðl;1ÞðjSjÞÞ4a
1tðwðbl;1ÞðjqSqjÞÞ þ 2ð1 aÞ
1tðx1Þ=l: ]
Step 2. (Reduction to Difference Sequence of a Supermartingale in
L2ðM; tÞÞ:
Lemma 3.3. The sequence ðqkxkqkÞ1k¼1 is a supermartingale in L
2ðM; tÞ
and for every b 2 ð0; 1Þ;
t wðbl;1Þ
XN
k¼1
qxk1 dxkq


 ! !
4
1
b2l2
q1x1q1 þ
XN
k¼2
xk1ðqkxkqk  qk1xk1qk1Þ




2
2
:
Proof. We remark ﬁrst that since both sequences ðqkÞ
1
k¼1 and ðxkÞ
1
k¼1 are
adapted, it is clear that ðqkxkqkÞ
1
k¼1 is adapted. To prove that it is a
supermartingale, we need to verify that for every k52; Ek1ðqkxkqkÞ4qk1
xk1qk1: For this, we remark from Proposition 2.3 that since qk
commutes with qk1xkqk1 and qk4qk1; qkxkqk4qk1xkqk1: As Ek1 is
NARCISSE RANDRIANANTOANINA190a positive contraction,
Ek1ðqkxkqkÞ4Ek1ðqk1xkqk1Þ
¼ qk1Ek1ðxkÞqk1
¼ qk1xk1qk1:
For the second part of the lemma, it is clear that
t wðbl;1Þ
XN
k¼1
qxk1 dxkq


 ! !
4
1
b2l2
t
XN
k¼1
qxk1 dxkq


2
0@ 1A:
Moreover, qxk1 dxkq ¼ qxk1xkq  qxk1q ¼ qðqkxk1xkqkÞq  qðqk1xk1
xk1qk1Þq: Since xk1 commutes with qk and qk1; we conclude that
qxk1 dxkq ¼ qðxk1ðqkxkqk  qk1xk1qk1ÞÞq:
Similarly, qdx1q ¼ qðq1x1q1Þq and therefore,
t
XN
k¼1
qxk1 dxkq


2
0@ 1A
¼
XN
k¼1
qxk1 dxkq




2
2
¼ q q1x1q1 þ
XN
k¼2
xk1ðqkxkqk  qk1xk1qk1Þ
 !
q




2
2
4 q1x1q1 þ
XN
k¼2
xk1ðqkxkqk  qk1xk1qk1Þ




2
2
:
This proves the lemma. ]
Step 3. (Change the Supermartingale into Sum of a Martingale and a
Decreasing Sequence of Operators). This is very standard: Deﬁne
yk :¼
q1x1q1 for k ¼ 1;
qkxkqk þ
Pk1
l¼1 qlxlql  Elðqlþ1xlþ1qlþ1Þ for k52:
(
ð3:3Þ
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zk :¼
0 for k ¼ 1;Pk1
l¼1 Elðqlþ1xlþ1qlþ1Þ  qlxlql for k52:
(
ð3:4Þ
It is clear that ðykÞ
1
k¼1 is a positive martingale. Moreover, for every k51;
yk þ zk ¼ qkxkqk ð3:5Þ
and for every k52;
zk4zk14   4z1 ¼ 0: ð3:6Þ
Lemma 3.4. The sequence ðykÞ1k¼1 is a bounded L
2-martingale with
jjyN jj2246ltðq1xNÞ  4ltðqNxN Þ  jjq1x1q1jj
2
246ltðx1Þ:
Proof. We will use the identity jjyN jj22 ¼ jjðjy1j
2 þ
PN
k¼2 jyk  yk1j
2Þ1=2jj22:
The main idea is to estimate the sum
PN
k¼2 jjyk  yk1jj
2
2 by a telescopic sum.
For k52; we note ﬁrst from (3.3) that yk ¼ yk1 þ qkxkqk  Ek1ðqkxkqkÞ
and therefore
yk  yk1 ¼ qkxkqk  Ek1ðqkxkqkÞ
¼ ðqkxkqk  qk1xk1qk1Þ þ ðqk1xk1qk1  Ek1ðqkxkqkÞÞ:
Since jj  jj22 is convex,
jjyk  yk1jj224 2ðjjqkxkqk  qk1xk1qk1jj
2
2
þ jjqk1xk1qk1  Ek1ðqkxkqkÞjj22Þ
¼ 2tððqkxkqk  qk1xk1qk1Þ
2Þ
þ 2tððqk1xk1qk1  Ek1ðqkxkqkÞÞ
2Þ
¼ Iþ II:
We will estimate I and II separately. First for I, we use the identity
ða  bÞ2 ¼ a2  b2 þ bðb  aÞ þ ðb  aÞb for self-adjoint operators. With
a ¼ qkxkqk and b ¼ qk1xk1qk1; we have by taking the trace,
I ¼ 2tððqkxkqkÞ
2  ðqk1xk1qk1Þ
2Þ
þ 4tðqk1xk1qk1½qk1xk1qk1  qkxkqkÞ
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2  ðqk1xk1qk1Þ
2Þ
þ 4tðqk1xk1qk1½qk1xk1qk1  Ek1ðqkxkqkÞÞ:
By Proposition 2.3(iii), jjqk1xk1qk1jj14l: Moreover, as ðqkxkqkÞ
1
k¼1 is a
supermartingale, qk1xk1qk1  Ek1ðqkxkqkÞ50: Therefore, we get
I4 2tððqkxkqkÞ
2  ðqk1xk1qk1Þ
2Þ þ 4ltðqk1xk1qk1  Ek1ðqkxkqkÞÞ
¼ 2tððqkxkqkÞ
2  ðqk1xk1qk1Þ
2Þ þ 4ltðqk1xk1qk1  qkxkqkÞ:
For II, again since qk1xk1qk15qk1xk1qk1  Ek1ðqkxkqkÞ50; we have
jjqk1xk1qk1  Ek1ðqkxkqkÞjj14jjqk1xk1qk1jj14l:
Hence, we get
II4 2ltðqk1xk1qk1  Ek1ðqkxkqkÞÞ
¼ 2ltðqk1xk1qk1  qkxkqkÞ:
Combining the preceding estimates on I and II, we conclude that for
every k52;
jjykyk1jj
2
242ðjjqkxkqk jj
2
2  jjqk1xk1qk1jj
2
2Þþ6ltðqk1xk1qk1  qkxkqkÞ:
To conclude the proof of the lemma, we take the summation over k;
jjyN jj
2
2 ¼ jjq1x1q1jj
2
2 þ
XN
k¼2
jjyk  yk1jj
2
2
4 jjq1x1q1jj22 þ 2
XN
k¼2
ðjjqkxkqk jj
2
2  jjqk1xk1qk1jj
2
2Þ
þ 6l
XN
k¼2
tðqk1xk1qk1  qkxkqkÞ
¼ jjq1x1q1jj
2
2 þ 2ðjjqNxNqN jj
2
2  jjq1x1q1jj
2
2Þ þ 6ltðq1x1q1  qNxNqNÞ
¼ 2 jjqNxNqN jj
2
2  jjq1x1q1jj
2
2 þ 6ltððq1  qN ÞxNÞ
4 2lt ðqNxN Þ  jjq1x1q1jj22 þ 6ltððq1  qNÞxNÞ
¼ 6ltðq1xN Þ  4lt ðqNxNÞ  jjq1x1q1jj2246ltðx1Þ;
which completes the proof. ]
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1
n¼1 from the Estimates). This is
done by arguing separately on transforms of the difference sequences of
ðykÞ
1
k¼1 and ðzkÞ
1
k¼1:
Lemma 3.5. jjq1x1q1 þ
PN
k¼2 xk1ðqkxkqk  qk1xk1qk1Þjj
2
244jjyN jj
2
2:
Proof. From the deﬁnitions of ðykÞ
1
k¼1 and ðzkÞ
1
k¼1; the convexity of jj  jj
2
2
implies,
q1x1q1 þ
XN
k¼2
xk1ðqkxkqk  qk1xk1qk1Þ




2
2
42
XN
k¼1
xk1 dyk




2
2
þ2
XN
k¼2
xk1ðzk  zk1Þ




2
2
¼ IIIþ IV:
As in Step 3, we will estimate III and IV separately. First, since martingale
transforms are clearly bounded (with constant ¼ 1) in L2ðM; tÞ; it follows
that
III42
XN
k¼1
dyk




2
2
¼ 2 jjyN jj
2
2;
which gives an upper bound of III that is independent of the sequence
ðxkÞ
1
k¼1:
On the other hand, it is clear that
IV ¼ 2
XN
k¼2
xk1ðzk  zk1Þ




2
2
¼ 2t
XN
k¼2
xk1ðzk1  zkÞ


2
0@ 1A
¼ 2t
XN
k¼2
XN
l¼2
ðzk1  zkÞxk1xl1ðzl1  zlÞ
 !
¼ 2
XN
k¼2
XN
l¼2
tððzk1  zkÞxk1xl1ðzl1  zlÞÞ:
To estimate IV, recall from (3.6) that zk1  zk and zl1  zl are positive
operators. Assume for instance that k4l ( the case l4k is handled equally)
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ðzk1  zkÞxk1xl1 ¼ ðzk1  zkÞ
1=2xk1xl1ðzk1  zkÞ
1=24zk1  zk:
Therefore by taking the trace,
tððzk1  zkÞxk1xl1ðzl1  zlÞÞ
¼ t ððzl1  zlÞ
1=2½ðzk1  zkÞxk1xl1ðzl1  zlÞ
1=2ÞÞ
4tððzl1  zlÞ
1=2ðzk1  zkÞðzl1  zlÞ
1=2ÞÞ
¼ tððzk1  zkÞðzl1  zlÞÞ:
Hence, we get
IV ¼ 2
XN
k¼2
XN
l¼2
t ððzk1  zkÞxk1xl1ðzl1  zlÞÞ
4 2
XN
k¼2
XN
l¼2
t ððzk1  zkÞðzl1  zlÞÞ
¼ 2t
XN
k¼2
zk  zk1
 !20@ 1A
¼ 2jjzN jj22:
By combining the preceding estimates on III and IV, we obtain
q1x1q1 þ
XN
k¼2
xk1ðqkxkqk  qk1qk1xk1Þ




2
2
42 jjyN jj22 þ 2 jjzN jj
2
2:
To conclude the proof of the lemma, note from (3.5) that yN  qNxNqN ¼
zN50 so yN5 zN50 which implies jjyN jj25jjzN jj2: ]
To complete the proof of Theorem 3.1, it is enough, as mentioned above,
to verify (3.2). This is obtained by putting together the four lemmas above.
Indeed,
t wðl;1Þ
XN
k¼1
xk1 dxk


 ! !
4a1t wðbl;1Þ
XN
k¼1
qxk1 dxkq


 ! !
þ
2ð1 aÞ1
l
tðx1Þ
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a1
b2l2
q1x1q1 þ
XN
k¼2
xk1ðqkxkqk  qk1xk1qk1Þ




2
2
þ
2ð1 aÞ1
l
tðx1Þ
4
4a1b2
l2
jjyN jj22 þ
2ð1 aÞ1
l
tðx1Þ
4
24a1b2 þ 2ð1 aÞ1
l
tðx1Þ:
This shows that (3.2) is satisﬁed with
C ¼ inff24a1b2 ¼ 2ð1 aÞ1; a 2 ð0; 1Þ; b 2 ð0; 1Þg ¼
14
ﬃﬃﬃ
3
p
3
þ 28: ]
Remark 3.6. In the proof above, no signiﬁcant effort was made to
minimize the constant C involved in Theorem 3.1. Recall that in the classical
case, the sharp constant C ¼ 2 is known and was obtained by Burkholder in
[8]. His approach, as expected, is based on a stopping time argument which
(at least at the time of this writing) does not seem to have an efﬁcient non-
commutative analogue.
Problem 3.7. Find the ‘‘sharp’’ constant C for which Inequality (3.1)
holds?
Theorem 3.1 can be extended to transforms of submartingales and
supermartingales.
Corollary 3.8. There exists a constant K such that if ðxnÞ1n¼1 is either a
submartingale or a supermartingale and is bounded in L1ðM; tÞ; then for any
sequence of signs ðenÞ
1
n¼1;
sup
N52
e1x1 þ
XN
k¼2
ekðxk  xk1Þ




1;1
4K sup
n51
jjxnjj1:
Proof. We will present the proof for submartingale. As in the proof of
Theorem 3.1, we split ðxnÞ
1
n¼1 into sum of a martingale and an increasing
sequence of positive operators. Let
yk :¼
x1 for k ¼ 1;
xk þ
Pk1
l¼1 xl  Elðxlþ1Þ for k52
(
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zk :¼
0 for k ¼ 1;Pk1
l¼1 Elðxlþ1Þ  xl for k52:
(
The following properties are immediate:
(a) ðykÞ
1
k¼1 is a martingale;
(b) for every k51; yk þ zk ¼ xk;
(c) for every k52; zk5zk15   5z1 ¼ 0:
Moreover, for every k51;
jjzk jj1 ¼ tðzkÞ
¼
Xk1
l¼1
tðElðxlþ1Þ  xlÞ
¼
Xk1
l¼1
tðxlþ1  xlÞ
¼ tðxk1  x1Þ42jjxkjj1:
As above,
e1x1 þ
XN
k¼2
ekðxk  xk1Þ




1;1
4 2
XN
k¼1
ek dyk




1;1
þ2
XN
k¼2
ekðzk  zk1Þ




1;1
4 2C
XN
k¼1
dyk




1
þ2
XN
k¼2
ekðzk  zk1Þ




1
:
It is easy to see that zN4
PN
k¼2 ekðzk  zk1Þ4zN : Therefore
jj
PN
k¼2 ekðzk  zk1Þjj14jjznjj1 and hence
e1x1 þ
XN
k¼2
ekðxk  xk1Þ




1;1
4 2CjjyN jj1 þ 2jjzN jj1
4 2CjjxN jj1 þ ð2C þ 2ÞjjzN jj14K jjxN jj1:
The proof is complete. ]
As in the commutative case, Theorem 3.1 implies that if tð1Þo1;
martingale transforms are bounded from L1ðM; tÞ into LpðM; tÞ for
0opo1:
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3.1, for every 0opo1; there exists a constant Kp (depending only on p) such
that
x1 þ
XN
k¼2
xk1 dxk




p
4Kp jjxN jj1:
In [37], Pisier and Xu proved, as a consequence of the non-commutative
Burkholder–Gundy inequalities, a non-commutative analogue of Stein’s
inequality [37, Theorem 2.3; 39, Theorem 8, p. 103] for 1opo1:
Their proof reveals that what is needed is the unconditionality of
martingale differences in LpðM; tÞ: A slightly different proof was given
by Junge and Xu [25] which yields a better constant. Below, we will adopt
their proof together with Theorem 3.1 to get the corresponding result
for p ¼ 1:
Theorem 3.10. There is a constant g > 0 such that for any finite sequence
ðakÞ
n
k¼1 in L
0ðM; tÞ;
Xn
k¼1
EkðakÞ
nEkðakÞ
 !1=2



1;1
4g
Xn
k¼1
ankak
 !1=2



1
:
Proof. Consider the tensor product ðM; tÞ  ðBð‘2nÞ;sÞ where s ¼ n
1 tr
is the usual normalized trace on Bð‘2nÞ: For k51; let *Ek ¼ Ek  IdBð‘2nÞ be the
conditional expectation from M Bð‘2nÞ onto the subalgebra Mk  Bð‘
2
nÞ:
Let Ak ¼ nak  ek;1 for 14k4n and ðrjÞj51 be the sequence of the
Rademacher functions on ½0; 1: Then for any t 2 ½0; 1;
Xn
k¼1
EkðakÞ
nEkðakÞ  n2e1;1 ¼
Xn
k¼1
fEkðrkðtÞAkÞ


2
and therefore
Xn
k¼1
EkðakÞ
nEkðakÞ
 !1=2



1;1
¼
Xn
k¼1
*EkðrkðtÞAkÞ




1;1
¼
Xn
k¼1
*EnðrkðtÞAkÞ 
Xn1
k¼1
Xn1
j¼1
ð *Ej1  *EjÞðrkðtÞAkÞ




1;1
:
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1;1ðM; tÞ;
Xn
k¼1
EkðakÞ
nEðakÞ
 !1=2



1;1
42
Xn
k¼1
*EnðrkðtÞAkÞ




1;1
þ2
Xn1
k¼1
Xn1
j¼1
ð *Ej1  *EjÞðrkðtÞAkÞ




1;1
42
Xn
k¼1
*EnðrkðtÞAkÞ




1
þ2
Xn1
k¼1
Xn1
j¼1
ð *Ej1  *EjÞðrkðtÞAkÞ




1;1
42
Xn
k¼1
rkðtÞAk




1
þ2
Xn1
k¼1
Xn1
j¼1
ð *Ej1  *EjÞðrkðtÞAkÞ




1;1
:
Let f ¼
Pn1
k¼1 rkAk and consider the ﬁltration ðMk  Bð‘
2
nÞ  L
1ðFkÞÞk51
whereFk is the s-ﬁeld generated by fr1; r2; . . . ; rkg: Denoting by ðdfjÞj51 the
difference sequence of f with respect to this ﬁltration, we have
Xn1
j¼1
ð *Ej1  *EjÞ
Xj
k¼1
rkðtÞAk
 !
¼
Xn1
j¼1
df2jþ1:
By Theorem 3.1, we conclude that
Xn
k¼1
EkðakÞ
nEkðakÞ
 !1=2



1;1
4 2
Xn
k¼1
ankak
 !1=2



1
þ2C jjf jj1
4 ð2þ 2CÞ
Xn
k¼1
ankak
 !1=2



1
:
This shows the theorem with g42þ 2C: ]
4. ESTIMATING UMD-CONSTANTS FOR NON-COMMUTATIVE
SPACES
In this section, we are primarily interested in UMD-constants of
non-commutative spaces. Our main motivation comes mainly from a
question of Pisier [33] on the order of the UMD-constants of the Schatten
class Sp: To this end, we began by reviewing the relevant back-ground on
UMD-spaces.
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for some p 2 ð1;1Þ; there exists a constant C; which depends only on p and
X such that for all n51;
Xn
j¼1
ejdj




LpðX Þ
4C
Xn
j¼1
dj




LpðX Þ
ð4:1Þ
for every X -valued martingale difference sequence ðdjÞ
1
j¼1 and ðejÞ
1
j¼1 2
f1; 1gN:
Here LpðX Þ ¼ LpðO;S;m; X Þ denotes the Bochner space of all strongly
measurable functions f on a probability space ðO;S;mÞ with values in X such
that
jjf jjLpðX Þ :¼
Z
O
jjf ðoÞjjpX dmðoÞ
 1=p
o1:
Since we are interested in estimating the constants involved, we will make
distinctions between the indices. We will denote the best constant in (4.1) by
CpðX Þ: By duality, it is clear that X is a UMD-space if and only if X n is a
UMD-space. In this case, CpðX Þ ¼ CqðXnÞ with 1=p þ 1=q ¼ 1: For more
information on UMD-spaces, we refer to [5, 9].
Theorem 4.2. (Pisier [33]). Let X be a UMD-space then for any
1op; qo1; there exist positive constants aðp; qÞ and bðp; qÞ depending only
on p and q such that
aðp; qÞCpðX Þ4CqðX Þ4bðp; qÞCpðX Þ:
In particular, for any p53; we have ð2
ﬃﬃﬃ
3
p
Þ1C2ðX Þ4CpðX Þ47pC2ðX Þ:
Our main tool in this section is the unconditionality of martingale
transforms on LpðM; tÞ (for 1opo1Þ which follows from our main result.
More precisely,
Theorem 4.3. Let 1opo1: For any finite non-commutative Lp-martin-
gale x and any sequence of signs ðenÞ
1
n¼1;
X
n51
en dxn




p
4cpjjxjjp;
where cp4Cp2=ðp  1Þ with C being a universal constant.
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boundedness of martingale transforms. The case 2opo1 can be deduced
by duality.
Remark 4.4. Except for the constants, Theorem 4.3 was obtained in [37].
As cp4Cp2=ðp  1Þ; it is clear that cp ¼ OðpÞ when p !1 and Oððp  1Þ
1Þ
when p ! 1: These are the optimal order of growths for cp:
We will apply Theorem 4.3 to estimate the UMD-constants of LpðM; tÞ: It
is well known that for 1opo1; LpðM; tÞ (and in particular the Schatten
class Sp) is a UMD-space. This was established as a consequence of the
characterization of UMD-spaces due to Burkholder [9] and Bourgain [5] in
terms of vector-valued Hilbert transforms [3, 5]. Such approach gives
constants that are Oðp2Þ when p !1: We remark that the UMD property
of LpðM; tÞ also follows from the generalized Riesz projections associated
with group representations which was extensively studied by Zsido´ [44]. Our
next result follows immediately from Theorem 4.3 and the deﬁnition of
UMD-spaces. It answers positively a question from [33].
Corollary 4.5. There exists a constant C such that for every 1opo1;
CpðLpðM; tÞÞ4Cp2=ðp  1Þ:
In particular, there exists a constant C0 such that for p52; CpðLpðM; tÞÞ4
C0p:
Proof. Let ðO;S;mÞ be a probability space and ðdnÞ
1
n¼1 be a p-integrable
LpðM; tÞ-valued martingale difference sequence deﬁned on ðO;S;mÞ relative
to an increasing sequence of s-subalgebras ðSnÞ
1
n¼1 of S with conditional
expectations ðEnÞ
1
n¼1: Set N ¼ L
1ðO;S; mÞ %M and let Nn ¼ L1ðO;Sn;mÞ
%M: Then the conditional expectation En from N onto Nn is given by
En  Id: It is clear that ðdnÞ
1
n¼1 is a non-commutative martingale difference
sequence in LpðN; m tÞ associated to the ﬁltration ðNnÞ
1
n¼1: It is well
known that LpðN;m tÞ is isometrically isomorphic to the Bochner space
Lpðm; LpðM; tÞÞ: By Theorem 4.3, for every k51 and En ¼ 1;
Xk
n¼1
Endn




Lpðm;LpðM;tÞÞ
¼
Xk
n¼1
Endn




LpðN;mtÞ
4 cp
Xk
n¼1
dn




LpðN;mtÞ
;
which shows that CpðLpðM; tÞÞ4cp: ]:
MARTINGALE TRANSFORMS 201Remarks 4.6. (1) The preceding corollary shows in particular that
CpðSpÞ and C2ðSpÞ are OðpÞ when p !1:
(2) Replacing L1ðO;S;mÞ by a general non-commutative probability
space (in the sense of [34, p. 48]), the proof of Corollary 4.5 shows that the
constant for the operator space version of UMD (UMDp property,
[34, Deﬁnition 4.8]) of LpðM; tÞ is also OðpÞ when p !1:
(3) The constants relative to the boundedness of the LpðM; tÞ-valued
Hilbert transforms are also OðpÞ when p !1 but this fact seems, to provide
only weaker estimates that C2ðLpðM; tÞÞ is Oðp2Þ when p !1:
The above result can be extended to the Haagerup Lp-spaces associated to
general von Neumann algebras (we refer to [21, 41] for in-depth description
of such spaces) modulo the following approximation of the Haagerup
Lp-spaces.
Theorem 4.7 (Haagerup [22]). Let M be an arbitrary von Neumann
algebra and LpðMÞ be the Haagerup Lp-space associated with Mð0opo1Þ:
There exist a Banach space X (a p-Banach space if 0opo1Þ; a directed family
fðMi; tiÞgi2I of finite von Neumann algebras Mi (with normal faithful finite
traces ti), and a family fjigi2I of isometric embeddings ji :L
pðMi; tiÞ ! X such
that
(i) jiðLpðMi; tiÞÞ  jkðLpðMk; tkÞÞ for all i; k 2 I with i4k;
(ii)
S
i2I jiðL
pðMi; tiÞÞ is dense in X; and
(iii) LpðMÞ is isometric to a (complemented for 14po1Þ subspace of X.
LetM be an arbitrary von Neumann algebra (not necessarily semi-ﬁnite)
and p > 1: If X is the Banach space obtained from the above theorem, then
X is a UMD-space with CpðX Þ ¼ supi2I CpðL
pðMi; tiÞÞ: In particular, the
Haagerup Lp-space LpðMÞ is a UMD-space with constants equal to those of
the ﬁnite case.
Let us now consider the case p ¼ 1: If p ¼ 1 or p ¼ 1; then Sp fails the
UMD-property. Let us denote by S1ðn 1Þ (resp. S1ð1  nÞÞ the space of
trace class operators for n 1 matrices (resp. 1 n matrices). The next
result gives an estimate of the UMD-constant of S1ðn 1Þ when n !1:
It should be compared with [33, Theorem 6.1].
Theorem 4.8. There exists a constant K such that for any n51; we have
C2ðS1ð1  nÞÞ4K logðn þ 1Þ
and similarly for S1ðn 1Þ:
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jjxjjq4jjxjj14n
1=pjjxjjq:
Hence,
C2ðS1ð1  nÞÞ4n1=pC2ðSqÞ
but since C2ðSqÞ ¼ C2ðSpÞ42
ﬃﬃﬃ
3
p
CpðSpÞ42
ﬃﬃﬃ
3
p
C0p;
C2ðS1ð1  nÞÞ42
ﬃﬃﬃ
3
p
C 0pn1=p:
Choosing p ¼ maxf2; logðnÞg; the theorem follows. ]
We remark that since S1ðn 1Þ is the dual of the space of operators
Bð‘2n; ‘
2Þ then C2ðBð‘2n; ‘
2ÞÞ is of order logðnÞ: In particular, if Mn;m is the
space of n  m matrices with the usual norm, then C2ðMn;mÞ is of order
minflogðnÞ; logðmÞg: The preceding argument also shows that for N51;
there exist a constant K > 0 such that if ðxnÞn is a ﬁnite martingale in S
1
N
(as predual of MN), then
X
n
en dxn




1
4K log ðN þ 1Þ sup
n
jjxnjj1
for all en ¼ 1:
We end this section with a remark on the general case of non-
commutative analogue of rearrangement invariant Banach function spaces.
Before proceeding, we need to recall the notion of Boyd indices. Let E be a
rearrangement invariant Banach space on ð0;1Þ: For s > 0; the dilation
operator Ds : E ! E is deﬁned by setting
Dsf ðtÞ ¼ f ðt=sÞ; t > 0; f 2 E:
The lower and upper Boyd indices of E are deﬁned by
%
aE :¼ lim
s!0þ
log jjDsjj
log s
; %aE :¼ lim
s!1
log jjDsjj
log s
:
It is well known that 04
%
aE4%aE41 and if E ¼ Lp for 14p41 then
%
aE=
%aE ¼ 1=p: If 0o
%
aE4%aEo1; we shall say that E has non-trivial Boyd indices.
As an immediate consequence of Theorem 4.3, we can state the following
equivalence:
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space on ð0;1Þ with Fatou norm. The following statements are equivalent.
(i) E has non-trivial Boyd indices.
(ii) There exists a constant cðEÞ depending only on E such that for
any semi-finite von Neumann algebra ðM; tÞ and any martingale ðxnÞ
1
n¼1 in
EðM; tÞ;
XN
n¼1
en dxn




EðM;tÞ
4cðEÞ
XN
n¼1
dxn




EðM;tÞ
for every n52 and en ¼ 1:
Indeed, for ðiÞ ) ðiiÞ; choose 1opoqo1 such that 1=qo
%
a
E
4%aEo1=p
then E is an interpolation space of the pair ðLp; LqÞ and therefore EðM; tÞ is
an interpolation space for the pair ðLpðM; tÞ; LqðM; tÞÞ: The implication
ðiÞ ) ðiiÞ then follows by interpolation from Theorem 4.3. The converse
implication is already valid even if one only assume that (commutative)
martingale differences are unconditional. In fact, if the Haar system is
unconditional then (i) is satisﬁed (see for instance [28, Theorem 2c.6]).
Unlike the case of LpðM; tÞ; however, Proposition 4.9 does not lead to
UMD-property for EðM; tÞ: Special characterizations that provide ready
recognition of UMD-property for rearrangement invariant Banach function
spaces on ð0;1Þ seem to be unavailable. On the other hand, there are
examples of separable rearrangement invariant spaces on ð0;1Þ with non-
trivial Boyd indices which are not reﬂexive (see for instance [28, p. 132]), and
therefore fail the UMD-property. It is still an open question if E being a
UMD-space is sufﬁcient for EðM; tÞ to be a UMD-space.
5. NON-COMMUTATIVE BURKHOLDER–GUNDY
INEQUALITIES REVISITED
In this section, we will point out that the weak-type inequality in our main
result implies the non-commutative Burkholder–Gundy inequalities proved
in [37]. We ﬁrst recall the two square functions introduced in [37].
Fix 14p41 and let x be a bounded Lp-martingale. Recall,
SC;nðxÞ ¼
Xn
k¼1
jdxk j
2
 !1=2
and SR;nðxÞ ¼
Xn
k¼1
jdxnk j
2
 !1=2
:
NARCISSE RANDRIANANTOANINA204For any ﬁnite sequence a ¼ ðanÞn51 in L
pðM; tÞ; set
jjajjLpðM;l2
C
Þ ¼
X
n51
janj2
 !1=2



p
; jjajjLpðM;l2
R
Þ ¼
X
n51
jann j
2
 !1=2



p
:
The difference sequence dx belongs to LpðM; l2CÞ (resp. L
pðM; l2RÞ) if and only
if the sequence ðSC;nðxÞÞ
1
n¼1 (resp. ðSR;nðxÞÞ
1
n¼1Þ is bounded in L
pðM; tÞ: In
this case, the limits SCðxÞ ¼ ð
P1
k¼1 jdxkj
2Þ1=2 and SRðxÞ ¼ ð
P1
k¼1 jdx
n
kj
2Þ1=2
are elements of LpðM; tÞ:
For 14po1; HpCðMÞ (resp. H
p
RðMÞ) is deﬁned as the set of all L
p-
martingales x with respect to ðMnÞn51 such that dx 2 L
pðM; l2CÞ (resp.
LpðM; l2RÞ), and set
jjxjjHp
C
ðMÞ ¼ jjdxjjLpðM;l2
C
Þ and jjxjjHp
R
ðMÞ ¼ jjdxjjLpðM;l2
R
Þ:
Equipped with the previous norms,H
p
CðMÞ andH
p
RðMÞ are Banach spaces.
The Hardy space of non-commutative martingale is deﬁned as follows:
if 14po2;
HpðMÞ ¼HpCðMÞ þH
p
RðMÞ
equipped with the norm
jjxjjHpðMÞ ¼ inffjjyjjHp
C
ðMÞ þ jjzjjHp
R
ðMÞ: x ¼ y þ z; y 2H
p
CðMÞ; z 2H
p
RðMÞg;
and if 24po1;
HpðMÞ ¼HpCðMÞ \H
p
RðMÞ
equipped with the norm
jjxjjHpðMÞ ¼ maxfjjxjjHp
C
ðMÞ; jjxjjHp
R
ðMÞg:
The main result of [37] states that:
Theorem 5.1. Let 1opo1: Let x ¼ ðxnÞ1n¼1 be an Lp-martingale. Then
x is bounded in LpðM; tÞ if and only if x belongs to HpðMÞ: If this is the case,
then
ðBGpÞ a1p jjxjjHpðMÞ4jjxjjp4bpjjxjjHpðMÞ:
The strategy of [36, 37] for the particular cases of tensor products, Clifford
algebras and the Free group von Neumann algebras was to show the
unconditionality of martingale differences in LpðM; tÞ (for 1opo1Þ using
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commutative vector-valued ones, and then apply non-commutative
Khintchine inequalities (which we will recall below) together with a non-
commutative analogue of Stein’s inequality. Such approach highlights the
fact that non-commutative Lp-spaces are UMD-spaces. Their proof for the
general case was completely different as they argued inductively on p ¼ 2n
for n51; then used interpolations and duality.
Let us recall the non-commutative Khintchine inequalities for the
convenience of the reader. Let e ¼ ðenÞn51 be a sequence of indepen-
dent random variables on some probability space ðO;F; PÞ such that
Pðen ¼ 1Þ ¼ Pðen ¼ 1Þ ¼ 1=2 for all n51:
Theorem 5.2 (Non-commutative Khintchine Inequalities [29, 30]). Let
14po1: Let a ¼ ðanÞn51 be a finite sequence in LpðM; tÞ:
(i) If 24po1;
jjajjLpðM;l2
C
Þ\LpðM;l2
R
Þ4
Z
O
X
n51
enan




2
p
dPðeÞ
0@ 1A1=2
4b
ﬃﬃﬃ
p
p
jjajjLpðM;l2
C
Þ\LpðM;l2
R
Þ:
(ii) If 14po2;
ajjajjLpðM;l2
C
ÞþLpðM;l2
R
Þ4
Z
O
X
n51
enan




2
p
dPðeÞ
0@ 1A1=2
4 jjajjLpðM;l2
C
ÞþLpðM;l2
R
Þ;
where a > 0 and b > 0 are absolute constants.
As in the case of unconditionality of martingale difference sequences, the
non-commutative Stein’s inequality can also be deduced from Theorem 3.10
above and interpolation. This approach produces better estimate of the
constant involved.
Theorem 5.3. Let 1opo1: Define the map Q on all finite sequences
a ¼ ðanÞn51 in L
pðM; tÞ by QðaÞ ¼ ðEnðanÞÞn51: Then
ðSpÞ jjQðaÞjjLpðM;l2
C
Þ4gpjjajjLpðM;l2
C
Þ; jjQðaÞjjLpðM;l2
R
Þ4gpjjajjLpðM;l2
R
Þ;
where gp4Kp
2=ðp  1Þ for some absolute constant K :
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projection on LpðM; l2CÞ and L
pðM; l2RÞ: Consequently, H
pðMÞ is comple-
mented in LpðM; l2CÞ þ L
pðM; l2RÞ or L
pðM; l2CÞ \ L
pðM; l2RÞ according to
1op42 or 24po1:
We are now ready to present the proof.
Proof of Theorem 5.1. Let 1opo2: By Theorems 4.3 and 5.2,
ajjdxjjLpðM;l2
C
ÞþLpðM;l2
R
Þ4cpjjxjjp:
Applying Theorem 4.3 to the martingale difference ðen dxnÞ
1
n¼1 instead of
ðdxnÞ
1
n¼1; we also have the converse inequality
jjxjjp4cp
X
n51
en dxn




p
for all en ¼ 1: By Theorem 5.2,
jjxjjp4cpjjdxjjLpðM;l2
C
ÞþLpðM;l2
R
Þ
and therefore
ac1p jjdxjjLpðM;l2C ÞþLpðM;l2RÞ4jjxjjp4cpjjdxjjLpðM;l2C ÞþLpðM;l2RÞ:
By duality, if 2op; then
c1p jjdxjjLpðM;l2C Þ\LpðM;l2RÞ4jjxjjp4a
1cpjjdxjjLpðM;l2
C
Þ\LpðM;l2
R
Þ:
This shows ðBGpÞ for 2opo1 with ap4cp and bp4a1cp:
For the case 1opo2; remark that jjxjjHpðMÞ5jjdxjjLpðM;l2
C
ÞþLpðM;l2
R
Þ: From
ðSpÞ; we conclude that
ðgpÞ
1c1p jjxjjHpðMÞ4jjxjjp4cpjjxjjHpðMÞ:
This proves ðBGpÞ for 1opo2 with ap4gpcp and bp4cp: ]
Remark 5.4. As gp4Kp
2=ðp  1Þ; gp ¼ OðpÞ when p !1 and Oððp 
1Þ1Þ when p ! 1: Recall that in the commutative case, the optimal order of
growths for the constants ap and bp are (see for instance [7]): bp is bounded
when p ! 1 and OðpÞ when p !1; ap is Oððp  1Þ
1Þ when p ! 1 and
Oð
ﬃﬃﬃ
p
p
Þ when p !1: The fact that bp is bounded when p ! 1 for the non-
commutative case was recovered by Junge and Xu [25, Corollary 4.3].
Pisier showed in [35] that bp is OðpÞ for p even integers. The proof above also
gives bp is OðpÞ when p !1: As for ap; the preceding proof gives ap is
MARTINGALE TRANSFORMS 207Oððp  1Þ2Þ when p ! 1 and OðpÞ when p !1: For more in-depth
discussion about the orders of growth of these constants, we refer to a recent
paper of Junge and Xu [26].
6. REMARKS ON THE CLASS L log L
Throughout this section, we assume that M is ﬁnite and its trace t is
normalized. Recall ﬁrst the class L log L: If L0ðO;F; PÞ is the space of all
(classes) of measurable functions on a given probability space ðO;F; PÞ; the
class L log L is deﬁned by setting
L log L ¼ f 2 L0ðO;F; PÞ;
Z
jf j logþ jf j dPo1
 
:
Set jjf jjL log L ¼
R
jf j logþjf j dP: Note that jj  jjL log L is not a norm. Equipped
with the equivalent norm jjf jj ¼
R 1
0 f
nðtÞ logð1=tÞ dt; the space L log L is a
rearrangement invariant Banach function space (see for instance [2,
Theorem 6.4, pp. 246–247]) so a non-commutative analogue L log LðM; tÞ
is well deﬁned as described in Section 2. We remark that if a martingale x is
bounded in L log LðM; tÞ; then it is uniformly integrable in L1ðM; tÞ and
therefore is of the form x ¼ ðEnðx1ÞÞ
1
n¼1 with x1 2 L log LðM; tÞ:
The starting point of this section is the following well-known inequality
from the classical theory.
Theorem 6.1. There is a constant K such that if ðfkÞ1k¼1 is a (commu-
tative) martingale, then for every n51;
E sup
14k4n
jfk j
 
4K þ KEðjfnj log
þ jfnjÞ: ð6:1Þ
By the equivalence of maximal functions and square functions for
(commutative) martingales [13], the left-hand side of (6.1) can be replaced by
EðSnðf ÞÞ where Snðf Þ is the classical square function; Snðf Þ ¼ ð
Pn
k¼1
jdfk j
2Þ1=2: The standard procedure for establishing inequality (6.1) above is
to derive ﬁrst the weak-type inequality for maximal functions by a stopping
time argument then integrating from 1 to 1 (see [17, pp. 317–318]; consult
also [20, pp. 81–85] for another approach). In a more operator theoretical
point of view, inequality (6.1) follows from general theory of interpolation
of operators of weak types (see for instance [2, Theorem 6.6, pp. 248–249]).
With this observation, the following result follows immediately from
Theorem 3.1:
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martingale which is bounded in L log LðM; tÞ; then for any sequence of signs
ðenÞ
1
n¼1;
sup
N51
XN
n¼1
endxn




1
4K þ K jjx1jjL log LðM;tÞ:
Using the non-commutative Khintchine inequality, one can deduce
Corollary 6.3. There is a constant K such that if x ¼ ðxnÞ1n¼1 is a
martingale that is bounded in L log LðM; tÞ; then
jjdxjjL1ðM;l2
C
ÞþL1ðM;l2
R
Þ4K þ K jjx1jjL log LðM;tÞ:
Corollary 6.3 can be viewed as a non-commutative extension of (6.1)
above. However, inequality (6.1) is equivalent to: if f is bounded in L log L;
then f 2H1: Since jjxjjH1ðMÞ5jjdxjjL1ðM;l2C ÞþL1ðM;l2RÞ; the following question
arises naturally:
Problem 6.4. Does there exist a constant K such that for every
martingale x:
jjxjjH1ðMÞ4K þ K jjx1jjL log LðM;tÞ?
An old argument from conjugate function theory together with the fact
noted in Remark 5.4 above that ap is Oððp  1Þ
2Þ when p ! 1 can be used
to prove a related inequality. The proof given below is modelled after a
presentation in Zygmund’s book [45, p. 119].
Proposition 6.5. There is an absolute constant K such that if
x ¼ ðxnÞ
1
n¼1 is a martingale that is bounded in L log L and tðjx1jðlog
þjx1jÞ
2Þ
o1; then
jjxjjH1ðMÞ4K þ Ktðjx1jðlog
þjx1jÞ
2Þ:
Proof. Let x ¼ ðEnðx1ÞÞ
1
n¼1 be a martingale with tðjx1jðlog
þ jx1jÞ
2Þo1:
Let a ¼ jx1j and set ðetÞt to be the spectral decomposition of a: For each
k 2 N; let Pk ¼ w½2k1;2kÞðaÞ be the spectral projection relative to ½2
k1; 2kÞ:
Deﬁne ak ¼ aPk for k51 and a0 ¼ aw½0;1ÞðaÞ: Clearly a ¼
P1
k¼0 ak in
L1ðM; tÞ:
For every k 2 N; consider the martingale xðkÞ ¼ ðEnðx1PkÞÞ
1
n¼1 then jjx
ðkÞ
jjH1ðMÞ4jjx
ðkÞjjHpðMÞ4apjjx
ðkÞjjp: So for every 1opo2; there is a constant C
such that, jjxðkÞjjH1ðMÞ4C
2p4ðp  1Þ2jjxðkÞjjp: Since jjx
ðkÞjjp ¼ jjak jjp and
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jjxðkÞjjH1ðMÞ416C
2ðp  1Þ22ktðPkÞ
1
p:
If we set p ¼ 1þ 1=ðk þ 1Þ and Zk ¼ tðPkÞ; we have
jjxðkÞjjH1ðMÞ416C
2ðk þ 1Þ22kZ
kþ1
kþ2
k :
Taking the summation over k;
jjxjjH1ðMÞ4
X1
k¼0
16C2ðk þ 1Þ22kZ
kþ1
kþ2
k :
We note as in [45] that if J ¼ fk 2 N; Zk43
kg; then
X
k2J
16C2ðk þ 1Þ22kZ
kþ1
kþ2
k 4
X1
k¼0
16C2ðk þ 1Þ22kð3kÞ
kþ1
kþ2 ¼ ao1:
On the other hand, for k 2 N=J ; Z
kþ1
kþ2
k 4Zk3
k
kþ24bZk where b ¼ supk 3
k
kþ2:
So we get
jjxjjH1ðMÞ4aþ 16C
2b
X1
k¼0
ðk þ 1Þ22kZk
4aþ 16C2bðZ0 þ 8Z1Þ þ 16C
2b
X
k52
ðk þ 1Þ22kZk:
Since for k52; k þ 143ðk  1Þ; we get
jjxjjH1ðMÞ4aþ 128C
2bþ 288C2b
X
k52
ðk  1Þ22k1Zk:
To complete the proof, note that for k52;
ðk  1Þ22k1Zk ¼
Z 2k
2k1
ðk  1Þ22k1 dtðetÞ
4
Z 2k
2k1
tðlog tÞ2
ðlog 2Þ2
dtðetÞ;
as 2k14t and therefore ðk  1Þ log 24log t: Hence, if we set
K ¼ maxfaþ 128C2b; 288C2bðlog 2Þ2g;
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jjxjjH1ðMÞ4K þ Ktðaðlog
þðaÞÞ2Þ:
The proof is complete. ]
We remark that combining Corollary 6.3 and Theorem 3.10, one can
deduce the following: There exists a constant K 0 such that
inffjjdyjjL1;1ðM;l2
C
Þ þ jjdzjjL1;1ðM;l2
R
Þ: x ¼ y þ z; y 2H
1
CðMÞ; z 2H
1
RðMÞg
4K 0 þ K 0jjx1jjL log LðM;tÞ:
The next question corresponds to the weak-type boundedness of square
functions:
Problem 6.6. Does there exist a constant K such that for every bounded
L1-martingale x;
inffjjdyjjL1;1ðM;l2
C
Þ þ jjdzjjL1;1ðM;l2
R
Þ: x ¼
y þ z; y 2H1CðMÞ; z 2H
1
RðMÞg4K jjxjj1?
We remark that a simple adjustment of the proof of Theorem 3.1 gives:
There exists a constant K such that for every lo0;
inffltðwðl;1ÞðSCðyÞÞÞ þ ltðwðl;1ÞðSRðzÞÞÞ: x ¼ y þ zg4K jjxjj1:
We conclude by noting that the proof of Theorem 3.10 combined with
Theorem 6.2 yields the following:
Theorem 6.7. There exists a constant K such that for any finite sequence
a ¼ ðakÞ
n
k¼1 in L log LðM; tÞ; if QðaÞ ¼ ðEkðakÞÞ
n
k¼1; then
jjQðaÞjjL1ðM;l2
C
Þ4jjajjL1ðM;l2
C
Þ þKþKt
Xn
k¼1
jak j
2
 !1=2
logþ
Xn
k¼1
jakj
2
 !1=20@ 1A:
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