The Hawkes self-excited point process provides an efficient representation of the bursty intermittent dynamics of many physical, biological, geological and economic systems. By expressing the probability for the next event per unit time (called "intensity"), say of an earthquake, as a sum over all past events of (possibly) long-memory kernels, the Hawkes model is non-Markovian. By mapping the Hawkes model onto stochastic partial differential equations that are Markovian, we develop a field theoretical approach in terms of probability density functionals. Solving the steady-state equations, we predict a power law scaling of the probability density function (PDF) of the intensities close to the critical point n = 1 of the Hawkes process, with a non-universal exponent, function of the background intensity ν0 of the Hawkes intensity, the average time scale of the memory kernel and the branching ratio n. Our theoretical predictions are confirmed by numerical simulations.
Most out-of-equilibrium dynamical processes in physical, natural and social systems are characterised by the presence of extended and often long memory. A prominent class of such non-Markovian dynamics includes epidemic spreading processes, which have broad applications from photoconductivity in amorphous semiconductors and organic compounds [1] , rainfall and runoff in catchments [2] , earthquake interactions [3] , epidemiology [4] , brain memory [5] , credit rating [6] and default cascades in finance [7] , financial volatility dynamics [8, 9] , transaction intervals in foreign exchange markets [10] , social dynamics of book sales [11] and YouTube videos views [12] , to cite a few [13] .
The self-excited conditional Poisson process introduced by Hawkes [14] [15] [16] is the simplest and most general point process modelling epidemic dynamics, in which the whole past history influences future activity. It captures the ubiquitous phenomenon of time (and space) intermittency and clustering due to endogenous interactions, such as those occurring in many complex systems in physics, biology, geology and seismology and in financial and economic markets. For instance, the Hawkes model remains the standard reference in statistical seismology [3, [17] [18] [19] and has recently enjoyed a surge of interest to model a variety of phenomena in finance [20, 21] . The Hawkes process is also fashionable to model social dynamics [22] .
A key ingredient of the Hawkes model is the memory kernel h(t), which quantifies how much a past event influences the triggering of a future event. When h(t) is a pure exponential function, the Hawkes model can be represented as a Markovian process. But most systems exhibit longer memories, with h(t) containing multiple time scales and often describing power law decaying im-pacts, which makes the Hawkes model non-Markovian in general. Here, we present a general field master equation, which represents the self-excited Hawkes process as being equivalent to a stochastic Markovian partial differential equation. This novel representation allows us to use the mathematical apparatus to solve master equations and derive a new result on the distribution of activity rates, which is found to take the form of a non-universal power law.
The Hawkes process is defined via its intensityν, which is the frequency of events per unit time. An event can be a burst of electrons in a semiconductor, a rainfall, an earthquake, an epidemic, an epileptic seizure, a firm's bankruptcy or credit default, a financial volatility burst, the sale of a commercial product, viewing a video or a movie, a social action, and so on. Such an event (or shock) occurs during [t, t + dt) with the probability of νdt, withν
where ν 0 is the background intensity, {t i } i represent the time series of events, andN (t) is the number of events during the interval [0, t) (called "counting process"). By convention, we denote stochastic variables with a hat symbol, such asÂ, to distinguish them from the nonstochastic real numbers A, corresponding for instance to a specific realisation of the random variable. The memory kernel h(t) represents the usually non-Markovian influence of a given event, and is non-negative definite. The integral of h(t) defines the branching ratio
which is the average number of events of first generation ("daughters") triggered by a given event [3, 23] and is also the fraction of events that are endogenous, i.e., that have been triggered by previous events [24] . The Hawkes process has three different regimes: (i) n < 1: subcritical; (ii) n = 1: critical and (iii) n > 1: super-critical or explosive (with a finite probability). Let us decompose the memory kernel as a continuous superposition of exponential kernels,
with the set of continuous time scale τ ∈ R + := [0, ∞). With definition (2), the branching ratio is n := ∞ 0 n(τ )dτ , showing that the function n(τ ) quantifies the contribution of the τ -th exponential with memory length τ to the branching ratio and n(τ )/n is the normalised distribution of time scales present in the memory kernel. In this work, we require the existence of its first-order moment
This condition (4) means that n(τ ) should decay faster than 1/τ 2 at large τ 's and thus h(t) decays at large times faster than 1/t 2 .
The starting point of our approach is to expressν(t) (1) as the continuous sum
where each excess intensitiesẑ t (τ ) is the solution of the stochastic partial differential equation (SPDE)
acts on the Langevin equation (6) for each excess intensityẑ t (τ ). The introduction of theẑ t (τ )'s is related to the trick proposed in [25] for an efficient estimation of the maximum likelihood of the Hawkes process. Each SPDE (6) describes a Markovian relaxation of the field variableẑ t (τ ), hit by intermittent simultaneous shockŝ ξ P ν (t) with τ -dependent sizes n(τ )/τ , whose influence decays exponentially with the characteristic time τ . Equation (6) together with (7) implies thatν(t) given by (5) recovers the standard Hawkes definition (1). We have thus transformed a non-Markovian point process into a Markovian SPDE, which allows us to derive the corresponding master equation for the probability
Dz is the probability that the system is in the state specified by {z(τ )} τ ∈R+ at time t, with the functional integral volume element Dz. The corresponding master equation for the probability density functional P t [z] reads
with the condition P t [z] = 0 holding over the boundary of the function space z ∈ ∂R ∞ + := {z|z(τ ) = 0 for τ ∈ [0, ∞)}. This can be derived by performing an ensemble average in a weak integral sense, namely considering an arbitrary functional f [ẑ t (τ )] and averaging it over all possible realisations ofẑ t (τ ) weighted by their probability density functional (PDF) (see Ref. [26] for details).
It is convenient to transform (8) 
where l is the curvilinear parameter indexing the position along a characteristic curve. The tail of the distribution of intensitiesν corresponds to the neighbourhood of s = 0 in the Laplace transform domain. We first study the subcritical case n < 1 and then the critical regime n = 1 via a stability analysis of (10) for small s.
Remarkably, the LC equations can be interpreted as a "dynamical system" where l plays the role of "time." This mapping allows us to use the standard bifurcation theory of dynamical systems, particularly for asymptotic analyses near criticality. Indeed, the stability analysis for s → 0 corresponds to the long "time" limit l → ∞ and the critical condition of the original Hawkes process (1) corresponds to the transcritical bifurcation condition for the "dynamical system" described by Eq. 
we verify that all eigenvalues are real and the inverse matrix of H(τ, τ ), denoted by H −1 (τ, τ ), exists and has a singularity at n = 1 (see Ref. [26] for the proof), recovering the critical condition of this Hawkes process. We now introduce a set of variables to obtain a new representation based on the eigenfunctions,
Here the inverse matrix e −1 (λ; τ ) is introduced, satisfying dτ e −1 (λ; τ )e(τ ; λ ) = δ λ,λ . The existence of the inverse matrix is equivalent to the assumption that the set of all eigenfunctions is complete, and thus H(τ, τ ) can be diagonalized: dτ dτ e −1 (λ; τ )H(τ, τ )e(τ ; λ ) = λδ λ,λ . In this representation, the linearised LC equations read ∂x(l; λ) ∂l = −λx(l; λ).
For subcriticality, all the eigenvalues are positive, indicating that the fixed point {x(λ) = 0} λ (i.e., {s(τ ) = 0} τ ) is the stable attractor in the functional space. Using straightforward calculations (see Ref. [26] ), we obtain
from which we find, for small s, where 1(τ ) is the constant function equal to 1 for any τ . The mean intensity thus converges at long times to ν(t) → ν 0 /(1 − n), which is a well-known result [3, 23] . Critical case n = 1. At criticality, the smallest eigenvalue vanishes, λ min = 0, which is associated to the zero eigenfunction e(τ ; λ = 0) = τ , as verified by direct substitution: dτ H(τ, τ )e(τ ; λ = 0) = 1 − n = 0. From the linear LC equation (14), it is clear that the dominant contribution comes from the component x(λ = 0), associated with the zero eigenfunction e(τ ; λ = 0). The explicit representation of x(λ = 0) is given by x(λ = 0) = ∞ 0 dτ n(τ )s(τ )/α, where α is defined by expression (4) . We also obtain the LC equations for each component to leading order for λ = 0,
This is the normal form of transcritical bifurcations, leading to a log-type singularity in the cumulant for small s. Indeed, after straightforward calculations, we obtain logP ss (s) := logP ss [s1(τ )] ν 0 s − 2ν 0 α log |s|, (18) which by inverse Laplace transform yields using definition (4). The exponent 1 − 2 τ ν 0 of the PDF is non-universal and a function of the background intensity ν 0 of the Hawkes intensity and of the average time scale of the memory kernel τ . As the tail exponent is smaller than 1, the steady-state PDF P ss (ν) would be not renormalizable in absence of some cut-off, coming either from finite-time effects or non-exact criticality (n → 1 − ). This means that this power-law scaling (19) actually corresponds to an intermediate asymptotics of the PDF, according to the classification of Barenblatt [27] , which, for n close to 1, can be observed over many orders of magnitude of the intensity for near-critical systems, as shown in figure 2 . The intermediate power law asymptotic (19) is our main novel quantitative result. Interested readers are referred to Ref. [26] for details. Example 1. The above general derivation of (19) is rather involved and one can develop more intuition by studying simplest cases where the memory function h(t) is a single exponential or the sum of two exponentials. In the former case h(t) = (n/τ )e −t/τ , all functions become single variables and functional derivatives and integrations become standard derivative and integration operators. Then, the general master equation (8) reduces to
for the probability density function P t := P t (z) under the boundary condition P t (z)| z=0 = 0. Its Laplace transform of the steady-state PDFP ss (s) := ∞ 0 dνe −sν P ss (z) reads 
for large ν near criticality 1 − n 1. Remarkably, the LC equation ds/dl = −H(s) reduces to the normal form of transcritical bifurcations (see Fig. 3a ):
for small s with l := n 2 l/(2τ 2 ) and µ := −2(1 − n)/n 2 . Example 2. For two exponentials, the memory kernel is given by h t = 2 k=1 (n k /τ k )e −t/τ k , where each coefficient n k quantifies the contribution of the k-th exponential with memory length τ k to the branching ratio n = n 1 + n 2 (see definition (2)). In calculations paralleling those for the general and one exponential cases, we can derive the master equation for the two-exponential case and its Laplace representation. Finally, the corresponding LC equations read
with i = 1, 2, H i (s 1 , s 2 ) := e − 2 k=1 n k s k /τ k − 1 + s i /τ i , and K(s 1 , s 2 ) := e − 2 k=1 n k s k /τ k − 1. Following the same approach as for the general case (3), but now dealing with operators that are 2 × 2 matrices, we recover (19) with τ = (n 1 τ 1 + n 2 τ 2 )/n (see [26] for details). We have numerically confirmed our theoretical prediction for a memory kernel with two exponentials, as shown in Fig. 2 . We note that the LC equation (24) exhibits the transcritical bifurcation as illustrated in Fig. 3b .
Finally, our main result fills a gap in the study of the Hawkes and other point process, by focusing on the distribution of the number νdt of events in the limit of infinitely small time windows [t, t + dt]. This limit is in contrast to the other previously studied limit of infinitely large and finite but very large time windows, as standard results of branching processes (of which the Hawkes model is a special case) give the total number of events generated by a given triggering event (see Ref. [28] for a detailed derivation and [29] for the case of large time 
windows [t,
t+T ] (i.e., in the limit of large T 's). The corresponding probability density distributions are totally different from (19) which corresponds to the other limit T → 0.
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