Abstract-Data explicitly stored in a temporal database are often associated with certain semantic assumptions. Each assumption can be viewed as a way of deriving implicit information from explicitly stored data. Rather than leaving the task of deriving (possibly infinite) implicit data to application programs, as is the case currently, it is desirable that this be handled by the database management system. To achieve this, this paper formalizes and studies two types of semantic assumptions: point-based and interval-based. The point-based assumptions include those assumptions that use interpolation methods over values at different time instants, while the interval-based assumptions include those that involve the conversion of values across different time granularities. The paper presents techniques on: 1) how assumptions on specific sets of attributes can be automatically derived from the specification of interpolation and conversion functions, and 2) given the representation of assumptions, how a user query can be converted into a system query such that the answer of this system query over the explicit data is the same as that of the user query over the explicit and the implicit data. To precisely illustrate concepts and algorithms, the paper uses a logic-based abstract query language. The paper also shows how the same concepts can be applied to concrete temporal query languages.
INTRODUCTION
PROMINENT feature of temporal information is its richness in semantics associated with its temporal domain. When querying a temporal database, a user naturally assumes some "usual" semantics on stored temporal data. For instance, she expects that her bank account balance persists, i.e., the balance stays the same unless a transaction-deposit, withdrawal or accrual of interest-is performed. Therefore, if she wishes to find the balance at a particular time and no balance amount is stored for that time, she looks for the balance of the last transaction that was performed before the time in question. Semantic assumptions may also involve different time granularities. For example, when the user asks for the account holder of a certain account in a particular month and account holders are stored in terms of days, she assumes that the answer is someone who is the account holder of that account on all the days within that month.
Researchers have long realized such richness of semantics in temporal data [8] , [23] , [24] and provided various operators in different query languages for the users to code the semantic assumptions into queries [23] , [24] , [21] . For the aforementioned balance query, the user would use a "last" (or similar) operator in her query to retrieve the appropriate balance.
We argue, however, that temporal semantics should be an integral part of temporal databases and users should not be burdened with having to incorporate these semantics in their queries. In the account balance example, the user should be able to query the database directly about the balance at any particular time, instead of having to code the semantics of the balance into the query. The system should be able to answer the query appropriately according to the semantics. To provide such an ability, the system has to 1) include a precise formalization of the temporal semantics, and 2) evaluate queries according to these semantics.
In this paper, we provide a framework to incorporate temporal semantics into temporal databases and investigate a general method to answer queries on these databases.
Consider the bank account example in more detail. Assume the temporal relation ACCOUNTS records account numbers (AcctNo), account holder (AccHol), account balance (Balance), annual interest rate (AnIntRate), and the associated time (Time), i.e., the time when the reported values become true. We assume that new tuples are added to this relation when an event occurs such as the opening of an account, a deposit, a withdrawal, or a change in interest rates. The values of Time are timestamps consisting of the date (month/day/year) concatenated with the time of the day (up to seconds). (Here and in the rest of the paper timestamps represent valid time; extensions to include transaction time and other temporal dimensions are not considered.) An instance of ACCOUNTS is shown in Fig. 1 .
Since we store new tuples only when some of the attribute values change, the relation does not contain an explicit tuple for every second of each day for an account.
However, if asked about the balance of Mr. Smith's account at noon of March 4, 1993, we could answer without hesitation that the balance was $3,500. This is because we assume that nothing has changed for that account since the last transaction before that time. Here we say that the attribute Balance satisfies a semantic assumption called persistence for each account. Another example of persistence is given by the attribute AccHol that is intuitively persistent for each account.
Other assumptions apply when different granularities are considered. For example, the attribute AnIntRate can be classified as liquid, meaning that it satisfies the following properties:
1) It is downward-hereditary: If the value of AnIntRate is 3.00 for a month, we can assume that its value is 3.00 for each day of that month.
2) It is upward-hereditary:
If the value of AnIntRate is 3.00
for each day of a month, we can assume that its value is 3.00 for that month.
The terms liquid and downward/upward hereditary are borrowed from the temporal reasoning community [19] . Note that not all attributes are persistent and/or liquid. For example, consider a relation with the attributes ÉAcctNo, Amount, secondÙ that stores the time and the amount of each deposit or withdrawal to a certain account. The Amount attribute is obviously neither persistent nor liquid. The aforementioned semantic assumptions, namely persistence and liquidity, are among the most common ones that have been identified by the temporal reasoning community.
There are other semantic assumptions that arise quite naturally in databases. For example, if a database stores annual salaries of the employees, the monthly salary can easily be determined by dividing the annual salary by 12.
Contribution of the Paper
Recognizing and formalizing that a group of attributes satisfies some semantic assumption is very useful in answering queries about values of attributes at times (of same or different granularity) for which a value is not explicitly stored. One of the contributions of this paper is to formalize the notion of semantic assumptions. In this paper, each semantic assumption is taken as a function for deriving implicit information from explicit information by applying one or more information generation procedures. Such generation procedures are formally captured by our notion of assumption methods. Intuitively, an assumption method derives implicit information using some specific rule. For example, "persistence"can be regarded as one such rule that uses the latest stored value as the current value for an attribute. In Fig. 1 , by applying the persistence method on the Balance attribute, we obtain $1,000 to be the balance at the time 3/3/93:09:01:01, 3/3/93:09:01:02, 3/3/93:09:01:03, 3/3/93:09:01:04, etc. The function for a semantic assumption that uses possibly different methods to generate information for different attributes, is then a "composition"of the rules of the appropriate assumption methods.
We denote by DB the database and by DB the database that contains, in addition to DB, the data generated by applying all semantic assumptions. A user query on a database DB is viewed as a query on DB . If the query asks for the balance of account 1,001 at noon of March 4, 1993 , it retrieves values from DB and gives $3,500 as the answer.
However, it is usually impractical for the database to store and manage DB . Indeed, consider the attribute AnIntRate in Fig. 1 . Since AnIntRate is liquid, it is possible to derive values for AnIntRate for each time granularity. Not only an enormous effort is required to manage all these derived values, but this effort may be wasted since users may not be interested in knowing the interest rate for all possible granularities. A similar problem exists for the Balance attribute.
A solution is to translate the user query into a query that incorporates the semantic assumptions. As shown in Fig. 2 , a user query Q is taken as a query on DB . Instead of using the semantic assumptions to build DB , we use them to translate the query Q into another query Q such that the new query evaluated on the stored database (Q [DB] ) is the same as the answer of the user query Q over DB (Q[DB ] ). In formula, we require that Q'[DB] = Q [DB ] . Obviously, whether there always exists a Q' for each Q largely depends on the languages used. In this paper, we use a single lan- guage MQL F for the semantic assumptions, for user queries Q, as well as for system queries Q'. MQL F is an extension of the query language introduced in [27] as a general query language on temporal databases. We show that MQL F is a reasonably powerful language for specifying semantic assumptions. Furthermore, we show that the aforementioned system query Q' always exists if all semantic assumptions are specified by MQL F and all user queries are in MQL F . The above solution is closely related to the view facility in a standard database environment, where a view is defined as a conceptual relation derived from the database [25] . Indeed, we may specify an assumption as a view definition, and the user queries are taken conceptually to be over the view. By using the view facility, the semantic assumptions can be easily implemented in a database system. We illustrate this point by using the consensus temporal query language TSQL2 [17] , [22] .
In summary, the main contributions of the paper are:
1) a formalization of semantic assumptions on temporal data; 2) a general method to derive semantic assumptions from the specification of a set of interpolation and conversion functions, and 3) a formalization of answers of user queries under semantic assumptions, requiring that a system automatically applies the assumptions associated with the temporal data when user queries are evaluated.
As a side contribution, we introduce the issue of temporal data compression through semantic assumptions. Indeed, we provide in the paper a notion of minimal representation of a temporal relation under a set of semantic assumptions. In general, interpolation functions can be used to compress the explicit data. Similarly, semantic assumptions can be used to compress temporal data. The notion of minimal representation formally defines the best compression that can be achieved using these assumptions. We believe that these ideas can be exploited when space efficiency is a strong concern.
Organization
The rest of the paper is divided into 10 sections. Section 2 defines our temporal data model. In Section 3, we introduce the notion of a general class of semantic assumption: pointbased semantic assumptions. Persistence is a special case of the point-based assumptions. Section 4 illustrates some properties of temporal modules with semantic assumptions and introduces the notions of minimal closure and minimal representation. A strategy for querying a temporal database with point-based assumptions is presented in Section 5. Interval-based assumptions that include the liquidity assumption are formalized in Section 6, and strategies to query a database with such assumptions are studied in Section 7. In Section 8, the above two kinds of assumptions and corresponding querying techniques are combined together. In Section 9 we show how the ideas in this paper can be implemented using the concrete temporal database language TSQL2. Related research is discussed in Section 10. Finally, the paper is concluded with some remarks on the results of the paper and on future research directions in Section 11.
DATA MODEL
The data model used in this paper is based on the conceptual data model introduced in [27] , [26] . We start this section with the definition of temporal types which formalizes the multiple time granularities allowed in the data model.
Temporal Types
The definition of temporal types identifies an instance of the temporal type systems introduced in [4] . We assume there is an underlying notion of absolute time, represented by the set N of all positive integers. Property 1 states that the mapping must be monotonic. Property 2 disallows an empty set to be the value of a mapping for a certain time tick unless the empty set will be the value of the mapping for all subsequent time ticks.
Typical granularities such as day, month, week, year, and business-day can be defined as temporal types. As an example, suppose the underlying time is measured in terms of seconds. Then the granularity day (assuming it starts on the first day of 1990) is a mapping such that day(1) is the set of all the seconds that comprise the first day of 1990, and day(2) maps to all the seconds of the second day of 1990, etc. We assume the existence of a basic temporal type that we call bl (base-line) such that bl(i) = {i} for each i > 0.
When the set of instants corresponding to a tick m(i) is equal to or contained by the set corresponding to a tick n(j) (i.e., m(i) µ n(j)), we say that n(j) covers m(i). There is a natural "finer-than" relation among temporal types. The temporal type m is said to be finer than the temporal type n if each tick of m is covered by a tick of n. Thus, for example, day is finer than week and month is finer than year. 
It is easily seen that ՟ is a partial order [4] . However, it is not a total order since, for example, week and month are incomparable (i.e., week is not finer than month, and month is not finer than week).
Another important relation regarding temporal types involves time ticks. For example, we would like to say that a particular month is within a particular year. For this purpose, we assume there is a binary (interpreted) predicate IntSecm,n for each pair of temporal types m and n : DEFINITION. For temporal types m and n, let IntSecm,n be the binary predicate on positive integers such that IntSecm,n
In other words IntSecm,n (i, j) is TRUE iff the intersection of the corresponding absolute time sets of tick i of m and tick j of n is not empty. Thus, for example, IntSec month,year (i, j) is TRUE iff the month i falls within the year j.
It is important to emphasize that a realistic system can support infinite temporal types 1 
and their corresponding
IntSec relations only if these infinite types have finite representations. Various periodical descriptions, e.g., [15] , [16] , are possible but outside the scope of this paper.
Temporal Module Schemes and Temporal Modules
Temporal modules were introduced in [27] , [26] . They can be viewed as "abstract temporal databases" [6] or a "conceptual data model" [14] . The concepts and the results of this paper are readily translated in terms of other temporal data models. 
Intuitively, the function j in a temporal module (R, m, j) gives the tuples (facts) that hold at nonempty time tick i of temporal type m. This generalizes many temporal models in the literature.
A temporal database is a finite set of temporal modules. Throughout this paper, we assume a fixed set of temporal module schemes, which is the database scheme. A temporal database thus is only a different instantiation of the windowing functions of the fixed temporal module schemes. Furthermore, each temporal module scheme is assigned a unique name. For each temporal module scheme M, we shall use R M and m M to denote the relation scheme and temporal type, respectively. We use M as the name of the current instantiation of M and j M as its windowing function. For convenience, in temporal module examples, instead of the positive integers we will sometimes use an isomorphic domain. For instance, the set of expressions of the form 3/3/93:09:01:00 (month/day/year:hour:minute:second) will serve as such a domain. EXAMPLE 1. We view the temporal relation ACCOUNTS given in the introduction as a temporal module with (ACCOUNTS, second), where ACCOUNTS = ÉAcctNo, AccHol, Balance, AnIntRateÙ as its scheme. The relation in Fig. 1 corresponds to the time windowing function j defined as follows:
j(3/3/93:09:01:00) = {É1001, J. Smith, 1,000, 3.00Ù}, j(3/4/93:10:01:55) = {É1001, J. Smith, 3,500, 4.00Ù}, 1 . A temporal type is said to be infinite if it has an infinite number of nonempty ticks. j(3/4/93:11:00:00) = {É1500, A. Brady, 2,000, 3.00Ù}, j(3/4/93:12:19:03) = {É2034, T. Ford, 500, 2.50Ù}, j(3/4/93:18:00:00) = {É1500, A. Brady, 1,500, 3.00Ù}, j(7/3/93:09:00:00) = {É1001, J. Smith, 4,000, 4.00Ù}.
Note that the above windowing function only reflects the (explicit) data stored in the relation. We will use semantic assumptions in Section 3 to give implicit data.
Finally, we define the project, select, and union operations on temporal modules that will be used in later sections. Let M be a temporal module and 
is the temporal module (R, m, j) where j (i) is the union of the windowing functions of M 1 and M 2 at each index i.
The Query Language MQL F
We specify a query language on temporal modules using a multisorted first-order logic: One is a generic (nontemporal) data sort, while the other sorts are temporal ones corresponding to the temporal types. Each temporal type gives rise to a distinct temporal sort. We allow certain scalar functions [11] , such as +, -, /, * on the data domain. These functions are not intended as functions interpreted in the logic, but rather as external calls with fixed interpretations. 
. If we consider the aforementioned example query on a DB containing the temporal module ACCOUNTS of Example 1, its answer is the temporal module (AcctNo, month, j) with j(3/93) = {1001, 1,500}, j(7/93) = {1001}, and j(i) = 0 / for each i corresponding to a month different from March or July of 1993.
If a query is not correctly temporally typed, no answer is directly associated. In Section 7, we will show how to answer incorrectly temporally typed queries by using interval-based semantic assumptions.
POINT-BASED ASSUMPTIONS
We call point-based assumptions those semantic assumptions that can be used to derive information at certain ticks of time, based on the information explicitly given at different ticks of the same temporal type. Such derivation can be done in a variety of ways: For example, 1) we may assume that the values of certain attributes persist in time unless they are explicitly changed; 2) we may assume that a missing value is taken as the average of the last and next explicitly given values; or 3) we may take the sum of the last three values.
In this section, we give a general notion of point-based assumptions such that, in principle, any interpolation function to derive information from explicit values can be used.
An Example: Persistence
We first illustrate point-based assumptions by using persistence as an example which motivates the syntax and the semantics of general point-based assumptions. The persistence assumption has been widely used in practice. With P X (Y persis ), we denote the assumption of the attributes XY being persistent with respect to the attributes X. This intuitively means that if we have explicit values for X and Y at a certain tick of time, these values will persist in time until we find a tick at which we have explicit values that are the same for the attributes X but different for Y. More formally, let M = (R, m, j) be a temporal module and P X (Y persis ) be a persistence assumption. Then, we say that a tuple t on XY is derived by this assumption for tick i if there exists j < i such that 1) there exists t" ¶ j(j) such that t = t" [XY] , and 2) for all k, j < k i, and tuple t'
To be complete, we also keep all the information (projected on XY) in the original temporal module. Hence, the information derived by a persistence assumption on a temporal module includes the original information (projected on XY) and the information implied by the assumption. Consider our running example of the ACCOUNTS temporal module. The assumption P AcctNo ((AccHol, Balance, AnIntRate) persis ) says that the values of these four attributes persist in time until a different value for one of the attributes AccHol, Balance, or AnIntRate with respect to the same AcctNo is found. This is a reasonable assumption for the ACCOUNTS temporal module.
In the temporal database literature a notion similar to persistence is found when the value of a tuple is given for an interval [1, uc] where uc is a short hand for "until changed" [28] , [7] . However, the notion of until changed is not well formulated. For example, it is not clear which attributes must actually change to be qualified as "changed."
Syntax and Semantics of Point-Based Assumptions
We now formally define the syntax and the semantics of point-based assumptions, of which the persistence assumption is an example. A point-based semantic assumption relies on the use of certain methods (called interpolation methods) to derive implicit values from explicit ones. An interpolation method is used to derive a value of an attribute by "interpolating" values of the same attribute at different ticks of time. The expression P X (Y meth ) denotes the assumption using method meth to derive implicit values of attributes XY with respect to attributes X. We assume there is a fixed set of interpolation methods. We now give the syntax of semantic assumptions. The requirement that the sets X, Y 1 , …, Y n be pair-wise disjoint in the above definition intuitively says that it is not possible to use different interpolation methods for the same attribute.
Before defining the semantics of our semantic assumptions, we need to introduce the semantics of interpolation methods.
DEFINITION. For each interpolation method meth, there is a map-
ping meth() such that, for all attribute sets X and Y and temporal module M = (R, m, j ), with XY ⊆ R, the following conditions are satisfied:
The first condition in the above definition specifies the scheme of the derived modules. The second condition requires that each derived module contains all the original tuples. That is, a semantic method can only be used to add tuples but not to change (or delete) original tuples. The third condition in the definition requires that each method derives values for a certain attribute independently from values of other attributes. We apply this restriction since we want to simplify the concept of this type of assumptions and of their interaction with other types of assumptions.
Intuitively, an interpolation function applies to the time sequence of one attribute. This restriction still allows us to capture most common temporal semantic assumptions. The final condition requires that each method derives values for a certain attribute by considering only tuples in the original module having the same values for the base X. The semantics of an interpolation method must be described by a syntactic expression in practice. Any formal language that is sufficiently expressive can be used for this purpose. In Section 5, we give a formalism based on MQL F to specify the semantics of interpolation methods. In Section 9, we will show that interpolation methods can be expressed also in concrete query languages like TSQL2. An example of a method that is different from persistence is avg. By applying avg to a set of numeric attributes Y with base X, we derive the implicit tuples on XY where the value for each A ∈ Y is taken as the average between the values of A in the previous and next explicitly stored tuples having the same X values. We now give the semantics of point-based semantic assumptions.
DEFINITION. For each point-based assumption
there is an associated (partial) mapping f P from temporal modules to temporal modules such that for each temporal
Thus, the semantic assumption
combines (via natural join) the implicit information on attributes XY 1 , ¤, XY k supplied by the methods meth 1 , ¤, meth k , respectively. Notice that the mapping for a point-based assumption defined this way satisfies all the conditions required for the mappings of interpolation methods.
Applying the join operation can result, in general, in a cross-product of the derived tuples with the same X values. However, when the base X of an assumption is a temporal key (i.e., there do not exist two distinct tuples that belong to the same tick yet have the same X values), the join exactly recombines the values obtained by the different methods in a single tuple for each considered X value. While X is a temporal key for most of the assumption examples that we have found useful, this is not always the case. For example, we may want to model a temporal relation with attributes Customer and Supplier where a supplier can have many customers at the same time and Customer is persistent with respect to Supplier. In this case Supplier is not a temporal key. Based on the above observations, we do not restrict X to be a temporal key, and we use join to define the general semantics for assumptions with multiple interpolation methods.
PROPERTIES OF TEMPORAL MODULES WITH ASSUMPTIONS
Given a temporal module M and a set of assumptions G, we would like to know if there is a new temporal module that models all the information implied by M under G. Clearly, all the tuples in f P (M), for each P in G, should be present; however, the new module should not include any extraneous tuples. We call such a module minimal closure of M under G. For example, given M = (ABC, m, j) with j(1) = (a, b, c) and j(i) = 0 / for each i > 1, and the assumption P
To formalize the minimal closures, we introduce the following partial order: 
The minimal closure of a certain module under a set of point-based assumptions may not be unique in general.
Here we give a sufficient condition for the existence of the unique minimal closure. 
PROPOSITION 1. Let G be a set of point-based assumptions and (R, m) a temporal scheme. If for each assumption
The above proposition can be easily extended as follows. Assume that G is a set of point-based assumptions and Z a set of attributes such that for each
Since each assumption in G involve all the attributes in Z, it follows from the above proposition that there exists a unique minimal closure
It straightforwardly follows from the condition 3 of the definition of interpolation method that a temporal module M is a (minimal) closure of a temporal
From this result follows that even when more than one minimal closure exists, their projection on the attributes involved in each assumption is unique. This means, for example, that the answer to queries on this projection is well-defined. However, in order to simplify the presentation, we limit ourselves to the case where the assumptions of a temporal module involve all attributes of the module. We use minimal closures to develop two useful notions. The first notion deals with the question whether two temporal modules are equivalent under assumptions. If there are no semantic assumptions, two temporal modules are equivalent if they are identical temporal modules. However, when semantic assumptions are present, two temporal modules may not be identical, yet they may contain the same information. Consider, for example, the temporal scheme (ÉAccHol, AddressÙ, month) and the two modules M 1 and M 2 on this scheme. For the first month,
(1) = {(J.Smith, 16 Fifth Av., NY)}, while for the second
. These modules are not identical, since Since different modules can be equivalent under a set of assumptions, it is interesting to see if there is a minimum temporal module (with respect to the subsumption relation) among these equivalent modules.
DEFINITION. Let G be a set of point-based assumptions and M a temporal module. A temporal module M is said to be a minimal representation of M under G if M is equivalent to M under G, and there is no temporal module M'' ö such that M'' is equivalent to M and M ՞ M.
In practice, we may choose to use such a minimum module to save storage space. Indeed, the notion of minimal representation formally defines the best compression that can be achieved using assumptions. We conjecture that the minimal representation is unique under persistence assumptions, but not in general. However, for the purpose of storage space optimization, uniqueness does not seem to be relevant.
The second notion we develop deals with implicit assumptions. It is possible to derive implicit assumptions from an explicitly given set. For example, given the assumption P AcctNo ((AccHol, Balance, AnIntRate) persis ) we can derive P AcctNo (Balance persis ). Intuitively, given an assumption P and a set G of assumptions, we will say that P is implied by G if, for any module, any implicit information that can be derived from P can also be derived from G. Formally,
DEFINITION. A point-based assumption P is implied by a set of assumptions G if given an arbitrary module M, each closure of M under G is also a closure of M under P.
Implied assumptions can be very useful, for example, when some of the temporal relations have to be decomposed, since we would like to know what kind of assumptions hold on subsets of the attributes. From the proposition follows that the general rule in Proposition 2 is not complete. It seems that complete rules can be found only when we fix the interpolation methods.
QUERYING A DATABASE WITH POINT-BASED ASSUMPTIONS
In this section, we assume that each temporal module M in the temporal database is associated with a set G M of pointbased semantic assumptions and use G to denote the collection of all semantic assumptions. We restrict ourselves to temporal modules having a unique minimal closure under semantic assumptions, and in light of Proposition 1, we assume that each semantic assumption in G M involves all the attributes in R M . We first formally define the notion of query answer with point-based semantic assumptions.
DEFINITION. For each database DB, we use Γ(DB) to denote the database in which each temporal module M i of DB is replaced by its minimal closure under the assumptions Γ M i .

Let Q be a correctly temporally typed query and suppose the temporal modules in the database
DB are M 1 , ¤, M m .
Then we define the answer of Q under assumptions G as Q[G(DB)].
That is, the answer of a query under assumptions is the answer of the original query on all the minimal closures of the temporal modules in the database. In other words, we first accommodate the assumptions, via minimal closures, into the temporal modules and then use the minimal closures as the temporal database to answer the query. Note that the query in question must be correctly temporally typed since point-based semantic assumptions do not change the temporal types.
The above definition captures the purpose of using semantic assumptions in answering queries. Actually, G(DB) can be seen as a view on the underlying database. Similarly to the standard implementation of (nonmaterialized) views, instead of changing the temporal modules in the database to answer queries, we change the query to encompass all the semantics such that the new query on the original database will give the intended answer under assumptions. Formally,
DEFINITION. Given a query Q and semantic assumptions G, a query Q is said to be a Γ-captured version of Q if Q[DB] = Q[G(DB)] for all instantiations of DB.
If an assumption-captured version of a query is found, in order to answer the query under assumptions, an existing system can simply evaluate this assumption-captured version using conventional techniques.
In order to formalize the process that obtains a G-captured version, we limit the set of assumptions to those that can be expressed in correctly temporally typed MQL F formulas. In particular, for each temporal module scheme M = (R, m) and
require the existence of a formula Ψ P M in MQL F such that 1) only one predicate M() appears (possibly several times) in Ψ P M and predicate M() has arity ʈRʈ + 1, and
It is clear that by identifying Ψ P M for each temporal scheme M, we have identified the mapping f P .
In the remainder of this section, we first show how interpolation methods can be described by syntactic expressions from which we can derive the Y formulas corresponding to the assumptions. In particular, we use a slight extension of MQL F to specify interpolation methods, so that a simple syntactic manipulation can be used to automatically derive the formula corresponding to a point-based assumption. The syntactic specification of interpolation methods need to be parametric with respect to the sets of attributes X and Y and to the module scheme M. For this purpose we extend MQL F as follows: The number n of data attributes of the predicate M() (and corresponding variables) is left as a parameter, and the symbol Ind V M , where V is a set of attributes, can be used to indicate the set of indices (positions) of attributes in V appearing in M when the "parameterized" scheme is instantiated. 2 We call a formula in this extension a formula template. As an example, the formula template for the persistence method is as follows:
Intuitively, the formula is composed of two disjuncts corresponding, respectively. to the tuples in the database at the current instant and to the tuples at a past instant such that no tuples (with the same base attribute values) are available between that instant and the current one (included).
As another example, we formally define the avg interpolation method by the following formula template:
Intuitively, the template is similar to the one for persistency, but the value for the current tick must be computed considering not only the last tick with a value, but also the next tick with a value, and taking the average of the two values.
Given a temporal scheme M and a point-based assumption P, a straightforward syntactic manipulation can be used to automatically obtain the formula Ψ P M from the formula templates specifying the interpolation methods appearing in P. Essentially, schema and attribute names have to be instantiated, variable symbols have to be renamed, and the subformulas corresponding to each set of attributes with the same interpolation method have to be combined.
As an example, consider the mapping for P = P AC ((BD) is similarly derived. The formulas corresponding to the semantic assumptions, automatically generated from the methods' formal specification, should be used by the system to expand any user query so that the corresponding semantic assumptions are taken into account. One possible implementation of this expansion is to make the system use these formulas as (nonmaterialized) views on the underlying database. In any case, an implementation must guarantee that the resulting system query is a G-captured version of Q.
In a logic setting, the following algorithm guarantees the above property. 
INTERVAL-BASED ASSUMPTIONS
We call interval-based the assumptions that can be used to derive information for a certain tick of one temporal type from information at ticks of a different temporal type. The word interval indicates the fact that these "source" ticks must be intervals having a certain relationship (containment or intersection) with respect to the interval of the "target" tick for which the value is being derived.
An Example: Liquidity
With I X (A ) we denote the assumption of the attribute A being downward hereditary with respect to the attributes in X. This intuitively means that if we have an explicit value for the attribute A with respect to certain values for X at a certain tick of type m, then for each tick of any other type that is covered by it, A has that same value with respect to the same values for X. Referring to our running example, it is reasonable to assume I AcctNo (AccHol ); intuitively, if an account (AcctNo) has a corresponding account holder name (AccHol) in a second, then it has the same account holder name in any millisecond, microsecond, and so on within that second. Similarly, with I X (A ) we denote the assumption of the attribute A being upward hereditary with respect to X. Intuitively, if we have the same value for the attribute A with respect to the same X at contiguous ticks, that value is also the value of A for the same X for each tick of any other type that is the union of some of these ticks. In our example, if an account has the same account holder name in each second of a month, we know that the account has that account holder in that particular month. With I X (A b ) we denote the assumption of the attribute A being liquid with respect to X; i.e., it is both downward and upward hereditary. Referring to our example, we can reasonably make the assumption I AcctNo ((AccHol, AnIntRate) b ). Liquidity, as well as upward/downward heredity, can be used to answer queries that are not correctly temporally typed. Consider the query:
This query is not correctly temporally typed since it asks for the account holder name of account 1001 in months, while the temporal type of ACCOUNTS is in seconds. However, we can answer the query if there are assumptions, such as the upward heredity assumption, for all the attributes in ACCOUNTS to convert the information to a coarser type. The upward hereditary assumption would provide a nonempty answer to the query for a certain name in a certain month only if the name has not changed during the month.
We now formalize the notion of a general interval-based assumption.
Syntax and Semantics
Similarly to point-based assumptions, an interval-based assumption relies on the use of certain "conversion" methods. For example, the liquidity assumption uses a "constant" function to derive values. We assume that there is a fixed set of conversion methods. is called an interval-based assumption.
In Section 6.1 we have illustrated three conversion methods. There are many others that can be useful. As an example, consider a module of type m and assume that i is a tick of a type n such that there is a sequence of ticks j 1 , ¤, j k of type m, all contained in tick i of n. We can define two conversion methods-we call them first and last, respectivelythat derive the value for tick i of n using the values at ticks j 1 and j k of m, respectively. In our running example, it is reasonable to make the assumption that last can be used to convert the Balance attribute with respect to the attribute AcctNo. This means that if a query on the ACCOUNTS module asks for the balance of an account for a month, the balance at the last second of that month for that account is returned. Note that even though we do not have explicit values for the last second of each month, we can still derive them using the persistence assumption. 3 Similarly, considering all other attributes in ACCOUNTS, the following is a reasonable interval-based assumption: IAcctNo((AccHol,
). Analogous to point-based assumptions, we define the semantics of conversion methods before giving the semantics of interval-based semantic assumptions. Given a temporal module M = (R, m, j) and a set S of integers, we use the notation M| S to denote the temporal module (R, m, j ) where j is defined as follows: For each positive integer i, 
DEFINITION. The semantics of a conversion method conv is given by a mapping conv() from two sets of attributes, X and Y, a temporal module M = (R, m, j) with XY µ R, and a temporal type n, into a temporal module, such that the following conditions are satisfied:
The first condition says that for a given temporal module and a target temporal type, the interval-based assumption I gives a temporal module with all the attributes in I as the relation scheme of the output module and the target temporal type as the temporal type of the output module. The second condition requires that if the target temporal type coincides with the temporal type of the input module, then the output module should simply be a projection of the input module. The third condition requires that each method derives values for a certain attribute independently from values of other attributes. The fourth condition requires that each method derives values for a certain attribute considering only tuples in the original module having the same value for X. The final condition says that the value at each tick j in the target type n depends only on values at ticks that intersect with j. Similarly to the definition of pointbased assumptions, the restrictions imposed by these conditions are intended to characterize a specific type of common semantic assumptions and to study their interactions with assumptions of different types. The semantics of interval-based assumptions specifies how implied values at different granularities must be derived when a module has a nonempty set of assumptions.
DEFINITION. For each interval-based assumption I
= I X ( ) Y Y conv k conv k 1 1 L , there
is an associated (partial) mapping f I from temporal modules and target types to temporal modules such that, for each temporal module M = (R, m, j) with XY
where
Hence, analogous to point-based assumptions, the values that are derived according to different conversion methods within one assumption are combined via the natural join. Notice that the mapping for an interval-based assumption defined this way satisfies all the conditions required for the mappings of conversion methods.
QUERYING A DATABASE WITH INTERVAL-BASED ASSUMPTIONS
The notion of query answering with point-based assumptions in Section 5, can be extended to that with intervalbased assumptions. As in Section 5, we assume there is a set G M of interval-based assumptions for each M in the database, and denote the collection of all interval-based assumptions by G. As with point-based assumptions, we restrict ourselves to assumptions involving all the attributes appearing in the modules with which they are associated. 4 We also limit interval-based assumptions for which we can evaluate queries to those that can be expressed in MQL Analogous to interpolation methods, conversion methods can be defined through formula templates such that the Ψ formula of an assumption involving those methods can be easily derived from the templates. The formula template needs to be parametric with respect to the module scheme (R, m), the target type v and to the sets of attributes X and Y. For example, the liquidity conversion method is specified by the following formula template: 4 . A notion of minimal closure analogous to that for point-based assumptions can be easily defined. This restriction ensures that for each target type ν, the minimal closure with respect to ν is unique. 
, ... , , :
( , ... , , ) The formula says that the tuple (x 1 , ¤, x n ) can be derived for tick n(t) if for any instant b included in n(t), there exists a tick m(s) including b and a tuple at the same tick having the same values as (x 1 , ¤, x n ) for the attributes V and W. Note that this captures both the downward and upward hereditary properties of liquidity.
The conversion last can be specified by the formula template: 
( , ))).
, , This formula template says that we can derive a tuple at tick t of type n if there exists a tick s of m that is covered by it and no subsequent tick of m is covered by it. The derived tuple is the projection on VW of the tuple in the database at tick s.
Once we have the definition of conversion methods in the form of the formula templates, for any semantic assumption I involving the defined methods, we can easily obtain the formula Ψ I M,ν such that f I (M, n) = {x 1 , ¤, x n , t : µ|Ψ I M,ν } for each temporal module M on M and type n. The syntactic manipulation necessary to derive the formula is identical to the one used for point-based assumptions, with the additional instantiation of the (target) temporal type symbols. The advantage of having interval-based assumptions is that the user query does not have to be correctly temporally typed for the system to answer. Indeed, suppose a temporal module in the database contains account interest rate information in terms of days. If the user wants to know the interest rate at a particular hour, she may query the database using hour as the temporal type for the query. The system will then use the liquidity assumption to answer the query. However, there are cases where assumptions are not "designed"for certain information derivation. For example, if only downward heredity is assumed on a temporal module M, information in terms of any temporal type that is coarser than µ M is not derivable. Such incorrectly temporally typed queries cannot be answered. Below we formalize this intuition. In other words, type m cannot reach type n via I if the answer of the query given in the definition is empty independently from the module M. Thus, no matter what is the given information (which is in terms of m), no information in terms of n can be derived by using I. We can now define the notion of doable queries, which are incorrectly temporally typed queries that can be answered in the presence of interval-based assumptions. In terms of practical systems, we require that the system designer gives explicit information about interval-based assumptions. We identify below two main kinds of intervalbased assumptions: DEFINITION. We say that an assumption I is upward (downward, resp.) if for each type n coarser (finer, resp.) than m, type n can be reached from m via I.
DEEFINITION. We say that a query is
Clearly, the liquidity assumption is both upward and downward. If our interval-based assumptions are all upward and/or downward, doability is easily checked.
Similar to the point-based assumptions, we may define query answers with interval-based assumptions and assumption-captured version of queries: we say that a query Q is a Γ-captured version of Q if
That is, to answer a query under assumptions Γ, one needs to 1) obtain, via the given interval-based assumptions, the temporal modules in terms of the temporal types used in the query, and 2) change the occurrences of the temporal module predicates to address the "new" temporal modules.
The altered query is obviously correctly temporally typed, and it is then answered in a usual way over the altered database. A Γ-captured version is a query which will obtain, without changing the database, the correct answer of the original query under assumptions. Similar to point-based assumptions, assumption-captured versions of the user queries must be automatically generated by the system with a view or equivalent mechanism. In the logic setting that we are using the following straightforward algorithm generates G-captured queries.
ALGORITHM 2. Given an MQL F query Q on a temporal database with interval assumptions, Q is transformed into a query Q on the original modules by substituting each occurrence of an atom M(x 1 , ¤, x n , t), where each x i is a data variable or constant and t is a variable or constant of type ν, with
where I 1 , ¤, I k are all the interval assumptions in G M .
PROPOSITION 6. Given a query Q and a set of interval-based assumptions Γ as inputs to Algorithm 2, the query obtained by the algorithm is a Γ-captured version of Q.
COMBINING POINT-BASED AND INTERVAL-BASED ASSUMPTIONS
If both point-based and interval-based assumptions are present in G M , the interval-based assumptions must be applied on the minimal closure of M with respect to the pointbased assumptions. This is quite intuitive, since values at ticks in different temporal types can be derived by conversion using values not present in the original module, but implied by point-based assumptions. For example, suppose the module contains the value of an attribute for the first day of the year and no value for the other days. Moreover, suppose we know that that attribute persists and that it is liquid. If we ask what is its value for the whole year, we can answer only by applying first persistence to derive that value for each day of the year, and then by applying the liquidity to derive the value for the whole year. The answer to a query in the presence of both pointbased and interval-based assumptions is defined by combining the definition of the query answering with pointbased assumptions and interval-based assumptions. That is, first, the closures of the temporal modules are obtained by point-based assumptions. Then the temporal modules are changed, by interval-based assumptions, into modules in terms of the types requested by the given query. Formally, we define the answer of query Q under assumptions Γ I and Γ P to be Q [G I (G P (DB))] where Q is the the query obtained by
The notion of an assumption-captured version can be defined easily. Similarly to the case of a single type of assumptions, the system has to generate assumption-captured versions of the user queries. Any implementation will have to take the precedence of point-based assumption over the interval-based ones. That is, the point-based assumptions need to be applied before the interval-based ones. In the logic setting, we need to use Algorithm 2 first and then Algorithm 1. ). Consider the query Q = {x, t : month|$y, z, w, r, (ACCOUNTS(x, y, z, w, t) Á z < 1,000 Á RISKS(y, r, t) Á r > 3)}. This query asks for accounts having a balance under $1,000 and such that the estimated risk for their account holder is greater than 3. The query asks for these account numbers in terms of months. This means that only the accounts such that those conditions are verified on an interval corresponding to a month would be returned in the answer. The answer Q [G(DB)] can be obtained applying first the point-based assumption P 1 and P 2 , respectively, on the two modules in DB. Then, applying the interval-based assumption I 1 and I 2 , respectively, to the resulting modules, they will be converted in terms of type month. The application of P 1 and P 2 ensures that there will be at least one tuple, respectively, for each second in ACCOUNTS and for each day in RISKS. About interval-based assumptions, since Balance is converted using last and the other attributes in ACCOUNTS are liquid, the resulting MONTHLY-ACCOUNTS has the following windowing function: j(i) = {(1001, J.Smith, 3,500, 4.00), (1500, A.Brady, 1,500, 3.00), (2034, T.Ford, 500, 2.50)} for each month i where 4/93 i 6/93 and j(i) = {(1001, J.Smith, 4,000, 4.00), (1500, A.Brady, 1,500, 3.00), (2034, T.Ford, 500, 2.50)} for each month i 7/93. Similarly, MONTHLY-RISKS has windowing function j(j) = {(Smith, 3), (Ford, 3.5)} for each month j where 3/93 j 5/93, and empty for other months. The answer can now be computed by evaluating Q on this new database and in this case it is a module whose windowing function has the only value 2034 for ticks corresponding to April and May of 1993. Proposition 7 says that we don't need to compute this new database, but we can simply modify the query, yielding the same answer.
APPLYING SEMANTIC ASSUMPTIONS TO TSQL2 TEMPORAL RELATIONS
Although a logic formalism like the one we have adopted in the earlier sections is adequate and appropriate to express and study semantic assumptions, concrete temporal query languages like TQuel [21] or TSQL2 [17] , [22] will probably be used to answer user queries under assumptions. In this section, we briefly show how the ideas and results of this paper can be applied to the consensus temporal query language TSQL2. We start by considering point-based assumptions. The first task is to express our formula templates. This can be done in a natural way. The only difference we need to be aware of is that the data model of TSQL2 is based on intervals, i.e., each tuple has a time interval (called a "period" in TSQL2) as its timestamp. As an example, we use the following TSQL2 query to express the avg interpolation method: is before the timestamp of e 2 , and 3) there is no tuple with the same V value but having the (interval) timestamp which intersects with the interval between those of e 1 and e 2 .
6
Then the query will output the V value and the average of W values from the two tuples with the timestamp [END(VALID(e1)) + 1, BEGIN(VALID(e2)) -1]. If we union the above query with the one retrieving the projection of the original relation on VW, it is easily seen that the resulting query directly corresponds to the MQL F formula
Strictly speaking, the above is not a TSQL2 query because the symbols M, V, W, and m are not a real relation name, attribute names, and granularity, respectively, but parameters. We call such a parameterized query a view template. Note that each view template will have exactly one 6 . More precisely, the interval between e 1 and e 2 is denoted by [END (VALID(e1)) + 1, BEGIN(VALID(e2)) -1], i. e., the interval starting right after the interval for e 1 and ending right before the interval for e 2 .
parameter (M in the above) corresponding to the input temporal relation. V and W are attributes in M, and m is the granularity of M .
The above view templates can be used to generate queries that answer user queries under assumptions. To simplify the presentation, we first consider the case where there is only one point-based assumption using one interpolation method. The generation process is as follows: 1) Instantiate the parameters to generate a TSQL2 query and define it as a view; 2) Replace the relation in the user query by this view.
As an example, assume that the temporal relation R (with attributes A and B) has the (only) assumption P A (B avg ) and a user query Q accesses R. Then the system defines the view:
&5($7( 9,(: $9*B5 $ % $6 7,
where T is the TSQL2 query obtained by replacing, in the above view template, M by R, V by A and W by B. Also, the system replaces R in the user query Q by $9*B5. It is easily seen that the answer of the generated query is exactly the answer of the user query under the assumption P A (B avg ).
Note that the above process can be easily extended to assumptions where V and W involve multiple attributes. Each atom in the view template that involves V (W) has to be repeated as many times as there are attributes in V (W). If more than one method is used in an assumption, then the system should create a view for each method and then "combine" the views using a join. The resulting "joined" view is to be used to answer a user query. If more than one assumption on a relation exists, then the system should create a view that is the union of the views for the individual assumptions, and use this last view to answer the user query. It is easily seen that the above process does create a query such that the answer of the query over the views is the same as the answer of the query on the database under assumptions. We now turn to consider interval-based assumptions. Many conversion methods used in interval-based assumptions can also be written as view templates. However, TSQL2 has some inherent limitations in working with granularities due to the interval timestamp model. To illustrate this limitation, consider the liquidity assumption. Assume there is a tuple with the associated timestamp [t 1 , +] in terms of business-day. Its conversion according to liquidity in terms of day cannot be represented as an interval, since we have to exclude the days corresponding to Saturdays and Sundays. The correct conversion should give an infinite number of intervals that is not representable in the TSQL2 data model. Nevertheless, the liquidity assumption can be specified and applied for a large class of granularities. The following is a sufficient condition on the TSQL2 granularities to avoid the problems explained above: Any instant in a tick of the target granularity should belong to a tick of the source granularity. For example, information in day can be converted into week, but information in business-day cannot be converted into day nor into week (it can be converted however in business-week). With this limitation, liquidity
) can be represented in Note that the symbol n is also a parameter, and that M(V, W) yields the projection of M on the attributes V and W and "coalesce" any adjacent intervals into a single one. We now consider the process that produces a TSQL2 query equivalent to a user query under interval-based assumptions. We recall that the purpose of interval-based assumptions is to allow the user to view the same temporal module in different granularities and the system, instead of the user, is responsible for the necessary transformation. In order to do so, the query language should allow the user to use a temporal module (a temporal relation in TSQL2) in the database in different granularities. Unfortunately, TSQL2 does not have such a capability. We propose a simple extension to the TSQL2 FROM É relationÙ so that the user can specify the granularity of the relation she wants to use. The syntax for the new construct is simply an extension of the 7. We use a slightly different semantics for the TSQL2 Cast operator applied to periods. In [22] , casting of period [Jan96, Feb96] into days returns [1/1/96, 2/1/96]; i.e., the first tick of the set corresponding to each endpoint is taken. In [2] , it was first pointed out that a more intuitive semantics should take the last tick of the right endpoint. In the example, casting should return [1/1/96, 2/29/96]. We adopt this semantics and we believe that future specifications of TSQL2 will also follow it.
FROM clause into FROM É relationÙ IN É granularityÙ. For example, FROM ACCOUNTS IN MONTH can be used to specify that the user wants to use the ACCOUNTS relation in terms of months. The query should be answered with assumptions applied to ACCOUNTS that derive the relation in terms of months. With the above extension, we can now describe the process of answering user queries with interval-based assumptions. First, by using the temporal type specified in the user query regarding each relation, the system instantiates the view templates as with the pointbased assumptions. Then it creates further views if there are multiple conversion methods and multiple interval-based assumptions. Finally, in the user query, it replaces the relation name (along with the granularity specified by IN) with the names of the view just created (the name of the view does not need any granularity specification). It is clear that the answer of the user query over the views thus created will be the answer of the user query under assumptions.
If both point-based and interval-based assumptions exist, a similar procedure can be used to produce views that guarantee the answers of user queries over the views are the answers of the queries under both types of assumptions. Note, however, that we need to create views for the interval-based assumptions over the views created for the point-based assumptions, since by Section 8 the point-based assumptions should be applied before the interval-based assumptions.
Finally, regarding the potential use of semantic assumptions as a compression technique, we observe that by adopting an interval-timestamping model, TSQL2 avoids repeating the same tuple when the values do not change in a set of contiguous ticks, and thus avoids most of the redundancy due to a persistence assumption. 8 However, this
is not the case with other assumptions, such as avg assumptions, which may provide storage compression that is not achieved by the interval timestamping. A detailed study of compression in interval timestamped databases is beyond the scope of this paper.
RELATED RESEARCH
As mentioned in the introduction, some of our terms used for semantic assumptions are from the temporal reasoning community. In particular, liquidity is from [19] , while persistence has been extensively used in temporal reasoning for planning (e.g., [1] ). The notion of persistence has also been used in the context of temporal databases in [10] to make predictions about unknown facts in the database; however, the emphasis of [10] is on consistency maintenance of a logical database containing uncertain temporal information about events. Logical databases and uncertain information are beyond the scope of this paper. Instead, we consider general classes of assumptions including persistence and assumptions involving multiple granularities. Our focus is on relational-like databases and on querying these databases in presence of semantic assumptions.
Various semantic assumptions in the temporal database setting were perhaps recognized first by Clifford and Warren [9] . The earliest systematic study was however performed by Segev and Shoshani [23] . They recognized various properties of time sequences, such as "stepwise constant," "continuous," "discrete," and "user-defined," and they provided a number of functions to be used in user query languages to accommodate these properties. In [18] a general data model for the analyses of "pooled" and timeseries data is proposed adopting a similar categorization of methods to derive values as in [23] . The ability of a query language to represent granularity information and to perform operations on different granularities is particularly stressed as a requirement in that paper, and some specific operators are proposed. The difference between this paper and the ones cited above is that we formalize a general notion of semantic assumption, while the earlier work essentially provided a set of functions to implement specific assumptions. More importantly, we conceptually distinguish between assumptions regarding values of attributes at different time instants (point-based) and assumptions regarding the conversion of values into different granularities (interval-based). We believe this distinction is important to the understanding of semantic assumptions and their use in query evaluation. For answering user queries, this paper shares the same view as [23] , [18] that, in presence of semantic assumptions, the system, instead of the user, is responsible to apply the functions that derive missing values.
Other researchers [8] , [28] , [7] also recognized the importance of semantic assumptions in temporal databases. Clifford and Tansel [8] pointed out the use of interpolation in temporal databases; however, the query evaluation issues were not dealt with. Clifford and Isakowitz [7] formalized the semantics of variables that many temporal data models employ to denote various intuitive semantic assumptions. The work clarified many vague, although intuitive, notions. However, [7] did not address how user queries could be answered on databases with such variables. Furthermore, both works [8] , [7] address only specialized point-based assumptions.
Semantic assumptions specify a set of implicit values that should be derived from the explicit values in a temporal relation. This specification often involves a complex and/or mathematical manipulation of the explicit data. Most of the temporal and conventional query languages provide aggregation functions to be used in user queries to obtain new values from such manipulations. A large set of sophisticated aggregation functions were proposed by Tansel in [24] . By using these functions, many semantic assumptions can be coded into user queries. However the functions are introduced in [24] not really to derive values of attributes in the database that are unknown for certain instants, but for statistical analyses of the given data. It should also be noted that the ability of viewing data with respect to a different granularity was recognized in [24] as one of the three main issues in applying aggregations to historical data.
In [20] a powerful set of temporal aggregation functions is included into the temporal query language TQuel [21] . Included are aggregates selecting domain values in the relation considering their timestamps (e.g., first, last), creating new domain values based on sets selected by time (e.g., rate), and aggregates selecting and creating time values (e.g., earliest, latest, rising). A formal semantics of the aggregates is given and implementation aspects are discussed. In the same paper many references to the literature on aggregates in databases can be found. An extensive set of aggregates is also included in the recent specification of the temporal query language TSQL2 [22] .
Aggregation functions constitute a powerful mechanism to analyze the data in a temporal database, but they are essentially query language constructs and they are not associated with specific temporal relations. On the contrary, our work assumes that the user queries the database with the assumptions built in, instead of having to code them into queries. The work on aggregates can be seen as complementary to ours. Indeed, aggregation and granularity conversion functions available in a temporal query language, in addition to being useful for specific analysis of the data, can be used to define common semantic assumptions to be associated with certain temporal relations as shown in Section 9.
DISCUSSION AND CONCLUSION
This paper introduced the notion of semantic assumptions for temporal databases. Semantic assumptions allow a compact representation of potentially infinite temporal data; they are associated with a temporal relation and are used by the DBMS to compute values not explicitly given and to convert data from one temporal type to another. While some semantic assumptions have been extensively used in the literature on temporal databases, they were not adequately formalized. This paper gave such a formalization considering two general classes of assumptions: a) point-based assumptions used on temporal databases with a single temporal type; and b) interval-based assumptions specific for databases allowing different temporal types.
A temporal database with a set of assumptions is equivalent to a larger (often infinite) database where values (implied by assumptions) are made explicit. We defined as the minimal closure of the database the minimal of these databases with explicit values. If each assumption involves all the attributes of the scheme to which it is applied, then this minimal closure is unique. This condition can be seen as a limitation, but it can be relaxed for the purpose of answering queries. One option is to introduce "don't care" values into the query language. For example, the query language could allow to talk about part of a temporal module: If M is a temporal module with three attributes, the formula could contain M(x, * , y, t), where * is a don't care. Here, the "don't care" may not have a value. This can be a straightforward extension of our work.
The MQL F query language was introduced in this paper to illustrate and study the use of a formal language to represent interpolation and conversion methods, to derive specific semantic assumptions from the representations, and to automatically incorporate the assumptions into user queries. The use of semantic assumptions can be extended to constraint satisfaction checking on temporal databases. For example, dynamic integrity constraints are specified in [5] . The language can be easily extended to represent other methods without affecting our results. However, even if we believe that a logic-based language is more adequate to express semantic assumptions, the emphasis of this paper is not on the particular query language that we use, but on a general technique to specify assumption methods, deriving assumptions and automatically integrating them into queries.
In general, when a specific query language on a data model is used, we should consider under which conditions the obtained answers have a finite representation in that model. In this paper we do not address safety issues related to the specific language MQL F on the temporal modules conceptual data model. However, we refer the interested reader to [3] where we give a syntactic restriction to ensure safety. Finally, in this paper we formally defined the notion of a minimal representation of the temporal data with respect to a set of semantic assumptions. This notion suggests that semantic assumptions could be used as a storage compression technique for particular temporal relations. We believe that this is an interesting research direction deserving further investigation, with particular attention to methods to obtain the minimal representation and to updates of the stored data.
APPENDIX A QUICK REFERENCE TO NOTATION
In Table 1 , we summarize the notation used in the paper.
APPENDIX B PROOFS B.1 Proof of Proposition 1
PROOF. Let M be a temporal module on (R, m). Since each assumption P in G involves all the attributes in R, f P (M) is a temporal module on (R, m) by definition.
Assume f P (M) = (R, m, j P ) for each P in G and let M = (R, m, j), where j is defined as follows: For each positive integer i, j(i) = U P ¶Gj P (i). It is easily shown that M is a minimal closure of M under G. Indeed, it is clear that M is a closure of M under G. It is also clear that M is a minimal closure of M under G since, if a tuple t is dropped from j(i) for some i, then j P (i) ⊆ / j(i) for some P ¶ G and M is no longer a closure. We now show that this minimal closure is unique. Suppose by contradiction that there exists a
for each P ¶ G and U P ¶Gj P (i) µ j 1 (i) for each positive integer i. By the definition of M above, it follows that j(i) µ j 1 (i) and we conclude that Since M is a closure of P 1 , we have
, and for each 1 j k, let ) in G, either Z ⊆ / X, or Z µ X but W ⊆ / (X\Z) ʜ Y. To prove the completeness, we only need to show that there exists a temporal module M such that a closure of M under Γ is not a closure of M under P. Let R be a relation scheme including all attributes appearing in the assumptions that we are considering, and m an arbitrary type with at least two nonempty ticks. We define the module M = (R, m, j) with j(1) = {(1, ¤, 1)}, j(i) = 0 / for each i 3 and j(2) defined as follows: For each assumption P X Y persis (2) and the persistence assumption, j P' (2) = p XY (j(2)), i.e., no tuple is derived from the tuple (1, ¤, 1) in j(1), and hence, we know that t · p ZW (j(2)). Consider (b). In this case, there exists an attribute A ¶ W such that A ¶ (R\XY). Let t' be in j P' (2) . This tuple is either already in j(2) (in this case, t'[ZW] ¡ t as we reasoned above), or it is derived from the tuple (1, ¤, 1) in j(1) by P'. In this latter case, we know that , we may simply replace it with M x n (t) Á x 1 = a 1 Á L Á x n-1 = a n-1 assuming that the constant for X is a 1 , ¤, a n-1 .
(Here, without loss of generality, we assume that A is the last attribute in M.) Furthermore, replace any quantifier ∃x and "x by $M x and "M x , and replace x = y byõ "t'(M x (t') ¢ M y (t')). Note that t' < t", where t' and t" are time variables, will be unchanged in the formula. Call such changed formula Y', which is in monadic second-order logic. It is easily seen that the formula Y' is valid iff the original Y is valid. It is known [13, p. 558 ] that the validity of the formulas in this logic is decidable since the linear order we use is a discrete (integer) order. Hence, it is decidable if and types m and n, it is decidable if m can be reached from n via I. It is now easily seen that, for a given arbitrary assumption I and types m and n, it is decidable if m can be reached from n via I. [The reason is that the semantics of an interval-based assumption that involves more than one conversion method, is the join of the semantics of each conversion method.] From this, we conclude that the problem of whether a query is doable is decidable.
The lower bound of the complexity of the decision procedure for the above monadic second-order logic formula, according to [12, p. 3] , is 2 2 cn where c is a constant and n is the length of the formula. o
Proofs of Propositions 4, 6, and 7 are quite trivial and are not included in this paper.
