We consider a novel approach to the problem of detecting phonological objects like phonemes, syllables, or words, directly from the speech signal. We begin by defining local features in the time-frequency plane with built in robustness to intensity variations and time warping. Global templates of phonological objects correspond to the coincidence in time and frequency of patterns of the local features. These global templates are constructed by using the statistics of the local features in a principled way. The templates have clear phonetic interpretability, are easily adaptable, have built in invariances, and display considerable robustness in the face of additive noise and clutter from competing speakers. We provide a detailed evaluation of the performance of some diphone detectors and a word detector based on this approach. We also perform some phonetic classification experiments based on the edge-based features suggested here.
I. INTRODUCTION
We consider the problem of detecting phonological objects from the speech signal. Humans are able to accomplish this task reliably and robustly. In spite of significant progress in automatic speech recognition over the years, robustness still appears to be a stumbling block. Current commercial products are quite sensitive to changes in recording device, to acoustic clutter in the form of additional speech signals, and so on. The goal of replicating human performance in a machine remains far from sight.
By detection we are referring to the identification of time points at which a specific predefined object or class of objects is found. Detection is essentially a two class classification problem-object versus background or nonobject. In this sense it is a simpler problem than multiclass classification which requires more complex boundaries in the representation space. In detection the two classes are not treated symmetrically as in classification. Typically one aims for low false negative rates ͑missed detections of the selected class͒, at the expense of a higher false alarm rate ͑the rate at which background is labeled as object͒. Detection may serve a limited purpose such as word spotting. However it can also be viewed as a building block in a speech recognition algorithm. In the context of speech, trying to faithfully classify every time segment as one particular phoneme is recognized as a very difficult problem. Instead each phoneme detector separately flags time points where that phoneme may be present. Some time instants may be labeled with multiple phonemes, and clearly many of the labelings will be wrong. This results in a transformation of the data into a labeled point process which would serve as input to higher level algorithms. The advantage of such an approach is that training detectors, based on very simple and parsimonious statistical models, require much smaller data sets and are much less sensitive to noise not encountered during training. The final disambiguation would be left for the higher level algorithms that employ context, knowledge of vocabulary, and syntax. Assuming the false negative rates are low, the efficiency and accuracy of the next level depends on the false positive rate. The main purpose of this paper is to demonstrate that it is possible to produce detectors that are robust to a variety of degradation, are easily trained, and efficient to compute at the price of a relatively low false positive rate.
Since the pioneering work of Harvey Fletcher ͓͑1995͒; see a recent interpretation by Allen ͑1994͔͒ speech perception experiments have suggested that the acoustic correlates of linguistic categories are locally distributed in the timefrequency plane and irrelevant parts may be perturbed leaving recognition intact. Some speech recognition models try to exploit this fact. For example, subband based models of recognition ͑Tibrewala and Hermansky, 1997; Bourlard and Dupont, 1997; Saul et al., 2001͒ attempt to construct separate detectors/recognizers in each of several frequency subbands that are then combined to yield a global recognizer. Since the individual recognizers in the ensemble are based on only local frequency subband information, they are naturally poorer and the consequences of having an ensemble of several poor recognizers need to be better understood.
Our approach gives a different computational expression to some of the ideas presented in Fletcher ͑1995͒ and Allen ͑1994͒ where global templates are made from the coincidence of binary features that are local both in time and frequency. These features are computed through adaptive thresholding of simple difference linear filters with very small local support in the time-frequency plane. Borrowing from vision terminology, we employ local oriented edges in the time frequency plane.
There are several important advantages to constructing models based on simple binary local features. First we obtain invariance to local amplitude modulations as well as a simple mechanism to filter out moderate levels of acoustic clutter and noise. Second by "spreading" the detected binary features either along the time axis or the frequency axis, we easily introduce invariance to a considerable range of linear and nonlinear variations in the duration of components of the acoustic object, as well as variations in the basic formant frequencies across individuals. The use of global templates composed of large numbers of these "spread" features introduces robustness to occlusion or degradation of part of the signal. Thus, one of the primary advantages of this approach is having the robustness hardwired in the detection algorithm. Furthermore, since the only quantities estimated in training are the frequency of occurrence of each of the local features, templates produced with very small training sets generalize well. Finally since the actual detection involves a sequence of simple binary template matches it can be computed very efficiently and lends itself easily to parallel implementations with neural network type architectures.
An additional motivation for employing such models has been the success of similar approaches in visual detection tasks, see for example Grimson ͑1990͒, Ullman ͑1996͒, Amit ͑2000͒, Fleuret and Geman ͑2001͒, Viola and Jones ͑2002͒. Object detectors in gray level images are constructed from templates based on "spread" oriented edges or conjunctions of oriented edges, yielding very efficient detection algorithms, all produced with very small training sets. The idea of importing methods from computer vision to the speech domain can also be found in some earlier work, e.g., Leung and Zue ͑1986͒ or Riley ͑1989͒, where computer vision techniques are used to detect complex time-frequency features though the details are quite different.
The use of edge based representations in vision has been fueled in part by the seminal work of Hubel and Wiesel ͑1968͒ and subsequent neurophysiological investigations. Recent work on the auditory cortex of animal species suggests the existence of neurons that fire selectively when oriented "acoustic edges" in the time-frequency plane are presented ͑Kowalski et Theunissen and Doupe, 1998; Sen et al., 2001͒. While it is still unclear what role such edge detectors play in speech perception, it is certainly worthwhile to understand more fully the statistics of speech sounds in representational spaces constructed from these edge maps. There have been very few detailed studies in this direction although Schwartz and Simoncelli ͑2001͒ present preliminary steps. Most studies of speech have tended to use vector quantization on the continuous valued vectors of spectral or cepstral coefficients, and it is in these representational spaces that acoustic phonetic insights have primarily been developed.
It is worthwhile to note that formants correspond to local maxima in the time-frequency plane and in this sense constitute a form of local feature that has received considerable attention in speech production and perception studies. As we shall see, the edge based representations considered in this paper are strongly related with the formant structure in the speech signal. For example, the template corresponding to a stop consonant may be interpreted as a series of sharp changes in each of several frequencies simultaneously. The templates corresponding to phonetic categories with strong formant structure ͑for example, in most sonorant regions of the signal͒ ultimately "learn" to represent such structure. In Fig. 4 , we show how the emergent templates resemble the formant patterns. Indeed the templates derived for the various acoustic objects are strikingly similar to the classical templates shown in phonetics texts. We see this acousticphonetic interpretability as a significant strength of our approach. We note that regions of great spectral change seem to have a certain kind of perceptual saliency and play an important role in landmark based approaches to speech recognition ͑Stevens, 1991; Liu, 1996͒ as well as the approach to stop detection pursued in Niyogi and Sondhi ͑2002͒.
The approach described here is clearly statistical in nature. However it marks a departure from the usual statistics based models of recognition at several levels. For one, an unusually large number of highly local acoustic properties are measured. Second, the global templates that are constructed may be interpreted as a rather sparse representation of the time-frequency plane that are correlated with phonetic content. This sparse nature of the modeling suggests that one does not need to account for the entire signal but only informationally significant portions of it. We note that similar types of sparse representations were used in Amit and Murua ͑2001͒ for robust recognition of isolated spoken digits using relational decision trees.
The work in Hopfield et al. ͑1998͒ bears some similarity with our approach to acoustic detection. There the binary local features are defined as local maxima in time of the spectrogram at different frequencies, and invariance to multiplicative time stretching is obtained by taking logarithms of the time coordinates. In the context of syllable detection in bird songs the work in Chi and Margoliash ͑2001͒ also makes use of local maxima and invariance is achieved by "spreading." It therefore seems that there is much promise in using predesigned binary local features, both in achieving robustness to noise and clutter and in providing a straightforward way to incorporate invariance to nonlinear warping in time and frequency.
We should emphasize that detection per-se is not a solution to the continuous speech problem. One will ultimately need to recognize words. One approach to this might be to make word detectors-a possibility we briefly describe later in the paper. However, even if we could produce very accurate word detectors it is not computationally feasible to detect each word from even a moderately sized vocabulary in order to parse the entire speech signal. In Sec. VII we outline several possible ways in which detection may be integrated into a continuous speech algorithm including as a higher level entry into an HMM.
The rest of the paper is organized as follows. In Sec. II, we describe the binary features, and formulate a statistical model for the features on object and on background, yielding a classifier for object versus background. In Sec. III we describe an efficient two stage detection algorithm for implementing the classifier at every time instant. The training procedure is presented in Sec. IV. The experimental results on a number of acoustic objects-a phoneme, some diphones, and a word-are presented in Sec. V. Here we study different aspects of the detectors constructed. We examine their accuracy in terms of ROC curves as well as where in the duration of each phonological segment the detector peak is usually obtained. We examine the robustness of the detector by considering the effect of various kinds of noise and clutter. We analyze the confusion caused by some of the diphone detectors and try to understand if there are any phonetic regularities in such confusion. We also compare the proposed detector to an idealized, nearest neighbor baseline classifier. We show that our detector is less sensitive to training set sizes and noise than the baseline. The experiments are conducted on TIMIT-an acoustic phonetic database of 630 different speakers. In Sec. VI we perform some preliminary phonetic classification experiments to give the reader a sense of what one might expect when these edge-based features are used for such a task. Finally, in Sec. VII we discuss further directions of investigation within the proposed framework.
II. MODELS FOR ACOUSTIC OBJECTS

A. Robust local binary features
Let W͑t , f͒ denote the windowed Fourier transform of the acoustic signal, at time t and frequency f. In our experiments we use a 20 ms window moved every 5 ms. These values were empirically chosen to provide an appropriate trade-off between fine spectral detail and smoothing on which the local edge detection process worked reliably. Preprocessing consists of taking the log of ͉W͑t , f͉͒, and smoothing the result both in time and in frequency. The smoothing kernel K G is a 7-pixel-long discrete Gaussian with standard deviation of 1 pixel. ͑One pixel corresponds to 31.25 Hz in the frequency dimension and 5 ms in the temporal dimension.͒ The result is subsampled at every other frequency unit, followed by a 3 kHz frequency cutoff since most of the formant activity resides in this region. Thus, we define the spectrogram as S͑t , f͒ =2͑͑log͉͑W͉͒͒ ‫ء‬ K G ͒͑t ,2f͒ , f =1,… , F. A fragment of S͑t , f͒ ͑F =45Ϸ 2.8 kHz͒ is shown in the left image of Fig. 2 and corresponds to the diphone "aa-r."
The detection algorithm is not based on the continuous valued spectrogram, but rather on local binary features extracted from the spectrogram, that capture transitions, and are analogous to oriented edge detectors used in computer vision. As shown in the following, such features offer a straightforward framework for incorporating invariance or robustness to amplitude variations and time warping. We also note that neurons in the primary auditory cortex are known to respond to transitions in the energy in the time-frequency plane ͑Kowalski et Sen et al., 2001; Theunissen and Doupe, 1998͒. Eight orientations v = ͑␦t , ␦f͒ where ͑␦t,␦f͒ ͕͑1,0͒,͑1,1͒,͑0,1͒,͑− 1,1͒,͑− 1,0͒,͑− 1,− 1͒,
are defined, corresponding to each multiple of 45°. An edge of orientation v at point x = ͑t , f͒ is a local maximum of the derivative of the spectrogram in the direction of v,
where ␣ is an adaptable local threshold, used to eliminate very small transitions. Specifically, all local differences S͑x + v͒ − S͑x͒ in a region are computed and the ␣th percentile ␣ of the positive subsample is determined. ͑If no positive difference is found then ␣ = +ϱ. In our experiments ␣ = 70%.͒ We write Fig. 1 we show the locations of all edges in the frequency direction v = ͑0,−1͒. Note how the features pick up part of the formant structure.
B. Invariance
By definition, since the inequalities are preserved, these local features are invariant to affine transformations of S and are robust to a wide range of smooth monotone transformations.
Robustness to time warping and frequency variations is obtained by "spreading" each detected feature to a neighborhood of the original location. For example, an edge of type v with v = ͑±1,0͒, corresponding to a local maximum of the time derivative, will be assigned to all locations ͑s , f͒ in the strip ͑t − ⌬ , t + ⌬͒. Other edges are spread the same way in the direction of v. Thus we define
The right panel in Fig. 2 general, for all speech signals with clear formant structure, the edge maps capture the formant patterns in a similar way. Spreading can be motivated as follows. Assume a certain transition in time ͑an edge of type Y ͑1,0͒ ͒ is characteristic of the object population at approximately t time units from the beginning of the signal, and at frequency f. The probability of finding this transition at precisely ͑t , f͒ may be quite small, but with high probability the transition will be found at frequency f somewhere in a small time interval ͑t − ⌬ , t + ⌬͒. This is equivalent to saying that the spread feature Ỹ ͑1,0͒ ͑t , f͒ = 1 with high probability. Depending on the degree of variability of the object population larger degrees of spreading can be used. However larger spreading increases the background frequency of the features possibly reducing their discriminatory power. In our experiments we use ⌬ =2.
Since the variables are all binary, spreading, which is defined through a local maximization, becomes a simple ORing operation. This has proved to be a crucial element in constructing efficient invariant detectors and classifiers in the visual domain ͓see Amit and Geman ͑1999͒, Amit ͑2002͔͒. The original continuous valued spectrogram is now reduced to a set of binary maps indexed by frequency and time, one map for each binary feature. Alternatively one can view this as one eight dimensional vector map in time and frequency, where the vector at each point ͑t , f͒ is binary valued and indicates which features are present at that point. We note that one of the main attractions of using local features is the ability to adapt their parameters online as discussed in Sec. VII A.
C. The statistical model
Let T denote the average duration of the acoustic object we seek to detect and let F denote the highest frequency in the ͑preprocessed͒ spectrogram. For a given time t, let Y͑t͒ denote the vector of binary variables Ỹ v ͑t + s , f͒ ,0ഛ s Ͻ T ,1 ഛ f ഛ F ͑s corresponds to time and f to frequency͒ for all eight directions v. Conditional on the object being present at time t ͑its starting time is t͒ we assume these variables are independent, and with marginal probability
͑3͒
Conditional on the object not being present at time ͑i.e., background͒ t the features are again assumed independent with a different marginal probability
that does not depend on s, assuming stationarity of the background population. This yields a background joint distribution
This is a very simplistic model. Clearly the features are dependent due to the spreading operation both on object and on background, and on object there are strong correlations due to variability in the time duration of the object. We ignore these aspects in the current model.
The log-likelihood ratio of object to background at time t is then J͑t͒ = log P͑Y͑t͉͒object at t͒ P͑Y͑t͉͒background at t͒
where C is a constant that does not depend on the data. Detection proceeds by evaluating the log-likelihood ratio J͑t͒, and identifying those locations where J͑t͒ Ͼ for some predetermined threshold Ͼ 0. No time warping is performed. This test is useful only if there are many locations s for which p s,f,v,o / p f,v,b is either much larger or much smaller than 1. Only the location t of the object is specified in the model, whereas the length of the object can vary. Since the probabilities are attached to a specific location t + s, as explained earlier, they will tend to be close to the background probabilities, unless spreading is performed.
Assume for example that given the object starts at time t, for each of the five points in the interval ͓t + s −2,t + s +2͔, one-fifth of the population has an edge of type E ͑1,0͒ at that point. It seems reasonable however that these edges all correspond to the same "event" on the object. The entire population would have an edge Ỹ ͑0,1͒ at t + s if spreading with ⌬ = 2 is performed. Thus the spreading operation is a mechanism for increasing on-object probabilities. Although background probabilities increase as well, there is a range of spreading that provides significant gains in the ratio, for those cases where it is greater than 1. Moreover those locations where the ratio remains significantly less than 1, are now much more reliable.
The threshold can be determined in several ways. If the conditional independence assumption were indeed appropriate, under the null hypothesis of an object at t , J͑t͒ in Eq. ͑5͒ can be approximated as a normal random variable with mean
If our goal is to minimize false negatives, i.e., the proportion of object missed by the detector, we could keep all instances of time for which
for some choice of k. Clearly conditional independence is not a valid assumption; nearby edges are highly correlated. However as the distance between two features increases it is safe to assume that conditionally they are weakly dependent. Thus J͑t͒ still may be approximated as a normal variable but the variance would have to include a term involving covariances of pairs of variables. Finally it is possible to choose from the training set, for a particular predetermined false negative rate.
Note that the detector can be viewed as a simple linear classifier ͑perceptron͒ between object and background. The weights are obtained from the probability estimates of the individual features. Directly training a perceptron for object against background data could produce more powerful weights, however there is always the danger of overfitting and we recall that one of our goals is to use small training sets. This is even more so if nonlinear classifiers are used. However under the same conditional independence assumptions as noted earlier the Fisher linear discriminant analysis yields an alternative linear classifier of the form
In our experiments we find that the outcome of these two classifiers is essentially the same. It is also possible to construct more complex features, in terms of the elementary ones in such a way that p b decreases much faster than p o and independence becomes a more credible assumption, this has been implemented in the context of visual detection ͓see Amit ͑2000͔͒.
III. DETECTION
Computing J͑t͒ for all t amounts to nothing more than a convolution of a filter composed of the chosen weights w s,f,v with the binary output Y obtained from computing the local features ͓see Eq. ͑5͔͒. However this is quite a large filter given that T can be on the order of several tens of time units and F several tens of frequency units. The computation can be quite intensive. Our solution is to perform the computation in a two stage manner.
A. A two stage detector
First a simpler model is defined in which the weights w s,f,v are nonzero only on a feature set I for which p s,f,v,o ജ, where is chosen to be higher than all the background probabilities, so that p s,f,v,o ӷ p f,v,b . Furthermore we use equal weights for all the features in I yielding a sum
which again will be compared to a predetermined threshold 0 . This sum is over a much smaller set I and only involves counts, with no multiplications, and is hence much faster to compute. Only at times t for which J 0 ͑t͒ Ͼ 0 do we compute the full model J͑t͒. Thus, our overall detection rule is J 0 ͑t͒ ജ 0 and J͑t͒ ജ ͑we denote this conjunction by J ‫ؠ‬ J 0 ͒ combined with a clustering procedure described in the following section.
In Fig. 3 we show the original wave form, the preprocessed spectrogram, and the detections obtained by J 0 ͑t͒ and J͑t͒.
B. Clustering
The statistics J 0 and J are essentially convolutions and therefore are inherently smooth in t. Consequently, a match between the template and a realization of the object will result in a cluster of time points ͕t 0 Ͻ t 1 Ͻ … Ͻ t L ͖ at which the detection statistic will stay above the prespecified threshold. It is then necessary to choose a small number of discrete times to represent the cluster. We do this in two steps, treating the J 0 and J responses separately. At the J 0 stage, we simply declare J 0 ͑t͒ a detection if and only if J 0 ͑t͒ ജ 0 and J 0 ͑t͒ is a local maximum: J 0 ͑t −1͒ ഛ J 0 ͑t͒ ജ J 0 ͑t +1͒. Examples of such detections are represented by the black stems in Fig. 3 , the third panel from top. Note that instead of computing J at all 700 time points it is computed at only about 50 points.
Next, J͑t͒ is evaluated at all the points selected in the previous step, and we keep only those points where J͑t͒ ജ . These we cluster as follows.
1 Initially, the set of the detection points is partitioned into chains ͕t 0 Ͻ t 1 Ͻ … Ͻ t L ͖ with links t l − t l−1 Ͻ C 0 . As these resulting clusters may still extend across several object lengths, we split them further, successively cutting their longest links ͑i.e., t k−1 and t k move apart to different clusters if t k − t k−1 ജ t l − t l−1 l =1,… , L͒ until all resulting clusters satisfy t L − t 0 ഛ C 1 , for some prescribed constant C 1 . This gives us clusters no longer than C 1 time units. Finally, one response ͓t k , J͑t k ͔͒ is reported for the kth cluster, corresponding to the maximum of J within that cluster. The two bottom images of Fig. 3 mark the clustered J ‫ؠ‬ J 0 responses by red vertical lines. Presently, our constants C 0 Ϸ T and C 1 Ϸ 1.5T are determined empirically and thus depend on the average duration of the object ͑i.e., the length of the template͒. We also note that simple coarsening of the time scale might prove to be a sufficiently effective alternative to our clustering.
Thus after applying J ‫ؠ‬ J 0 and clustering, the algorithm postulates a set of times at which the target object is thought to occur. Our experiments are conducted on a labeled data set ͑TIMIT͒ for which a phonetic segmentation is available. A detection time t i is deemed a correct detection if it lies anywhere within the segmentation provided by the TIMIT labeling, otherwise it is deemed a false alarm. If the object class was present over a time interval and no detection occurred within that interval, then this event was deemed a false negative. Thus the number of false negatives and false alarms are calculated for any detection scheme. In this paper, we compare our approach with a baseline nearest neighbor classifier using the same criterion for scoring false alarms and false negatives.
C. Time invariance
Although we are performing a rigid template match, invariance to time warping of the acoustic signal is incorporated both through the spreading of the features in the data, as described earlier, and through the use of conservative thresholds. For short objects such as phonemes or diphones of average duration 80-100 ms, the variance is on the order of 10-15 ms. The spreading in time of each feature is on the order of ±8 ms ͑for those features corresponding to a time discontinuity in the spectrogram͒.
IV. TRAINING
The TIMIT set is a phonetically balanced labeled data set consisting of 6300 sentences spoken by 630 speakers, representing various US dialects. The set is partitioned into eight directories, DR1 through DR8, corresponding to the distinct dialects. The entire database is divided into a training and a test portion. Each dialect region ͑DR1 through DR8͒ is thus correspondingly split into a training and a test subset. This is the standard split of the TIMIT database and we have used this to separate training and test data for all our experiments.
A training subset of 1460 sentences is used for estimating probabilities and determining thresholds, and a test set ͑disjoint from the training one͒ has 4840 sentences on which the performance of the algorithm is evaluated. We use the diphone "aar" ͑as in the word "dark"͒ to illustrate the training procedure.
All ͑1046͒ instances of "aar" are segmented from the training data, using the phonetic transcriptions provided with the TIMIT data set. Note that learning reduces to local estimation of frequencies of features as opposed to the estimation of complex and high dimensional parameters. Thus training is very fast and requires only small data sets. We view this as a crucial property of our approach which is a major departure from the existing HMM paradigm. Note also that if templates for all objects which need to be detected are defined in terms of the same local features, the feature extraction step is carried out only once.
Thresholds. The values for the thresholds 0 and ͑for J 0 and J, respectively͒ are estimated using the full training sentences; the maximal on-object values of J 0 and J are recorded within the boundaries of the instance of the object in the full sentence, as given by the phonetic transcription. No registration is performed in this step. This yields a histogram of values for the two statistics. For 0 we take 0 −4 0 where 0 and 0 are the mean and standard deviation of J 0 on the training set. The threshold is obtained using a predetermined false negative rate, which in Sec. V B is taken to be 1% on the training set.
V. EXPERIMENTS
We test our algorithm, henceforth called the edge-based detector ͑EBD͒, on phonemes, diphones, and words in clean speech and under several degradation conditions, and compare it to an idealized baseline nearest neighbor classifier ͑see the following͒, henceforth called the baseline detector ͑BLD͒. Our sources of degradation are:
͑1͒ Additive white noise with SNR= 5, 10 dB. ͑2͒ Addition of auditory clutter in the form of a second speaker chosen at random with SNR= 5, 10 dB. ͑3͒ Addition of Babble noise ͑ten background speakers chosen at random͒ at SNR= 5, 10 dB.
In all cases, SNR is calculated by using rms ratios. Thus, if y = x + is the corrupted speech where x is the clean speech and is the added noise, then SNR is computed as SNR = 10 log 10 ͗x 2 ͘ ͗ 2 ͘ = 20 log 10
where ͗x 2 ͘ = ͑1/T͒⌺ t x͑t͒ 2 denotes the average value of the signal energy and ͗ 2 ͘ = ͑1/T͒⌺ t ͑t͒ 2 denotes the average value of the noise. Table I summarizes the specifications of all the parameters involved in our experiments.
A. A baseline classifier
The baseline detector is a relatively accurate but highly inefficient and idealized nearest neighbor classifier between object and background, using the spectrogram data. Each training example of the object is segmented, using the phonetic transcription provided with the TIMIT data set, and the For testing, each instance of the object in the test set is segmented and the spectrogram on that time segment is rescaled to T ref ϫ F. This is then compared in sum of squares norm to the training samples of both object and background. Let d o be the sum of the distances to the three nearest object examples, and d b the sum of the distances to the three nearest background examples. Classification is given by
in which case the instance is assigned to the "object" class. In order to produce ROC curves for this classifier, we vary nn ͑0,1͒. For false alarm rates we apply the same criterion to a sample of full sentences that do not contain the object, at each time instant. Thus, at each time t a segment of duration T ref is extracted, rescaled to T ref ϫ F and the above ratio is computed. A clustering mechanism similar to that used for the EBD is then applied to the output.
We reiterate that in addition to the advantage of using nearest neighbors which is known to be a very accurate, albeit inefficient, classifier this baseline also uses a manually determined segmentation and a rescaling for the object samples. This was done to ensure that the performance of the baseline detector was measured in the most favorable circumstances. The EBD requires no segmentation or rescaling.
B. Diphone detection
We performed experiments on a number of diphone, phoneme, and word detection tasks. These are too numerous to report so in this paper we will illustrate our general findings by considering the example of a very small number of them. These will provide the reader a sense of the various issues that arise in using this technology for detection tasks.
A detailed analysis is provided for the diphone aar where we show comparisons to the baseline nearest neighbors detector described earlier, and present the full ROC curves. We show that our detector is less sensitive to training set sizes and more robust than the baseline. We also study the confusions made by these detectors in general and try to see if there are any phonetic regularities in these confusions. It is worth noting that ultimately a detector for a particular phonological class does not return a segment but rather returns only a point in time around which it thinks the segment is present. We study where this point in time is located with respect to the actual boundaries of the phonological segment.
Dependence on training set size
In Fig. 5 , left panel, we show the performance of the EBD as a function of the size of the training set for three choices: all 1046 samples from the training data, 100 random samples from the positive training data, and all 178 samples from the North Midland dialect ͑DR3͒. The background probabilities were estimated once and for all from a small sample of sentences and were found to be stable. The horizontal axis measures the false negative rate ͑proportion of target class phonemes not detected͒ and the vertical axis measures the number of false alarms ͑i.e., detections not on the object͒ per second. It is not surprising that the algorithm performs essentially the same with the different training sets, since training only involves the estimation of the probabilities of binary variables, and the algorithm as a whole is not very sensitive to the accuracy of these estimates. For comparison in Fig. 5 , right panel, we show the same data for the BLD. There is evidence of some degradation for the smaller training sets.
Sensitivity to degradation
The three panels of Fig. 6 show the ROC curves of the algorithm under various degradations. The ROC curve for clean data is shown for comparison. We observe that the performance of the EBD and that of the BLD, with the full training set and on clean data, is essentially the same. We emphasize that without the idealized setting in the baseline algorithm, where the objects are segmented and rescaled, the FIG. 6 . Sensitivity of aar detector to degradation. Top: clean speech and one random background speaker at 10 and 5 dB, red-EBD, blue-BLD. Middle: clean speech and background babble noise at 10 and 5 dB, red-EBD, blue-BLD. Bottom: clean speech and additive white noise at 10 and 5 dB, red-EBD, blue-BLD.
baseline algorithm would perform much worse. In all cases: additive noise, clutter and babble noise, the BLD shows significantly greater deterioration. The ROC curve of the BLD at 10 dB is comparable or worse than that of the EBD at 5 dB. This is most pronounced in the case of babble noise. It is clear that the EBD is more robust in the experiments we have performed so far. Table II summarizes our experiments on all the objects under the various degradations. Here the threshold was predetermined on the training data at a very conservative rate of 1% false negatives. Several conclusions can be drawn from the data presented in Table. II First, at low false negative rates the threshold obtained from training is quite robust and generalizes well to the clean data set as well as to the noisy ones. The main problems are with the diphones starting with a fricative. We feel that the current approach is particularly good when the underlying sounds have a welldeveloped formant structure that maintains itself robustly against additive noise. Since the fricative regions are noisy and lack such formant structure, the spectrograms in these regions are particularly degraded by noise and clutter. This leads to poorer performance in noisy conditions as can be seen in the examples of shiy and sux. Interestingly, we find that for sononant sounds, the false negatives go up slightly but the false alarms go up significantly. On the other hand, for fricated sounds, the false negatives go up significantly while the false alarms actually decrease.
On the whole false alarm rates are of the order of two per second but less in many cases. Note that the performance of rae appears to be particularly good: the false negative rates are always close to the prescribed 1%, while the false alarm rates stay below 2 per second. The detection of aar, while also exhibiting well-behaved false negatives, shows, on the other hand, false alarm rates that are consistently higher than the ones of rae. However, it is important to realize that the test data have more instances that are confusible with aar than those with rae.
Analysis of confusions
The ROC curves document overall performance for each of the detectors. Additional insight may be obtained by an analysis of the most common confusions. Indeed, the false alarms flagged by the detector are not random but rather appear to have similar phonetic structure to the target object. This is summarized in Table III , where for each of the six detectors we show ten false alarms with the highest probability of detection ͑skipping the ones that occur less than ten times in the test set͒. Note that there are between 1500 and 1800 diphone pairs and it is virtually impossible to display the entire confusion matrix but a partial view of it provided in Table III is most instructive.
From examining the confusions made by the diphone detectors ͑aa-r, sh-iy, s-ux, r-ae͒ we conclude that the most common false alarms are those for which the underlying diphone shares similar broad class features as the target diphone. For example, consider the aa-r detector. Most of the false alarms seem to be of the form low/back-vowel-semivowel. Thus the consonantal part of the diphone is one of w,l,r,n. Note that w,l,r are all semi-vowels while n shares with r the property of having an alveolar closure. Perceptually these sounds are also similar. Sometimes, the consonant is not completely released but affects the vowel so some of the false alarms consist of two vowels with a consonantal TABLE II. Detection results: False negative probabilities and false alarms per second. Threshold is set to first J ‫ؠ‬ J 0 percentile ͑i.e., 0.01 false negative probability͒ on the training set. Each row indicates a different condition. The training set was always clean. N train and N test refer to the total number of instances of each object in the training and test sets, respectively ͑second row͒. The first column ͑for each object͒ shows the false negative probability and the second column shows the false alarm rate per second. coloring in one of them. Thus axr, which is a retroflexed vowel, occurs often in the false alarm list. Similarly, one may consider the false alarms made by the sh-iy detector. These seem to have the structure of fricative-high/front vowel. The fricatives sh,s,f and the affricate ch all share the property of frication. The two cases of pau-y and pau-ih are unreasonable errors. pau refers to a pause in the signal where the energy is very low but has a spectrum resembling background noise and therefore more like the fricatives superficially. This is actually one case where our amplitude invariance may have hurt us since pau is discriminated most by total energy rather than spectral detail.
Location of detector peak
Recall that the detector for a phonological class is obtained by picking a peak in the output of J ‫ؠ‬ J 0 . Therefore the detector provides a mapping from the speech stream to a labeled point process. Consider a detector for a phonological class X. If there is an instantiation of X in the utterance between times t = t 1 and t = t 2 ͑i.e., t 1 and t 2 mark the segmental boundaries of X in the acoustic realization͒, then the detector is deemed to fire correctly if it fires anywhere in the interval ͑t 1 , t 2 ͒. If the detector fires correctly at t d ͑t 1 , t 2 ͒, then it may be of interest to have some information about the statistics of t d with respect to the segment ͑t 1 , t 2 ͒.
Before we examine these statistics, it is useful to keep in mind some aspects of our detection framework. First, note that the framework is designed to detect the phonological class and not necessarily the boundaries of that class. A correct firing of the detector would lead to one firing somewhere within the segment ͑time t d ͒. There is no reason to expect this firing to be an estimate of either t 1 or t 2 ͑the segmental boundaries͒. Second, note that we have explicitly incorporated spreading of the binary features. This has been done to provide some temporal invariance to variations in speaking rate and other durational properties over the course of the utterance. While this spreading indeed provides such invariance, a consequence of this is also a resulting variability in the precise location of the detector peak. We shall see this variability in the plots that follow.
Shown in Fig. 7 are histograms of ͑t d − t 1 ͒ / ͑t 2 − t 1 ͒ for a number of detectors. The quantity ͑t d − t 1 ͒ / ͑t 2 − t 1 ͒ represents the distance to the left boundary of the segment normalized by the total duration of the segment. Such a normalized measure allows for more direct comparison across different TABLE III. Analysis of false alarms: Most frequent confusions. The numbers indicate the proportion of each class detected by a specific detector. Thus the ͑first row, second column͒ entry under aa-r indicates that the aa-r detector fired for 72% of the cases when the underlying object was an er-ao transition. Standard TIMIT transcription labels are used. acoustic realizations of the same segment. All detectors were operated with a 1% false alarm rate and the statistics are computed for all the correct detections obtained for each detector on the test set. Panel I shows the statistics of the detector output for the detector of the word "Dark." For this case, t 1 represents the beginnng of the d-closure and t 2 represents the end of the k burst obtained from the phonetic segmentation provided. Notice that the detector is seen to fire at a time that is mostly between 40% and 90% of the duration of the whole segment. Panels II through IV show similar detector statistics for the detectors of the diphones aa-r, shiy, and r-ae, respectively. Some natural variation is observed. Thus, for example, the detector for sh-iy seems to fire mostly at a time around 70% of the duration of the sh-iy realization. The spread around this is indicated by the histogram in panel III. The detector for r-ae seems to fire mostly at a time around 15% into the duration of the r-ae segment. Both the r-ae and sh-iy detectors have similar variability. On the other hand, the detector for aa-r has much more variability as to where in the segment it fires ͑see panel II͒.
As we have mentioned before, it is not clear whether t d ought to be aligned with any phonetic boundary. However, for the case of diphones, it is natural to wonder whether the detector fires usually at the boundary between the first phoneme and the second. Our analysis suggests that this need not be the case. For illustrative purposes, we show in panels V and VI, the statistics for the durations for aa-r and sh-iy, respectively. If X = AB represents a diphone ͑phoneme A followed by phoneme B͒ then one can compute the statistics of duration ofA / duration ofX. Shown in panels V and VI are these statistics for aa-r and sh-iy, respectively. As we can see, the durational statistics for sh -iy is tightly clustered around 0.65 suggesting the duration of the fricative sh is about 65% of the duration of the whole diphone. This correlates well with the statistics of the corresponding detector output shown in panel III. On the other hand, we see that although there is considerable variation in the statistics of the detector output for the aa-r detector ͑panel II͒, there is much less variation in the duration of aa ͑normalized by the duration of aar͒ as shown in panel V.
In conclusion, we see that there is some variation as to where in the duration of the segment X, the detector for X will actually fire. It is not obvious whether the statistics of the detector firing will correlate with any natural phonological boundaries if X is made up of multiple phonemes. Thus our detectors should be viewed as detectors for the segment as a whole rather than any boundaries.
As a result of all the above-mentioned experiments, it might be fair to conclude that the detectors are unable to make fine phonetic distinctions but are able to work robustly for broad class transitions.
C. Words
In general, the approach presented in this paper can be used to detect phonological objects of arbitrary sizes like syllables, morphemes, or words. Consider for a moment the problem of making a word detector based on these ideas.
There are two basic approaches. One could make the word detector out of several component phoneme ͑or diphone͒ detectors and a sequential firing of each of these component detectors in the correct order would trigger the word detection. Alternatively, one could make a whole word template in much the same manner in which the diphone templates were constructed in the earlier section. A fuller investigation of the pros and cons of each of these two approaches is beyond the scope of the current paper and will be the subject of future work. However, to provide the reader with some sense of the performance of word detectors in general, we describe here the behavior of a detector for the word dark based on the whole word template approach.
The six ROC curves for degraded signals are shown in Fig. 8 against the similar curve computed for the clean signal. A detection was deemed correct if it occurred anywhere within the boundary of the word as determined from the transcription labels. If a detection occurred outside the boundary, it was deemed a false alarm. Due to the small amount of data in the test set the ROC curves are not very reliable at the very low false negative rate of under 1%-2%. We do observe that at the range of 5%-10% false negatives, the false alarm rate is several times smaller than that observed for phonemes. For example on the clean data at 5% false negative the false alarm rate for the word is approximately 0.12 per second compared to 0.75 per second for the arr detector. At 10% false alarm rate the corresponding values are 0.05 and 0.5 per second. The additional structure contained in the word dark eliminates many of the false alarms detected by the aar detector.
VI. EDGE BASED PHONETIC CLASSIFICATION
Thus far we have investigated the issue of efficient detection of phonological objects using the spread edges as the input features. Of interest is the ability to use the spread edges proposed in this paper for more standard classification problems. Do these features capture the necessary information to discriminate between phonetic objects with reasonable accuracy? We do not explore this issue in depth but report some results on the classification of segmented phonemes. Since phonetic classification is a more traditional task ͑than detection͒ in the speech community, these experiments will provide a sense to the reader as to how this technology might be expected to perform on this more standard task.
We applied a tree based classification procedure we have used in vision problems ͓see Amit ͑2002͔͒. Edges are computed on the continuous signal and the segments are extracted using the attached phonetic transcription. Each edge data segment of size T ϫ F is placed in a fixed sized grid T max ϫ F where T max is the largest time extent of the segmented data, in our case T max = 40 time units corresponding to 200 ms. ͑A small number of segments may be longer and is simply truncated at T max ͒. We assume the data have all zeros on the remaining subgrid segment ͓T , T max ͔ ϫ F. This implicitly conveys information on the length of the segment although this is not explicitly used in the classification procedure. Robustness to local time warping and frequency modulations is obtained by the spreading operation described earlier.
Classification is achieved by training multiple decision trees, with randomization ͑Amit and Murua, 2001͒, at each node only a small subsample of all T max ϫ F ϫ 8 binary edge features is inspected to find the most important split. We also implement boosting ͑Schapire et al., 1998͒ whereby after each tree the data are reweighted, increasing the weight on misclassified examples. We grow M trees per class that are trained to classify that class against all others ͑as one negative class͒, for a total of M · C trees. At each terminal node of a tree grown for class c there is a weight between 0 and 1 corresponding to the proportion of training points of class c that reached that node in training. For testing we drop a data point X down all M · C trees. Let c,m ͑X͒ be the weight assigned to c at the terminal node reached by X on the mth tree of that class. We choose the class that accumulates the highest weight:
We use 100 000 training segments from the TIMIT training data set, and 50 000 testing segments. 200 trees are grown for each class. With the full 52 phonetic classes of TIMIT, we achieve a classification rate of 58.5%. It is common to consider performance on a reduced set of 39 phonemic classes for which we achieve 61.37%. On a set of broad classes ͑8 in all͒ we achieve 83.8%. Shown in Table IV is the confusion matrix for the eight broad classes. These correspond to stops, flaps, affricates, fricatives, nasals, semivowels, vowels, and aspiration ͑corresponding to h in TIMIT͒, respectively ͑numbered 1 through 8 in that order in the confusion table͒. Performance for vowels is best at 91% correct class identification. Performance for all other classes is reasonable except for affricates ͑43%͒ and the phoneme h ͑as-piration͒ ͑44%͒, respectively. For affricates, we see that there is significant confusion with stops ͑36%͒ and fricatives ͑19%͒, respectively. The confusion, though high, is not entirely unreasonable. For the phoneme h ͑class 8͒, we see that the confusion is a little more random though even here, stops ͑11%͒, flaps ͑10%͒, and fricatives ͑14%͒ dominate. These last three categories often contain a degree of aspiration in their phonetic realizations and we conjecture that this probably leads to the confusion.
VII. DISCUSSION
From the experiments reported here it appears that the statistics of the local features on object and background are sufficiently different to allow for a simple weighted sum to successfully discriminate between object and background. More complex local features may yield even higher power. For example in Amit and Geman ͑1999͒ local edge conjunctions are used. Furthermore the simplicity of the models allows for some simple mechanisms of online adaptation which we briefly discuss in the next section, after which we discuss the issue of how such detections may be incorporated into a more comprehensive continuous speech recognition system.
A. Template adaptability
When the acoustic characteristics of the speaker changes, or the acoustic channel changes ͑from free space to a telephone channel or changes in microphone͒, when there is reverberation, or noise of various sorts, or auditory clutter, a human displays varying degrees of perceptual constancy that current machines are unable to achieve. It is unreasonable to assume that the stored and learned representation of the acoustic objects are relearned for each new environment. Instead, two aspects come into play. One consists of invariances hardwired in the representation which make them insensitive to certain changes. An example could be limiting the representation for sonorant regions to frequencies under 3000 Hz, so that irrelevant perturbations in higher frequency regions do not affect recognition. Another example is the amplitude invariance in the definition of the local features. However by far more important is the ability to adapt pa- rameters of the representations on line as the signal is being processed.
Online adaptation of template weights
The templates are defined in terms of binary variables which are functions of local time-frequency information. Detection involves thresholding a weighted sum, where the weights derive from fixed estimates of object and background probabilities. It is possible to have a continuously updated estimate of the background probabilities p b,i , performed online, over time intervals of larger duration. If there is significant background activity at a particular range of frequencies ͓f , fЈ͔, the probability estimates p b,i for the corresponding features would increase, reducing the weight on that feature in the sum in Eq. ͑5͒. The threshold would have to be adjusted accordingly. This mechanism for adapting the template to the statistics of the background is simple and transparent in large part due to the simplicity of the original template.
Adapting to the individual speaker
Templates of the form shown in Fig. 4 are quite coarse. During training some local features are spread in the frequency direction to accommodate variations in the basic formant frequencies among speakers. However, if the three basic formant frequencies of a particular speaker are known, it is possible to adjust the templates around these frequencies and narrow down their spread. This does not require retraining, rather a simple modification of the list of feature location pairs, based on the estimated baseline formant frequencies. This would enhance the detection rate, especially in terms of false alarm rates.
B. From detection to continuous speech recognition
This paper focuses on the detection of acoustic objects, and demonstrates that robust detection is possible with small training sets. In all experiments described here we experience a certain percentage of false negatives, as well as a certain false alarm rate measured for example as false detections per second. Note, however, that with a relatively small library of detectors, either for all phonemes or perhaps all diphones, one can transform the original spectrogram into a sequence of labeled phonetic features. Since false alarms occur in detection for each feature, it is important to note that the same time point may sometimes be labeled with two different features. These ambiguities are to be resolved at higher processing levels. Thus the approach provides us with a parse of the time-frequency plane in terms of a vocabulary of phonetic feature detectors.
One possible use of these features is to construct word templates. Larger degrees of time invariance can be introduced by more extensive spreading. These are very powerful features in that they are detected with very high probability on the object ͑word͒ and very low probability ͑the false alarm rate͒ on background. The templates constructed from these features would then provide robust and invariant word detectors. Note that in Sec. V we experimented with a word detector derived directly from the original edge features. This works well for short words but would not provide for sufficient time invariance for longer words.
Another possible use of the new feature map would be as input into an HMM directly trained on the outputs of the phoneme or diphone detectors. Thus higher level knowledge of vocabularies and syntax is incorporated directly at this more symbolic level. We do not advocate resolving all the linguistic content based solely on the new feature map. At some places there will be ambiguities between competing interpretations which may need a more intensive analysis of the original spectral data. However, it is hoped that these will be relatively few, and the high level analysis will provide only a small number of candidate interpretations which require such intensive analysis.
