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Abstract
CCTV and surveillance networks are increasingly being
used for operational as well as security tasks. One emerg-
ing area of technology that lends itself to operational ana-
lytics is soft biometrics. Soft biometrics can be used to de-
scribe a person and detect them throughout a sparse multi-
camera network. This enables them to be used to perform
tasks such as determining the time taken to get from point
to point, and the paths taken through an environment by de-
tecting and matching people across disjoint views. How-
ever, in a busy environment where there are 100’s if not
1000’s of people such as an airport, attempting to moni-
tor everyone is highly unrealistic. In this paper we pro-
pose an average soft biometric, that can be used to identity
people who look distinct, and are thus suitable for moni-
toring through a large, sparse camera network. We demon-
strate how an average soft biometric can be used to identify
unique people to calculate operational measures such as the
time taken to travel from point to point.
1. Introduction
For operators of large, public facilities such as airports
or transport hubs, it is important to understand how peo-
ple move through the environment and how long it takes to
move between key points. At present, only manual meth-
ods are available to collect such data, typically achieved by
a staff member handing a customer a piece of time stamped
paper which they hand to a second staff member at a later
point in the process. While object tracking offers a possible
solution for small environments, it is not practical for de-
ployment in systems such as an airport, due to potentially
large and frequent gaps in the camera network, and high
levels of crowding that make reliable tracking difficult.
Within a large, disjoint, multi-camera surveillance en-
vironment, soft biometrics offer a means to repeatedly re-
detect people as they move through an environment. How-
ever, in a crowded space where there are hundreds, or possi-
Figure 1. Detecting Distinct People - At location 1, three distinct
looking people can be detected (yellow, green, and red). As the
people move through the environment, two of these distinct people
can be re-detected at location 2 (yellow and red), and the third can
be re-detected at location 3 (green).
bly thousands of people present, there are likely to be a large
number of people who have a very similar appearance (i.e.
at an airport there are likely to be a large number of people
in suits) making accurate matching across views challeng-
ing and error prone.
In this research, we propose calculating an average soft
biometric to detect people who appear distinct from the
crowd. The resulting sub-set of people can then be re-
detected throughout a disjoint multi-camera network using
their soft biometrics (see Figure 1), to obtain operational
measures such as the time taken to travel from point to
point, or their approximate path through the space. We
demonstrate the proposed system on a database collected
in-house, and show that it can be used to locate individuals
with a distinct appearance, and match these people across
multiple disjoint camera views.
The remainder of this paper is structured as follows: Sec-
tion 2 presents an overview of soft biometrics in surveil-
lance imagery; Section 3 outlines the soft biometric mod-
1
els used in this work; Section 4 describes how the average
biometrics are calculated and how these are used to detect
distinct individuals; Section 5 presents an evaluation of the
proposed work and Section 6 concludes the paper.
2. Background
Soft biometrics are traits that describe a person, but can-
not uniquely identify them. They include information such
as gender, ethnicity, height and build, and clothing colour.
To date, soft biometrics have had two main uses: as a means
to improve the performance of traditional biometrics sys-
tems by incorporating soft biometrics [5, 1, 6, 7]; or as a
way to recognise people in surveillance footage [3, 2, 8].
The initial uses of soft biometrics focused on improving
the accuracy of existing ‘hard’ biometric systems. Jain et
al. [5] proposed the incorporation of gender, ethnicity, and
height information of a person in fingerprint and face recog-
nition using a Bayesian framework for fusion; Ailisto et al.
[1] combined body weight and fat measurements to improve
the performance of fingerprint biometrics; and Marcialis et
al. [6] used hair colour and ethnicity to complement face as
the primary biometric. Niinuma et al. [7] proposed using
soft biometrics for continuous authentication of a user at a
computer, combining face and clothing colour with tradi-
tional face recognition and the users password. In all situa-
tions, soft biometrics were able to improve the recognition
performance of the combined system.
In a surveillance environment, traits that can be observed
at a greater range from surveillance cameras are desirable.
It is also important that any biometric that is used is in-
variant to view and to lighting conditions. Denman et al.
[3] proposed modelling colour (as a three part head, torso
and legs model) and height to describe people and identify
them between camera views in a surveillance environment.
Dantcheva et al. [2] described a weight modality, as well as
a probabilistic colour histogram (also three part) that could
be used to identify people in surveillance imagery. Ran et
al [8] proposed a gait signature, consisting of several soft
biometrics based on gait features. Stride length, height and
gender could all be extracted from a video sequence. All
approaches have shown promise for use in recognition from
a surveillance environment.
3. Soft Biometrics
Soft biometrics are features that can be easily extracted
from a distance. Ideally, for use in a surveillance environ-
ment any features should also be view invariant. In this pa-
per, we consider colour and height models for a person. The
colour model is a three part model (head, torso and legs),
and each section is modelled separately (see Section 3.1).
The height of a person can be extracted using camera cali-
bration, and is outlined in Section 3.2.
3.1. Colour
Colour histograms are computed for the head, torso and
leg sections (퐶ℎ푒푎푑, 퐶푡표푟푠표 and 퐶푙푒푔푠 respectively). The
colour and motion image are used to generate histograms,
such that only pixels that are in motion (i.e. part of the
person) are included in the histogram.
Division of the person into head, torso and legs is per-
formed in two stages:
1. Analysis of the horizontal projection to determine
likely regions for the neck and waist;
2. Analysis of the gradient of the regions of interest to
locate the neck and waist contour.
In order to divide the person, it is assumed that the person
has been correctly segmented from the background using
motion segmentation, and that the person is predominately
vertical within the image.
The horizontal projection,
푃ℎ표푟푖푧(푗) =
푊∑
푖=0
푀(푖, 푗), (1)
where 푃ℎ표푟푖푧(푗) is the horizontal projection for row 푗, 푊
is the image width, and 푀 is the motion image; is used
to estimate the likely neck and waist positions. Given cor-
rect segmentation of the person in the motion image, the
location of the neck will coincide with an increase in the
horizontal projection, and the waist will correspond with a
gradual decrease in the projection. A search region of 10%
of the person’s height is established around each of these
points to determine the actual neck and waist boundaries.
Within each search region, each column is searched in turn
for the location with the maximum vertical gradient. Typ-
ically, the neck and waist correspond with a change in ap-
pearance, and the maximum gradient should be observed at
this change. The line that is formed by the maximum gra-
dients within each column is smoothed, and this is used to
divide the regions. This process is illustrated in Figure 2.
For each region, a soft histogram is calculated to repre-
sent its appearance. A soft histogram is used to aid in over-
coming variations in colour across the different cameras and
possible errors in segmentation. The soft histogram assigns
weights to each bin based on the samples proximity to the
centre of the bin, so sample’s that lie on a bin boundary
(where there is greater uncertainty) are split more evenly.
For simplicity, we only consider neighbouring bins within
the same dimension. This means that for a three channel
histogram (i.e. RGB) where the bin is a function of the R,
G and B values, a pixel will have its weight divided across
seven bins (i.e. the centre bin, and the two neighbours in
each dimension). The distance a sample is from each bin,
(a) (b) (c) (d) (e)
Figure 2. Segmenting a person into head, torso and leg regions.
The gradient of the colour image, (a), and the contours of the mo-
tion image, (b) , are used to segment the person into head (c), torso
(d) and legs (e).
and the corresponding weight, is calculated as follows,
푑푖,푛 =
3
2
퐵푤 − ∣푏푛 − 푖∣ , (2)
푤푖,푛 =
푑푖,푛∑푀
푚=1 푑푖,푚
, (3)
where 푖 is the input value; 퐵푤 is the width of a single bin;
푏푛 is the centre of bin 푛; 푑푖,푛 is a measure of the distance
between the input value 푖 and the centre of bin 푛, where a
value of 1 indicates it is at the bin centre, and a value of 0
that it lies at the far edge of the neighbouring bin; and 푤푖,푛
is the weight that is added to bin 푛 in relation to sample 푖.
푀 is the total number of bins that the sample is being split
between, and 푚 is an index into this set.
A moving average of the histogram is calculated such
that,
퐶 ′(푡) =
퐿− 1
퐿
× 퐶 ′(푡− 1) + 퐶(푡)
퐿
, (4)
where 퐶 ′(푡) is the value of the average histogram at time 푡,
퐶(푡) is the histogram computed for the frame at time 푡, and
퐿 is the learning rate. 퐿 is set according to
퐿 =
1
푇
; 푓표푟 푇 < 푊, (5)
퐿 =
1
푊
; 푓표푟 푇 >= 푊, (6)
where 푊 is the number of frames used in the model, and
푇 is the number of updates performed on the model. This
ensures that the image that the model is initialised with does
not dominate the model for a significant number of frames.
Instead, new information is incorporated quickly when the
model is new to provide a better representation of the object
being modelled sooner.
Histograms are compared using the Bhattacharya coeffi-
cient,
퐵(퐶푖, 퐶푗) =
√√√⎷ 푁∑
1
√
퐶푖(푛)× 퐶푗(푛), (7)
where 퐵(퐶푖, 퐶푗) is the Bhattacharya coefficient for the
comparison of the histograms 퐶푖 and 퐶푗 , 퐶푖(푛) is the 푛th
bin for the histogram 퐶푖, and 푁 is the total number of bins
in the histogram. The histogram comparison is performed
using histograms with their bin weights normalised such
that they sum to 1, to ensure size invariance. The compar-
ison will return 1 for a perfect match, and 0 for no match.
When comparing colour models for two people, the simi-
larity score is taken as the average of the three histogram
comparisons.
3.2. Height
The height of a person can be recovered using a camera
calibration routine such as [9]. The head position can be
detected using the vertical projection and top contour of the
person region, and the feet can be located through analysis
of the lower contour. We extract head and feet locations
using the method described in [3].
As the height is derived from the motion segmentation
results which can be erroneous (due to lighting anomalies
such as shadows, or low contrast between the subject and
the background), the height soft biometric of a person is
modelled by a histogram, rather than as a single value.
In the proposed system, we use a bin width of 0.05m,
with a new data point being added to the histogram each
time the soft biometric is updated (i.e. every frame). This
approach does result in a reduced accuracy for the soft bio-
metric, however given the possible errors present in the
underlying segmentation using a finite value is potentially
equally erroneous. As the height is being modelled using
a histogram, comparisons are also made using the Bhat-
tacharya coefficient (see Equation 7).
4. Soft Biometrics for Operational Analytics
The proposed system uses the object tracking system de-
scribed in [4] to track objects within each camera view, and
builds soft biometric models (see Section 3). Objects are not
tracked between views, and the relationship between cam-
eras (i.e. distance between cameras) is unknown.
In a training phase, the resultant soft biometrics are used
to construct an average soft biometric, which can then be
used to determine which objects have a distinct appearance
(see Section 4.1). These objects are added to a ‘watch list’,
and the system aims to match them in other views (see Sec-
tion 4.2).
4.1. Average Soft Biometrics
We propose building an ‘average’ soft biometric to de-
tect distinct looking people. Each average biometric is a
histogram, and is obtained by summing the histograms of
the individual subjects biometrics,
퐴푚푛 =
∑퐾
푖 푆
푖,푚
푛
푁
, (8)
where 퐴푚 is the average biometric for mode 푚 (i.e. colour,
size), 퐾 is the number of subjects used to build the model,
푆푖,푚 is subject 푖’s soft biometric model for mode 푚, and 푛
is a bin index of the histogram. The distinctness, 퐷푚, of
a given biometric, 푚, is given by its match to the average
biometric as calculated by the Bhattacharya coefficient (see
Equation 7). If 퐷푚 is greater than or equal to a threshold
푇푚, the person is classified as distinct.
When multiple soft biometrics are used, the most distinct
mode is used. We argue that as long as a person has one
trait that is distinct, then that person is distinct (i.e. a person
may appear very similar to many others, but if they are an
unusual height, they are distinct).
4.2. Locating and Detecting Distinct People
The proposed system is intended for situations where
there is a sparse disjoint camera network, and/or tracking
throughout the complete environment is not possible. The
tracking system outlined in [4] is used to track people within
small windows within the camera views to build soft bio-
metrics. There are two stages in the proposed system:
1. Detecting unique people;
2. Detecting matches for the unique people.
These two situations are shown in Figure 3.
(a) A person is added to the watch list
(b) A person is compared to the watch list
Figure 3. Proposed System - The object tracking algorithm oper-
ates within the shaded regions of the camera views to build soft
biometrics. People who are classified as unique are added to a
watch list, to which people detected elsewhere in the network are
compared.
In the first stage, we seek to identify people who are
distinct, and who can potentially be re-detected elsewhere
in the camera network. Subjects are tracked as they move
through the area of interest, and if they can be tracked for
long enough to build a sufficient model (20 frames in the
proposed system), they are compared to the average model
to determine if they are unique. If so, they are added to
a watch list so that they can be re-detected elsewhere. A
minimum frame limit is imposed to reduce errors in the soft
biometrics caused by tracking or segmentation errors, as we
assume that the majority of frames will be correctly seg-
mented.
In the second stage, we aim to match people to those
previously detected. Like the first stage, people are tracked
through the region of interest and once a model has been
built, they are compared to all subjects in the watch list by
comparing the soft biometrics described in Section 3. Both
the colour and height soft biometrics must be matched. The
first valid match that an object receives is taken to be correct
(i.e. the system does not wait to see if there is a better match
later on). This can potentially lead to errors if people of a
similar appearance are present at the same time. However
the requirement for people to be ‘distinct’ should reduce the
likelihood of such an occurrence. As matches are made, the
transition information (mean and standard deviation of time
taken) is calculated.
In both stages of the system, the direction the subject is
moving is monitored to determine if the person is valid for
a comparison, or to be added to the network. For example,
a person who is seen to be exiting the environment will not
be compared to the average model, however they will be
compared to the people on the watch list.
When training a model, the system operates in the first
mode only, and disregards direction. Every object that can
be tracked for a sufficient period to build a model is included
in the average model.
5. Evaluation
To evaluate the proposed approach, a small database has
been captured in-house 1. This database and its test config-
uration are detailed in Section 5.1. The results achieved on
this evaluation are outlined in Section 5.2.
5.1. Evaluation Data
A small database is captured in house, consisting of
data captured from four cameras. Figure 4 shows the ap-
proximate layout of the camera network. All cameras are
recorded simultaneously at 25 frames per second. Two
sequences from the four cameras of length 20 minutes
(30,000 frames) are captured. Sequences are captured at
the same time of day (1710) on consecutive days, and each
sequences contains a similar amount of pedestrian traffic.
These sequences are stored and processed at CIF resolution
(352x288). These two sequences will be referred to as DS1-
17-1710 and DS1-18-1710.
1To obtain a copy of the data, please contact the authors
Figure 4. Camera network layout - Fours cameras (C1, C2 ,C3 and
C4; approximate camera views shown in red) observe the three ex-
ternal doorways(E1, E2 and E3), and an internal door (E4). People
enter and exit through these doors, as well as through other internal
doorways and spaces within the building (not shown).
(a) Camera 1 (b) Camera 2
(c) Camera 3 (d) Camera 4
Figure 5. Camera Configuration - Entrances and exits over which
people are monitored are shown. Magenta arrows indicate an en-
trance, blue arrows indicate an exit.
Each camera view is configured with entrance and exit
directions, as outlined in Section 4.2. Entrances and exits
are shown in Figure 5. It should be noted that people who
enter through one camera can exit the scene through any
other camera, or through an area that is not covered by the
cameras (see Figure 4).
In our evaluation, average biometric models are trained
on a single view at a given time period, and the system
is then tested using data captured at the other time period.
Camera 1 is used as the training view as it receives the most
pedestrian traffic, and so provides the most training data and
best average models.
People are detected entering and existing all views
within the test set (see Figure 5), resulting in estimates for
every possible path through the camera network. In our
evaluation we consider the accuracy of these estimates, and
the accuracy with which matches are made between the
camera views. It should be noted that not all people who
are detected in one will travel to the other. It is possible for
people to leave the scene in between the two cameras (see
Figure 4).
5.2. Results
Evaluation results for the proposed systems are shown in
Table 1. For simplicity, we consider transitions between the
same cameras but in different directions as the same (i.e. the
transitions C1⇒C2 and C2⇒C1 are considered together as
C1⇔C2).
It can be seen from Table 1 that the proposed approach
is able to accurately estimate the travel time in both direc-
tions when sufficient samples are observed (i.e. the transi-
tion C1⇔C2).
(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figure 6. Examples of matched people, all for 푇푚 = 0.6. Top
row shows an example of the ‘source’ image, bottom row the
‘target’. Image pairs (a)-(i) and (b)-(j), shows correct matches
between cameras 1 and 3; pair (c)-(k) shows a correct matches
between cameras 2 and 3; and pair (d)-(l) shows a match made
between cameras 2 and 4. Incorrect matches are shown in pairs
(e)-(m), (f)-(n), (g)-(o) and (h)-(p). Pairs (e)-(m) and (f)-(n) are
erroneously matched due to similar appearance, while (g)-(o) and
(h)-(p) are incorrectly matched due to errors in the object tracking,
resulting in errors in the soft biometrics.
Examples of correct and incorrect matches are shown
in Figure 6. It can be seen that the proposed soft biomet-
rics are able to cope with variation in the viewing angle, as
well as some variation in lighting conditions. The incorrect
matches are caused by either the source and target having
a similar appearance; or by poor segmentation, either from
the object tracking or motion segmentation (or both).
As expected, increasing the distinctiveness threshold 푇푚
reduces the number of people matched between views, how-
ever we also observe that when 푇푚 is increased too much it
can also reduce accuracy (match rate is 62% for 푇푚 = 0.6,
66% for 푇푚 = 0.7 and 46% for 푇푚 = 0.8). As 푇푚 in-
creases, the number of erroneous matches made due to peo-
ple having a non-distinct appearance decreases, however
errors caused by poor tracking and segmentation accuracy
persist. Poorly or erroneously segmented people are more
readily retained as they simply appear more unique. The
poor segmentation of these subject means that the soft bio-
Distinct Transition Training D1-14-1710 Training D1-15-1710
Threshold Testing D1-15-1710 Testing D1-14-1710
Time Taken (frames) Match Rate Time Taken (frames) Match Rate
푇푚 = 0.6
C1⇔C2 휇 = 439, 휎 = 181 73% (30/41) 휇 = 459, 휎 = 153 74% (23/31)
C1⇔C3 휇 = 451, 휎 = 235 25% (1/4) 휇 = 369, 휎 = 226 50% (1/2)
C1⇔C4 휇 = 849, 휎 = 0 0% (0/1) 휇 = 974, 휎 = 0 0% (0/1)
C2⇔C3 휇 = 215, 휎 = 88 67% (2/3) 휇 = 302, 휎 = 168 50% (2/4)
C2⇔C4 휇 = 376, 휎 = 52 67% (2/3) 휇 = 278, 휎 = 52 50% (3/5)
C3⇔C4 N/A N/A (0/0) N/A N/A (0/0)
푇푚 = 0.7
C1⇔C2 휇 = 423, 휎 = 179 68% (26/38) 휇 = 459, 휎 = 153 76% (22/29)
C1⇔C3 휇 = 451, 휎 = 235 25% (1/4) 휇 = 369, 휎 = 226 50% (1/2)
C1⇔C4 휇 = 849, 휎 = 0 0% (0/1) 휇 = 974, 휎 = 0 0% (0/1)
C2⇔C3 휇 = 215, 휎 = 88 67% (2/3) 휇 = 302, 휎 = 168 50% (2/4)
C2⇔C4 휇 = 376, 휎 = 52 67% (2/3) 휇 = 278, 휎 = 52 50% (3/5)
C3⇔C4 N/A N/A (0/0) N/A N/A (0/0)
푇푚 = 0.8
C1⇔C2 휇 = 436, 휎 = 121 75% (6/8) 휇 = 555, 휎 = 306 33% (2/6)
C1⇔C3 휇 = 441, 휎 = 101 0% (0/2) 휇 = 369, 휎 = 226 50% (1/2)
C1⇔C4 N/A N/A (0/0) 휇 = 974, 휎 = 0 0% (0/1)
C2⇔C3 N/A N/A (0/0) 휇 = 302, 휎 = 168 50% (2/4)
C2⇔C4 N/A N/A (0/0) 휇 = 487, 휎 = 220 33% (1/3)
C3⇔C4 N/A N/A (0/0) N/A N/A (0/0)
Table 1. Evaluation Results - Three different thresholds for selecting distinct people are used. Lower thresholds result in a higher number
of people being added to the watch list and matched. Ground truth transition times are 휇 = 413, 휎 = 57 for C1⇔C2, 휇 = 236, 휎 = 233
for C1⇔C3, 휇 = 242, 휎 = 47 for C1⇔C4, 휇 = 259, 휎 = 25 for C2⇔C3 and 휇 = 290, 휎 = 65 for C2⇔C4. No ground truth transition
time for C3⇔C4 is calculated as insufficient examples are observed in the data (there is only 1 occurrence).
metrics are less accurate and so the subject themselves are
more likely to be erroneously matched. More robust per-
son detection routines, or tighter restrictions during the seg-
mentation of the person into head, torso and legs could help
identify such situations.
6. Conclusion
In this paper we have demonstrated how soft biometrics
can be applied to measure operational information, such as
the average time taken to travel between two points in a
multi-camera surveillance network. We have presented a
novel approach that calculates an average soft biometric that
can be used to locate distinct or unusual looking people,
allowing the system to automatically select the most unique
subset of people with a scene for measurement.
Future work will include testing the proposed system
on larger data sets and more complex camera networks,
as well as the inclusion of additional soft biometrics. In-
vestigation will also be carried out into methods to ensure
that only correctly segmented people are included, either
through improvement of the underlying tracking system or
through other techniques to detect people as they enter the
space. Improvements to the accuracy of the soft biomet-
rics, through techniques such as colour normalisation to
help overcome errors caused by inconsistent lighting within
and between camera views, will also be investigated.
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