Solid density matter at temperatures ranging from 150 eV to <5 eV has been created by irradiating thin wire targets with high-energy laser pulses at intensities %10 18 W=cm 2 . Energy deposition and transport of the laser-produced fast electrons are inferred from spatially resolved K a -spectroscopy. Time resolved x-ray radiography is employed to image the target mass density up to solid density and proves isochoric heating. The subsequent hydrodynamic evolution of the target is observed for up to 3 ns and is compared to radiation-hydrodynamic simulations. At distances of several hundred micrometers from the laser interaction region, where temperatures of 5-20 eV and small temperature gradients are found, the hydrodynamic evolution of the wire is a near axially symmetric isentropic expansion, and good agreement between simulations and radiography data confirms heating of the wire over hundreds of micrometers. V C 2013 AIP Publishing LLC.
I. INTRODUCTION
Matter at high-energy densities (HED) can be found in compact astrophysical objects or at various stages of inertial confinement fusion, and knowledge of material properties such as the equation-of-state (EOS) is necessary for modeling these scenarios.
1,2 In particular, the regime of Warm Dense Matter (WDM), characterized by strong ion-ion coupling and partial electron degeneracy, poses a great challenge to current theory. 3, 4 Powerful drivers, such as pulsed power generators, intense ion-beam accelerators, and highenergy laser facilities enable generation of HED matter in the laboratory for experiments that can provide stringent tests to dense matter modeling.
Rapid volumetric heating offers an interesting alternative to the well-established method of shock heating 5, 6 for the generation of large, homogenous samples at WDM conditions. Provided the heating time is short compared to hydrodynamic timescales ("isochoric heating"), the initial mass density is well known. The subsequent isentropic expansion allows to access a wide parameter space. Intense short pulses of energetic particles created in the interaction of laser light at relativistic intensities with matter provide an excellent tool for such rapid heating. Laser-accelerated proton beams have been employed to heat solid aluminum foils to temperatures of 10's of eV, 7, 8 where the final target temperature was inferred from thermal emission.
Interaction of laser light at relativistic intensities with matter has long been known to produce copious amounts of energetic electrons at mean kinetic energies of order 100s of keV to MeV. The conversion of laser energy into this "hot" electron fraction is very efficient, values of order several 10s percent having been reported (e.g., Ref. 9) . The collisional stopping length of the energetic electrons in matter at solid density is of order millimeter. While this allows for a homogenous heating, the energy is deposited over large volumes. However, when using targets with dimensions much smaller than the average electron range the target rapidly charges up and strong electrostatic fields prevent the hot electrons from escaping the target. 10 The subsequent "refluxing" of the hot electrons through the target leads, e.g., to an increased x-ray yield. 11, 12 Exploiting the confinement of refluxing hot electrons to the target volume, efficient heating of targets with reduced dimensions to temperatures exceeding 100 eV has been reported by numerous authors (e.g., Refs. [13] [14] [15] .
In these previous experiments, isochoric heating was usually assumed. Time-resolved measurements of the target fluorescence show that the relaxation of hot electrons is on the time-scale of picoseconds, 16 and imaging of the fluorescence emission shows that the target remains in its initial dimensions during this relaxation process (e.g., Refs. 15 and 17). Measurements of the target hydrodynamic evolution subsequent to the heating were restricted to the expansion of underdense plasma by interferometric methods using optical probes (e.g., Refs. 7 and 18). In this paper, we report on experiments where we employ intense-laser generated hot electrons to heat matter along a wire up to distances of several hundred micrometers. Here, the material is unperturbed by the complex processes close to the laser-matter interaction region, e.g., radiative heating by the hot blow-off plasma or shock waves driven into the material. The heating process can thus be regarded as being purely caused by the energetic electrons originating hundreds of lm away. We confirmed the isochoric heating by employing x-ray radiography to image the target mass density up to solid density over time-scales long compared to the heating time. X-ray radiography also enables us to follow the isentropic expansion of the generated HED matter.
II. EXPERIMENT
The experiments were conducted at the PHELIX laser facility 19 at the GSI Helmholtzzentrum f€ ur Schwerionenforschung GmbH in Darmstadt, Germany. Fig.  1 shows a schematic of the experimental setup. Laser pulses of approximately 40 J and 8 ps duration were focused at an incidence angle of 35 onto the tip of free-standing titanium wires (diameter 50 lm, >5 mm length). The laser focal spot size was measured to be 20 Â 30 lm, producing peak intensities of %10
18 W=cm 2 . The intensity contrast of the laser pulses was measured to be better than 10 6 . The targets were fabricated from commercial titanium wire, which was embedded in a polymer resin, then cut perpendicular to the wire axis and the end face polished in order to provide a well defined flat surface for the interaction with the laser pulse. Finally, the resin was dissolved and the wires individually mounted on a target stalk (see inset in Fig. 1 ). The amount of laser light missing the target was measured by means of a scattering screen behind the target imaged onto an absolutely calibrated CCD-camera and was typically of order few percent. A second laser pulse ("backlighter," 50 J, 8 ps) was focused onto a thin (<10 lm) copper foil positioned below the wire target to provide an intense short x-ray source for radiographic images of the expanding wire. The intense-laser produced hot electrons generate K-shell fluorescence and bremsstrahlung within the backlighter target, and the duration of this emission is closely linked to the relaxation time-scale of the hot electrons, which is typically less than 10 ps. 16 This time-scale is short compared to the hydrodynamic time-scale for the expansion of the backlighter target and consequently the backlighter emission is spatially confined to the initial target dimensions. Thus, by viewing the backlighter foil edge-on, a small source size can be realized 20 as required for point-projection imaging of the thin wires. Spatially extended long-lasting thermal emission from Helium-like Cu-ions in the blow-off plasma was suppressed by use of Ni-filters (thickness 40 lm). In addition, filtering by at total of 1000 lm of Teflon (C 2 F 2 ) was required to sufficiently suppress the strong self-emission of the heated wire. The resulting x-ray image was recorded on an imaging plate detector above the target. The arrival time of the "backlighter pulse" relative to the "heater pulse" could be chosen between 0 and 3 ns.
K-shell fluorescence of the titanium wire is viewed sideon with a crystal spectrometer. Spatial resolution along the wire axis is achieved by placing a Ni-foil (thickness 25 lm) at a distance of 4.3 mm from the target between target and spectrometer crystal. The edge of the Ni-foil is oriented perpendicular to the wire axis and limits the length of the wire seen by the spectrometer depending on the position along the non-dispersive direction on the detector. Thus, the measured intensity profile represents the wire emission integrated spatially along the wire axis, the actual distribution is obtained from the local slope of the signal. Spatial resolution is limited by the 0.8 mosaic spread of the employed highly oriented pyrolytic graphite crystal to approximately 25 lm. The spectrometer covers a spectral range of <4:5 keV to 4.8 keV with a spectral resolution of 11 eV. A typical spectrum from the laser-irradiated wires ( Fig. 1 inset) shows the Ti-K a -line (at 4.51 keV) extending more than 200 lm into the wire. Besides the K a -line, we observe the He-like resonance (at 4.75 keV) and intercombination line rising sharply at the wire tip, indicating a thin (<25 lm) plasma at keV temperatures, which we attribute to the laser absorption region within the blow-off plasma. Satellite-emission arising from Ti-ions with a partially ionized L-shell (Ti 12þ and higher) is not observed.
The wide spectral acceptance of the spectrometer enables us to determine the number of K a -photons emitted along the wire without the need to model target heating and spectral shifts as necessary when using narrow-band crystal imagers. 21, 22 The spectrometer response was cross-calibrated against an x-ray CCD working in single-photon mode, which in turn had been absolutely calibrated using a radioactive source. We estimate the error of this absolute calibration to be of order 10%. Local variations of the crystal reflectivity were corrected for with a dedicated flat-fielding shot on a Titanium foil with the imaging Ni-foil removed. Fig. 3 shows the measured K a line-emission integrated along the wire. The measurement points are obtained as the amplitude of a Gaussian fit function through a lineout of width 25 lm (corresponding to the spatial resolution), and the error indicated is the uncertainty in the fit parameter, combined with the error from the flat-fielding shot. We find that a total of 2 Â 10 13 photons is emitted over the full length of the wire. Emission is strongest at the wire tip, rapidly decreasing to 10% after approximately 210 lm.
FIG. 1. Experimental setup (see text)
. The insets show the electron microscope image of the polished wire tip and the x-ray emission spectrum along the wire.
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III. DETERMINATION OF ENERGY DEPOSITION
Measurement of the absolute K a -yield spatially resolved along the wire enables us to directly determine the collisional energy deposition within the target, without the need to rely on extensive numerical modeling of the hot-electron generation and transport. K a -generation is computed using cross-sections from the relativistic binary encounter Bethe model for K-shell ionization 23 and the fluorescence yield of 0.214 for Ti. 24 For slowing down of the electrons in the wire and energy exchange with the target, we used stopping powers obtained from the ESTAR database. 25 Fig. 2 shows both r K ðEÞ and ðdE=dxÞ coll: . We find that the ratio, and consequently also the ratio of energy loss per emitted number of K-alpha photons, dE=dK a is approximately constant over most of the hot electron energies relevant in the experiment. Thus, it is intuitively clear that the amount of K-shell fluorescence is to a good approximation directly proportional to the collisional energy deposition. We calculate the K a -emission along the wire assuming a source of hot electrons at the tip of the wire. Re-absorption of the K a -signal within the wire is accounted for using tabulated cold opacities. The electrons are slowed down using collisional stopping powers, and the model assumes that the electrons are confined to the wire volume due to refluxing. We find that a 2-temperature electron distribution function,
where the hot-electron temperatures T 1;2 and the number of hot electrons N 1;2 are the only free fitting parameters, matches well the observed K a -profiles. The best fit of the model to the data in Fig. 3 ensues N 1 ¼ 2:9 Â 10 14 and a hot electron temperature of T 1 ¼ 110 keV, which is in good agreement with Beg's scaling 26 for the peak laser intensities employed in this experiment. This corresponds to a fraction 1 ¼ N 1 k B T 1 =E laser ¼ 14% of the laser energy converted to hot electrons with temperature T 1 . The fit is strongly sensitive to the parameters T 1 and 1 with fitting errors of 615% and 610%, respectively (see Fig. 3 for T 1 620 keV). For the hotter electron component, the data impose limits of T 2 ! 400 keV and 2 1:6%. After adjusting the electron spectrum to fit the measured K a -distribution, the model yields the energy deposited in the target by the hot electrons due to collisional energy loss. To ensure that collisional energy deposition dominates the total heating, we estimate resistive heating of the target caused by the return current drawn within the wire to balance the intense forward hot electron current. As the bulk electron density is several orders of magnitude larger than the hot electron density, the average velocities of electrons constituting the return current are slow and do not excite K a . Therefore, this type of energy deposition cannot be seen by the K a -spectrometer. We calculate heating due to return currents within the "rigid beam" model. 27 The increase in internal energy U of the bulk target due to resistive heating is computed by ðdU=dtÞ res: ¼ gj 2 , where the return current density is j ¼ Àj hot ¼ ðdQ=dtÞ=A over the wire cross section A. The hot electron current dQ/dt is assumed to follow the laser pulse shape with the total charge Ð ðdQ=dtÞdt obtained directly from the measured K a yields. The resistivity is calculated using the Drude model as g ¼ m ei =ðn e e 2 Þ, where e and m are electron charge and mass, respectively. The electron density is n e ¼ Zn i , and for the short time-scale, we can assume constant ion density n i corresponding to the target at solid density. The average charge state Z is temperature dependent (due to thermal ionization) and is calculated using the collisional-radiative atomic kinetics code FLYCHK. 28 The collision frequency is calculated by 1= ei ¼ 1= max þ 1= sp , where max ¼ v th =d ii is the maximum collision frequency of electrons at thermal velocity v th with mean free path of the average ion-ion distance FIG . 2. Cross section for K-shell ionization and collisional stopping power. The ratio of energy loss to K-shell ionization is approximately constant for electron energies >20 keV.
FIG. 3. (Top)
Measured K a -emission along the titanium wire (in the region <0 the entire wire is seen by the spectrometer). The fit to the data yields the hot electron distribution at the wire tip. (Bottom) Energy deposition (collisional and resistive), and resulting target temperatures, as inferred from the K a -emission.
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Hochhaus et al. Phys. Plasmas 20, 062703 (2013) d ii ¼ ð 4 3 pn i Þ À1=3 , and sp is the classical Spitzer limit for high temperatures. Fig. 3 shows both the collisional and resistive energy deposition along the wire. In contrast to hot electron transport studies in thin wire targets attached to gold cones or to a "nailhead," which suggested strong ohmic inhibition due to the enormous currents at intensities exceeding 10 20 W/cm 2 , 18, 22, 29 we find at the low intensities employed in this experiment that resistive heating only contributes a small fraction (%5%) to the total energy deposition. This can be regarded as an upper limit since slowing down of the hot electrons by the self-generated fields is neglected in the rigid beam approximation. We thus expect the target heating to be dominated by collisions, which we have accurately inferred from the K a -emission along the wire. The target bulk temperature reached after the hot electron fraction has slowed down completely (6 ps after their generation) is determined by use of the PROPACEOS equation of state 30 and is also shown in Fig. 3 . We find temperatures ranging from >150 eV at the tip of the wire, to $30 eV at a depth of 200 lm into the wire, and further to $5 eV at 700 lm. The maximum temperature of 150 eV is consistent with the upper limit imposed by the absence of satelliteemission from Ti-ions with a partially ionized L-shell in the K-shell emission spectra.
IV. ANALYSIS OF RADIOGRAPHIC MEASUREMENTS, HYDRODYNAMIC MODELING
The signal generated in the image plate by the x-ray photons from the backlighter can be written as
Here, N ph ðEÞ is the number of x-ray photons of energy E per energy interval dE, emitted into the solid angle subtended by one pixel of the detector. The response of the detector is R det ðEÞ, i.e., the number of counts produced per incident photon at energy E, and T Filter ðEÞ accounts for the energy dependent transmission of the filters in front of the detector. Material in the path from the backlighter to a detector pixel causes attenuation of the x-ray flux by expðq A l m ðEÞÞ, where l m ðEÞ is the mass attenuation coefficient (units ½cm 2 =g). The areal mass density q A ¼ Ð qðyÞdy is the mass density integrated along the path of the x-rays to the detector (here along the y-direction), and, consequently, the attenuation of the signal is a measure of q A .
In the case of a backlighter source emitting over a wide energy range, as is the case in our experiment, the dependence of the total signal on q A through Eq. (2) is non-trivial and in principle would require accurate knowledge of all the energy dependent quantities. Direct calibration by placing samples of the target material of various (known) thicknesses over the detector, as, e.g., used in Ref. 31 , cannot be applied here, since the target itself, being heated by intense hot electron currents, is a strong source of hard x-ray bremsstrahlung emission, which will distort the calibration. However, the situation is simplified when the signal is generated mostly by "hard," highly penetrating photons, where q A l m ðEÞ ( 1. In this case, Eq. (2) can be approximated to Sðq A Þ % Sð0Þ À q A l, i.e., the signal attenuation is directly proportional to q A . Here, S(0) is the unattenuated signal, and l ¼ Ð N ph ðEÞR det ðEÞT Filter ðEÞl m ðEÞdE is the average attenuation coefficient weighted by the signal. Fig.  4(a) shows q 0 d wire l m;Ti ðEÞ, where q 0 ¼ 4:51 g=cm 2 is the mass density of solid Titanium and d wire ¼ 50 lm the initial wire diameter. Consequently, q 0 d wire will be the maximum q A expected in this experiment. We find that q 0 d wire Á l m;Ti ðEÞ < 0:1 for photon energies >30 keV. Also, Fig. 4(a) shows the transmission T Filter ðEÞ of the filters as used in the experiment and the image plate response. The latter is assumed to be proportional to the energy deposition in the sensitive layer, which is calculated from the properties of the image plate. The filters employed here strongly suppress photons at energies below 10 keV, and the total response is strongest in the photon energy range of 20…100 keV. Determining the accuracy of the linear approximation would require knowledge of the backlighter emission spectrum N ph ðEÞ. Here, we have run Monte-Carlo simulations using the code EGSNRC. 32 Electron populations with a 1-temperature distribution and a total energy corresponding to 10% of the backlighter laser energy were injected into a thin copper foil. The electrons are reflected back and forth in the foil until slowed down. Fig. 4(b) shows the resulting x-ray emission for hot electron temperatures of 25…200 keV (according to Beg's scaling, temperatures of 50…100 keV would be expected at the laser intensity on the backlighter target). The insert in Fig. 4(b) shows the result of Eq. (2) for q A q 0 d wire . The maximum predicted backlighter attenuation lies between 10% and 17%, for hot electron temperatures of 25 keV and 200 keV, respectively. In fact, our radiographic images of cold wires, i.e., when only the backlighter We compare the images to radiation-hydrodynamic calculations of the wire expansion. Calculations were performed in 2D axially symmetric geometry with the code RALEF-2D; 33 equation of state, thermal conductivity, and spectral opacities were generated by the THERMOS code. 34 As initial conditions, we used the specific energy density determined from the K a -emission (Sec. III). According to Ref. 35 , the transition temperature to a radiation dominated plasma can be estimated as TðkeVÞ ¼ 2:1q ð1=3Þ . At our densities this transition temperature would amount to several keV, at least an order of magnitude higher than the temperatures reached within the wire. Comparison of runs with and without the radiation package indeed showed that radiation transport is negligible and the target evolution can be well described as a isentropic hydrodynamic expansion. Fig. 5 (bottom) shows the calculated radial mass density qðr; zÞ at the times where radiographic images were taken. As expected, further away from the wire tip, where temperatures are lower, the expansion is significantly slower than close to the wire tip. At a depth of 300 lm into the wire where the temperature has dropped to <20 eV, longitudinal temperature gradients are less than 0.05 eV/lm, corresponding to a pressure gradient of $30 kbar= lm. Longitudinal displacement of mass elements can be estimated to ð@P=@xÞt 2 =ð2qÞ, corresponding to $3 lm over a duration of t ¼ 3 ns (q is the mass density). Consequently, we find negligible differences between the 2D-results and calculations in 1D cylindrical geometry when comparing the temporal evolution of mass density at a fixed location along the wire. This effectively means that we can follow the isentropic quasi-1D expansion of HED matter, choosing an initial temperature by the corresponding position along the wire. The lineouts in Fig. 5 (bottom) correspond to the same locations as in the experimental images, i.e., at initial temperatures of 20, 10, and 5 eV, and show the Abel transform q A ðx; zÞ ¼ 2 Ð 1 r¼x qðrÞ r ffiffiffiffiffiffiffiffi ffi r 2 Àx 2 p dr projecting the axially symmetric mass density onto the detector plane.
Performing the inverse Abel transform on the data (top) leads to large errors due to the strong noise in the data. Therefore, to allow a more quantitative comparison of radiographic data and hydrodynamic calculations, we show in Fig. 6 the temporal evolution of the areal mass density at the center of the lineout, q A ðx ¼ 0Þ, for initial temperatures of 20, 10, and 5 eV, respectively. The experimental values were determined as the amplitude of a peak function fitted through the lineout and are normalized to the attenuation at a location far from the wire tip, where we can assume q A ¼ q 0 d wire . The error bars arise from the fit uncertainty due to the image noise, and from uncertainties in the shot-to-shot relative positioning of radiographs vs. K a -spectra, which determines the accuracy in determining the location along the wire. We find a good agreement between measured and calculated central areal densities over the investigated delay times. Thus, the expansion measurement corroborates the energy deposition as obtained from the K a -emission and demonstrates heating of the wire target over hundreds of micrometers. On the other hand, having measured the energy deposition, the expansion measurements confirm the EOS used in the hydrosimulations in the accessed parameter regime.
V. CONCLUSION
In conclusion, we have heated titanium wire targets employing hot electrons produced by intense-laser matter interaction. The energy deposition in the target was directly extracted with high precision from spatially resolved K a -calorimetry. X-ray radiography confirms that the target remains at its initial density over times large compared to the heating time and also shows the subsequent isentropic quasi-1D expansion of the target. This experimental scheme provides large, well defined samples of WDM. It will also provide a controlled path to expansion measurements at lower temperatures (<1 eV) where effects due to explosive boiling are expected when the target passes through metastable states in the two-phase liquid-vapor regime. 36 We note that radiographic measurements using the quasi-monochromatic source spectra obtained at x-ray free electron lasers will readily yield density resolution on the percent level. This would enable direct measurements of pressure-density isentropes as proposed in Ref. 37 , allowing stringent tests to EOS models in this challenging parameter regime.
