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Abstract. We study Anderson and alloy type random Schrödinger operators on ℓ 2 (Z d ) and L 2 (R d ). Wegner estimates are bounds on the average number of eigenvalues in an energy interval of finite box restrictions of these types of operators. For a certain class of models we prove a Wegner estimate which is linear in the volume of the box and the length of the considered energy interval. The single site potential of the Anderson/alloy type model does not need to have fixed sign, but it needs be of a generalised step function form. The result implies the Lipschitz continuity of the integrated density of states.
Model and results
We study spectral properties of Schrödinger operators which are given as the sum H = −∆ + V of the negative Laplacian ∆ and a multiplication operator V . The operators can be considered in d-dimensional Euclidean space R d or on the lattice Z d . To be able to treat both cases simultaneously let us use the symbol X d for either R d or Z d . On the continuum the Laplace operator is the sum of second derivatives
and V is a bounded function R d → R. Thus H is selfadjoint on the usual Sobolev space W 2,2 (R d ). In the discrete case the Laplacian is given by the rule ∆φ(k) = d i=1 φ(k + e i ) + φ(k − e i ), where φ is a sequence in ℓ 2 (Z d ) and (e 1 , . . . , e d ) is an orthonormal basis which defines the lattice Z d as a subset of R d . The potential is given by a bounded function V : Z d → R, and thus H is a bounded selfadjoint operator.
The operators we are considering are random. More precisely, the potential V = V per + V ω decomposes into a part V per which is translation invariant with respect to some sub-lattice nZ d , n ∈ N, i.e. V per (x + k) = V per (x) for all x ∈ R d and all k ∈ nZ d , and a part V ω which is random. The random part of the potential is a stochastic field V ω (x) := k∈Z d ω k u(x − k), x ∈ X d , of alloy or Anderson type. Here u : X d → R is a bounded, compactly supported function, which we call single site potential. The coupling constants ω k , k ∈ Z d form an independent, identically distributed sequence of real random variables. We assume that the random variables are bounded and distributed according to a density f of bounded variation. In the discrete case the random operator H ω = −∆ + V per + V ω is called Anderson model, and in the continuum case H ω is called alloy type model.
There is a well defined spectral distribution function N : R → R of the family (H ω ) ω which is closely related to eigenvalue counting functions on finite cubes. To explain this precisely, we need some more notation. Denote by χ the characteristic function of the set [−1/2, 1/2] d ∩ X d . Thus in the continuum case this set is a unit cube, and in the discrete case it is a single point. Also, for k ∈ Z d , let χ k (x) := χ(x − k) be the translate of χ.
will be abbreviated by Λ l , its intersection with Z d by Q l , the restriction of H ω to Λ l with selfadjoint boundary conditions (e.g. Dirichlet, Neumann or periodic ones) by H l ω , the spectral projection associated to H ω (respectively to H l ω ) and an interval I by P ω (I) (respectively by P l ω (I)), and the number of eigenvalues of
. With this notation we can define the integrated density of states, which is the spectral distribution of the family (H ω ) ω , by
Here χ is understood as a multiplication operator. The function N has the following selfaveraging property: for all E where N is continuous (that's a set with countable complement) the relation lim l→∞ (2l + 1) −d N l ω (E) = N (E) holds almost surely. This implies that if E 1 and E 2 are two continuity points of N , we have (1) lim
Thus if one is able to show that there is a function C : R → R and an exponent β ∈ ]0, 1], such that for all E 1 , E 2 ≤ E and for all l ∈ N the so-called Wegner bound (named after the
holds, it follows that the integrated density of states is (locally uniformly) Hölder-continuous with exponent β. Note that this shows a posteriori, that there are no points of discontinuity of N and thus the convergence in (1) hold actually for all E 1 , E 2 ∈ R. This is only one of the reasons why one is interested in bounds on the averaged quantity
It plays also a crucial role in arguments leading to the proof of localisation, i.e. the phenomenon that there is a subset I loc ⊂ R such that I loc ∩ σ pp (H ω ) = I loc and I loc ∩ (σ ac (H ω ) ∪ σ sc (H ω )) = ∅ almost surely. In fact, usually localisation goes along with quite explicit bounds on the decay of eigenfunctions and on the non-spreading of electron wavepackets (see for instance the monograph [Sto01] or the characterisation established in [GK04] ). For recent surveys on the integrated density of states see [KM07, Ves07] . Now we specialise to a specific class of single site potentials. The important point is that the resulting Anderson/alloy type model allows for random potentials where the potential values at different points in space are negatively correlated: Let κ > 0, v : X d → R a function satisfying v ≥ κχ, and α : Z d → R a function with compact support such that its Fourier
a single site potential of generalised step function form. Note that the sum contains only finitely many non-vanishing terms. Due to the fact that the coefficients α k , k ∈ Z d , may change sign, the random potential V ω can have negative correlations between values at different sites. Now we are in the position to formulate our main result:
with a single site potential u of generalised step function form. Assume that the density f of the coupling constants has compact support and bounded variation. Then there is a continuous function C W : R → R such that for all E 1 , E 2 ≤ E and for all l ∈ N the Wegner bound To apply the theorem one has to know thatα vanishes nowhere on the torus. Let us give two instances where this condition holds. The first case is when there is an index
Secondly, in the case that d = 1 and that the diameter N of the support of α is kept fixed, the property holds for a dense, open subset of α ∈ R N +1 .
As mentioned above, estimate (4) implies that the integrated density of states N : R → R is locally uniformly Lipschitz-continuous. This in turn implies that the derivative n(E) :=
exists almost everywhere on R and is locally uniformly bounded by n(E) ≤ C W (E). The function n is called density of states.
For Anderson/alloy type models where the single site potential has fixed sign, Wegner estimates are well understood by now, see e.g. [KM07, CHK07, Ves07] . Let us discuss earlier theorems in the literature which establish Wegner estimates for single site potentials that change sign.
Theorem 1 recovers the main result of [Ves02] where the same statement was proven under two additional conditions: It was assumed that there is an index j ∈ Z d such that |α j | > k∈Z d ,k =j |α k | and that the density f belongs to the Sobolev space W 1,1 c (R). Exactly the same statement as in Theorem 1 above, but only for dimensions d = 1 and d = 2 was proven in [KV06] in a joint paper with V. Kostrykin. There is another method to prove Wegner estimates for single site potentials that are allowed to change sign which is based on certain vector fields in the parameter space underlying the alloy type model. It was introduced in [Klo95] by F. Klopp and improved by P. Hislop and F. Klopp in [HK02] . Its advantage is that it applies to arbitrary continuous, compactly supported single site potentials (which are not identically equal to zero). The regularity requirement on the density f is slightly more restrictive than in the Theorem 1. However, this method applies only to certain energy intervals [E 1 , E 2 ]: sufficiently low energies are allowed, but arbitrary high energies are not allowed. The papers [Klo95, HK02, KV06] contain various other results, which we do not state here, because they cannot be directly compared with our theorem above. Additional aspects of Wegner estimates for sign-nondefinite single site potentials are discussed e.g. in [CHKN02] , Section 5.5. of [Ves07] , and [CHK07] .
Let us briefly discuss the relevance of the condition that the Fourier transformα does not vanish on [0, 2π [ d . It ensures that the multi-dimensional Laurent matrix A with coefficients α j−k , j, k ∈ Z d , when considered as an operator from ℓ p (Z d ) to ℓ p (Z d ) has a bounded inverse B. However, in the proof of the Wegner estimate above we encounter not the infinite matrix A, but rather finite size matrices A Λ which need to have bounded inverses B Λ with norms uniformly bounded in Λ = Λ l , l ∈ N. The relevant norm is the column sum norm, corresponding to the operator norm on ℓ 1 (Λ). If A Λ is chosen to be a finite section multi-dimensional Toeplitz operator this leads to nontrivial open questions concerning the invertibility of truncated Toeplitz matrices, see for instance [BS99] . This is the reason why the results of [KV06] are restricted to dimension one and two, cf. also [KS80] . However, it turns out that one has a certain freedom in the choice of the finite volume matrices A Λ . In particular, one can choose them to be finite multi-dimensional circulant matrices (rather than finite Toeplitz matrices), which have much better invertibility properties and can be used to complete the proof of Theorem 1.
Proof of Theorem 1
Remark 2 (Cubes). Theorem 1 concerns Hamiltonians restricted to a cube Λ l ⊂ X d of side length 2l + 1. However, in the proof we will have to deal with several modifications of this cube. First, we need to consider cubes which are subsets of Z d and not of X d (which may be either R d or Z d ). Second, modified cubes will be of larger side length than the original cube Λ l . At this point we list the various cube sizes which will appear at various stages of the proof.
To avoid confusion, cubes in X d will be denoted by the symbol Λ while the letter Q will be reserved for cubes in Z d . In the following we assume that l ∈ N is fixed and that Λ = Λ l . Since the single site potential u has compact support, there is some R ∈ N such that supp u is contained in Λ R . This implies that the set of the lattice sites k such that the coupling constants ω k influence the potential V ω inside the cube Λ is contained in the set Q l+R = Λ l+R ∩ Z d . Similarly, there is some r ∈ N such that the support of v is contained in Λ r . Consequently, the set {k ∈ Z d | supp v k ∩ Λ l } is contained in Q l+r . Here we used the abbreviation v k (x) = v(x − k). Finally, there is some D ∈ N such that supp α ⊂ Q D . The relation between v, u, and α implies R ≤ r + D. Let us point point out that all cubes listed depend on the reference cube Λ of side length 2l + 1.
The proof of Theorem 1 uses results on spectral averaging for non-negative single site potentials established in [CH94, §4] (see also [KS87] ). These facts are formulated in Proposition 3. The subsequent Propositions 4 and 5 contain the estimates which are needed to deal with single site potentials of changing sign
(b) Let H = −∆ + W be a Schrödinger operator with a bounded potential W , w a function satisfying w ≥ χ j for some j ∈ Z d , and t → H t = H + tw a one parameter family of operators. Denote by H Λ t a selfadjoint restriction of H t to a cube Λ and by P Λ t (I) the associated spectral projection on to the interval I. Then, for any g ∈ L ∞ c (R) and any φ ∈ L 2 (Λ) with φ = 1 we have
The first statement allows one to decompose the expectation value of the trace of the spectral projector into local contributions of unit cubes. The local contributions do not depend on the trace, but rather on the norm of certain restricted operators. Spectral averaging is easier to perform of norms than on traces. Estimate (a) is proven using Dirichlet-Neumannbracketing and Jensen's inequality in the case of operators on L 2 (R d ). For operators on ℓ 2 (Z 2 ) the estimate is trivial and the constant C(E 2 , V ) can be chosen equal to one.
Statement (b) is a spectral averaging estimate which is based on a contour integral in the complex plane and the residue theorem.
The next two propositions contain the main technical results of the paper. For a cube Λ = Λ l let us denote by A Λ and B Λ matrices with coefficients in Q l+R . If A Λ is invertible, B Λ will denote its inverse. The column sum norm sup k j |B Λ (j, k)| of B Λ will be denoted by B Λ 1 .
Proposition 4. Let
A Λ (j, k) = α j−k for all j ∈ Q l+r and k ∈ Q l+R then for any j ∈ Q l and φ ∈ L 2 (Λ l ) with φ = 1
Here f BV denotes the total variation norm of the density f of the random variables ω k .
Let us point out that condition (5) fixes the coefficients of A Λ only in a multi-dimensional rectangle. The coefficients outside the rectangle are arbitrary, up to the invertibility condition.
Denote by A : ℓ 1 (Z d ) → ℓ 1 (Z d ) the linear operator whose coefficients in the canonical orthonormal basis are A(j, k) = α j−k for j, k ∈ Z d . Since the function α has compact support, the operator A is bounded. Moreover,α is an element of the Wiener algebra of functions on the d-dimensional torus with absolutely convergent Fourier series. The so-called '1/f Theorem' of Wiener states that ifα vanishes nowhere on the torus, then the inverse 1/α has an absolutely convergent Fourier series as well. Wiener's original result concerns the case d = 1, but Gelfand's proof of the theorem (cf. e.g. [Arv02, Kat04] ) extends directly to arbitrary d. If we denote by β n the Fourier coefficients of 1/α, then the Laurent matrix B = (β j−k ) j,k∈Z d has finite column sum norm, i.e. is bounded as an operator
Furthermore, since 1/α is the inverse ofα, the operator B is the inverse of A.
For a given cube Λ = Λ l and a site m ∈ Z d we consider the associated lattice Γ l+R (m) = m + Γ l+R , where Γ l+R = (2l + 2R + 1)Z d , and the projection π l+R :
If there is no danger of confusion we will drop the subscript l + R denoting the period.
Proposition 5. Let l > R and Λ = Λ l . Define the matrix A Λ by A Λ (j, k) = α π(j−k) for j, k ∈ Q l+r . Then A Λ satisfies condition (5), is invertible and
where B Λ is the inverse of A Λ and B the inverse of A.
Note that A Λ (and thus its inverse B Λ , as well) is a multi-dimensional circulant matrix. Now we prove the two propositions before completing the proof of Theorem 1 at the end of this section. The next proof is an adaptation of results in [Ves02, KV06] .
Proof of Proposition 4. Let us first reduce the model to the case κ = 1. Obviously we can write the random potential as
The distribution of the random variable κ ω k has the density x → h(x) := 1 κ f (x/κ). The total variation norm of h equals 1 κ f BV . Thus we can replace κ by one, if we keep in mind that the variation norm of the density gets multiplied by 1/κ.
As pointed out earlier E φ, χ j P l ω (I)χ j φ depends only on a finite number of random variables ω k . More precisely if R is such that the compact support of u is contained in Λ R then only the coupling constants ω k with index k in Q l+R influence the scalar product φ, χ j P l ω (I)χ j φ . Thus we can express the expectation value E φ, χ j P l ω (I)χ j φ as a finite dimensional integral
Here F (ω Λ ) = k∈Q l+R f (ω k ) is the common density of the random variables ω k with index in Q l+R and L is the cardinality of this index set.
In the sequel it will be convenient to have two alternative representations for the random potential V ω . This will be presented next. For any x ∈ R we have
If x ∈ Λ l , the last sum equals m∈Q l+r v(x − m) k∈Q l+R α m−k ω k . Here r ∈ N is such that the compact support of v is contained in Λ r . Thus, we can conveniently express V ω (x) for x ∈ Λ l using new random variables η m :
By assumption there exists an invertible matrix
We define the random variables η m for m ∈ Q l+R \ Q l+r by requiring that the relation (8) is true for these indices as well.
If we express the random potential in the η-variables, the 'effective' single site potentials v j satisfy v j ≥ χ j , and thus the spectral averaging result of Proposition 3 (b) applies: For any g ∈ L ∞ c (R), any j ∈ Q l , and φ ∈ L 2 (Λ l ) with φ = 1 we have
However, the η-random variables are no longer independent. To understand their dependence we have to analyse the common density. It can be compactly written in the form
is the original common density of the ω k , k ∈ Q l+R . Thus (6) equals (10)
Here we denote by η ⊥j Λ the sub-collection of random variables indexed by Q l+R \ {j}. If we apply (9) to the one dimensional integral appearing in (10), we obtain the upper bound |I| sup η j ∈R |k(η Λ )|. Assume for the moment that f is continuously differentiable. Then
we can pass back to the ω-variables and establish the bound
Thus (10) is bounded by |I| B Λ 1 f BV . To extend this estimate to general densities f of bounded variation, let {f k } k be an approximation sequence of smooth, nonnegative, compactly supported functions such that
As we have shown, the first integral on the right is bounded by |I| B 1 f k BV . This expression tends to |I| B 1 f BV for k → ∞. A telescoping argument shows that the norm of the second integral is bounded by L f − f k 1 , which tends to zero as k → ∞. Thus the proposition is proven.
The following lemma will be used in the proof of Proposition 5.
Lemma 6. Let N ∈ N and π = π N . Then, for all j ∈ Q N and k ∈ Q N +D the equality
Proof. We first show that α π(j−k) = 0 implies α j−k = 0: Set m = j − k. If α m = 0 then m ∈ Λ D , since the support of α is contained in Λ D . This implies π(m) = m and thus α π(m) = α m . Now we consider the case α π(m) = 0. In this case m is an element of Λ D + Γ N +D . Since j ∈ Q N +r and k ∈ Q N +D , the triangle inequality implies j − k ∞ ≤ 2N + D. As
Proof of Proposition 5. An application of Lemma 6 with the choice N = l + r (recall that R ≤ r + D) shows that the matrix A Λ with coefficients A Λ (j, k) = α π(j−k) for j, k ∈ Q l+R satisfies condition (5). Now we have to identify the inverse of A Λ . Define B Λ : ℓ 1 (Q l+R ) → ℓ 1 (Q l+R ) by B Λ (j, k) := In the last line we used that n + Γ = Γ for n ∈ Γ. By the definition of the Laurent matrix A, the last expression equals Completion of the proof of Theorem 1. We collect the estimates established so far:
E Tr P Remark 7. Daniel Lenz pointed out to us that the calculation in the proof of Proposition 5 can be understood from a more abstract point of view. If G is a locally compact abelian group and H a closed subgroup (with appropriate invariant measures) then the projection map induces a homomorphism between the convolution algebras ℓ 1 (G) and ℓ 1 (H).
