Throughout the paper let q = 2 n~\ r = 2 n~\ s = 2 n , and t = 2 n+1 . S iyj is the Kronecker delta. 1* The algebras. In 1965 J. B. Stroud [3] , pursuing some earlier work of E. C. Paige [2] , defined the following class of vector spaces and proved that they are central simple Jordan Algebras of characteristic two: DEFINITION. Let B (2 n ) for n ^ 2 be the vector space over the field Z 2 of two elements with basis u_ ly u Q , u 19 , u s _ 2 , v 19 v 2 , , v s and with multiplication in B (2 n ) defined inductively as follows: The products UiU s for -1 ^ i, j <: s -2 are defined by: (1) u 0 Ui -%i for -l^i^s-2, (2) ut, = 0, u^Ui = %_! for 0 ^ i ^s -2, (3) UiU s = u s Ui for -1 <; ί 9 j ^ s -2, ( 4 ) u\ -u\ = UjU z = 0.
Assuming the products UiUj are defined for -l^ί, j ^ 2 k -2 where 2 ^ k ^ n -1, let p = 2 k and define
For k ^> 1, m ^ 0, p = 2 fe , define the products n-v 5 by: 
From this definition it is clear that B (2 n ) is commutative ( (3), (7), (14)) and that u 0 is its identity element ( (1), (8) 
ZERO (6) COMMUTATIVITY (7) ZERO ( (13) with (7))
(10), (11), (13) with smaller values of p (17) with (14) ZERO (19) The numbers indicate the equation used to determine the particular block of the multiplication table, COMMUTATIVITY in a block means that the block in question is determined from a corresponding block by the commutativity of B(2 n ), and ZERO denotes a block all of whose entries are zero. Assuming that the matrix A n = (c<, y ) where -lgij'gί-2 is defined in terms of elements a e and b m of Z 2 with Oge^s-2 and 824 JAMES E. WARD, III 0 <^ m ^ s, we define the matrix A n+1 = (d itj ) for -l^ί,j in terms of elements a e and b m of Z 2 with 0 <Z e <^ t -2 and 0 as follows: For -lgi, j <; s -2,
(lv) To establish the necessity of the condition of the theorem, we proceed by induction on n. The case n = 2 is straightforward in view of the preceding lemmas and, for the induction step, we make the following definitions and state a lemma about them: DEFINITION. If A is an automorphism of B (2" +1 ) with matrix (c itd ), -1 ^ i, j ^ 2t -2, relative to the canonical basis of B (2 n+1 (2 n+1 ) induced by A is the linear transformation A* of B(2 n+ι ) onto itself whose matrix (b iyj ), -1 ^ i, j <: 2ί -2, relative to the canonical basis of B (2 n+1 ) is defined by:
ji and
LEMMA 7. (i) If A is an automorphism of B(2 n+1 ), then the restriction A! of A to B(2 n ) is an automorphism of B{2 n ). (ii) If A is an automorphism of B(2 n ), then the linear transformation A* of B(2 n+1 ) induced by A is an automorphism of B(2 n+1 ).
The induction step then proceeds as follows: We assume that every automorphism of B(2 n ) has matrix of the form A n relative to the canonical basis of B(2 n ) and we let A be an automorphism of B (2 n+1 ) with matrix (d itj ), -l^i, j ^ 2t -2, relative to the canonical basis of B (2 n+1 ). We must show that (d itί ) satisfies (i)-(ix). By the induction hypothesis and Lemmas 5 and 7, we have (i)-(iv). Lemma 1 establishes (v) and (vi)-(ix) follow from the induction hypothesis and Lemmas 4 and 6. Thus we have that (d itj ), -1 ^ i, j <L2t -2, is of the form A n+1 , completing the induction. Therefore every automorphism of B(2 n ), n ^ 2, has matrix of the form A* relative to the canonical basis of B{2 n ). To establish the sufficiency of the condition we first show that det A n -1 for n ^ 2. This is accomplished by expanding det A n by the cofactors of its first column, expanding the resulting (t -1) x (t -1) determinant by the cofactors of its first row, expanding the resulting (t -2) x (t -2) determinant by the cofactors of its first column, and continuing to alternate in this manner. In view of Lemmas 1, 3 and 4, after t -2 such steps we have This fact about the determinant says that A n is the matrix relative to the canonical basis of B (2 n ) of a nonsingular linear transformation A of B{2 n ) onto itself. Hence it only remains to show that A preserves products of the basis elements of B (2 n ) and this may be checked by a straightforward but lengthy calculation. This completes the proof.
3* The automorphism groups* At this point we know that the automorphism group JK of B (2 n ) over Z 2 is the group formed by all matrices of the form A n under matrix multiplication. From the definition of the matrices A n1 n^ 2, it follows that such a matrix has 3g elements α^ and r -1 elements b ά in its first row. Since any matrix of the form A n is completely determined by the elements of its first row, this says that the order of j*ς is 2 3q+r~1 = 2 5q~\
In order to examine the structure of X, we make the following Then I % is a subset of {i: 0 <^ i <, t -2} and consists of 5q -1 elements.
For ΐ in I % , define Gi as follows: ( i) If i is in 7Γ, Gi is the matrix of the form A n with α { = 1, a ό -0 for j in 7f and j Φ i, and 6 2jfc = 0 for 2 ^ k ^ r.
(ii) If ί is in J 2 W , G, is the matrix of the form A n with b^s +2 = 1, 6 J . -β+a = 0 for j in / 2 U and i Φ i, and α λ = 0 for k in If. Denote by (ί ί9 i 2 , , i m ), where i 5 -is in I
