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IDENTITIES FOR MATRIX INVARIANTS OF THE
SYMPLECTIC GROUP
ARTEM A. LOPATIN
Abstract. The general linear group acts on the space of several linear
maps on the vector space as the basis change. Similarly, we have the
actions of the orthogonal and symplectic groups. Generators and iden-
tities for the corresponding polynomial invariants over a characteristic
zero field were described by Sibirskii, Procesi and Razmyslov in 1970s. In
1992 Donkin started to transfer these results to the case of infinite fields
of arbitrary characteristic. We completed this transference for fields of
odd characteristic by establishing identities for the symplectic matrix
invariants over infinite fields of odd characteristic.
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1. Introduction
We work over an infinite field F of arbitrary characteristic p = charF. All vector
spaces, algebras and modules are over F and all algebras are associative with unity
unless otherwise stated.
Consider a group G from the list GL(n), O(n) = {A ∈ Fn×n |AAT = E},
SO(n) = {A ∈ O(n) | det(A) = 1}, Sp(n) = {A ∈ Fn×n |AA∗ = E}, where we
assume that p 6= 2 in case G ∈ {O(n), SO(n)} and n is even in case G = Sp(n).
Here Fn×n is the space of n×n matrices over F and A∗ = −JATJ is the symplectic
transpose of A, where J = Jn =
(
0 E
−E 0
)
is the matrix of the non-degenerate
skew-symmetric bilinear form. The group G acts on the space V = (Fn×n)⊕d by
the diagonal conjugation:
g · (A1, . . . , Ad) = (gA1g
−1, . . . , gAdg
−1)
for g ∈ G and A1, . . . , Ad in F
n×n. The coordinate ring of V , i.e. the algebra of all
polynomial maps V → F, is the polynomial ring
R = F[xij(k) | 1 ≤ i, j ≤ n, 1 ≤ k ≤ d]
in n2d variables, where xij(k) sends (A1, . . . , Ad) to the (i, j)
th entry of Ak. The
algebra of matrix G-invariants is the set of all polynomial maps f ∈ R that are
constants on G-orbits of V , i.e., f(g · v) = f(v) for all g ∈ G and v ∈ V . We denote
this algebra by RG.
For f ∈ R denote by deg f its degree and by mdeg f itsmultidegree, i.e., mdeg f =
(t1, . . . , td), where tk is the total degree of the polynomial f in xij(k), 1 ≤ i, j ≤ n,
and deg f = t1+ · · ·+td. By the Hilbert–Nagata Theorem on invariants, each of the
considered algebras of invariants RG is a finitely generated algebra. The algebra RG
also have N0-grading by degrees and N
d
0-grading by multidegrees, where N0 stands
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for non-negative integers. Denote by D(RG) the maximal degree of elements of a
minimal (by inclusion) Nd-homogeneous set of generators (m.h.s.g.) for RG.
Generating sets for the considered algebras of invariants are known (see Sec-
tion 2) as well as relations between generators for RGL(n) and RO(n) (see Section 3).
In case p = 0 relations between generators for RSp(n) are also known (see [11]). The
key difference between the case of zero and positive characteristic is the following
property obtained in [2]:
(1) D(RGL(n))→∞ as d→∞ if and only if 0 < p ≤ n.
In this paper we describe the ideal of relations for RSp(n) over a field of odd
characteristic (see Theorem 3.3 below). As a corollary, working under assumption
that p 6= 2 we extend the property (1) to the cases of RO(n) and RSp(n) (see
Theorem 6.1).
Throughout this paper we write N0 for non-negative integers and N for positive
integers. Given t ∈ Nv0 , we denote t1 + · · ·+ tu by |t|.
2. Generators
To formulate the result describing generators of the algebra RG, we introduce
the following notations. The ring R is generated by the entries of n × n generic
matrices Xk = (xij(k))1≤i,j≤n (1 ≤ k ≤ d).
Consider an arbitrary n × n matrix A = (aij) over some commutative ring.
Denote coefficients in the characteristic polynomial of A by σt(A), i.e.,
det(λE −A) =
n∑
t=0
(−1)tλn−tσt(A).
So, σ0(A) = 1, σ1(A) = tr(A) and σn(A) = det(A).
Part (a) of the following theorem was proven by Donkin [4], parts (b), (c) by
Zubkov [15].
Theorem 2.1. The algebra of matrix G-invariants RG is generated by the following
elements:
(a) σt(A) (1 ≤ t ≤ n and A ranges over all monomials in X1, . . . , Xd), if
G = GL(n);
(b) σt(B) (1 ≤ t ≤ n and B ranges over all monomials in X1, . . . , Xd,
XT1 , . . . , X
T
d ), if G = O(n);
(c) σt(C) (1 ≤ t ≤ n and C ranges over all monomials in X1, . . . , Xd,
X∗1 , . . . , X
∗
d ), if G = Sp(n).
We can assume that in the formulation of Theorem 2.1 each of monomials A,B,C
is primitive, i.e., is not equal to a power of a shorter monomial. If p = 0 or p > n,
then in Theorem 2.1 it is enough to take traces tr(U), where U can be non-primitive,
instead of σt(U) in order to generate the algebra R
G. The corresponding results
were obtained earlier than Theorem 2.1 by Sibirskii [12] and Procesi [11].
Remark 2.2. It is not difficult to see that elements from Theorem 2.1 are in
fact invariants. Namely, the action of G on V induces the action on R as follows:
g · xij(k) is the (i, j)-th entry of g
−1Xkg. Given f ∈ R, we have f ∈ R
G if and
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only if g · f = f for all g ∈ G. Then the following properties give us the required:
σt(gAg
−1) = σt(A).
3. Identities
To describe relations for RG we should represent it as a quotiont of the corre-
sponding free algebra σ〈X˜〉 by the ideal of relations Kn. All necessary definitions
are given below.
Let 〈X〉 be the semigroup (without unity) freely generated by letters
• x1, . . . , xd, if G = GL(n);
• x1, . . . , xd, x
T
1 , . . . , x
T
d , otherwise.
Denote 〈X〉# = 〈X〉 ⊔ {1}, i.e., we endow 〈X〉 with the unity. Assume that a =
a1 · · ·ar and b are elements of 〈X〉, where a1, . . . , ar are letters.
• Introduce the involution T on 〈X〉 as follows. If G = GL(n), then aT = a.
Otherwise, we set bTT = b for a letter b and aT = aTr · · ·a
T
1 ∈ 〈X〉.
• We say that a and b are cyclic equivalent and write a
c
∼ b if a = a1a2 and
b = a2a1 for some a1, a2 ∈ 〈X〉
#. If a
c
∼ b or a
c
∼ bT , then we say that a
and b are equivalent and write a ∼ b.
An element from 〈X〉 is called primitive if it is not equal to a power of a shorter
monomial. Obviously, if a ∼ b for a primitive a ∈ 〈X〉, then b is also primitive.
Introduce the natural lexicographical linear order on 〈X〉 by setting x1 > x
T
1 >
x2 > x
T
2 > · · · and ab > a for a, b ∈ 〈X〉. (Note that we can actually consider any
other lexicographical linear order).
• Let 〈X˜〉 ⊂ 〈X〉 be a subset of maximal (with respect to the introduced
lexicographical order on 〈X〉) representatives of ∼-equivalence classes of
primitive elements.
• Let σ〈X˜〉 be the ring with unity of commutative polynomials over F freely
generated by “symbolic” elements σt(a), where t > 0 and a ∈ 〈X˜〉.
For a letter b ∈ 〈X〉 define
Xb =


Xk, if b = xk
XTk , if b = x
T
k and G = O(n)
X∗k , if b = x
T
k and G = Sp(n)
.
Given a = a1 · · · ar ∈ 〈X〉, where ai is a letter, we set Xa = Xa1 · · ·Xar . Consider
the surjective homomorphism of algebras
Φ˜n : σ〈X˜〉 → R
G
defined by σt(a) → σt(Xa), if t ≤ n, and σt(a) → 0 otherwise. Note that for all
n×n matrices A,B over R and 1 ≤ t ≤ n we have σt(A
δ) = σt(A), (A
δ)δ = A, and
(AB)δ = BδAδ, where δ stands for the transposition or symplectic transposition.
Hence the map Φ˜n is well defined. Its kernel Kn is the ideal of relations for R
G.
To define elements generating Kn we need the algebra σ〈X〉.
• Let F〈X〉 and F〈X〉# be the free associative algebras (without and with
unity, respectively) with the F-bases 〈X〉 and 〈X〉#, respectively. Note that
elements of F〈X〉 and F〈X〉# are finite linear combinations of monomials
from 〈X〉 and 〈X〉#, respectively.
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• Let σ〈X〉 be a ring with unity of commutative polynomials over F freely
generated by “symbolic” elements σt(a), where t ≥ 1 and a ranges over
polynomials from F〈X〉 with coefficient 1 in the highest term with respect
to the introduced lexicographical order on 〈X〉. Define
σt(αa) = α
tσt(a)
for α ∈ F and denote σt(0) = 0.
We will use the following conventions for elements of σ〈X˜〉 and σ〈X〉: σ0(a) =
1 and σ1(a) = tr(a). Similarly to Φ˜n : σ〈X˜〉 → R
G, we define the surjective
homomorphism of algebras Φ̂n : σ〈X〉 → R
G.
The following lemma implies that any element of σ〈X〉 can be considered as an
element of σ〈X˜〉. In what follows, we apply this lemma without a reference to it.
See Section 2 of [10] for the definitions of Ft and Pt,l.
Lemma 3.1. We have σ〈X˜〉 ≃ σ〈X〉/L for the ideal L generated by
(a) σt(a1 + · · ·+ as) = Ft(a1, . . . , as),
(b) σt(a
l) = Pt,l(a),
(c) σt(bc) = σt(cb),
(d) σt(a
T ) = σt(a) in case G is O(n) or Sp(n),
where t > 0, l, s > 1, a1, . . . , as ∈ F〈X〉, a, b, c ∈ 〈X〉. Moreover, L belongs to the
kernel of Φ̂n.
The isomorphism from Lemma 3.1 was established by Donkin (see [5]) in case
G = GL(n) and by Lopatin (see Lemma 3.1 of [8]) in case G = O(n). The proof for
the case of G = Sp(n) follows immediately from the case of G = O(n). The second
statement of the lemma was proven in Remark 3.6 of [10].
Assume thatG is O(n) or Sp(n). Let us recall the definition of element σt,r(a, b, c)
of σ〈X〉, where t, r ≥ 0 and a, b, c ∈ F〈X〉. For short, we set x = x1, y = x2, and
z = x3. Consider the quiver (i.e., the oriented graph) Q:
x✒✑
✓✏
❲1 tt
y,yT
❤❣
❢❞❝
❜❵❴❫❭❬❩❳❲244
z,zT
❤❣❢❞❝❜❵❴❫❭
❬❩
❳❲ x
T
✒✑
✓✏
✎ ,
where there are two arrows from vertex 2 to vertex 1 as well as from 1 to 2. By abuse
of notation arrows of Q are denoted by letters from 〈X〉. For an arrow a denote by
a′ its head and by a′′ its tail. A sequence of arrows a1 · · ·as of Q is a path of Q if
a′′i = a
′
i+1 for all 1 ≤ i < s. The head of the path a is a
′ = a′1 and the tail is a
′′ = a′′s .
A path a is closed if a′ = a′′. Denote the multidegree of a monomial a in arrows of
Q by mdeg(a) = (degx(a)+degxT (a), degy(a)+degyT (a), degz(a)+degzT (a)). We
set
σt,r(x, y, z) =
∑
(−1)ξσk1(e1) · · ·σkq (eq),
where the sum ranges over all closed paths e1, . . . , eq in Q that are pairwise different
with respect to ∼-equivalence and k1, . . . , kq > 0 (q > 0) satisfying k1mdeg(e1) +
· · · + kq mdeg(eq) = (t, r, r). Here ξ = t +
∑q
i=1 ki(degy ei + degz ei + 1). Given
a, b, c ∈ F〈X〉 we define σt,r(a, b, c) as the result of the substitutions x→ a, y → b,
z → c in σt,r(x, y, z).
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Part (a) of the following theorem was proven by Zubkov [14] and part (b) by
Lopatin [8], [9]:
Theorem 3.2. The ideal of relations Kn for R
G ≃ σ〈X˜〉/Kn is generated by
(a) σt(a) for t > n, if G = GL(n);
(b) σt,r(a, b, c) for t+ 2r > n (t, r ≥ 0), if G = O(n) and p 6= 2.
Here a, b, c ranges over F〈X〉.
Define the element ̺t,r(x, y, z) of σ〈X〉 by
̺t,r(x, y, z) =
∑
(−1)t+k1+···+kqσk1(e1) · · ·σkq (eq),
where e1, . . . , eq, k1, . . . , kq are the same as in the definition of σt,r.
Theorem 3.3. Assume p 6= 2 and G = Sp(n). Then the ideal of relations Kn
for RSp(n) ≃ σ〈X˜〉/Kn is generated by ̺t,r(a, b, c) for t + 2r > n (t, r ≥ 0), where
a, b ∈ F〈X〉 and c ∈ F〈X〉#.
The key difference of the relations in case G = O(n) and in case G = Sp(n) is
that in the first case the degree of any non-zero relation (from σ〈X˜〉) is greater
than n, but in the second case there are non-trivial relations of degree n2 + 1. The
proof of the theorem is given at the end of Section 5.
Remark 3.4. Denote by Fp ⊂ F the field of characteristic p, generated by 1.
Note that generators of RSp(n) as well as elements from the formulation of Theo-
rem 3.3 are defined over Fp. Hence the standard linear algebra arguments imply
that without loss of generality in the proof of Theorem 3.3 we can assume that F
is algebraically closed.
Proof. This remark follows from the fact that if A ≃ B/K for algebras A and B
over Fp and an ideal K of B, then A⊗F ≃ B⊗F/K ⊗F, where the tensor product
is over Fp. 
4. Isomorphism of algebras
In this section we assume that F is an arbitrary field and n is even. Let us
recall that over a ring of characteristic two a matrix A is called skew-symmetric
if A = −AT and every diagonal element of A is zero. To define a subalgebra In
of R ⊗ F[yij | 1 ≤ i < j ≤ n] we denote by Y the n × n skew-symmetric matrix
with the (i, j)th entry equal to yij for i < j. The algebra In is generated by all
σt(A1Y · · ·ArY ) for 1 ≤ t ≤ n, r > 0, where Ai ∈ {X1, . . . , Xd, X
T
1 , . . . , X
T
d } for
all i. Consider the homomorphism of algebras
Ψn : R⊗ F[yij | 1 ≤ i < j ≤ n]→ R
defined by Ψn(Xk) = XkJ (1 ≤ k ≤ d) and Ψn(Y ) = −J . Here Ψn(Xk) stands
for the n× n matrix such that its (i, j)th entry is Ψn(xij(k)) and Ψn(Y ) is defined
similarly. In what follows, we use similar notations.
Lemma 4.1. The restriction of Ψn to In is an isomorphism of algebras In and
RSp(n).
This lemma is proven at the end of this section. Note that Ψn(In) ⊂ R
Sp(n).
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Let I ′n be the subalgebra of R ⊗ F[zij | 1 ≤ i, j ≤ n] generated by el-
ements σt(A1ZJZ
T · · ·ArZJZ
T ) for 1 ≤ t ≤ n, r > 0, where Ai ∈
{X1, . . . , Xd, X
T
1 , . . . , X
T
d } for all i and Z = (zij)1≤i,j≤n.
Lemma 4.2. The exists a unique homomorphism of algebras θn : I
′
n → In
that sends σt(A1ZJZ
T · · ·ArZJZ
T ) to σt(A1Y · · ·ArY ) for all Ai ∈ {X1, . . . , Xd,
XT1 , . . . , X
T
d } and 1 ≤ t ≤ n.
Proof. Given a monomial a = A1ZJZ
T · · ·ArZJZ
T , we write θn(a) for the mono-
mial A1Y · · ·ArY . Let f =
∑
i αiσti1(ai1) · · ·σtiri (airi) be an element of I
′
n, where
αi ∈ F. Denote by h the element
∑
i αiσti1(θn(ai1)) · · ·σtiri (θn(airi)) of In. To
prove the lemma, it is enough to show that if f = 0, then h = 0.
Assume that f = 0. Then the result of substitution Z → B in f is zero for every
B ∈ Fn×n. It is well-known that for any skew-symmetric bilinear form f on Fn we
have Fn = V0 ⊕ V1, where V0 is the kernel of f and the restriction of f to V1 is
given by the matrix JdimV1 with respect to some basis of V1 (for example, see [6]).
Therefore, for any skew-symmetric n×n matrix C over F there is a B ∈ Fn×n such
that BJBT = C. Thus, the result of substitution Y → C in h is zero for every
skew-symmetric matrix C ∈ Fn×n. Since F is infinite, the last condition implies
that h = 0. 
Now we can proof Lemma 4.1.
Proof. Define the homomorphism of algebras
µn : R→ R⊗ F[zij | 1 ≤ i, j ≤ n]
by µn(Xk) = Z
TXkZJ , 1 ≤ k ≤ n. Note that µn(R
Sp(n)) ⊂ I ′n. Let us introduce
the following notations. Given an n× n matrix A and α ∈ {0, 1}, we set
Aα =
{
A, if α = 0
AT , if α = 1
, Aα =
{
A, if α = 0
A∗, if α = 1
.
Assume that α, αi ∈ {0, 1} and Ai ∈ {X1, . . . , Xd} for 1 ≤ i ≤ r. Definitions of µn
and Ψn imply that
µn(X
α
k ) = (−1)
αZTXαk ZJ and Ψn(X
α
k Y ) = (−1)
αXαk .
Hence,
σt(A
α1
1 · · ·A
αr
r )
µn
−→ (−1)t(α1+···+αr) σt(Z
TAα11 ZJ · · ·Z
TAαrr ZJ)
θn−→ (−1)t(α1+···+αr) σt(A
α1
1 Y · · ·A
αr
r Y )
Ψn−→ σt(A
α1
1 · · ·A
αr
r ) and
σt(A
α1
1 Y · · ·A
αr
r Y )
Ψn−→ (−1)t(α1+···+αr) σt(A
α1
1 · · ·A
αr
r )
θn◦µn
−→ σt(A
α1
1 Y · · ·A
αr
r Y ),
where θn ◦ µn(x) stands for θn(µn(x)). Hence
(2) Ψn ◦ θn ◦ µn is the identical map on R
Sp(n) and
(3) θn ◦ µn ◦Ψn is the identical map on In.
Lemma 4.1 is proven. 
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5. Invariants of quivers
Consider the following quivers:

1
tt
x1,...,xd,x
T
1
,...,xTd
❤❣
❢❞❝
❜❵❴❫❭❬❩❳❲
244
y
❤❣❢❞❝❜❵❴❫❭
❬❩
❳❲ and 1 tt
x1,...,xd,x
T
1
,...,xTd
❤❣
❢❞❝
❜❵❴❫❭❬❩❳❲
244
z,zT
❤❣❢❞❝❜❵❴❫❭
❬❩
❳❲ .
Denote the left hand side quiver by Qy and the right hand side quiver by Qz.
As in Section 3, by abuse of notation some arrows of this quivers are denoted by
letters from 〈X〉. Let 〈Qy〉 (〈Qz〉, respectively) be the set of all closed paths in Qy
(Qz, respectively). By definition, we set y
T = −y. Extend the definition of the
lexicographical order on 〈X〉 as follows: y is less than xi, x
T
i and z, z
T are both
less than xi, x
T
i (i > 0). Then we define T -involution and ∼-equivalence on 〈Qy〉
and 〈Qz〉 in the natural way. Considering 〈Qy〉 instead of 〈X〉, we define 〈Q˜y〉,
F〈Qy〉, σ〈Qy〉 and σ〈Q˜y〉 similarly to 〈X˜〉, F〈X〉, σ〈X〉 and σ〈X˜〉, respectively (see
Section 3). The same notions can also be introduced for Qz.
We write I(Qz , n) for the algebra of polynomial invariants of mixed representa-
tions of dimension vector (n, n) of the quiver
1 tt
x1,...,xd
❤❣
❢❞❝
❜❵❴❫❭❬❩❳❲244
z
❤❣❢❞❝❜❵❴❫❭
❬❩
❳❲
with involution that interchange vertices 1 and 2 (see [17] or [7] for more de-
tails). Zubkov [17] established that the algebra I(Qz , n) is generated by the
following elements: σt(A1B1 · · ·ArBr) for 1 ≤ t ≤ n, r > 0, where Ai ∈
{X1, . . . , Xd, X
T
1 , . . . , X
T
d } and Bi ∈ {Z,Z
T } for all i.
We set Xy = Y , Xz = Z, and XzT = Z
T , where matrices Y and Z were defined
in Section 4. Hence Xa is determined for every a ∈ 〈Qy〉 as well as for a ∈ 〈Qz〉
(see also Section 3). Define the surjective homomorphisms of algebras
Φ˜y,n : σ〈Q˜y〉 → In and Φ˜z,n : σ〈Q˜z〉 → I(Qz , n)
by σt(a) → σt(Xa), if t ≤ n, and σt(a) → 0 otherwise. Kernels Ky,n and Kz,n,
respectively, of these maps are ideals of relations for In and I(Qz , n), respectively.
Assume that u, v are verteces of Qy. Given an a ∈ F〈Qy〉, we have a =
∑
i αiai
for some αi ∈ F and ai ∈ 〈Qy〉. If a
′
i = u and a
′′
i = v for all i, then we say that a
is regular and write a′ = u and a′′ = v.
Remark 5.1. As in Lemma 3.1, any element of σ〈Qy〉 can be considered as an
element of σ〈Q˜y〉. Namely, assuming that a1, . . . , as from the definition of L (see
Lemma 3.1) are regular elements of F〈Qy〉 with a
′
1 = · · · = a
′
s = a
′′
1 = · · · = a
′′
s and
a, bc are closed paths in Qy, we define an ideal Ly. Then σ〈Q˜y〉 ≃ σ〈Qy〉/Ly and
Ly belongs to the kernel of the homomorphism of algebras Φ̂y,n : σ〈Qy〉 → In that
is defined similarly to Φ̂n. The same remark also holds for Qz.
A triple (a, b, c) of regular elements from F〈Qy〉 is called Qy-admissible if a
′ =
a′′ = b′ = c′′ = 1 and b′′ = c′ = 2.
Lemma 5.2. Assume p 6= 2. Then the ideal of relations Ky,n for In is generated
by σt,r(a, b, c) for t+2r > n (t, r ≥ 0), where (a, b, c) is an admissible triple of Qy.
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Proof. Consider a relation f ∈ σ〈Q˜y〉 for In. Since F is infinite, without loss of
generality we can assume that f is multihomogeneous. In particular, each monomial
of f has one and the same degree k ≥ 0 in letter y. Denote by h ∈ σ〈Q˜z〉 the result
of substitution y → z − zT in f . Obvioulsly, h is a relation for I(Qz , n). The
general result by Zubkov [18] implies that the ideal Kz,n of relations for I(Qz , n) is
generated by σt,r(a, b, c) for t+2r > n and admissible triples (a, b, c) of Qz. Denote
by l ∈ σ〈Q˜y〉 the result of substitution z → y, z
T → yT = −y in h. Then l belongs
to the ideal of σ〈Q˜y〉 generated by σt,r(a, b, c) for t+ 2r > n and admissible triples
(a, b, c) of Qy. On the other hand, l = 2
kf and the proof is completed. 
Recall the notion of a partial linearization σt;r;s of σt,r. Assume that t ∈ N
u
0 ,
r ∈ Nv0, s ∈ N
w
0 satisfy |r| = |s| and a1, . . . , au, b1, . . . , bv, c1, . . . , cw belong to
F〈X〉. Consider σt,r(α1a1+ · · ·+αuau, β1b1+ · · ·+βvbv, γ1c1+ · · ·+γwcw) ∈ σ〈X˜〉
as a polynomial in α1, . . . , αu, β1, . . . , βv, γ1, . . . , γw, where α1, . . . , γw ∈ F. The
coefficient of αt11 · · ·α
tu
u β
r1
1 · · ·β
rv
v γ
s1
1 · · · γ
sw
w in this polynomial is denoted by
σt;r;s(a; b; c) = σt;r;s(a1, . . . , au; b1, . . . , bv; c1, . . . , cw) ∈ σ〈X˜〉.
Taking ̺t,r instead of σt,r, we define the partial linearization ̺t;r;s(a; b; c) of ̺t,r in
the same way as above. By Lemma 4.2 of [8], there is an explicit formula for σt;r;s.
Namely,
(4) σt;r;s(a; b; c) =
∑
(−1)ξσk1 (e1) · · ·σkq (eq).
Moreover, we have
(5) ̺t;r;s(a; b; c) =
∑
(−1)t+k1+···+kqσk1 (e1) · · ·σkq (eq),
where e1, . . . , eq, k1, . . . , kq are the same as in formula (4).
Since the field F is infinite, Theorem 3.3 is equivalent to the following statement.
Corollary 5.3. Assume p 6= 2 and G = Sp(n). Then the ideal of relations Kn
for RSp(n) ≃ σ〈X˜〉/Kn is generated by ̺t;r;s(a; b; c) for |t| + |r| + |s| > n (t ∈ N
u
0 ,
r ∈ Nv0, s ∈ N
w
0 ), where a1, . . . , au, b1, . . . , bv ∈ 〈X〉 and c1, . . . , cw ∈ 〈X〉
#.
Now we can prove Corollary 5.3 and, therefore, Theorem 3.3.
Proof. As above, given an a ∈ F〈X〉 and α ∈ {0, 1}, we set
aα =
{
a, if α = 0
aT , if α = 1
.
Consider an isomorpfism of algebras
Ψ : σ〈Q˜y〉 → σ〈X˜〉,
defined by σt(a
α1
1 y · · ·a
αs
s y) → (−1)
t(α1+···+αs)σt(a
α1
1 · · · a
αs
s ) for all a1, . . . , as ∈
{x1, . . . , xd} and α1, . . . , αs ∈ {0, 1} with
(6) aα11 y · · · a
αs
s y from 〈Q˜y〉.
The last condition is equivalent to the condition that aα11 · · · a
αs
s ∈ 〈X˜〉. Since y
T =
−y, we can eliminate condition (6) from the definition of Ψ (see also Lemma 3.1
and Remark 5.1). Obviously, Ψ◦ Φ˜n = Φ˜y,n ◦Ψn. Thus Lemma 4.1 implies that the
ideal of relations Kn for R
Sp(n) is equal to Ψ(Ky,n). The ideal of relations Ky,n for
In was described in Lemma 5.2. Since F is infinite, we can rewrite Lemma 5.2 as
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follows: the ideal Ky,n is generated by σt;r;s(a, b, c) for |t|+ |r|+ |s| > n (t, r ≥ 0),
where (ai, bj , ck) is a Qy-admissible triple of paths in Qy for all i, j, k.
Consider a Qy-admissible triple (a, b, c) of paths in Qy, i.e., a = a
α1
1 y · · · a
αk
k y,
b = bβ11 yb
β2
2 · · · yb
βl
l , c = c
γ1
1 y · · · c
γm
m y for k, l > 0, m ≥ 0, a1, . . . , ak, b1, . . . , bl,
c1, . . . , cm ∈ {x1, . . . , xd} and α1, . . . , γm ∈ {0, 1}.
Denote by 〈X, y〉# the monoid (with unity), freely generated by x1, . . . , xd,
xT1 , . . . , x
T
d and y, where y
T = −y. To compute Ψ(σt,r(a, b, c)), we introduce a
homomorphism of monoids Ψ0 : 〈X, y〉
# → 〈X〉# defined by xi → xi, x
T
i → −x
T
i ,
y → 1. Note that
• Ψ0(a) = (−1)
α1+···+αk aα11 · · · a
αk
k and Ψ0(a
T ) = Ψ0(a)
T ;
• Ψ0(b) = (−1)
β1+···+βl bβ11 · · · b
βl
l and Ψ0(b
T ) = −Ψ0(b)
T ;
• Ψ0(c) = (−1)
γ1+···+γm cγ11 · · · c
γm
m and Ψ0(c
T ) = −Ψ0(c)
T .
Since condition (6) may not hold in the definition of Ψ, we have Ψ(σt(e)) =
σt(Ψ0(e)) for all e ∈ 〈Qy〉. Therefore, the definition of σt,r implies that
Ψ(σt,r(a, b, c)) = ̺t,r(Ψ0(a),Ψ0(b),Ψ0(c)).
Repeating the above reasoning and applying formulas (4) and (5), we obtain that
Ψ(σt;r;s(a; b; c)) = ̺t;r;s(Ψ0(a1), . . . ,Ψ0(au); Ψ0(b1), . . . ,Ψ0(bv); Ψ0(c1), . . . ,Ψ0(cw))
for all a1, . . . , cw ∈ 〈X〉
#. The above given reformulation of Lemma 5.2 completes
the proof. 
6. Failure of the Weyl property
Theorem 6.1. Assume that the characteristic of F is not two and G is O(n) or
Sp(n). Then tr(X1 · · ·Xd) is not decomposable in R
G for all d > 0 if and only if
0 < p ≤ n. In particular, property (1) holds for RG.
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