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Abstract
Purpose: Task automation is essential for efficient and consistent image segmentation in radiation oncology. We report on a deep learning architecture,
comprising a U-Net and a variational autoencoder (VAE) for automatic contouring of the prostate gland incorporating interobserver variation for radiotherapy
treatment planning. The U-Net/VAE generates an ensemble set of segmentations for each image CT slice. A novel outlier mitigation (OM) technique was
implemented to enhance the model segmentation accuracy.
Methods: The primary source dataset (source_prim) consisted of 19 200 CT
slices (from 300 patient planning CT image datasets) with manually contoured prostate glands. A smaller secondary source dataset (source_sec)
comprised 640 CT slices (from 10 patient CT datasets), where prostate glands
were segmented by 5 independent physicians on each dataset to account for
interobserver variability. Data augmentation via random rotation (<5 degrees),
cropping, and horizontal flipping was applied to each dataset to increase sample
size by a factor of 100. A probabilistic hierarchical U-Net with VAE was implemented and pretrained using the augmented source_prim dataset for 30 epochs.
Model parameters of the U-Net/VAE were fine-tuned using the augmented
source_sec dataset for 100 epochs. After the first round of training, outlier contours in the training dataset were automatically detected and replaced by the
most accurate contours (based on Dice similarity coefficient,DSC) generated by
the model. The U-Net/OM-VAE was retrained using the revised training dataset.
Metrics for comparison included DSC, Hausdorff distance (HD, mm), normalized
cross-correlation (NCC) coefficient, and center-of -mass (COM) distance (mm).
Results: Results for U-Net/OM-VAE with outliers replaced in the training dataset
versus U-Net/VAE without OM were as follows: DSC = 0.82 ± 0.01 versus
0.80 ± 0.02 (p = 0.019), HD = 9.18 ± 1.22 versus 10.18 ± 1.35 mm (p = 0.043),
NCC = 0.59 ± 0.07 versus 0.62 ± 0.06, and COM = 3.36 ± 0.81 versus
4.77 ± 0.96 mm over the average of 15 contours. For the average of 15 highest accuracy contours, values were as follows: DSC = 0.90 ± 0.02 versus
0.85 ± 0.02, HD = 5.47 ± 0.02 versus 7.54 ± 1.36 mm, and COM = 1.03 ± 0.58
versus 1.46 ± 0.68 mm (p < 0.03 for all metrics). Results for the UNet/OM-VAE with outliers removed were as follows: DSC = 0.78 ± 0.01,
HD = 10.65 ± 1.95 mm, NCC = 0.46 ± 0.10, COM = 4.17 ± 0.79 mm for
the average of 15 contours, and DSC = 0.88 ± 0.02, HD = 7.00 ± 1.17 mm,
COM = 1.58 ± 0.63 mm for the average of 15 highest accuracy contours. All metrics for U-Net/VAE trained on the source_prim and source_sec
datasets via pretraining, followed by fine-tuning, show statistically significant
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improvement over that trained on the source_sec dataset only. Finally, all metrics
for U-Net/VAE with or without OM showed statistically significant improvement
over those for the standard U-Net.
Conclusions: A VAE combined with a hierarchical U-Net and an OM strategy
(U-Net/OM-VAE) demonstrates promise toward capturing interobserver variability and produces accurate prostate auto-contours for radiotherapy planning.
The availability of multiple contours for each CT slice enables clinicians to determine trade-offs in selecting the “best fitting” contour on each CT slice. Mitigation
of outlier contours in the training dataset improves prediction accuracy, but one
must be wary of reduction in variability in the training dataset.
KEYWORDS
interobserver variation, outlier mitigation, prostate cancer, U-Net, variational autoencoder
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INTRODUCTION

The segmentation of targets and normal tissues using
manual approaches for radiotherapy treatment planning is resource-intensive, requires significant time and
effort, and can be prone to uncertainties due to interand intra-user variation.1–4 To help improve efficiency
and consistency, automatic segmentation approaches
have traditionally focused on atlas-based methods and
hybrid approaches.1,4 Significant advances in computational technology have enabled the implementation
of machine learning approaches, such as neural networks and support vector machines,4 which have been
implemented for use in automatic medical imaging
systems.5,6 More recently, applications of deep learning architectures for automatic segmentation of tumors
and organs-at-risk (OARs) in radiation oncology for
the pelvis and other anatomic locations have become
commonplace.1,5–27 Machine learning algorithms have
the potential to highly automate target and normal
tissue segmentation8 and have been shown to produce accurate results.1,14 U-Net-based deep learning
methods can improve consistency in segmentation and
reduce potential inaccuracies that could otherwise lead
to the miscomputation of the planning margins and
resulting dose distributions to the targets and OARs.23
The availability of resource-intensive, online adaptive
radiotherapy,11 coupled with increased utilization and
efficacy of dose-escalated and hypofractionated strategies for prostate radiotherapy,28,29 further intensifies
the need for highly automated auto-segmentation techniques to improve segmentation efficiency and accuracy.
In this regard,deep learning algorithms offer a promising
potential path forward.
Here we present examples of deep learning architectures applied toward auto-segmentation of tumors
and OARs on CT images of the pelvis. Chen et al.23
developed an in-house deep learning approach for segmentation of OARs in multiple anatomic locations in
the context of whole-body CT. Their auto-segmentation
method (WBNet) included the use of a 3D U-Net in

the pelvic region and was compared to commercially
available atlas-based methods and two other deep
learning algorithms using the Dice similarity coefficient
(DSC) and Hausdorff distance (HD). DSC values were
0.93 ± 0.03 and 0.80 ± 0.10 for the bladder and rectum, respectively. HD values were 5.89 ± 3.98 cm and
15.60 ± 10.47 cm for the bladder and rectum, respectively and were generally either equivalent or better
than the comparative techniques.23 Zabel et al.21 performed a study comparing manual OAR segmentation
against commercially available deep learning and atlasbased methods for 15 patients with prostate cancer.
Their implementation comprised initial segmentation,
followed by manual editing for the automatic algorithms. They reported mean durations for initial contour
generation of 10.9, 1.4, and 1.2 min for the manual,
atlas-based, and deep learning methods, respectively.
Moreover, they reported mean times for the manual
editing steps of 4.7 and 10.2 min, for the deep learning and atlas-based methods, respectively, suggesting
significant improvement in workflow efficiency with the
deep learning algorithm. They noted that although the
deep learning contours were more geometrically similar
to the manual contours than the atlas-based method,the
observed differences in DSC and mean surface separations did not translate to clinically relevant differences
in dose–volume metrics.21 Ma et al.30 proposed a deep
learning convolutional neural network (CNN) along with
multi-atlas refinement to perform auto-segmentation of
the prostate on 92 CT image datasets. They used
the CNN to initially differentiate prostate from nonprostate voxels and then applied similar atlases to
refine segmentation results. Their results showed DSC
values of 0.87 relative to manual contours.30 Kazemifar et al.11 designed a 2D U-Net model consisting of
blocks of convolution 2D layers with variable kernel
sizes, channel numbers, and activation functions to perform auto-segmentation on CT image datasets for 85
patients with prostate cancer. For the prostate, bladder,
and rectum, they reported DSC values of 0.88 ± 0.12,
0.95 ± 0.04, and 0.92 ± 0.06, respectively, relative to the
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manual contours. HD values were as follows: 1.2 ± 0.9,
1.08 ± 0.8, and 0.8 ± 0.6 mm, respectively.11 Balagopal
et al.5 expanded on their previous work (Kazemifar
et al.11 ) to develop a fully automated framework for
volumetric segmentation of the prostate and surrounding OARs. Their architecture comprised a 2D U-Net for
organ localization, followed by a 3D U-Net with ResNeXt
blocks, and was applied to auto-segmentation of 136
pelvic CT image datasets. They reported DSC values of 0.90 ± 0.02(prostate), 0.95 ± 0.015(bladder),
0.84 ± 0.037(rectum), 0.96 ± 0.03(left femoral head),
and 0.95 ± 0.013(right femoral head).
Models incorporating uncertainty within the deep
learning framework have been proposed,8,31–34 and in
the contexts of segmentation, have centered on methods such as the modeling of the conditional probability
distribution of the segmentations for a given input
image.31 Kohl et al.34 proposed a generative model for
lung cancer segmentation based on a combination of a
U-Net with a conditional variational autoencoder (VAE).
The VAE is able to generate an unlimited number of
possible segments to aid in the most optimal choice
of contour considering the different clinical trade-offs.34
Recently, Balagopal et al.6 proposed deep learning
network for auto-segmentation of the clinical target
volume (CTV) incorporating uncertainty estimation in
the postoperative prostate cancer setting. A 3D U-Net
was used as the backbone for volumetric segmentation. The dataset consisted of CT images of 340
patients with postoperative prostate cancer. The authors
reported a DSC value of 0.87 on a holdout dataset (50
patient datasets). They pointed out, based on a reader
study, that automatically segmented CTVs were clinically equivalent to manually drawn physician contours.6
Balagopal et al.35 also reported on an in-house deep
learning framework, PSA-Net, for the segmentation of
the CTV in the postoperative prostate cancer setting
with ability to incorporate differences in physician preferences during segmentation. They incorporated a 3D
CNN trained using 373 postoperative prostate cancer
CT image datasets (and 83 patients for an independent dataset) to address questions such as whether
inter-user variation in segmentation affects treatment
outcomes. They developed an encoder–multi-decoder
network with perceptual loss to account for differences
in physician preferences during contouring specifically
when no statistically significant differences were found
in tumor control (biochemical failure).35 Their architecture was able to capture differences in physician
contouring preferences with an accuracy of 87%. Networks such as that of Balagopal et al.,35 which include
individual physician preferences, indeed facilitate clinical flexibility and enhance the robustness and utility of
deep learning architectures for the automation of routine
clinical tasks.
In this work, we improved on the general U-Net/VAE
method of Kohl et al.34 by developing an outlier

3

mitigation (OM) strategy for prostate tumor autosegmentation. The VAE enables output of multiple
contours on each CT slice,which facilitates flexibility and
accuracy in the choice of the optimal contour by the user,
and the mitigation of outliers is hypothesized to improve
the network accuracy. Moreover, we trained the network
using an image dataset, which includes interobserver
variability to generate contours robust to this uncertainty. Therefore, the main contributions of this study are
as follows: (a) We developed an outlier detection and
OM technique in which outliers are detected, removed,
and replaced in the training dataset; (b) we incorporated
a training dataset consisting of prostate CT images
contoured by five different physicians to account for
interobserver variation in the automatic segmentation
process.
To our knowledge, this is the first application of a
deep learning architecture incorporating OM and interobserver variation in the training for prostate gland
auto-segmentation in radiotherapy planning.

2
2.1

METHODS
Image acquisition and contouring

For the primary source dataset (source_prim), image
and contour data from 300 prostate cancer patients
(consisting of over 19 000 2D-CT slices, with ∼64 slices
per dataset) were used for model training in this IRBapproved, retrospective study (HFH IRB# 12934). The
source_prim dataset was contoured by a single radiation oncologist. Planning CT image datasets were
acquired using a Philips Brilliance Big Bore CT scanner (120 kVp, 300 mA, 3-mm slice thickness) (Philips
Healthcare, Andover, MA). For the source_sec dataset,
10 prostate cancer patient datasets were used (consisting of 640 2D-CT slices, with ∼64 slices per dataset),
on which 5 radiation oncologist experts were previously
asked to independently contour the prostate to assess
segmentation variability between the observers. Other
details about this dataset can be found in Gardner et al.3

2.2

Image preprocessing

All images were resampled to a spatial resolution
of 1.0 × 1.0 × 1.5 mm2 . A 128 × 128 × 64 voxel patch
at the center of each image was cropped for training. A pixel-wise linear transformation was applied
to assign Hounsfield unit values to intensity levels
between 0 and 255. Each 2D-CT slice was treated
individually for training and testing. To tackle the small
sample size limitation, we applied data augmentation
utilizing random rotation (<5 degrees), cropping, and
horizontal flipping to each image dataset to increase
the sample size by factor of 100. Augmentation was
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applied to both the source_prim and source_sec training
datasets.

2.3

Deep learning model architecture

A CNN architecture, comprising a U-Net and a VAE
for automatic contouring of the prostate gland, was
implemented for prostate gland segmentation.The probabilistic hierarchical U-Net with VAE, first described by
Baumgartner et al.,31 was used to model the variability on each resolution level of the U-Net to increase the
diversity of the generated segmentation. Manual delineation of target and normal tissue segments on treatment planning images can be laborious and can result
in some contours being inaccurate due to lack of consistency. Training a CNN with inaccurate contours can be
challenging as outliers can be overfit with high model
capacity.36 Moreover, without appropriate intervention
during the training, bias can be reinforced within the
model. To tackle this challenge, we modified the VAE to
incorporate an automatic contour OM technique, termed
OM-VAE. After the first round of training, low quality
contours (as assessed using the DSC) in the training
dataset are replaced by the most accurate contours generated by the OM-VAE. The OM-VAE is then retrained
using the revised training dataset to improve the model
accuracy.

2.4

Quantitative contour comparison

To generate a ground-truth contour, the five physiciangenerated contours on the source_sec dataset were
previously combined into a consensus contour using
a 3D statistical method.3 Thus, the auto-segmented
contours were compared to the consensus contour using several metrics to quantitatively compare
the ground-truth consensus segmentations with autosegmentations using the deep learning model. We built
in-house software to compute the evaluation metrics.
These metrics included DSC, HD, and normalized crosscorrelation (NCC). The DSC is used to assess the
amount of overlap between two contours (s and y):
DSC =

2 × |s ∩ y|
|s| + |y|

(1)

where s is the independent sample from the predicted distribution ps , and y is the ground truth, where
ps is a binary prediction using a threshold of 0.5
threshold. The HD is a measure of the gross error
between the auto-segmentation and consensus contour and is defined as the maximum distance between
one point on a contour to the nearest point on another
contour:

HD (s, y) = max min ∥ s − y∥2
s∈s y∈y

(2)

To quantify the pixel-wise variability between autosegmentation and ground truth, the average NCC of the
cross-entropy (CE) between the mean of the groundtruth (gt) labels and that of the generated segments was
utilized:
(
)
[
(
„, s)] ,
NCC pgt , ps = 𝔼y∼pgt NCC 𝔼s∼ps [CE (s
)
(3)
𝔼s∼ps [CE (y, s)]
where s is the independent sample from the predicted
distribution ps , y is the independent sample from the
ground-truth distribution pgt , and 𝔼 is the expected
value. NCC is a commonly used metric for the comparison of correspondence between image datasets.37
Additionally, we computed the center-of -mass (COM)
distance as a measure of the displacement between
auto-segments and manual contours. This metric has
been used by others as a comparative measure in the
deep learning setting for auto-segmentation.14

2.5
Probabilistic hierarchical U-Net
with VAE
We implemented a hierarchical neural network that
enhances a standard U-Net with a VAE as proposed
by Kohl et al.34 As opposed to the original probabilistic U-Net, which only includes one latent space for VAE
and suffers from the limited diversity of output segmentations, this method decomposes the latent space in the
VAE component of the deep neural network into several
different scales (resolutions) in a hierarchical way. As a
result, the variation on each resolution level is governed
by separate latent variables, which increases randomness and circumvents limited diversity in the output
samples.
The model aims to approximate the posterior distribution p(z|s, x) using a variational function, where x is
the input image, s is the segmentation, and z is the
latent representation. The latent variable z = {z1 , … , zL }
is modeled in a hierarchical way. With the different levels
of latent variable z, the posterior distribution of segmentation s given an image x can be written for the general
case of L latent levels as
p (s ∣ x) =

∫

p (s ∣ z1 , … , zL ) p (z1 ∣ z2 , x) ⋯

z1 ,…,zL

p (zL−1 ∣ zL , x) p (zL ∣ x) dz1 , … , dzL

(4)

where the posterior distribution p(z|s, x) can be approximated by a variational function q(z|s, x) using variational
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inference. Minimizing the Kullback–Leibler (KL) divergence between p(z|s, x) and q(z|s, x) results in the
following lower bound estimate of log p(s|x):
log p (s |x ) =  (s |x ) + KL (q (z |s, x ) ∥ p (z |s, x ))
(5)
where  is a lower bound on log p(s|x) with equality
when the approximation q matches the posterior distribution exactly. The lower bound (s|x) can be written
as
L = 𝔼q(z1 ,…,zL ∣x,s) [log (p (s ∣ z1 , … , zL ))]
−𝛼L KL [q (zL ∣ s, x) ∥ p (zL ∣ x)]
−

L−1
∑

𝓁=1

𝛼𝓁 𝔼q(z𝓁+1 ∣s,x) [KL [q (z𝓁 ∣ z𝓁+1 , s, x)

∥ p (z𝓁 ∣ z𝓁+1 , x)]]

(6)

where 𝛼s are hyperparameters that we set to be 1
in our experiment. Following the standard practice, the
prior and posterior distributions are parametrized as
axis-aligned normal distributions  (z ∣ 𝜇, 𝜎) as follows:
(
)
(𝜇)
(𝜎)
p (z𝓁 ∣ z𝓁+1 , x) =  z ∣ 𝜙𝓁 (z𝓁+1 , x) , 𝜙𝓁 (z𝓁+1 , x)
(7)
q (z𝓁 ∣ z𝓁+1 , x, s)
)
(
(𝜇)
(𝜎)
=  z ∣ 𝜃𝓁 (z𝓁+1 , s, x) , 𝜃𝓁 (z𝓁+1 , s, x)

The VAE model was pretrained using a primary source
(source_prim) dataset (consisting of 300 patients and
19 200, 2D-CT slices). Weights were then transferred
to the smaller, secondary source (source_sec) dataset
(640 CT slices from 10 patient datasets) incorporating
interobserver variation to fine-tune the model using the
transfer learning concept. Augmentation was applied to
both source_prim and source_sec training datasets.

2.7
Automatic contour outlier
mitigation
We developed an automatic contour outlier detection
and OM technique (OM-VAE), which identifies lowaccuracy contours and replaces them in the training
(source_sec) dataset, as illustrated in Figure 1. The
conceptual framework for the outlier detection and OM
technique is as follows: The DSC is computed for the
OM-VAE contours relative to the consensus contour,
and the highest value (DSCmax ) is selected. For the
same CT slice, DSC is also computed for five observer
contours relative to the consensus contour, with the minimum DSC value of the five observer contours (DSCmin )
used for comparison with the OM-VAE maximum DSC
value (DSCmax ). If DSCmax > DSCmin , the lower accuracy contour is replaced with the most accurate contour
generated by the OM-VAE in the source_sec training
dataset. This process of identifying the low-accuracy
contours and replacing them in the training dataset
was performed only once. Figure 1 shows the updated
training contours after the correction process used for
retraining the OM-VAE.

(8)

where 𝜙 and 𝜃 are functions parameterized by the neural
network. The architecture is then trained by maximizing
the lower bound in Equation (6). Other details can be
found in Baumgartner et al.31

2.6

5

Transfer learning with VAE

The concept of transfer learning is based on the idea
that knowledge from a large, labeled training dataset
available from a “source” distribution can be transferred to a much smaller dataset from a different
distribution.38,39 The goal of transfer learning then is
for the smaller dataset to learn a classification method
that benefits from already available data originating from
one or more sources, corresponding to the much larger
dataset. These two datasets may be similar but not need
to be from the same source, which differentiates transfer
learning from supervised learning, where it is assumed
that the datasets originate from the same source.38,39
Transfer learning was applied on the source_sec
dataset following the methodology described in Figure 1.

2.8
Computational setup and training
strategy
We set the latent level L set to be five and the batch
size set to be 24. To train the model, we used the Adam
−5
and weight
optimizer40 with a learning rate of 10
−3
decay of 10 . Batch normalization was applied after
each convolutional layer on non-output layer to accelerate the training process. The model was pretrained for
30 epochs using the augmented source_prim dataset.
The model parameters were then fine-tuned for 100
epochs using the augmented source_sec dataset. We
evaluated the selected model on the testing dataset
to obtain quantitative results. Computations were performed on the source_sec dataset for 10 iterations, with
the dataset split randomly into training, validation, and
testing dataset using a ratio of 6:1:3. More specifically,
data splitting for training/validation/testing was done first
at the patient level before augmentation. For instance,
on the source_sec dataset, splitting was done such that
six patients were randomly assigned for training, one for
validation, and three for testing. Augmentation was then
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FIGURE 1

Overview of our training architecture demonstrating the transfer learning and automatic contour outlier mitigation

applied to the training datasets. Therefore, the images in
the training/validation/testing datasets are from different
patients, which circumvent information leakage. Outputs
of the U-Net VAE/OM-VAE consist of 15 contours automatically generated on each CT slice. The value of 15
was selected arbitrarily.

3

RESULTS

The main goal of Figure 2 is to provide qualitative
comparisons of the different models (U-Net/VAE and
U-Net/OM-VAE trained with different source datasets)
against ground-truth and consensus contours based
on the expert physician observers. Figure 2 shows
examples of prostate segmentation for high-, average-,
and low-accuracy cases based on DSC, HD (mm),
and NCC. Shown are contours from: five radiation
oncologists, ground truth (first column from left); UNet/VAE trained with source_sec dataset only (second
column); U-Net/VAE trained with source_prim followed
by source_sec datasets using transfer learning (third
column); U-Net/OM-VAE trained with source_prim and
source_sec datasets and with outliers replaced (fourth
column). For the U-Net/VAE/OM-VAE models (columns
2–4), DSC values are based on an average of 15 con-

tours outputted by each model. Note that we have chosen to just demarcate the five contours with the highest
accuracy for easier visibility. The consensus, groundtruth contours generated from the five radiation oncologists are mapped onto the model predictions (white
dashed lines) for comparison. In the first column, DSC
values were computed based on the average of the five
physician contours relative to the consensus contour.For
all cases, the DSC values increased for the U-Net/VAE
trained using source_sec only versus source_prim
followed by source_sec datasets, respectively, and
further improvement was noted with the U-Net/VAEOM, where outliers were replaced. For instance, for an
“average case,” DSC increased from 0.73 to 0.85 for
the U-Net/VAE trained using source_sec only versus
source_prim followed by source_sec datasets, to 0.91
for the U-Net/OM-VAE with outliers replaced, respectively. Of note, for a low-accuracy case, significant
improvement was observed with U-Net/OM-VAE with
outliers replaced (DSC = 0.83) relative to the U-Net/VAE
trained with source_prim followed by source_sec
datasets (DSC = 0.57). Note also that from a qualitative perspective, significant improvement is noted
in the conformity of the contours between columns
two (source_sec dataset) and three (source_prim
followed by source_sec datasets) especially for the
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F I G U R E 2 Comparison of U-Net/variational autoencoder (VAE), U-Net/outlier mitigation (OM)-VAE, and physician-generated contours on
three example segmentations for high (upper panel), average (middle panel), and lower (lower panel) accuracy, respectively. The thick white lines
represent the consensus ground-truth contours, whereas other lines are the generated contours by either physician or the model. DCS scores in
the columns 2–4 were computed based on 15 randomly selected contours, whereas the only best 5 contours are plotted in the figure to ease
viewability. For the first column, five physician contours are shown along with the consensus contour. Dice similarity coefficient (DSC) was
computed based on an average of the five physician Dice scores relative to the consensus contour.

“average-accuracy” case. For the “low-accuracy” case,
both models show systematic deviations from the
ground truth, though the model trained with source_prim
followed by source_sec datasets had lower variability.
The primary goal of Table 1 is to compare results
of the U-Net/VAE against those of the U-Net/OM-VAE
to demonstrate the utility of the OM strategy. Table 1
shows quantitative results of the U-Net VAE/OM-VAE
trained with different training and testing dataset iterations. For all scenarios, the U-Net/OM-VAE trained
with source_prim followed by source_sec datasets
and with outliers replaced shows the highest accuracy, DSC = 0.90 ± 0.02, HD = 5.14 ± 0.97 mm,
and COM = 1.03 ± 0.58 mm, for the average of
highest DSC contours among 15 contours. Results
for the U-Net/OM-VAE with outliers removed over
the average of 15 contours (DSC = 0.78 ± 0.01,
HD = 10.65 ± 1.95 mm, and COM = 4.17 ± 0.79 mm)
were generally lower than those of the U-Net/VAE
trained with the source_prim and source_sec datasets
(DSC = 0.80 ± 0.02, HD = 10.18 ± 1.35 mm, and
COM = 4.77 ± 0.96 mm), with the exception of the COM

distance which was on average, 0.6 mm better. When
comparing the highest accuracy among 15 contours, the
U-Net/OM-VAE with outliers removed improved somewhat over the U-Net/VAE trained with source_prim and
source_sec datasets.
For the U-Net/VAE trained with source_sec only
versus source_prim and source_sec datasets, differences were statistically significant with p < 0.01(DSC),
0.02(HD), <0.01(NCC), and 0.03(COM). Differences
were also statistically significant between the UNet/VAE and U-Net/OM-VAE with outliers replaced;
p = 0.02(DSC), 0.04(HD), <0.01(COM). For comparison between U-Net/VAE and U-Net/OM-VAE with outliers removed, p = 0.02(DSC), 0.06(HD), 0.01(COM).
NCC values show an increase between U-Net/VAE
trained with source_sec only versus source_prim and
source_sec datasets of 0.52 ± 0.10 versus 0.62 ± 0.06,
respectively. The difference was statistically significant
(p < 0.01). NCC decreased to 0.46 ± 0.10 with the
U-Net/VAE-OM with outliers removed and increased
to 0.59 ± 0.07 with outliers replaced in the training
dataset. NCC differences between U-Net/VAE trained
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Comparison of U-Net variational autoencoder (VAE)/outlier mitigation (OM)-VAE with different training and testing datasets

Model

Training dataset

U-Net/VAE

source_sec only

U-Net/OM-VAE

Testing dataset
output

DSC

HD (mm)

NCC

COM (mm)

Average over 15
contours

0.76 ± 0.03

11.48 ± 2.28

0.52 ± 0.10

5.48 ± 0.88

source_prim followed
by source_sec

Average over 15
contours

0.80 ± 0.02

10.18 ± 1.35

0.62 ± 0.06

4.77 ± 0.96

source_prim followed
by source_sec

Average of highest
DSC (among 15
contours)

0.85 ± 0.02

7.54 ± 1.36

N/A

1.46 ± 0.68

source_prim followed
by source_sec with
outliers removed

Average over 15
contours

0.78 ± 0.01

10.65 ± 1.95

0.46 ± 0.10

4.17 ± 0.79

source_prim followed
by source_sec with
outliers removed

Average of highest
DSC (among 15
contours)

0.88 ± 0.02

7.00 ± 1.17

N/A

1.58 ± 0.63

source_prim followed
by source_sec with
outliers replaced

Average over 15
contours

0.82 ± 0.01

9.18 ± 1.22

0.59 ± 0.07

3.36 ± 0.81

source_prim followed
by source_sec with
outliers replaced

Average of highest
DSC (among 15
contours)

0.90 ± 0.02

5.47 ± 0.97

N/A

1.03 ± 0.58

Note: Values are shown for DSC, HD (mm), NCC, and COM distance (mm) computed for each model iteration against the consensus, physician-contoured dataset.
Abbreviations: COM, center-of -mass; DSC, Dice similarity coefficient; HD, Hausdorff distance; NCC, normalized cross-correlation.

TA B L E 2

Comparison of U-Net, U-Net/variational autoencoder (VAE), and U-Net/outlier mitigation (OM)-VAE models

Model

Training dataset

DSC

HD (mm)

U-Net

source_prim followed by source_sec

0.72 ± 0.03

15.92 ± 2.28

U-Net/VAE

source_prim followed by source_sec

0.85 ± 0.02

7.54 ± 1.36

U-Net/OM-VAE

source_prim followed by source_sec with outliers replaced

0.90 ± 0.02

5.47 ± 0.97

Note: The U-Net/VAE or U-Net/OM-VAE considers the average of the highest accuracy (based on DSC) contour among 15 contours randomly outputted. The U-Net
outputs only one contour on each image slice. DSC and HD (mm) were computed against the consensus, physician-contoured dataset.
Abbreviations: DSC, Dice similarity coefficient; HD, Hausdorff distance.

with both source_prim and source_sec datasets and UNet/OM-VAE with outliers replaced were not statistically
significant (p = 0.12).
The main goal of Table 2 is to compare results of
the U-Net against those of the U-Net/VAE with and
without OM to demonstrate the utility of the VAE relative to the standard U-Net. Table 2 shows the related
DSC and HD (mm) values.The U-Net/VAE or U-Net/OMVAE considers the highest accuracy contour (based
on DSC) among 15 contours randomly outputted. The
U-Net outputs only one contour on each image slice.
For the U-Net/OM-VAE model, outliers were replaced
in the training dataset. DSC improved from U-Net to
U-Net/VAE and HD decreased correspondingly with
p < 0.01. Further improvement was noted for the
U-Net/OM-VAE with outliers replaced.
The primary goal of Table 3 is to demonstrate
the utility of data augmentation. DSC, HD (mm), and
NCC values (averaged over 15 contours and compared
against the manual consensus contour) are shown for
the U-Net/VAE with and without data augmentation.

Data was augmented by a factor of 100. For the model
trained using data augmentation (either source_sec or
source_prim followed by source_sec via transfer learning), all metrics improved over those trained without
data augmentation (Table 3). Improvement with augmentation is most notable for the model trained with
source_sec only (see Table 3, first row vs. third row)
as the source_sec dataset suffers from label scarcity
relative to training with the source_prim followed by
source_sec datasets.

4

DISCUSSION

Auto-contouring using artificial intelligence (AI)
approaches has shown significant potential to improve
efficiency and consistency in the treatment planning
setting.1,15 The accuracy of the AI model prediction is
based on the training datasets and the availability of
data with sufficient variability. The major elements of
this work include (a) development of an OM strategy
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TA B L E 3

9

Comparison of U-Net/variational autoencoder (VAE) with and without data augmentation

Model

Training dataset

DSC

HD (mm)

NCC

U-Net/VAE w/o data augmentation

source_sec only

0.67

19.32

0.46

source_prim followed by source_sec

0.72

11.32

0.57

source_sec only

0.78

9.75

0.62

source_prim followed by source_sec

0.80

8.97

0.73

U-Net/VAE w/data augmentation

Note: Data was augmented by a factor of 100. Data splitting in the ratio of 6:1:3 (training/validation/testing) was done prior to augmentation. Values are shown for
DSC, HD (mm), and NCC computed for an average of 15 contours against the consensus, physician-contoured dataset.
Abbreviations: DSC, Dice similarity coefficient; HD, Hausdorff distance; NCC, normalized cross-correlation.

using initial prediction of a U-Net/VAE to limit the influence of outliers on the model prediction accuracy; (b)
application of a combined U-Net/VAE for incorporating
interobserver uncertainty in auto-segmentation of the
prostate gland for patients with prostate cancers; (c)
application of transfer learning to a smaller dataset
(incorporating interobserver uncertainty) based on
initial training with a large dataset.
In Figure 2, the auto-contouring accuracy is increased
using the OM technique (U-Net/OM-VAE) relative to
the U-Net/VAE, including outliers. This was confirmed
in Table 1. For U-Net/OM-VAE model with outliers
removed the DSC and HD values decreased relative to
those of the U-Net/VAE trained with source_prim and
source_sec datasets. This is likely related to the data
scarcity problem41 —simply removing contours from the
training datasets might significantly reduce variability
and opportunity for the model to train on a range of
data. Note, however, that for the U-Net/OM-VAE with outliers removed,the highest accuracy contours have better
DSC, HD, and COM values relative to the U-Net/VAE
(Table 1) suggesting that the removal of outliers does
enhance “best case” accuracy, despite the reduction in
variability. From the low-accuracy case (Figure 2, third
row), the presence of outliers dominates the accuracy
of the U-Net/VAE trained with either the source_sec or
source_prim and source_sec datasets (Figure 2, third
row, second and third columns), and the replacement of
the outliers using the U-Net/OM-VAE mitigates this issue
(Figure 2, third row, fourth column).
The NCC values for the U-Net/OM-VAE (with outliers
replaced) decreased relative to that of the U-Net/VAE,
although not significantly so, p = 0.12. Unlike the DSC
and HD, which focus on the accuracy of the automated
contours, the NCC provides an estimate about the variability between the two distributions. The reduction of
NCC for the U-Net/OM-VAE suggests that the variability in the training dataset is reduced when outliers are
replaced with the highest accuracy contours after the
initial model prediction. For the U-Net/VAE with outliers removed from the training dataset (Table 1), the
NCC values are significantly lower than those of the
U-Net/OM-VAE with outliers replaced or the U-Net/VAE
without OM. This implies that the removal of outliers
from the training dataset negatively impacts the vari-

ability of the training dataset, which can affect accuracy
when the testing data includes geometry that is highly
variable relative to the training dataset. Therefore, caution must be exercised when removing outliers from
the training dataset. Replacement of outliers appears
to have a smaller impact on variability of the training
dataset relative to removal of outliers.However,the number of iterations during which contours are replaced
must be limited to minimize the impact on variability. The
process of identifying the low-accuracy contours and
updating the training dataset was performed only once
because of the potential to significantly reduce variability in the training dataset when contours are removed for
multiple iterations.
The OM strategy compared the maximum DSC autocontour with the minimum DSC observer contour and
defined the outlier when DSC observer_min. < DSC
auto-contour_max.Under this condition,the outlier (DSC
observer_min.) was replaced by the auto-contour in the
training dataset. This enabled us to identify the outlier and replace it in the training dataset to improve
the model accuracy. Using this criterion, we observed
that only 17% of the total contours were detected as
outliers. This implies that in 83% of the cases, the
best (DSC_max.) auto-contour did not beat the worst
(DSC_min.) observer contour. Choosing another criterion, such as comparing the best contours (DSC_max.)
for outlier detection, will result in a much lower outlier
detection rate as the best observer contour will likely
always beat the best auto-contour. Note that the model
was trained using these observer, ground-truth contours
that resulted in an expected low detection rate (17%)
with the current criterion. A much lower outlier detection
rate would mean that few (if any) observer contour outliers are replaced, which would defeat the purpose of
the training strategy.
In this work, we implemented a modified version of
the probabilistic hierarchical U-Net with VAE described
by Baumgartner et al.31 The VAE is a deep generative,
unsupervised learning technique in which the encoding distribution is regularized via a latent representation
for dimensionality reduction to generate good model
predictions. Studies31,34,42 have shown that VAEs provide robust modeling of unstructured, heterogenous
data incorporating uncertainty and thereby provide an
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advantage over standard U-Net that has been successful with segmented data without uncertainty. Another
major advantage of the VAE over the standard U-Net is
the ability to produce multiple output contours on a given
2D image, which incorporates uncertainty within the
training dataset. We have applied this approach toward
the modeling of interobserver segmentation uncertainty
for prostate contouring to produce automatic contours
that are robust to the interobserver uncertainty.
Results for prostate segmentation based on DSC
and HD for the U-Net/OM-VAE (DSC = 0.90 ± 0.02)
proposed here are similar to those reported by other
standard CNN/U-Net-based approaches for prostate
segmentation (DSC = 0.75–0.85).14,43–45 For instance,
our results are similar to that of the 2D U-Net developed by Kazemifar et al.11 and the 3D architecture of
Balagopal et al.5 (described in Section 1) who reported
prostate DSC values of 0.88 ± 0.12 and 0.90 ± 0.02,
respectively. Other studies include that of Wang et al.,45
who developed an automatic prostate and surrounding OAR segmentation framework using a CNN with
boundary-sensitive representation to address issues
associated with unclear boundaries and large intra- and
inter-patient shape variabilities. Based on the evaluation of 313 prostate patient CT datasets, they reported
DSC values for the prostate of 0.89 ± 0.03, higher than
those of the standard U-Net (0.85 ± 0.03),45 and similar
to the results of our U-Net/OM-VAE. Liu et al.14 implemented a deep neural network trained on a large dataset
(training/validation/testing of 771/193/140) and showed
values of DSC = 0.84 ± 0.08, HD = 8.9 ± 5.0 mm,
and COM = 2.4 ± 1.8 mm for the testing dataset.
These results are similar to the average values over 15
contours for the U-Net/OM-VAE with outliers replaced
(DSC = 0.82 ± 0.01, HD = 9.18 ± 1.22 mm,
COM = 3.36 ± 0.81 mm). Of note, the primary (nonaugmented) training dataset of Liu et al.14 (N = 771)
was higher than our source_prim dataset (N = 300) that
might imply greater variability in the training dataset and
more access to difficult training cases in the Liu et al.14
study. An advantage of the U-Net/VAE over that of deep
CNN is the ability to produce multiple contour outputs on
a given image. In this regard, the highest accuracy prediction for the U-Net/OM-VAE with outliers removed is
DSC = 0.90 ± 0.02 and HD = 1.03 ± 0.58 mm, suggesting that the VAE-based implementation can significantly
improve accuracy when the highest accuracy contours
are selected.With multiple contour outputs on a given 2D
image, the clinical team is also able to select the highest
accuracy contour by comparing trade-offs between the
different contours.
The following limitations are worth noting. Currently,
we only performed one round of OM to improve the
segmentation accuracy. After multiple rounds of outlier replacement, we begin to lose the variability in the
contours generated by different radiation oncologists,
resulting in a lower model variance and potential for

overfitting and higher generalization error. A higher variance, afforded by a greater variability in the training
dataset, suggests that the model is becoming more
sophisticated to fit more patterns of the dataset, which
is degraded when training data variability is reduced.
Consequently, the overuse of OM will negatively affect
the model accuracy. We have not investigated the tradeoffs among bias, variance, and generalization error as
a function of the number of OM iterations, which is
a part of future work. Regarding the sample sizes,
the source_prim dataset consists of a total of 300
prostate cancer patient CT image datasets, whereas the
source_sec consists of image datasets from 10 patients
independently contoured by each of the five physicians (total of 50, 3D-CT datasets). We then applied
data augmentation to increase each of the source_prim
and source_sec sizes by a factor of 100. It is possible that there is a trade-off between sample size
and dataset variability. For instance, in comparing a
very large dataset with low variability versus a smaller
dataset with high variability, it is not clear which of these
datasets optimizes trade-offs between model bias and
variance, ultimately affecting the model’s generalizability. As part of future work, we intend to evaluate the
influence of these factors as a function of sample size,
variability, and level of augmentation and augmentation technique. Despite the increase in flexibility of the
U-Net/VAE in generating multiple contour outputs for
clinical decision support, one could also argue that it
might be time-consuming to review multiple contours for
each 2D cut, especially if a large number of segment
outputs are selected.In this regard,we intend to evaluate
the optimal number of contours needed to optimize the
trade-off between accuracy and efficiency in the clinical
workflow.
Our architecture consists of a 2D U-Net and a
VAE with OM. We chose a 2D network primarily due
to computational efficiency and reduction in memory
requirements versus the 3D architecture. However, the
2D U-Net is limited in the third dimension (in our case, zaxis or cranio-caudal direction) relative to a 3D network,
leading to information loss, and potential artifacts.46 3D
models will provide better performance when trained
with a large volume of data. However, 3D models are
typically much more complex and require significantly
more computational time, and memory resources, which
confound the optimal training of these models.46–48
Because of this issue, studies have shown that 2D
architectures can sometimes be trained more optimally and perform equivalently or even outperform 3D
networks.46–48
Our network was applied to the segmentation of the
prostate gland only primarily because our primary CT
dataset was limited to the availability of the prostate
contours only, and our secondary dataset consisted of
multiple clinician contours for the prostate gland only.We
are working on the acquisition of manual contours for
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normal organs, which we will evaluate as part of a future
study. Additionally, we intend to compare results of our
network with that of other newer architectures, such as
deeply supervised U-Net, spatial transformer network,
and mask R-CNN.

5

CONCLUSION

A VAE combined with a hierarchical U-Net and an
OM strategy (U-Net/OM-VAE) demonstrates promise
toward capturing interobserver variability and producing
accurate prostate contours for radiotherapy planning.
The availability of multiple contours for each CT slice
using the VAE enables physicians to determine clinical trade-offs in selecting the most appropriate contour
on each 2D-CT image. Such an automated approach is
likely to improve efficiency and consistency in prostate
contour delineation and is robust against interobserver
variability.
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