Fuzzy Time series is being used for forecasting since last two decades for forecasting. Nature inspired computing techniques like other domains are now being used for optimization purpose in Fuzzy Time Series forecasting models to get improved results. In this paper we have presented a new algorithm for multivariate fuzzy time series forecasting having two phases. Genetic Algorithm and Particle Swarm Optimization techniques are used in this algorithm for optimization. We applied our algorithm on Taiwan forex Exchange (TAIFEX) index and got better results and minimized error rate as compared to previous methods.
INTRODUCTION
Forecasting is prediction of unseen values of some sequence. It holds significance in economic and financial modeling as entrepreneurs use predicted values for business planning and taking key decisions. In the last two decades Fuzzy Time Series (FTS) is being used for forecasting purpose. Song and Chissom [1, 2] used the concept of FTS and forecasted number of enrollments of the University of Alabama. Many other researchers proposed their models for enrollments forecasting of the University of Alabama ( [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] and [11] ), temperature prediction [12, 13] and car road accidents [14, 15] using fuzzy time series. Huarng [7] presented heuristic based model for fuzzy time series forecasting. Jilani and Burney [14] presented M-factor high order fuzzy time series forecasting model for car road accident data. Jilani and Burney [16] presented new heuristic based approach for frequency density based partitioning for fuzzy time series forecasting of stock market.
In the recent years many researchers started applying Nature inspired computation (NIC) techniques for optimization purpose in FTS forecasting. Kuo et al. [17] and Huang et al. [18] proposed Particle Swarm Optimization (PSO) based FTS forecasting models for enrollments data of the University of Alabama. Park et al. [19] proposed a forecasting model for TAIFEX and KOSPI-200 index, which was based on FTS and swarm intelligence. Jilani et. al. [20] proposed a PSO based FTS forecasting model for car road accidents. Jilani et. al. presented a hybrid algorithm based on Genetic Algorithm (GA) and PSO for forecasting TAIFEX and KSE-100 index. Jilani et. al. [22] presented a trend based heuristic approach using GA for forecasting car road accidents.
In this paper we have applied genetic algorithm in first phase to optimize weights, and in second phase we used those weights and optimized interval length to get best forecasting result.
Few Basic Concepts of Fuzzy Time Series
To deal with the ambiguity and uncertainty of real world problems, the concept of fuzzy logic and fuzzy set theory (Zadeh [23] ) was introduced. Thus a time series is introduced with fuzziness termed as fuzzy time series (Song and Chissom [24] ) introduced the concept of fuzzy time series and since then a number of variants were published by many authors. Some of the essentials are being reproduced to make the study self-contained.
Definition 1:
Let Y(t), (t = …,0,1, 2,…) be the universe of discourse and Y(t)
. Assume that f(ti), i = 1, 2, . . ., is defined in the universe of discourse Y(t) and F(t) is a collection of f(ti), (t = ..., 0,1,2, ...), then F(t) is called a fuzzy time series of Y(t), i = 1,2,3,.... Using fuzzy relation, we define F(t) = F(t −1) o R(t, t −1) where R(t, t −1) is a fuzzy relation and "o" is the max-min composition operator, then F(t) is caused by F(t − 1) where F(t) and F(t −1) are fuzzy sets.
Definition 2: Let F(t) be a fuzzy time series and let R(t,t-1) be a first-order model of F(t). If R(t,t-1) = R(t-1,t-2) for any time t, then F(t)is called a time-invariant fuzzy time series. If R(t,t-1) is dependent on time t, that is, R(t,t-1) may be different from R(t-1,t-2) for any t, then F(t) is called a time-variant fuzzy time series. Definition 3: Let F(t) be a fuzzy time series. If F(t) is caused by F(t−1), F(t−2),…,F(t−n), then the nth-order fuzzy logical relationship is represented by F(t−n) ,…, F(t−2), F(t−1)→F(t) where F(t−1), F(t−2) , …, F(t−n) and F(t) are all fuzzy sets, where F(t−1) ,F(t−2) ,…, F(t−n) is called the antecedent and F(t) is called the consequent of the nth-order fuzzy logical relationship.
An overview of Genetic Algorithm
Genetic algorithm (GA) is the most widely used evolutionary computing technique for global searching and optimization task. GA is a population based technique inspired by the natural phenomenon of genetics and evolution ( [25] , [26] ). A population in GA consists of chromosomes made up of genes. Genes are randomly generated initially to make chromosomes for initial population. Then genetic operators namely 35 selection, crossover and mutation are applied to get offspring. Same operators are repeatedly applied until stopping criteria is not met.
Selection refers to the procedure of selecting chromosomes from the population for offspring production. Usually the chromosomes with good fitness value are selected. Many schemes exist for selection of chromosomes including roulette wheel and tournament selection.
Crossover refers to the procedure of recombination of multiple chromosomes to produce offspring. Selected chromosomes exchange information with each other using crossover operator by swapping genes after the crossover point. Crossover point is found randomly by the length of chromosomes i.e. number of genes in a chromosome.
Mutation refers to phenomenon of introduction of a new property in offspring by changing gene values. It is very rare in offspring but when it occurs, it puts a great impact on fitness of chromosome. Mutation point is found randomly in range of chromosome length and the gene at that point is replaced by some other value.
Particle Swarm Optimization
Particle Swarm Optimization is a computational method that optimizes a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality [27] . PSO optimizes a problem by having a population of candidate solutions, here dubbed particles, and moving these particles around in the search space according to simple mathematical formulae over the particles position and it is also guided toward the best known position in the search space, which are updated as better positions are found by other particles.
In other words we can say that the core concept of PSO lies in accelerating each particle toward its pbest which was achieved so far by that particle, and the gbest which is the best value obtained so far by any particle in the neighborhood of that particle, with a random weighted acceleration at each time step. A particle's velocity and position are updated as follows.
Where X and V are position and velocity of particle respectively, w is inertia weight, c1 and c2 are positive constants, called acceleration coefficients which control the influence of pbest and gbest on the search process, P is the number of particles in the swarm, r1 and r2 are random values in range [0, 1].
PSO has some drawbacks, such as when the search space is high its convergence speed becomes very slow near global optimum. Another drawback is its nature to a fast and premature convergence in mid optimum points.
The Basic Algorithm for PSO is as under:
1. Create a 'population' of particles uniformly distributed over X. 2. Initialize every particle. 3. Calculate fitness value for each particle. 4. If current fitness value of a particle is better than the personal best (pbest) of particle set this as pbest. 5. Choose the particle with the best fitness value of all particles as the global best (gbest). 6. Update particles velocities according to equation 1. 7. Move particles to their new positions according to equation 2. 8. Go to step 2 until stopping criteria are satisfied.
Two phase forecasting model based on GA and PSO
In this section, a new fuzzy time series forecasting model will be presented based on GA and PSO. The proposed technique will be applied on TAIFEX index for the period of 3rd August 1998 to 30th September 1998. Our main factor in proposed method is actual TAIFEX (X) and secondary factor the TAIEX index (Y). 
Phase 1
In the first phase we have applied GA to optimize weights w1, w2, w3 used in formula (Jilani, Burney [15] ).
Step 1: Define and Partition the universe of discourse U of the main-factor into n intervals u1, u2,…,un, where u1 = . In the proposed algorithm we partitioned universe of discourse U of the main-factor into sixteen intervals and partitioned the universe of discourse V of the second-factor into eight intervals.
Step 2: Let each chromosome consist of n genes where n is number of weights used for forecasting.
Step 3: Define the linguistic terms of "the main-factor" represented by the fuzzy sets A1, A2, … , and An, shown as follows:
Where n denotes the number of intervals in the universe of discourse U. Define the linguistic terms of "the second factor" represented by the fuzzy sets B1, B2, … and Bm, shown as follows:
Where m denote the number of intervals in the universe of discourse V.
Step 4: Fuzzify the historical data of the main-factor and the second factor based on the corresponding membership functions of the intervals. If the value of the main-factor of day i belongs to interval uj, and fuzzy set Aj whose maximum membership value occurs at interval uj, then the value of the main-factor of day i is fuzzified into Aj, where 1 16 j  .
Step 5: Construct the two-factor kth-order fuzzy time series relationship groups described as follows. If the fuzzified historical data of the main-factor of day i is Ai, then construct the two-factors kth-order fuzzy logical relationships "((Aik, Bik),…,(Ai2, Bi2), (Ai1, Bi1)) → Ai" of day i − k, …, If the left-hand side of the two-factors kth-order fuzzy logical relationships has the same current state "((Aik, Bik), … , (Ai2, Bi2), (Ai1, Bi1))", then these twofactors kth-order logical relationships form a two-factors kthorder fuzzy logical relationship group.
Step 6: For two-factor k-order fuzzy logical relationship in Table - Here the values of w are taken from chromosomes. We get all the values of w from each chromosome, and those values are used to find out forecast.
Step 7: Calculate the fitness value of each chromosome in the population. In this paper, in order to compare the performance of the proposed method with the existing methods, MSE is used as the fitness value of each chromosome in the population.
Step 8: (a). Select the top 10 chromosomes from the population whose fitness values are smaller than the other chromosomes.
(b).
Use the best chromosome from these 10 at eleventh position. To form new population consisting of 50 chromosomes, generate another 39 chromosomes randomly generated by the system and apply crossover operation on chromosome at eleventh position with any other randomly selected chromosome by system.
(c).
If the system has evolved a predefined number of generations, then the chromosome which has the lowest
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37 average forecasting error rate is the optimal solution to be used for dealing with the forecasting problem; Stop. Otherwise, proceed to step 9.
Stopping criteria of genetic evolution is that if no improvement in result is observed after specified repeated iterations than it seems that level of saturation has achieved and thus algorithm should stop and best chromosome at this time is result of our algorithm.
Step 9: Randomly select two chromosomes from the population to perform the crossover operation. When performing the crossover operation, the system randomly selects one crossover point of X genes and one crossover point of Y genes, where the crossover point of X genes is an integer between 1 and n − 1, n is the number of X genes, the crossover point of Y genes is an integer between 1 and m − 1, and m is the number of Y genes.
For example, if the crossover point of X genes randomly selected by the system is "6" and the crossover point of Ygenes randomly selected by the system is "5", then it performs the crossover operations. Furthermore, after the crossover operations, if the 50 chromosomes in the population are not sorted by the values of genes in an ascending sequence, the system will sort the values of genes in the chromosomes in an ascending sequence.
Step 10: Randomly select a chromosome from the population and randomly select an X gene and a Y gene from the selected chromosome to perform the mutation operations. In this paper, we let the mutation rate be 0.5. Assume that the system randomly selects gene x3 and gene y4 of a chromosome to perform the mutations, then the gene x3 will be replaced by a value between x2 and x4, and gene y4 will be replaced by a value between y3 and y5. If the random number generated by the system is smaller than or equal to the mutation rate (i.e., 0.5), then the system randomly selects a chromosome from the population to perform the mutation operations. If the system have evolved for predefined number of generations or the best result is achieved then Stop. Otherwise go to step 4. Our stopping criterion for GA is that if fitness value remains same for 10,000 generations then stop otherwise keep iterating.
Phase 2
In the second phase optimized weights are used and PSO is applied on interval length, and then forecast is found based on best weights and best interval lengths.
Step 1: Initialize the PSO parameters (weight factor, acceleration factor and maximum iteration) with the predefined values and generate initial random velocity and position of all particles. Divide the particle into two parts. Each part consist of n-1 'X' and m-1 'Y', where the X is the main-factor of each interval and the Y is the second-factor of each interval. In the sequence, the format of each particle is represented as follows: where
... 
, where 
Similarly, for ith secondary fuzzy time series, we define the
represented by fuzzy sets of the secondary-factors,
Step 4: Fuzzify the historical data of the main-factor and the second factor based on the corresponding membership functions of the intervals. If the value of the main-factor of
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Volume 55-No.16, October 2012 38 day i belongs to interval uj, and fuzzy set Aj whose maximum membership value occurs at interval uj, then the value of the main-factor of day i is fuzzified into Aj, where1 16 j  .
Step 5: Construct the m-factor kth-order fuzzy time series relationship groups described as follows. If the fuzzified historical data of the main-factor of day i is Ai, then construct the two-factors kth-order fuzzy logical relationships "((Aik, Bik),…,(Ai2, Bi2), (Ai1, Bi1)) → Ai" of day i − k, …, day i − 2, day i − 1, and day i, where 2 kn  and Aik, … , Ai2, and Ai1 denote the fuzzified values of the main-factor of days i − k, … , i − 2, and i − 1, respectively; Bik, … , Bi2, and Bi1 denote the fuzzified values of the second-factor of days i − k, … , i − 2, and i − 1, respectively. If the left-hand side of the two-factors kth-order fuzzy logical relationships has the same current state "((Aik, Bik), … , (Ai2, Bi2), (Ai1, Bi1))", then these twofactors kth-order logical relationships form a two-factors kthorder fuzzy logical relationship group.
Step 6: For m-factor kth order fuzzy logical relationship, the forecasted value of day j based on history of third order is calculated as follows (Jilani and Burney [14] ), Step 7: Compare MSE value of current particle with local best particle's MSE value and set current particle as local best in case current MSE is lower than local best MSE value.
Step 8: Repeat steps 2 to 7 for all the particles in swarm, and now pick up the particle with minimum MSE from all the particles' local bests. Set this as global best particle.
Step 9: For each particle, calculate particle velocity according to Eq.
This is based on the gbest and the pbest values and then updates particle position according to Eq.
This step will lead the each particle to a more promising solution for optimal tuning of two-factor nth-order fuzzy time series.
Step 10: Update the value of the weight factor w according to Eq.
Step 11: Stop if the stop criterion of the PSO, the maximum number of iteration, is satisfied. Otherwise, go to Step 2. The final gbest value after stopping PSO iterations will be our required result.
Experimental Results
We have used our proposed algorithm for forecasting TAIFEX index for the duration from 3rd march 1998 to 30th September 1998. In the first phase we got optimized values of weights using GA as shown below in Table 1 . Later in second phase we used above obtained weights for forecasting formula and applied PSO on interval lengths to get optimized intervals and best forecast. For TAIFEX forecasting we obtained best particle shown below in Figure 2 .
Forecasted Values for TAIFEX using proposed algorithm are shown below in Table 2 . From Table 2 we can see that MSE of obtained forecast is 197.36.
We have compared our method with many previous methods, as shown in Table 3 below. From Table 3 we can see that proposed algorithm has less MSE, so better forecasting accuracy as compared to previous methods
Conclusion and Future Work
In this paper we have presented a two phase algorithm for fuzzy time series forecasting of TAIFEX index. Proposed algorithm uses GA and PSO in phase 1 and 2 respectively. In phase 1, we used genetic algorithm to adjust the weights for the fuzzy aggregation operation in (5) . For adjusting the interval width, we have used PSO algorithm and simulated Table 3 .
In future work we aim to implement other nature inspired techniques for optimization in fuzzy time series forecasting algorithms so that we have better accuracy with low computational complexity. 
