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1. INTRODUCTION
The main purpose of the present paper is to obtain an analog of the Plan’s formula (see [1], Chapter
7, Example 7), which plays an essential role in obtaining a functional relation for classical Riemann
zeta-function (see [2], Chapter 2, Section 9).
Let ϕ (z) be a holomorphic and bounded function for all values z for which x1 ≤ Re z ≤ x2, where x1
and x2 are integers. The classical Plan’s formula express the sum of values of function ϕ (z) at integer
points via certain integrals. Namely,
1
2
ϕ (x1) + ϕ (x1 + 1) + ϕ (x1 + 2) + . . . + ϕ (x2 − 1) + 12ϕ (x2)
=
∫ x2
x1
ϕ (z) dz +
1
i
∫ ∞
0
ϕ (x2 + iy)− ϕ (x2 − iy) + ϕ (x1 − iy)− ϕ (x1 + iy)
e2πy − 1 dy.
An application of Plan’s formula to the series
d2
dz2
lg Γ (z) =
∞∑
n=0
1
(z + n)2
,
where Γ (z) is the Euler gamma function, and the real part of z is positive, yields the Binet’s integral
representation for function lg Γ (z) (see [1], Chapter 12, Section 12.32):
d
dz
lg Γ (z) = − 1
2z
+ lg z − 2
∫ ∞
0
t dt
(z2 + t2) (e2πt − 1) .
Using Binet’s integral representation for function
Γ′ (x)
Γ (x)
, it was obtained the following integral
representation for real x:
Γ′ (1 + x)
Γ (1 + x)
− lnx = Γ
′ (x)
Γ (x)
+
1
x
− lnx = 1
2x
− 2
∫ ∞
0
t dt
(t2 + x2) (e2πt − 1)
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= −2
∫ ∞
0
t
t2 + x2
(
1
e2πt − 1 −
1
2πt
)
dt.
Substituting the last relation into the integral representation of Riemann zeta-function ζ (s) and
interchanging the order of integration, can be obtained a functional relation for classical Riemann zeta-
function (see [2]), Chapter 2, Section 9). Recall that the integral representation for Riemann zeta-
function ζ (s) in the strip 0 < Re s < 1 has the following form (see [2]), Chapter 2, Section 9):
ζ (s) = −sinπs
π
∫ ∞
0
{
Γ′ (1 + x)
Γ (1 + x)
− lnx
}
x−s dx.
As for generalizations of Riemann zeta-function, in the 50-ies of the last century, I.M. Gel’fand, B.M.
Levitan and L.A. Dikii have studied the zeta-function associated with eigenvalues of Sturm-Liouville
operators (see [3–5]). It turned out that its value is connected with the trace of a given operator. This
approach was further developed by V.B. Lidskii and V.A. Sadovnichii [6], who considered a class of entire
functions of one variable, and for such functions they deﬁned the zeta-function of roots and investigated
its domain of analytic continuation. In [7], S.A. Smagin and M.A. Shubin have constructed the zeta-
function of elliptic operators and operators of more general form, proved the possibility of meromorphic
continuation of the zeta-function and gave some information about poles.
Multivariate results have been obtained by A.M. Kytmanov and S.G. Myslivets [8], where the
concept of the zeta-function associated with a system of meromorphic functions f = (f1, . . . , fn) in
C
n was introduced, and using the residue theory an integral representation for the zeta-function was
obtained. However, in [8], the system of functions f1, . . . , fn was subject to rigid constraints.
In [9], using the residue theory, V.I. Kuzovatov and A.A. Kytmanov have obtained two integral
representations for the zeta-function, constructed by the zeros of an entire function of ﬁnite order of
the growth on the complex plane. Using these integral representations they also described the domain
of analytic continuation of the constructed zeta-function.
2. PRELIMINARIES
We ﬁrst state some results from [9]. Let f (z) be an entire function of order ρ in C. Consider the
equation
f (z) = 0, (2.1)
and denote by Nf = f−1 (0) the set of all roots of equation (2.1) (each root is counted according to its
multiplicity). Notice that the number of roots is at most countable.
The zeta-function ζf (s) of the roots of equation (2.1) is deﬁned as follows:
ζf (s) =
∑
a∈Nf
(−a)−s ,
where s ∈ C. In the deﬁnition, the negative sign is taken in order to write the subsequent integral
formulas in convenient form. Below we present an integral representation for the zeta-function ζf (s)
of roots zn of a function f , which have the form zn = −qn + isn, qn > 0. To this end, we denote
F (f, x) =
∞∑
n=1
eznx, (2.2)
and assume that Re s = σ > 1 and the following conditions are fulﬁlled:
lim
n→∞
qn
n
> 0,
∞∑
n=1
(
1
qn
)σ−1
< ∞ (2.3)
Theorem 2.1 ([9]). Let the conditions (2.3) be satisﬁed, and let Re s > 1. Then
ζf (s) =
1
Γ (s)
∫ ∞
0
xs−1F (f, x) dx,
where F (f, x) is deﬁned by formula (2.2).
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In this paper, we assume that the zeros zn are of the form zn = −qn, qn > 0, where {qn} is some
sequence of natural numbers. Consider the function
F (z) = F (f, 2πiz) =
∞∑
n=1
ezn2πiz =
∞∑
n=1
e−qn2πiz,
and observe that, in view of the change of variables e−2πiz = w, the last series can be written in the form
∞∑
n=1
wqn or equivalently,
G (w) =
∞∑
n=1
fnw
n, (2.4)
where fn = 1 if n = qk, and fn = 0 if n = qk, and hence lim
n→∞
n
√|fn| = 1.
Note that the series (2.4) contains inﬁnitely many non-zero coeﬃcients fn. Observe that as |w| →
1− 0 the function G(w) becomes unbounded, but it is holomorphic in the unit disk. Thus, G(w) cannot
be continued into point 1. Then Fabry’s gap theorem (see, e.g., [10, §2.3]) shows that the coeﬃcients of
the series can be chosen so that for the obtained function G(w) the whole circle will become a natural
boundary.
3. THE MAIN RESULT
In what follows we consider only the classes of rational functions G (w) that admit the representation
(2.4). In this connection we recall the following result by G. Szego¨ (see [10, §6.1]).
Theorem 3.1 (Szego¨, [10]). The power series
G (w) =
∞∑
0
fnw
n (3.1)
with coeﬃcients fn taking only a ﬁnite number of distinct values either represents a rational
function, or cannot be continued outside the unit disk. Moreover, in the case where the sum G (w)
of the series (3.1) is rational, then
G (w) =
P (w)
1− wN ,
where P (w) is a polynomial and N is a natural number.
It follows from Theorem 3.1 that the singular points (in this case that are ﬁrst order poles) for function
G (w) can be only the points wk = ei
2π
N
k, k = 0, 1, . . . , N − 1, N ∈ N. In variables z the singular
points for function F (z) will be the following points:
e−2πiz = wk, −2πiz = i
(
2π
N
k + 2πl
)
, z = −
(
k
N
+ l
)
, l = 0,±1,±2, . . . ,
or equivalently,
zk,l = l − k
N
, l = 0,±1,±2, . . . , k = 0, 1, . . . , N − 1.
Let {qn} be a sequence of numbers satisfying the condition (2.3). In addition, we assume that the
following condition is satisﬁed:
1 + F (f, 2πiz) = −F (f,−2πiz) , (3.2)
as well as, its consequence
−(1 + F (f,−2πy)) = F (f, 2πy) . (3.3)
The conditions (3.2) and (3.3) will be discussed below.
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Theorem 3.2. Let x1 and x2 be integers, and let ϕ (z) be a function that is holomorphic and
bounded on the set {x1 ≤ Re z ≤ x2}. Then the following formula holds:
P (w0)
N
(
1
2ϕ (x1) + ϕ (x1 + 1) + ϕ (x1 + 2) + . . . + ϕ (x2 − 1) + 12ϕ (x2)
)
(3.4)
+ P (w1)N
(
ϕ
(
x1 + 1− 1N
)
+ ϕ
(
x1 + 2− 1N
)
+ . . . + ϕ
(
x2 − 1− 1N
)
+ ϕ
(
x2 − 1N
))
+ P (w2)N
(
ϕ
(
x1 + 1− 2N
)
+ ϕ
(
x1 + 2− 2N
)
+ . . . + ϕ
(
x2 − 1− 2N
)
+ ϕ
(
x2 − 2N
))
+ . . .
+ P (wN−1)N
(
ϕ
(
x1 + 1− N−1N
)
+ ϕ
(
x1 + 2− N−1N
)
+ . . . + ϕ
(
x2 − 1− N−1N
)
+ ϕ
(
x2 − N−1N
))
=
∫ x2
x1
ϕ (z) dz + 1i
∫∞
0
[
ϕ (x2 + iy)− ϕ (x2 − iy) + ϕ (x1 − iy)− ϕ (x1 + iy)
]
F (f, 2πy) dy,
where F (f, 2πy) =
∞∑
n=1
e−qn2πy.
Proof. Observe ﬁrst that the function F (f, 2πy) has a simple pole at the point y = 0, and F (f, 2πy) has
no other singular points for y > 0. In view of identity (3.3), the function F (f,−2πy) also has no singu-
larities for y > 0. The expression ϕ (x2 + iy)− ϕ (x2 − iy) + ϕ (x1 − iy)− ϕ (x1 + iy) in formula (3.4)
vanish at the point y = 0, and hence the integrand in formula (3.4) has no singularities. In what follows,
without loss of generality, we will assume that the function F (f,−2πy) has no singularities, because,
otherwise, the integrals can be considered over the complement of [0, ε], and then in the obtained
expression pass to the limit as ε → +0. Consider the integral∫
γR
ϕ (z)F (z) dz (3.5)
over the boundary of rectangle γR with vertices at points x2 ± iR, x1 ± iR, R > 0.
Note that, in view of presence of singular points x1 and x2 (for the integrand ϕ (z)F (z)) on the
contour of integration γR, the integral (3.5) should be understood in the sense of Cauchy principal value,
that is,
v. p.
∫
γR
ϕ (z)F (z) dz.
Instead of the contour γR we will consider the contour γ˜R, which is obtained from γR by removing the
segments [x2 − iδ;x2 + iδ] and [x1 + iδ;x1 − iδ], and replacing them by the arcs of a circles of radius δ
and centers at points (x2, 0) and (x1, 0), respectively.
According to Cauchy theorem, we have∫
γ˜R
ϕ (z)F (z) dz =
∑
k,l
∫
γk,l
ϕ (z)F (z) dz,
where γk,l denotes a circle of suﬃciently small radius centered at point zk,l, oriented counterclockwise.
On the other hand, by the deﬁnition of residue, we have∫
γk,l
ϕ (z)F (z) dz = 2πi res
z=zk,l
(
ϕ (z)F (z)
)
.
Since zk,l are ﬁrst order poles, we can write
res
z=zk,l
(
ϕ (z)F (z)
)
= res
z=zk,l
(
ϕ (z)
P
(
e−2πiz
)
1− e−2πizN
)
=
ϕ (zk,l)P
(
e−2πizk,l
)
2πiNe−2πizk,lN
=
ϕ (zk,l)P (wk)
2πiN
.
Thus, we have∫
γk,l
ϕ (z)F (z) dz =
ϕ (zk,l)P (wk)
N
,
∫
γ˜R
ϕ (z)F (z) dz =
∑
k,l
ϕ (zk,l)
P (wk)
N
,
where the sum is over all points zk,l, lying in the segment [x1;x2].
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Passing to the limit as δ → +0, we obtain the left-hand side of (3.4). And, according to the residue
theory, the residue at boundary points x1 and x2 is taken with coeﬃcient 1/2 by Privalov-Plemelj
formula. On the other hand, choosing counterclockwise direction, the underlying contour integral (3.5)
can be written in the form of sum of four integrals over the sides of the rectangle. Namely, we have∫
γR
ϕ (z)F (z) dz =
∫ x2+iR
x2−iR
ϕ (z)F (z) dz +
∫ x1+iR
x2+iR
ϕ (z)F (z) dz +
∫ x1−iR
x1+iR
ϕ (z)F (z) dz
+
∫ x2−iR
x1−iR
ϕ (z)F (z) dz =: I1 + I2 + I3 + I4. (3.6)
Now we calculate the integral I1. We have
I1 =
∫ x2+iR
x2−iR
ϕ (z)F (z) dz =
∫ x2
x2−iR
ϕ (z)F (z) dz +
∫ x2+iR
x2
ϕ (z)F (z) dz.
∫ x2
x2−iR
ϕ (z)F (z) dz = i
∫ 0
−R
ϕ (x2 + iy)F (x2 + iy) dy
= −i
∫ 0
R
ϕ (x2 − iτ)F (x2 − iτ) dτ = i
∫ R
0
ϕ (x2 − iτ)F (x2 − iτ) dτ
=
1
i
∫ R
0
(−ϕ (x2 − iy))F (x2 − iy) dy = 1
i
∫ R
0
(−ϕ (x2 − iy))
∞∑
n=1
e−qn2πi(x2−iy) dy
=
1
i
∫ R
0
(−ϕ (x2 − iy))
∞∑
n=1
e−qn2πy dy =
1
i
∫ R
0
(−ϕ (x2 − iy))F (f, 2πy) dy.
Further∫ x2+iR
x2
ϕ (z)F (z) dz = i
∫ R
0
ϕ (x2 + iy)F (x2 + iy) dy
=
1
i
∫ R
0
ϕ (x2 + iy)
(−F (f,−2πy)) dy = 1
i
∫ R
0
ϕ (x2 + iy)
(
1− 1− F (f,−2πy)) dy
=
1
i
∫ R
0
ϕ (x2 + iy) dy − 1
i
∫ R
0
(
1 + F (f,−2πy))ϕ (x2 + iy) dy.
The equality F (x2 + iy) = F (f,−2πy) holds, because e2πiz = e2πi(xj+iy) = e−2πy , j = 1, 2.
Thus, under the conditions (3.3), for the value of integral I1 we have
I1 =
∫ x2+iR
x2−iR
ϕ (z)F (z) dz =
1
i
∫ R
0
ϕ (x2 + iy) dy +
1
i
∫ R
0
(
ϕ (x2 + iy)− ϕ (x2 − iy)
)
F (f, 2πy) dy.
Similarly, we obtain the value of integral I3:
I3 =
∫ x1−iR
x1+iR
ϕ (z)F (z) dz = −
∫ x1+iR
x1−iR
ϕ (z)F (z) dz
= −1
i
∫ R
0
ϕ (x1 + iy) dy +
1
i
∫ R
0
(
ϕ (x1 − iy)− ϕ (x1 + iy)
)
F (f, 2πy) dy.
Now we show that I4 → 0 as R → +∞. Indeed, we have
I4 =
∫ x2−iR
x1−iR
ϕ (z)F (z) dz =
∫ x2
x1
ϕ (x− iR)F (x− iR) dx =
=
∫ x2
x1
ϕ (x− iR)
∞∑
n=1
e−qn2πi(x−iR) dx =
∫ x2
x1
ϕ (x− iR)
∞∑
n=1
e−qn2πixe−qn2πR dx.
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|I4| =
∣∣∣∣∣
∫ x2
x1
ϕ (x− iR)
∞∑
n=1
e−qn2πixe−qn2πR dx
∣∣∣∣∣ ≤
∫ x2
x1
|ϕ (x− iR)|
∞∑
n=1
e−qn2πRdx ≤
≤ (x2 − x1) C˜
∞∑
n=1
e−qn2πR → 0, as R → +∞,
because e−qn2πR → 0 as R → +∞. The constant C˜ > 0 is chosen from the boundedness condition of
function ϕ on the given set of integration.
To justify the legitimacy of interchange the order of summation and passing to the limit (as R →
+∞), we have to prove the uniform (in R) convergence of the series
∞∑
n=1
e−qn2πR on the set [1;+∞). In
view of (2.3), we have
∣∣∣∣ 1eqn2πR
∣∣∣∣ ≤ 1eqn2π ≤
1
eqn
, lim
n→∞
n
√
1
eqn
= lim
n→∞
1
e
qn
n
=
1
lim
n→∞
e
qn
n
=
1
e
lim
n→∞
qn
n
< 1.
Thus, by Cauchy principle, the series
∞∑
n=1
1
eqn converges, and by Weierstrass principle, the underlying
series
∞∑
n=1
e−qn2πR converges absolutely and uniformly in R on the set [1;+∞).
Since ϕ (z) is a holomorphic function on the considered rectangle, by Cauchy theorem, we obtain
∫ x2
x1
ϕ (z) dz = −
∫ x2+iR
x2
ϕ (z) dz −
∫ x1+iR
x2+iR
ϕ (z) dz −
∫ x1
x1+iR
ϕ (z) dz.
Consider the integrals
1
i
∫ R
0
ϕ (x2 + iy) dy − 1
i
∫ R
0
ϕ (x1 + iy) dy +
∫ x1+iR
x2+iR
ϕ (z)F (z) dz
= −i
∫ R
0
ϕ (x2 + iy) dy − i
∫ 0
R
ϕ (x1 + iy) dy +
∫ x1+iR
x2+iR
ϕ (z)F (z) dz =
=
∫ x2
x1
ϕ (z) dz +
∫ x1+iR
x2+iR
ϕ (z) [1 + F (z)] dz.
The ﬁnal step of the proof of the theorem is justiﬁcation of the fact that the integral
I =
∫ x1+iR
x2+iR
ϕ (z) [1 + F (z)] dz
tends to zero as R → +∞. To show this, we use (3.2) to write
I =
∫ x1+iR
x2+iR
ϕ (z) [1 + F (f, 2πiz)] dz = −
∫ x1+iR
x2+iR
ϕ (z)F (f,−2πiz) dz =
= −
∫ x1
x2
ϕ (x + iR)
∞∑
n=1
eqn2πi(x+iR)dx =
∫ x2
x1
ϕ (x + iR)
∞∑
n=1
eqn2πixe−qn2πRdx.
Similar to the case of the integral I4, it is easy to show that I → 0 as R → +∞. Passing to the limit in
(3.6) as R → +∞, we complete the proof of Theorem 3.2.
In the special case where qn = n, we have G (w) = w1−w , P (1) = 1, and
F (f, 2πy) =
∞∑
n=1
e−n2πy = e−2πy + e−4πy + e−6πy + . . . =
e−2πy
1− e−2πy =
1
e2πy − 1 ,
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and we obtain the classical Plan’s formula, quoted at the beginning of this paper. Also, it is easy to see
that the conditions (3.2) and (3.3) are satisﬁed for function F (f, 2πy).
Note that the proved generalization of Plan’s formula can be used to obtain an analog of the Binet’s
integral representation, which will allow to deduce a functional relation for zeta-function of roots of some
class of entire functions.
4. TRANSFORMATION OF SYMMETRY CONDITION
We return to the discussion of the condition (3.2). In this connection we state the following result.
Lemma 4.1. The condition (3.2) is equivalent to the following condition, imposed on func-
tion G (w):
1 + G (w) = −G
(
1
w
)
. (4.1)
Proof. Observe that the function G (w) is obtained from function F (f, 2πiz) by change of variables
e−2πiz = w, and the function F (f,−2πiz) becomes G (w−1), showing that the conditions (3.2) and
(4.1) are equivalent.
Lemma 4.2. If
G (w) =
P (w)
1− wN =
a0 + a1w + a2w2 + . . . + aNwN
1− wN , (4.2)
then the condition (4.1) is equivalent to the following condition, imposed on the coeﬃcients of
the polynomial P (w): 1 + a0 = aN , a1 = aN−1, a2 = aN−2, . . . , ap = aN−p, where p ∈ [1;N/2] for
even N and p ∈ [1; N−12
]
for odd N .
Proof. Substituting G (w) = P (w)
1−wN from (4.2) into (4.1), we obtain
1 +
P (w)
1− wN = −
P
(
1
w
)
1− 1
wN
,
1− wN + P (w)
1−wN =
P
(
1
w
)
1− wN w
N , 1− wN + P (w) = P
(
1
w
)
wN .
Now substituting the expression of the polynomial P (w) from (4.2) into the last formula, we obtain
(1 + a0) + a1w + a2w2 + . . . + (aN − 1)wN =
(
a0 +
a1
w
+
a2
w2
+ . . . +
aN
wN
)
wN ,
(1 + a0)+ a1w + a2w2 + . . .+(aN − 1)wN = a0wN + a1wN−1 + a2wN−2 + . . .+ aN−2w2 + aN−1w + aN .
Collecting the similar terms for the same exponents we obtain the assertion of the lemma.
Note that the condition (3.2) can be understood as some symmetry condition (oddness condition) in
variable z for function ψ (z) = 12 + F (f, 2πiz).
5. EXAMPLES
Example 5.1. We give an example of rational function G (w), satisfying the representation (2.4). Let
G (w) =
w
(1− w) (w2 + 1) .
Writing the function G (w) as a sum of partial fractions, we obtain
G (w) = w
(
1/2
1− w +
1/2w + 1/2
w2 + 1
)
.
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Then we expand each of these fractions into a sum of a geometric progression. Representing one of these
sums in the form of a sum of terms in even and odd exponents, and collecting the similar terms, we obtain
G (w) = w
( ∞∑
n=0
wn
2
+
∞∑
n=0
(−1)n w2n+1
2
+
∞∑
n=0
(−1)n w2n
2
)
= w
( ∞∑
k=0
(
1 + (−1)k)w2k
2
+
∞∑
k=0
(
1 + (−1)k)w2k+1
2
)
=
∞∑
n=1
wqn ,
where qn = {1, 2, 5, 6, 9, 10, 13, 14, . . .}. Note that in this example the function G (w) can also be written
in the following form:
G (w) =
w
(1− w) (w2 + 1) =
w (1 + w)
1− w4 =
w + w2
1− w4 .
Example 5.2. We give an example of rational function G (w), satisfying the representation (2.4) and the
condition (4.1). Let
G (w) =
w
1− w −
w2
1− w2 +
w4
1− w4 =
∞∑
n=1
wqn ,
where qn = {1, 3, 4, 5, 7, 8, 9, 11, 12, . . .}.
For the left-hand side of (4.1), we have
1 + G (w) =
1
1− w −
1
1− w2 +
1
1− w4 ,
and for the right-hand side of (4.1), we get
−G
(
1
w
)
=
1
1− w −
1
1− w2 +
1
1− w4 .
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