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ABSTRACT 
The main result is that Drazin’s “star” partial ordering A 5 B holds if and only if 
AaB and B+-A+=(B-A)‘, where A < B is defined by A*A = A*B and AA* = 
BA*, and where A Q B denotes rank subtr&tivity. Here A and B are m X n complex 
matrices and the superscript ’ denotes the Moore-Penrose inverse. Several other 
characterizations of A < B are given, with particular emphasis on what extra condi- 
tion must be added in ozder that rank subtractivity becomes the stronger “star” order; 
a key tool is a new canonical form for rank subtractivity. Connections with simulta- 
neous singular-value decompositions, Schur complements, and idempotent matrices 
are also mentioned. 
1. INTRODUCTION AND SOME PRELIMINARY RESULTS 
The “star” matrix partial ordering A < B introduced by Drazin [lo, t 
Theorem l] in 1978 may be defined by 
A 5 B whenever A*A = A*B and AA* = BA*, (1.1) 
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where A and B are complex m X n matrices (and A* is the conjugate 
transpose of A). The matrix A is said (Hestenes [20, Lemma 3.41) to be a 
section of the matrix B whenever the two conditions in (1.1) hold. It was 
further shown in [lo] that the “star” order (1.1) may be characterized as 
A<B = A’A = A’B and AA’ = BA’, * (1.2) 
where the superscript ’ denotes the Moore-Penrose inverse. See also [1, 3, 4, 
14, 15, 161. 
As shown by Hartwig [16] in 1980, one may replace the Moore-Penrose 
inverse A’ in (1.2) [or the conjugate transpose A* in (l.l)] by a reflexive 
generalized inverse A ’ (satisfying both AA +A = A and A +AA + = A + ) and 
still keep a partial ordering. This partial ordering was called the “plus” order 
in [ 161, and we denote it by 
A-+B whenever A+A=A+B and AA+=BA+ (1.3) 
for some reflexive generalized inverse A+ of A. In the same paper [16] it was 
also shown that 
A+B 0 rank(B-A)= rank (B) - rank (A), (1.4) 
and so the “plus” order (1.3) is equivalent to rank subtractivity. It was later 
observed (see [I, 17]), that 
A Q B whenever A-A = A-B and AA= = BA= (1.5) 
for some (possibly distinct) “inner” generalized inverses A - and A= 
(satisfying AAA = A = AA-A). Indeed, one may always take A+ = A’AA 
to obtain the desired reflexive generalized inverse. Consequently, in defining 
A + B we may use identical or distinct, inner or reflexive generalized inverses 
in (1.5). However, since A ’ is often used to denote the Moore-Penrose 
inverse (particularly by statisticians [28]), and since we may use either 
characterization (1.5) or (1.4) to define A Q B, we will now refer to this 
partial ordering as the “minus” order or rank subtractivity. 
As an example to show that A 4 B does not, in general, imply A < B, * 
consider 
and B=(i _:) (l-6) 
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[see also (2.18) below]. Then 
and so rank(B - A) = 1 = rank(A), while rank(B) = 2. Thus (1.4) holds and 
A Q B. However, 
AA*= : : and BA*=(i i), 
( 1 
0.7) 
and so (1.1) does not hold and A is not less than B in the “star” ordering. 
Our main purpose in this paper is to prove [(a) = (c)(4) in Theorem 21 
that 
A<B e A-GB and B’-A’=(B-A)‘, (1.8) * 
as announced by Hartwig [16]. We also obtain (in Theorem 2) several other 
characterizations of the “star” order, some of which were announced in [27]. 
See also [18]. We may replace the Moore-Penrose inverse (B - A)’ in (1.8) 
with a least-squares or (1,3>generalized inverse (B - A)(lx3); a least-squares 
generalized inverse A (‘s3) satisfies the first and third of the Penrose equations, 
viz. AA(‘*3)A = A and AA(1*3) Hermitian. These two conditions are equivalent 
to the single condition A*AA(‘s3) = A* that occurs in the normal equations (in 
least-squares estimation). For further details on generalized inverses we refer 
the reader to the books by Ben-Israel and Greville [6] and by Rao and Mitra 
[26], and the recent survey article by Styan [28]. 
Our aim in this paper is to characterize the “star” order < in terms of 
the “minus” order Q together with one or more suitable extra *conditions. In 
the process we develop (Theorem 1) a new characterization of 4 which 
gives us further insight into the interrelation between these two matrix partial 
orderings. 
In order to prove Theorems 1 and 2 we will need some previously 
established properties of rank subtractivity or the “minus” order Q, which 
we assemble in Lemma 1 below. We will use V to denote column space or 
range, 9 to denote row space, and dim to denote dimension. 
LEMMA 1. Let A and B be m x n complex m&ices with ranks a and b, 
respectively. Then the following are equivalmt: 
(a) A 4 B, i.e., rank(B - A) = rank(B) - rank(A), 
(b) dim[V(A)n %‘(B - A)] = dim[~@(A)f~ 9(B - A)] = 0, 
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Cc) r&(i)= rank(B) = rank(A, B) and AB-A = A, 
(d) A = AB- B = BB-A = AB-A, 
where B- is any inner generalized inverse of B (satisfying BB- B = B). If 
either (c) or (d) holds for some B- , then both (c) and (d) hold for every B - . 
Moreover, if A a B and if A has fill rank, then B = A. 
The equivalence of (a) and (b) is due to Marsagha and Styan [22], while 
(a) * (c) CJ (d) was shown in [23, Theorem 171. Numerous other algebraic 
characterizations of rank subtractivity are given by Cline and Funderlic [9], 
by Hartwig and Luh [17], and by Marsaglia and Styan [23]. 
Lemma 1 enables us to establish a new canonical form for complex 
matrices which are rank-subtractive: 
THEOREM 1. Let A and B be m X n complex matrices with ranks a and 
b, respectively, with b > a 2 1. Then A 4 B, i.e., rank(B - A) = rank(B) - 
rank(A), if and only if there exist unitary matrices U and V such that 
(1.9) 
where the a X a real matrix D, is diagonal positive definite (with the a 
singular values of A as its diagonal elements) and where the b X b complex 
matrix M in (1.9) is nonsingular and may be expressed as 
M=(X” ;)+(;)D(SJ,=(:, ;)(o” “D)(; ;) (1.10) 
forsomeaX(b-a)complexmatrixRandsome(b-a)Xacomplexmatrix 
S, where the (b - a) X(b - a) real matrix D is diagonal and positive 
definite. 
Proof. Clearly (1.9) and (1.10) imply that A Q B. To go the other way 
we begin with a singular-value decomposition of A, 
P*AQ= : 8 , 
i 1 
(1.11) 
where P and Q are unitary matrices and where D, is as in (1.9). Let us write 
(1.12) 
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where B, is a X a. Let 
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(1.13) 
be a singular-value decomposition of B4 with P, and Qi unitary and where 
the real matrix D is diagonal positive definite and s X s, say. Then 
and V=Q 
are both unitary with U*AV as in (1.9) and 
I 
B, B, Bs 
U*BV= B, D 0 
B, 0 0 1 2 (1.15) 
(1.14) 
say. Since U *AV 4 U *BV, it follows, using Lemma l(b), that B, = 0 and 
that B, = 0. Then, using the first condition in Lemma l(c), we see that 
b = rank(B) = rank(A, B) = rank(U*AV,U*BV)=a+s, and so s=b-a 
and the diagonal matrix D in (1.13) and (1.15) is (b - a)X(b - a). Since the 
matrix D is nonsingular, we may, in (1.15), write B, = RD and B, = DS, 
where the matrices R and S are as in (1.10). We now need only show that 
B, = D, + RDS [and then U*BV in (1.15) reduces to the form given in (1.9) 
and (l.lO)]. This, however, follows at once from the last condition in Lemma 
l(c) and the Banachiewicz-Schur form (Bhimasankaram [6]; see also [13, p. 
2221 and [24, p. 2331) 
(;s ;)-=(; ;_l)+( +4-S)-(1, -R), (1.16) 
and our proof is complete. n 
We note that if A -G B and rank(A) = rank(B) then A = B, and then 
R 
( 1 
I D(S, I) in (1.10) disappears. 
When the matrix M in (1.9) is diagonal positive definite, then the m x n 
complex matrices A and B have “simultaneous singular-value decomposi- 
tions.” More generally, however, we will say that the two m X n complex 
matrices A and B have simultaneous singular-value decompositions whenever 
150 ROBERT E. HARTWIG AND GEORGE P. H. STYAN 
there exist unitary matrices U and V, say, such that 
and U*BV= D,, (1.17) 
where the a x a real matrix D, is diagonal positive definite with the singular 
values of A as its diagonal elements [as in (1.9)], and where the m x n real 
matrix D, has all its elements zero except for precisely b elements on its 
principal diagonal, and these are positive and equal to the singular values of 
B. As in Lemma 1 and Theorem 1 and throughout this paper, we write 
a = rank(A) and b = rank(B). We then have the following result, due to 
Eckart and Young [ll] in 1939 (see also [6, pp. 250-251; 25, pp. 6-7]), 
which we wiLl use in proving a part of Theorem 2. 
LEMMAS. Let A and B be m X n complex matrices with ranks a and b, 
respectively. Then A and B have simultaneous singular-value decompositions 
as in (1.17) if and only if AB* and A*B are both Hermitian. 
The matrices A and B are said (Hestenes [20, Section 41) to stur-cm- 
mute whenever the two matrices AB* and A*B are both Hermitian as in 
Lemma 2 above. 
As we will see in Theorem 2 below, the two m X n complex matrices A 
and B have simultaneous singular-value decompositions and are rank-sub- 
tractive if and only if the two matrices R and S in (1.10) are both zero. 
2. THE MAIN RESULTS 
We assemble some eleven different characterizations of Drazin’s “star” 
matrix partial ordering (1.1) in the following theorem. 
THEOREM 2. Let A and B be m x n complex matrices with ranks a and 
b, respectively, with b > a 2 1. Then the following twelve conditions are 
equivalent: 
(a) A 5 B, i.e., A*A = A*B and AA* = BA*, 
(b) there exist unitary matrices U and V such that 
U*AV= and U*BV= 
‘0, 0 0 
0 D 0 
,o 0 0 I 3 (2.1) 
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whereboththeaXanuztrixD,andthe(b-a)x(b-a)mutrixDare 
real, diagonal, and positive definite, 
(c) A Q B, i.e., rank( B - A) = rank(B) - rank(A), and any one of the fol- 
lowing ten conditions: 
(1) A*B and BA* are both Hermitian, 
(2) AtB and BA’ are both Hermitian, 
(3) AB + and B +A are both Hermitian, 
(4) B’ - A+ = (B - A)‘, 
(5) B + - A’ is a (1, S).generalized inverse of B - A, 
(6) B + - A’ is a (1, 4).gemzruZized inverse of B - A, 
(7) BA’B = A, 
(8) BAfB = AXA for some n X m complex matrix X, and then AXA = A, 
(9) B’AB’ = A’, 
(10) B +AXAB + = A’ far some n X m complex matrix X, and then 
AXA = A. 
Proof. When (a) holds, then both AB* and A*B are Hermitian and 
Lemma 2 applies, and so (l.17) holds. Since AA* = BA*, it follows that the 
diagonal matrix D, = U*B‘V in (1.17) must have the special form given in 
(2.1). Thus (a) = (b). It is (very) easy to see that (b) implies all of the other 
eleven conditions. It remains, therefore, only to show that when A 4 B, then 
each of the ten conditions under (c) implies either (a) or (b). From Theorem 
1 we know that rank subtractivity A 4 B implies the canonical forms given by 
(1.9) and (l.lO), and so we need only show that when any one of the ten 
conditions under (c) holds then the two matrices R and S in (1.10) are both 
zero, for then (1.9) reduces to (2.1). I n view of all this we may, and so do, 
replace the two m x n matrices A and B in the conditions (1) through (10) 
under (c) with, respectively, the two b X b matrices 
say, where D, is as in (1.9), and from (1.10) 
M=L+ 
(;)D(syz)=(; 
(2.2) 
=L+K, (2.3) 
say. 
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Straightforward matrix manipulation of the conditions (1) (2), and (3) 
under (c) then shows that when A 4 B 
A*B=(A*B)* o A+B=(A+B)* e AB+=(AB+)* = R=O, 
(2.4) 
BA*=(BA*)* Q BA+=(BA+)* w B+A=(B+A)* = S=O, 
(2.5) 
and so when A Q B, then (1) * (2) = (3) * o>). 
Clearly (4) *(5), and (5) CJ (B - A)*(B - A)(Z?‘- A’) = (Z? - A)* e 
K*K(M-‘-L’)=K*whenA~B.Thisreducesto(R*R+Z)(-DSD,-‘,Z) 
=(R*,Z) w R=Oand S=O, since 
M-l= O,-’ 
i 
- D,-lR 
- SD,-’ D-’ f SD,-‘R 
(2.6) 
and so (5) 3 (b). Similar algebra shows that (4) j (Jo). 
Clearly (7) a (8), and when A Q B, then (8) = ML’M = LYL for some 
b x b matrix Y. This “reduces” to 
R(2D+W)S+ Da R(D+W) 
(D+W)S 
w ) =( Da;Da ;), (2.7) 
where W = DSDi’RD and Y, is the top left a X a submatrix of Y. Thus 
W = 0 and so R = 0, S = 0, and Y, = 0; ‘. Hence (8) -j (b). Clearly (9) 3 (lo), 
and when A Q B, then (10) e M-‘LYLM-’ = Lt 0 LYL = ML’M, which 
is (8) above. This completes our proof of Theorem 2. # 
As pointed out by Drazin [lo] and Hartwig [14], the “star” order is 
preserved under Moore-Penrose inversion, i.e., 
A<B e A+<B+. * * (2.8) 
Since 
A<B a B-A<B, * * (2.9) 
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we see that 
A<B a (B-A)+~B+ = B+-A+5B+. (2.10) 
* 
We may not, however, replace the “star” order 5 in (2.8) and/or (2.10) 
with the “minus” order -G unless we impose some extra condition(s). 
Moreover, as we will see in Theorem 3, even with such extra condition(s) the 
“minus” order does not (necessarily) become the “star” order. 
THEOREM 3. Let A and B be m x n complex muttices with ranks a and 
b, respectively, with b > a 2 1, and suppose that A 4 B, i.e., rank(B - A) = 
b-a>l. Then 
A+-GB+ 0 B+-AtaB+ * A+BA+=A+ e RDS=O, (2.11) 
(B-A)+GB+ = SD,R=O, (2.12) 
B+-A+=(B-A)P = SD,-‘R=O, (2.13) 
= RDS = 0 and SDL’R = 0. (2.14) 
The matrices D, D,, R, and S are as defined in Theorem 1. In (2.14) the 
superscripts (2) and (1, 2) denote, respectively, an outer or (2)- and a 
reflexive or (1, 2)-generalized inverse. 
Proof. Using Theorem 1 and (2.6) it is straightforward to show that 
rank(B’- A’) - [rank(B’) - ranI@‘)] 
=rmk[B+-(B+-At)] - [rank(B’)-rank(B+-A+)] 
=a-b+rank(B’-A’)= rank( AtBAt - At) = rank( RDS), (2.15) 
which implies (2.11). We find similarly that 
rank[ B’- (B - A)‘] - [rank(B’) - rank(B - A)‘] = rank(SD,R), (2.16) 
154 ROBERT E. HARTWIG AND GEORGE P. H. SNAN 
since the left-hand side is equal to rank( I, - MK + ) - a and 
K’= ( 1 “; (I + ss*) -+‘(I + R*R) -l(R*, I). (2.17) 
It is clear that (2.16) j (2.12). Straightforward multiplication establishes 
(2.14). n 
We note in Theorem 3 that (2.11)n(2.13) G (2.14) and that (2.12) 
differs (rather curiously) from (2.13) with the inversion of 0,. It is clear that 
even if all the conditions in Theorem 3 are satisfied, then A and B still need 
not be “star-ordered,” for these conditions are satisfied when either R = 0 or 
S = 0, while A < B requires that both R = 0 ad S = 0. For example, if [see 
also (1.6) abovei 
and B=(t _i), (2.18) 
then a=l=b-a, b=2, D,,=D=&, R=O, and S=l, and so all the 
conditions in Theorem 3 hold but A and B are not “star-ordered” (since 
s # 0). 
If, however, S = R* in Theorem 3, then alI the conditions in (2.11)-(2.14) 
reduce to R = 0, and then A 4 B * A f B. When the two matrices A and 
B are both square and Hermitian, the; a sufficient (but not necessary) 
condition for S = R* is that the matrix B 2 0 or be nonnegative definite, and 
then A 2 0 [since A -G B; see e.g. Lemma l(c)]. To see that B 2 0 is not 
necessary, let m = n = b in Theorem 1, so that B = UMV *. Then S = R* 
implies MlO,butif U=V*=iZ,wherei=R,then B= -M<O. 
When the two matrices A and B are both square and Hermitian, then 
Theorem 1 applies with V = U * and S = R*, but the diagonal matrix D,, 
now contains the a nonzero eigenvalues as its diagonal elements and thus is 
now positive definite if and only if A is nonnegative definite. Moreover, the 
nonsingular matrix M, defined in (1.8), is positive definite if and only if B is 
nonnegative definite, in which event A is also nonnegative definite. Indeed if 
AT = A r Q A,, where A, is Hermitian positive definite, then A, = A rA, iA1 
2 0 [using, for example, the last condition in Lemma l(c)] and so A, is 
nonnegative definite. 
We obtain, therefore, the following coroIlary to Theorems 2 and 3. 
COROLLARY 1. Let A and B be n X n complex Hermitian matrices with 
ranks a and b, respectively. Then the following thirteen conditions are 
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equivalent: 
(4 
($1 
A < B, i.e., A2 = AB = BA, 
* 
there exists a unitay matrix U such that 
cc> 
U*AU= 
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where both the a X a matrix D, and the (b - a) x (b - a) matrix D are 
real, diagonal, and nonsingular (but not necessarily positive definite), 
A Q B, i.e., rank(B - A) = rank(B) - rank(A), and any one of the fil- 
lowing three conditions: 
(1) AB = BA, 
(2) A’B = BA’, or 
(3) AB+= B’A, 
(d) A -G B and A 2 0, i.e., rank(B - A) = rank(B) - rank(A) and the Hemi- 
tian matrix A is nonnegative definite, and either 
(1) (B - A)’ Q B’ 
(2) B’- A’= (B - A)-, i.e., (B - A)(B’- A’)(B - A) = B - A, 
(e) A 4 B and B 2 0, i.e., rank( B - A) = rank(B) - rank(A) and the Hermi- 
tian matrix B is nonnegative definite, and any one of the following 
six conditions: 
(1) (B - A)’ 4 B’, 
(2) B’- A’= (B - A)-, i.e., (B - A)(B’- A’)(B - A) = B - A, 
(3) A+aB’, 
(4) B’-A+<B’, 
(5) A’BA’= A+, or 
(6) B + - A’ = (B - A)c2), i.e., (Bt - At)(B - A)(B’- A’) = Bt - At. 
We note that conditions (1) and (2) ’ ( ) b m e a ove are the same as (1) and 
(2) in (d). 
3. REMARKS AND CONCLUSIONS 
3A. Rank and Dagger Subtractivity 
That (a) a (c)(4) in Theorem 2 shows that A G B if and only if A and B 
are both rank- and dagger-subtractive, as announied in (1.6). This result is 
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useful in perturbation calculations. We may rewrite (1.6) as 
A*(B-A)=0 and (B-A)A*=O e 
rank(B-A)=rank(B)-rank(A) and B’=(B-A)‘+A’. (3.1) 
We may use (3.1) to derive an algorithm for calculating B’. Usually A is 
selected so that (B - A)’ = (B - A))‘. This could be used, for example, to 
compute the Moore-Penrose inverse of some special circulant-type patterned 
matrices (cf. Bell [5]), and hinges on the fact that the inverse of a circulant 
matrix is relatively easily calculated. 
3B. Star Orthogonality 
Two matrices A and B are said to be star-orthogonal whenever A*B = 0 
and BA* = 0. Let us denote this by A I B. Then (3.1) may be rewritten as 
AIB 0 (A+B)‘=A’+B’ and rank(A+B)=rank(A)+rank(B). 
The “only if” ( * part) of (3.2) was established by Penrose [25, 
p. 4081 and Hestenes [20, Lemma 3.2, p. 2301. Moreover, 
A_LB = {sg(A+ B)} = {sg(A)@{sg(B)), 
(3.2) 
Lemma 1.7, 
(3.3) 
where {sg( . )} denotes the set of nonzero singular values and q denotes 
concatenation. The “only if” ( * ) part of (3.3) follows at once from (a) = (b) 
in Theorem 2. To prove the “if” ( = ) part we may use Theorem 1 to show 
for the product of the squared singular values of A + B that 
nsg2(A + B) = nsg2(A). nsg2(B)jR*R + ZI.ISS* + II 
(3.4) 
2 nsg2(A). nsg2(B) 
with equality if and only if R = 0 and S = 0. Johnson [21, Theorem II] proved 
(3.3) for square matrices A and B (with the condition A I B incorrectly 
stated as AB = BA = 0). 
3C. Rank Subtractivity and Simultaneous Singular-Value Decompositions 
It was claimed by Marsaglia and Styan [23, Theorem 181 that rank 
subtractivity, i.e., the “minus” order A 4 B, was equivalent to simultaneous 
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singular-value decompositions as in (2.1). We see from Theorem 2 that (2.1) is 
equivalent only to the stronger “star” order A 5 B, while from (c) of 
Theorem 2 we see that (2.1) is only equivalent to A Q B if some extra 
condition holds (such as one of the ten conditions listed). In [23, Corollary 
11.11 a similar (erroneous) claim was made concerning rank additivity [see 
also (3.2) above]. 
30. Rank Subtractivity and Schur Complements 
If we partition the matrix 
(3.5) 
then the matrix 
E - FH-G = (B/H) (3.6) 
is said 113, 24, 291 to be a (generalized) Schur complement of H in B. In 
general (B/H) depends on the choice of generalized inverse H-; if, how- 
ever, 
rank = rank(H) = rank(G, H), (3.7) 
then (B/H) is unique. Moreover, it was shown by Hartwig [12] that (3.7) is 
also necessary for uniqueness when neither F nor G is the null matrix. As 
pointed out by Carlson [8], matrices B that satisfy (3.7) provide the “natural 
setting” for results in (generalized) Schur complements. In general [13, p. 
222; 23, Theorem 191 
rank(B) > rank(H) + rank( B/H) (34 
with equality if (but not necessarily only if) the conditions in (3.7) hold [13, 
p. 222; 23, Corollary 19.11, and then we say that “rank is additive on the 
Schur complement.” We now show that when (3.7) holds, then 
A=(; x)4(: ;)=I? - Ce(B/H), (3.9) 
where both the matrices C and E are p X q, say. 
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To prove the “only if” ( j ) part of (3.9), we note from (3.7) and (3.8) 
that 
rank(H)+rank(B/H)=rank(B)=rank(B-A)+rank(A) 
>rank(H)+rank[(B/H)-C]+rank(C) 
> rank(H)+rank(B/H), (3.10) 
since the sum of the ranks is never less than the rank of the sum. The 
inequality string (3.10) therefore collapses, and so C 4 (B/H). 
To prove the “if” (e) part of (3.9) we see that when (3.7) holds, then 
rank(B - A)+rank(A) = rank(H)+rank[(B/H) -C] frank(C) 
= rank(H) + rank( B/H) = rank(B). (3.11) 
Alternatively (cf. [13, p. 213; 23, p. 290]), the characterization (3.9) follows 
from 
= W,AW, Q W,BW, = (3.12) 
where 
and W,= (3.13) 
It is interesting to observe that the * part of (3.9) needs only rank 
additivity on the Schur complement, while our proof of the e part requires 
the stronger conditions in (3.7). It would be interesting to know if the e 
part of (3.9) holds when only rank additivity on the Schur complement is 
assumed. 
[Note added in proof: The authors are very grateful to Jerzy K. Baksalary 
and to David H. Carlson for providing examples which show that the = part 
of (3.9) does not necessarily hold when only rank additivity is assumed.] 
3E. Extension to Star-Regukzr Rings 
We note that (a) = (c) in Theorem 2 remains valid for matrices A and B 
with elements in any star-regular ring with identity: i.e., any ring for which 
every element has a Moore-Penrose inverse [ 151. To avoid the use of Theorem 
1 in proving Theorem 2, we may, for example, observe that if A Q B and if 
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B’--A’=(B-A)‘, then V(A+)nV(B+-A+)=%‘(A*)nW(B*-A*) has 
dimension 0. And so does %‘(A’) f~ %‘(B + - A’). Thus At 4 B ‘. This yields 
A’BA’ = A’, which implies that AA’(A - B)(A - B)‘AA+ = 0. Using star 
cancellation we see that AA’(A - B) = 0, and so A = AA’B. Likewise A = 
BAtA. An algebraic proof of the equivalence of condition (a) and parts (5) 
and (6) of condition (c) in Theorem 2 was recently given by Baksalary in [l]. 
3F. Partial orderings with Idempotent Matrices 
When the two matrices A and B are both n X n and Hermitian, as in 
Corollary 1, then 
AeB=B2 j A2=A<B. (3.14) 
* 
Thus if A precedes B in the “minus order” and if B is idempotent, then A is 
also idempotent and precedes B in the “star order”. To see this we note first 
from Lemma 1 that A Q B * A = BB-A. Hence BA = B2B-A = A = A* = 
(BA)* = AB and (c) * (a) in Corollary 1 then yields A2 = A 5 B. Setting 
C = B - A, we may rewrite (3.14) to yield 
rank(A)+rank(C)=rank(A+C) and (A+C)2=A+C = 
A2=A and AC=CA=O, (3.15) 
which is essentially Cochran’s theorem [23, Section 61. When the two 
matrices A and B are both real, then (3.14) has the following statistical 
interpretation [18]: suppose that the n X 1 random vector x follows a multi- 
variate normal distribution N(0, I) and that the quadratic form x’Bx is 
distributed as &-squared. If A 4 B for some symmetric matrix A, then X’AX 
is also distributed as &i-squared and this distribution is independent of 
x’Cx = x’Bx - x’Ax. This result also holds more generally when the muki- 
variate normal distribution is N(~.L, Z), with the covariance matrix Z possibly 
singular [2, Theorem 21. For further results concerning idempotent matrices 
under the “minus” and “star” partial orderings see [19]. 
This research was begun when the authors met at the Auburn Matrix 
Theory Conference, held at Auburn, Alabama, in March 1980. Thanks go to 
both Jerzy K. Baksalay and to Friedrich Pukelsheim for help&l (subsequent) 
discussions and to two anonymous referees fm their detailed and valuable 
suggestions. 
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