Abstract -We present a channel SNR (Signal-to-Noise Ratio) estimator for D-MPSK (Differential M-ary Phase Shift Keying) in A WGN (Additive White Gaussian Noise). The estimator is shown to have the following advantages: (1) the estimator has a compact fixed-point hardware implementation; (2) it requires only I samplelsymbol; (3) accurate estimates can be generated in real-time; (4) the estimator is resistant to imperfections in the AGC (Automatic Gain Control) circuit. We investigate the proposed estimator theoretically and through simulations. General formulas are developedfor SNR estimation in the presence offrequency-flat slow fading, and specific results are presented for Nakagami-m fading. The proposed estimator is then compared to other SNR estimators, and it is shown that the proposed method requires less hardware resources while at the same time providing superior performance.
I. INTRODUCTION One of the most important signal metrics in any receiver's operation is an estimate of the received signal's Es / No ratio or SNR (these terms are used here interchangeably). Two examples are systems that employ diversity reception [1 Sec. 14.4] (for which SNR estimates are used to assign relative weights to the data obtained from the various receivers), and adaptive schemes where the data and/or coding rates are altered according to the SNR. Moreover, some error correction decoders can make use of an SNR estimate to increase their coding gain (e.g. turbo codes [2] ).
In this paper we present a robust real-time SNR estimator for D-MPSK. This estimator is a modification of the Linn-Peleg estimator ([3] , [4] ) for coherent M-PSK, and, as such, it retains the advantages which were observed for the latter. Specifically, the estimator is shown to have excellent performance and an exceptionally compact hardware implementation which is quite suitable for implementation within FPGAs (Field Programmable Gate Arrays) or ASICs (Application Specific Integrated Circuits). The resilience to AGC circuit imperfections that was observed for the Linn-Peleg estimator ( [3] , [4] ) is also observed for the current structure.
II. SYSTEM MODEL Signal and receiver characteristics are assumed identical to those in [3 Sec . II] and [4 Sec . II], except that here (since we use D-MPSK) we do not have a carrier recovery PLL. The reader is strongly urged to take a thorough look at [3] and [4] , since notations and results from both papers will be used extensively. The baseband PSK signal is m(t) _ a 'p(t -nT), with p(t) being the pulse shape Sm(t)-Re [m(t) exp(jwit +j01)]. A simplified diagram of the front-end of the receiver under discussion is shown in Fig. 1 . The matched filter response is p(-t) . From [3 Sec . II] we have I(n)=K(2Es cos (-Aw.nT+Oe +On)+n1 (nT)) Q(n)=K(2Es sin (-AW*fnT+Oe+(n)+nQ(nT)), y,n -tan (Q(n)/I(n)).
We then is have rn = exp ( i9p, ) Here (unlike in [3] , [4] ), we do not assume Ac 0, but rather Aw «2/<<2 /(M -T), which is the standard assumption that is made in D-MPSK receivers (e.g. [6 Sec. 10 .19]). We assume that our signal is subject to frequency-flat (=frequency-nonselective) slow fading (see for example [1 Sec. 14.3] is much larger than the channel coherence time, SNR estimation from IM N will yield an estimate of the average SNR ratio X.
Before continuing, it is important to note that the case 2N T = TCOH (where "= " means the same order of magnitude) is undesirable since in that case the SNR distribution during the estimator computation interval cannot be predicted (it would be impossible to know which part of the fading pdf we experience during the computation interval). Thankfully, 2N T = TCOH can always be averted by choosing a large enough N, which ensures that 2N-T>> TCOH (case (b)). In general, though, we would ideally like to produce SNR estimates which are instantly available and can fed in real-time to the decoder, equalizer, or other receiver components which could make good use of them. Hence, ideally, we would be served by perfect knowledge of the instantaneous SNR ratio X (which, if desired, could be averaged over time in order to produce an estimate of 7). However, estimation of X is not always possible, due to the fact that TCOH may be too short as compared to the estimation period 2NT which is necessary in order to achieve an acceptable accuracy in the SNR estimation (see Secs. V-VII). 
IV. CONDITIONAL DISTRIBUTION OF IM N
In this section we shall derive the conditional probability distribution of M N. These stochastic properties will then be used to develop the SNR estimation method in Section V. Aon 5 py-(-AWfnT+Oe) (6) Since we assumed Vn, On = 0 then the physical meaning of Aon is clear: it is the phase error in the received symbol that can be attributed to nI (nT) and nQ(nT) (to see this, substitute n1(nT) =nQ(nT)= 0 in the expressions for I(n) and Q(n), and then = tan-(Q(n)/I(n)) = AwnT + Oe => Aon = oPn-(-AwnT+Oe) = 0 ). Since (5) ( 1 1) that At high SNR we use (10) to obtain a useful approximation (using where fe ax cos(bx)dx= 1 jeb2a(4a) [11 (1 (12) exp i' cos(MAwT)
Since Aw «<<2 /(M T) it follows that cos (MAcT) 1, and the degradation in (11)- (12) due to carrier frequency error is negligible. Thus for simplicity we set A = 0, though (11)- (12) provide an easy way to model small frequency errors. Eq. (12) is quite useful because it allows the designer to predict the value of IM N rather accurately by computing a single exponential.
It is noted that, using Fourier analysis, exact closed-form expressions for ft (X) can be found. This is done in the Appendix, and the expressions are given in (25)-(27). Plots of (11), (12), and simulated results for A = 0 are given in Fig. 3 ; we see that (12) is an excellent approximation. The simulations in Fig. 3 which include quantization effects are quite realistic since they model the following AGC effects: (a) sampler input signal-level backoff (samplers are assumed to be driven at an RMS (Root-MeanSquare) of 80% of the samplers' full-scale voltage range) and (b) clamping by the samplers when they are saturated. Hence, the simulations presented should be a good prediction of achievable results. If we assume for example b5 = 8 (which would imply an 8-bit SNR measurement1 in dB), then from (4) we have for the simulated quantized systems in Fig. 3 that nbits = 14336, 30720, 124928, respectively, all of which are very reasonable considering the amount of dedicated memory available in FPGAs (e.g. the various Xilinx Virtex families (see www.xilinx.com)) or which can be implemented in ASICs. Fig. 3 shows that for low M only coarse quantization is needed, while (as expected) higher Ms require finer quantization to achieve good agreement with the predicted value of / The MLN hardware implementation will be discussed further in Sec. VIII.
B. Conditional Expectation of 4] N given for 2NT >> TCOH
The expectation of I4 N conditioned upon 7 is:
Note that such a measurement could include digits after the binary point. For example, if we put the binary point to the left of the Least Significant Bit (LSB), then we have for an 8-bit output the following: 1 sign bit followed by 6 whole-number bits and 1 fractional bit, which would allow, in 2's complement notation, the representation of the interval -64 dB to +63 dB in 0.5 dB intervals, which is usually quite sufficient range and quantization.
V. SNR ESTIMATION FROM |M N fD$(X)PF(XI%)dX (13) cos(MAoT) f( cos(Mr)pD (rl%)dr)PF(Xl%)dX Due to the infinite number of possible fading distributions, we obviously cannot present results (13) for all fading types. Rather, we shall investigate its behavior under Nakagami-m fading, which is a fading statistic commonly found in systems which use D-MPSK. We again assume Ao 0 and plot theoretical and simulated results for (13) in Fig. 4 for various types of Nakagami-m statistics (note that the "No Fading" curves also correspond to case (a), as verified by comparing Fig. 4 to Fig. 3) . The theoretical results were derived using the procedure outlined in the Appendix. Comparing Fig. 4 to Fig. 3 we see that the effect of fading upon the curve of IM N is rather mild. To evaluate the effects of the fading pdf upon the quantization requirements, we can plot (13) for the various quantizations used in Fig. 3 . Such graphs have been omitted due to space constraints, though it is stated that there is no appreciable impact of fading upon the quantization and, hence, upon the hardware resources needed.
C.
Variance of DM N It can be shown that for |Ac << 2;r /(M .T) and for slow fading the cross-correlation coefficients of {xM ,n defined as given in (13) and 72 < 1.6/(2N).
As noted in Section III.B, for case (a) the instantaneous SNR is estimated through (2), while for case (b) the average SNR is estimated through (3). Graphs of 7dB =1o loglo((fQ) (>N)) and 2dB 10 iog10 ((fM) (IM N)) are shown in Fig. 5 . These curves are the value of LUT #4 in Fig. 1 , and the curve to use would be chosen according to the fading characteristics of the channel. There is an additional small point that needs to be addressed: theoretically we can encounter negative values of ILMN, in which case yJD and 7 §B would be undefined. This is solved by setting the output2 of LUT #4 to -2 for IM N < 0 (not shown in Fig. 5 ). This correctly reflects the SNR estimate for IM N < 0 (which should be -oo dB, i.e. no signal) within the limits of the available quantization.
There is a very strong relationship between Fig. 5 and Fig. 4 . To see this, recall that to graph the inverse of any function, all one has to do is reflect the graph over the line y = x . Thus, if we reflect the curves of Fig. 4 over the line y = x then we arrive at h(.>-gj (e) and /h . Fig. 6 , where we see that the proposed estimator often requires considerably fewer symbol intervals in order to arrive at an equally accurate estimate. The lowest SNRs for which results are given in Fig. 6 are rough thresholds FM defined as the SNRs at which gM (FM) 5102. This SER was chosen as the threshold because only at SNRs above those which produce such a pre-decoder SER is it likely that use of coding algorithms would reduce the error rate enough in order to render the received data useful.
VII. GRAPHICAL EXHIBITION OF RESULTS Graphs of (15) vs. (20) for cases (a) and (i) are given in
In Fig. 7 we present results3 for case (b) and (ii), for M = 4
We presented here graphs of case (a) and case (i) (in Fig. 6 ) and case (b) and (ii) (in Fig. 7) . Theoretically, there could be situations where L and N are such that one would have to compare case (a) to case (ii) or case (b) to case (i). Such a comparison can be made by looking at the appropriate curves taken from Fig. 6 and Fig. 7 , or similar figures.
(QPSK) with Nakagami-m fading for various values of m (results for M = 2 and M = 8 show a similar behavior, and are hence omitted due to space constraints). As can be seen in that figure, the advantage of the proposed technique is more pronounced for higher m 's. As m increases the performance approaches that of case (a) vs. case (i), as shown in Fig. 6 . This is explained by the fact that as m -X oo the Nakagami-m fading behavior approximates a no-fading situation [1 Sec. 14.3] . Again, the lowest SNRs for which results are given in Fig.   7 are rough thresholds FM defined as the average SNRs at which -D 2 gM (FM) 510 Note that for Nakagami-m fading we have [14 eqs . (3), (13) The analysis of the results presented in Fig. 6 to Fig. 7 will proceed in a manner similar to that of [4 Sec . V], though because in [4] fading effects were not treated, here we engage in a slightly more complicated discussion. By inspection of Fig. 6 and Fig. 7 , the number of symbols needed for the estimation of the SNR from IDN does not change significantly as a function of the fading characteristics and coherence time. In contrast, estimation via the SER is strongly affected by the fading characteristics and the coherence time.
Let us first treat operation at high SNR. At high SNR we observe that estimation via DIN in general requires much less symbol intervals than estimation via the SER. This means that the proposed estimator can generate estimates much more rapidly than estimation via the SER. Fig. 7 shows that, for case (b), as the fading index m increases, so does the advantage of the proposed estimator. For moderate and high m, and, as well, for case (a) (2NT << TCOH« shown in Fig. 6 ) we find that the proposed estimation method is much better than estimation via the SER, often by many orders of magnitude. Now let us discuss low SNR operation. At low SNRs, we see that the proposed method requires about the same number of symbols as SNR estimation via the SER. Since it is often the case that the receiver spends most of its lifetime operating in the low-SNR region, one could make the argument that the advantage of the proposed method is minimal since it requires about the same number of symbol intervals as estimation via the SER. This, however, ignores several key issues. First, consider the case of unknown data being transmitted. The only way by which an SER estimate can be obtained from unknown data is by obtaining an error rate estimate from a code-decode process [15] .
This means that one must first code the transmitted data at the transmitter and then decode it at the receiver (e.g., using block codes or convolution codes), and that in order to obtain an error rate estimate the receiver would compare the decoded data stream to the input data stream, hence arriving at an error rate estimate. This, however, implicitly assumes that the error correction decoder (ECD) output is completely error free -which is a fallacy at low SNRs. Hence, at lower SNRs the SER estimate would be inherently unreliable, with this problem being more severe as the SNR decreases. Moreover, the ECD may not even be locked at low SNRs, hence precluding SER estimation. To combat this problem, known symbols can be sent over the channel (in the form of training sequences, pilot symbols, or preambles) and the error rate estimation can be done upon those symbols. This, however, introduces two problems. First, obviously, the channel throughput that is taken up by those symbols cannot be used in order to transmit data, i.e. a reduction in the channel's information throughput is incurred. Secondly, unless we are prepared to significantly shut down the information-bearing content of the channel, the known symbols must only be allowed to take up a small percentage of the data stream. If we call this percentage P (e.g., P=10%), then we have that the number of symbol intervals that we actually have to wait in order to arrive at the SER estimate is increased by a factor of 1/P over the quantities outlined in Fig. 6 and Fig. 7 . For example, for P=10% we would need to multiply those quantities by a factor of 10, which clearly degrades the performance as compared to estimation via M N. Therefore, we can say that the results in Fig. 6 and Fig. 7 are optimistic with regards to estimation via the SER, and that, consequently, the proposed method is also superior at low SNRs.
In terms of complexity, we note that estimation via the SER requires the implementation of error detection and accrual mechanisms, which often necessitate a non-trivial amount of hardware and/or software resources. This, in addition to an algorithm or lookup table to translate the SER measurement into an SNR estimate. In contrast, the proposed method is impervious to the content of the data stream, the coding method, and the error rate. Regarding fixed-point implementation of the proposed estimator, we make note of the fact that the value of tol must, obviously, be larger than the minimum resolution achievable given the quantization. In Sec. VII we assumed that enough quantization bits were used and we ignore quantization effects (a good assumption, considering Sec. IV). Moreover, it is easily shown that accurate fixed-point hardware estimation of the SNR from the SER would require an unfeasibly large LUT (due to the large dynamic range of the SER). Thus, including quantization effects would have heavily favored estimation via IL N even more.
Let us now delve even further into hardware complexity analysis. As noted in Section III.A, in D-MPSK systems detection of the received symbols is often achieved via generating a pseudo-coherently demodulated M-PSK signal U, (see [1 Sec. 5.2.8] ). However, an equally valid detector would be via generation of the normalized pseudo-coherently demodulated M-PSK signal Vn In fact, it is trivial to see that the latter has advantages in terms of the stability its dynamic range vis-a-vis the AGC's operation. Thus, implementation of Vn in Fig. 1 obviates the need to generate the constellation Un = rnrnI , and, hence, it can be argued that the only real hardware penalty incurred by implementing the proposed estimator is the sequence LUT#3-*IAD-*LUT#4 (see Fig. 1 ), which is the same order of complexity as the Linn-Peleg estimator ([3] , [4] ), i.e., trivial.
In this paper we decided to focus on comparisons of the proposed method versus estimation via the SER. Other SNR estimators have been suggested in [15] , [16] , and [17] . In theory, these could be applied to the pseudo-coherent constellation Vn in order to produce an SNR estimate. While, due to space constraints, in-depth comparison vs. those estimators is impossible within the span of the current paper, we shall claim that the proposed estimator possesses several qualitative advantages which would indicate a favorable outcome to such a comparison. To this end, it shall be commented that of the estimators presented in [15] [16] [17] : * some will work only within certain receiver structures, * most require some form of symbol decisions to be made, * most need more than one sample/symbol, and (most importantly) * none of those methods seem to have a hardware implementation nearly as compact as the one suggested in this paper.
As additional observations, we note that due to the fact that the current estimator is based upon usage of the normalized pseudocoherent constellation applied to the Linn-Peleg estimator ([3] , [4] ), the proposed estimator retains the resilience to AGC circuit imperfections of the latter (see [3] , [4] (2) where Ik (e) is the k-th order modified Bessel function of the first kind (see [11 Chap. 24] %4-1e-X +4%-2e-+ 4% 2e-2% +24 -3e-,-+24%3e-2% _72% 4e-x +36%Ae X2 (27) Expressions for M > 4 can also be found. However, since those expressions are very tedious and since they can be arrived at following the same procedure outlined above, they are omitted due to space constraints. Moreover, we note that the approximation (12) is extremely accurate for M > 2 (see Fig. 3 ).
Another application of (26)- (27) 
