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ABSTRACT
This dissertation is comprised of three different angle-resolved photoemission spectroscopy
(ARPES) studies on cuprate superconductors. The first study compares the band struc-
ture from two different single layer cuprates Tl2Ba2CuO6+δ (Tl2201) Tc,max ∼ 95 K and
(Bi1.35Pb0.85)(Sr1.47La0.38)CuO6+δ (Bi2201) Tc,max ∼ 35 K. The aim of the study was to pro-
vide some insight into the reasons why single layer cuprate’s maximum transition temperatures
are so different. The study found two major differences in the band structure. First, the Fermi
surface segments close to (pi,0) are more parallel in Tl2201 than in Bi2201. Second, the shadow
band usually related to crystal structure is only present in Bi2201, but absent in higher Tc
Tl2201. The second study looks at the different ways of doping Bi2Sr2CaCu2O8+δ (Bi2212)
in-situ by only changing the post bake-out vacuum conditions and temperature. The aim
of the study is to systematically look into the generally overlooked experimental conditions
that change the doping of a cleaved sample in ultra high vacuum (UHV) experiments. The
study found two major experimental facts. First, in inadequate UHV conditions the carrier
concentration of Bi2212 increases with time, due to the absorption of oxygen from CO2/CO
molecules, prime contaminants present in UHV systems. Second, in a very clean UHV sys-
tem at elevated temperatures (above about 200 K), the carrier concentration decreases due
to the loss of oxygen atoms from the Bi-O layer. The final study probed the particle-hole
symmetry of the pseudogap phase in high temperature superconducting cuprates by looking
at the thermally excited bands above the Fermi level. The data showed a particle-hole sym-
metric pseudogap which symmetrically closes away from the nested FS before the node. The
data is consistent with a charge density wave (CDW) origin of the pseudogap, similar to STM
checkerboard patterns in the pseudogap state.
11. INTRODUCTION
It has been 24 years since the discovery of high temperature superconductivity in cuprates
[1]. Although, we have learned a lot about their fascinating physics, many questions, including
the most important one – ”What is the mechanism of pairing in these materials?” – remains
unsolved. Unlike conventional superconductors, such as lead or mercury, whose supercon-
ductivity can be fully explained within theory proposed by Bardeen-Cooper-Schrieffer (BCS)
theory [2–4]. In cuprates, strong electronic correlations lead to complicated physics beyond
the framework of conventional theory.
The undoped parent compounds are characterized by an antiferromagnetic insulating ground
state, where conventional band structure calculations predict a conducting material. In this
so-called Mott insulator state, strong Coulomb repulsion leads to localization of electrons on
Cu sites and makes the material an insulator. Cuprates strong electronic correlations lead
to complicated physics beyond the framework of conventional theory. Upon doping of holes
or electrons, the crystal’s antiferromagnetism is suppressed and the materials enter a strange,
so-called pseudogap state at low temperatures—whose origins are still highly disputed [5]. Af-
ter further doping, the samples become superconducting at zero temperature and finally just
metallic.
Many scientific tools have been used to probe various aspects of cuprates and their super-
conductivity. One tool, Angle-Resolved Photoemission Spectroscopy (ARPES), experienced
rapid development during the “cuprate era.” ARPES is the only technique that can map the
full four-dimensional (kx, ky, kz, and energy) band structure of a material. ARPES has re-
vealed a number of fascinating phenomena in cuprates, such as the direct observation of the
superconducting gap [6] and its anisotropy [7, 8], confirmation of the d -wave symmetry of the
2order parameter, direct observation of the pseudogap and its anisotropy [9–11], nodal quasipar-
ticles [12], renormalization effects [13–15], and many others [16, 17]. Although we know a lot
about cuprates, many questions remain: ”What is the origin of pairing?”; ”What is the origin
of the pseudogap?”; ”Does the pseudogap compete with superconductivity?”’; ”Why does Tc
scale with the number of layers?”; among others. This dissertation attempts to answer some
of these questions by studying the electronic structure of cuprates with ARPES.
Chapter 2 is an overview of the different mathematical theories used to describe ARPES
and its methodologies. Chapter 3 presents experimental methods and analysis used in modern
ARPES experiments, beginning with the analyzer and ultrahigh vacuum environment, and
ending with data analysis. Chapter 4 introduces cuprate superconductors, and their electronic
structure.
Chapters 5, 6, and 7 are three studies looking in the electronic structure of cuprates
by means of ARPES. Chapter 5 compares the Fermi surfaces of single layered cuprates
Tl2Ba2CuO6+δ (Tl2201) and (Bi1.35Pb0.85)(Sr1.47La0.38)CuO6+δ (Bi2201). The main focus
of the study was to try and explain why Tl2201 has a superconducting transition temperature
(Tc,max) close to 95K while Bi2201’s Tc,max∼35K; by comparing the shape and features of the
Fermi surface (FS). Chapter 5 is published in Physical Review B: 78, 054523 (2008). Chapter
6 studies the different ways to dope Bi2Sr2CaCu2O8+δ (Bi2212) using only vacuum conditions
and temperature, carefully examining the causes of in-site doping. Although these affects are
common in ARPES measurements no one has published a careful study of these effects until
this work. Chapter 6 is published in Physical Review B: 81, 104521 (2010). Chapter 7 probes
the symmetry of the pseudogap state in Bi2212 and Bi2201. One of the most fervent debates in
the world of cuprates is the origins and symmetry of the pseudogap state. There are multiple
theoretical [18] and experimental [19–21] studies suggesting a shift in the pseudogap. This is
contradictory to others who suggest a symmetric gap [22–25]. We probed the symmetry of the
pseudogap by looking at the thermal excitation of states above the Fermi level to ascertain
the correct symmetry. Chapter 7 is in preparation for submission to Physical Review Letters.
Finally Chapter 8 summarizes the main conclusions from Chapters 5, 6, and 7, including the
3contributions each chapter has made to the field of cuprates.
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62. ANGLE–RESOLVED PHOTOEMISSION SPECTROSCOPY
(ARPES): THEORY
Introduction
The photoelectric effect was first observed by Hertz [26] where ultraviolet light caused a
current in a solid and later was explained with the quantum mechanical nature of light by
Einstein [27]. Einstein recognized an energetic photon can be absorbed by an electron in a
solid. These photo-electrons are emitted from the solid with a maximum kinetic energy:
Ekin = hν − φ, (2.1)
where ν is the photon frequency, h is Plank’s constant (4.135 ×10−15 eV·s), and φ is the
work function (the minimum energy required to remove the electron from the solid). This
chapter will review the photoelectric effect in the context of angle-resolved photoemission
spectroscopy (ARPES), in particular, how one can use it to explain the experimentally obtained
energy-momentum dispersion relationship in solids. This chapter is divided into four different
sections: 1) photoelectron kinetics (single photon-electron classical interactions); 2) three-step
model (basic quantum mechanical approach to an electron interaction with an electro-magnetic
field); 3) sudden approximation (perturbative approximation made in ARPES); and 4) spectral
function (many-body interactions in solids, probed by ARPES). The chapter is adopted from
the following two sources, unless otherwise noted: Lynch and Olson’s Photoemission Studies
of High-Temperature Superconductivity [28] and Hufner’s Photoelectric Spectroscopy [29].
7Photoelectron Kinetics
When a beam of monochromatic photons with an energy greater than the work function
(φ) interacts with a sample’s electrons, the electrons can absorb the photons and gain suf-
ficient energy to escape from the sample. By measuring the energy and momentum of the
photoelectron outside the sample and using conservation laws, one can derive the properties
of the electron prior to the photoemission process. This information can then be used to
reconstruct the energy-momentum dispersion relationship (band structure), and many other
electronic properties of the solid. The momentum of the photo-electron in the vacuum (K ) is
related to the energy of the photo-electron, Ekin, by the following equation:
K =
√
2mEkin
h¯
, (2.2)
where m is the mass of the free electron. The momentum of the electron can be written as the
sum of two components, parallel and perpendicular to the sample’s surface:
−→
K‖ =
−→
Kx +
−→
Ky (2.3)
and
−→
K⊥ =
−→
Kz (2.4)
The momentum and energy relation for the individual components, according to their emission
angles in spherical coordinates are as follows:
Kx =
√
2mEkin sin θ cosϕ
h¯
, (2.5)
Ky =
√
2mEkin sin θ sinϕ
h¯
, (2.6)
and
Kz =
√
2mEkin cos θ
h¯
. (2.7)
The two angles are defined in Figure 2.1 (a). These are the energy-momentum [Ekin(K )] rela-
tionships for the electron outside the sample, however, one actually wants to determine E(k),
the energy-momentum relation inside the sample. Lower case “k” is used for the momentum of
the electron in the sample, and a upper case “K ” for the momentum of the vacuum electron.
8Figure 2.1 Schematic diagram of a outgoing excited electrons in a ARPES
setup.
During the photoemission process, some of the components of the electrons momentum
and energy are conserved while others are not. Because of the translational symmetry in the
x-y plane (the surface plane of the sample) and the absents of a potential in the plane, the
electron’s parallel component of momentum is conserved:
k‖ = K‖ = (
2m
h¯2
Ekin)
1
2 sin(θ) = (
2m
h¯2
[Ebind + hν − φ])
1
2 sin(θ). (2.8)
The momentum of the photon is very small compared to the momentum of the photo-
electrons (for the typical photon energies used in ARPES experiments) so it was neglected.
The situation k⊥ becomes more complicated because of the presence of a surface potential
(V o) whose gradient is perpendicular to the surface. The surface potential arises from the
zero energy difference between the crystal and the vacuum. The perpendicular component of
momentum can be written in terms of the unknown surface potential, V o.
k⊥ = (
2m
h¯2
(Ekin + Vo))
1
2 cos(θ). (2.9)
9Knowing the value for k⊥ is generally impossible without making some assumptions because
V o is unknown, but many materials including cuprates which are inherently 2-D (no electron
coupling between crystallographic planes), k⊥ is zero and can be ignored from our considera-
tion. There are experimental ways to determine V o from the periodicity of the Fermi surface
in 3-D, this will be discussed in Chapter 3.
Three-Step Model
The previous section was a semiclassical approach to photoelectron kinetics. However,
a more formal quantum mechanical description is needed to understand the intricacies of
ARPES. The total photoemission intensity, coming from the optical excitation of electrons
in a 2-D material, is proportional to the transition probability of an electron being optically
excited from the ground state ΨNi to a possible final state Ψ
N
f .
I(E,K, hν) ∝
N∑
i,f
2pi
h¯
∣∣∣〈ΨNf |Hint|ΨNi 〉∣∣∣2 × δ(ENf − ENi − hν)× δ(ki −G−K) (2.10)
where 〈
ΨNf |Hint|ΨNi
〉
(2.11)
is the transition probability (proportional to Fermi’s golden rule) and G is a reciprocal lattice
vector given by the Fourier transform of the real space lattice periodicity, ENi = E
N−1
i − EkB
are the initial energies for a system of N electrons and ENf = E
N−1
f + Ekin is the final state.
The interaction is treated as a perturbation in the system where the perturbing Hamiltonian
is
Hint =
e
2mc
(A • p+ p •A) = e
2mc
(A • p), (2.12)
where A in the electromagnetic vector potential and p is the electronic momentum operator.
This Hamiltonian comes about by replacing the momentum operator p by [p-(e/c)A], a system
of electrons in an electromagnetic field. The Hamiltonian is then reduced by assuming the
electrons are in the linear optical region. This assumption drops the A2 part of the Hamiltonian
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because the field is small compared to the momentum of the electron in the energy range (10-
200eV).
Because of the complexity of the photoemission process the resulting photoemission inten-
sity can be thought of in three independent steps [30–32]. Step 1: optical excitation of the
electron in the bulk, a photon interacts with a single electron. The probability of transition
comes from Eq. (2.11) where the electron interacts with the electromagnetic potential A in-
side the crystal and the energy and momentum are conserved, e.g., δ(ENf − ENi − hν) and
δ(ki−G−K). Step 2: travel of the electron to the surface, the electron travels to the surface
of the crystal with a probability proportional to its mean free path. If the electron interacts
in-elastically with the system during this stage, it is considered to be a secondary electron that
will add to the high energy background of the system. This mean free path is generally approx-
imated to be close to 3A˚ for a material like cuprates [33, 34]. The mean free path can also be
approximated by the escape depth of simple metals [36]. The classical example of escape depth
vs. photon energy is given by Figure 2.2. Sixty-six percent or (1−1/e)%, where e=2.71828, of
the electrons at the escape depth reach the surface of the crystal without scattering. Step 3:
escape of the photo-electron into the vacuum, the electron is only allowed to leave the surface
if it has enough energy as compared to the work function of the material. Specifically, the
perpendicular component of momentum needs to be larger than the work function and the
binding energy, e.g.,
h¯2k2⊥
2m
≥ |Eo|+ φ. (2.13)
Sudden Approximation
While the three-step model works as a conceptual idea, there are some issues that still
need addressed in Step 1. The problem that complicates the situation is once the system is
perturbed, the system changes from an N electron state to a system of N − 1 electrons. This
system will then relax, changing A. This is usually treated within an assumption known as
the sudden approximation. In this limit, there is no interaction between the post collision
11
Figure 2.2 Universal escape depth plot, i.e., mean free path of an electron
in A˚ vs. the electron kinetic energy; showing the minimum
mean free path occurs from 20-200 eV, the most frequently used
energy range in modern ARPES experiments [35].
photo-electron and the system left behind (i.e., the electron is instantaneously removed from
the system and the reaction is instantaneous and discontinuous at the time of interaction). The
limit may be invalid at lower photon energy, where the relaxation time approaches the escape
time. However, it has been shown for cuprates even at low energies, this is less important and
will be ignored for this dissertation [37].
If the photoemission process is assumed to be instantaneous, the initial and final states in
a system of N electrons can be broken into two states,
ΨNf = Aφ
k
fΨ
N−1
f , (2.14)
where A is the antisymmetric operator which properly antisymmetrizes the N-electron wave-
function so the Pauli principle is satisfied. φkf is the photo-electron’s wave-function and Ψ
N−1
f
is the final state wave-function of the system left behind. The matrix element or square of the
transition probability can be written as follows:
wf,i =
2pi
h¯
∣∣∣〈ΨNf |Hint|ΨNi 〉∣∣∣2 ∝ ∣∣∣〈φkf |Hint|φki 〉〈ΨN−1m |ΨN−1i 〉∣∣∣2 . (2.15)
The change from ΨN−1f into Ψ
N−1
m , where the states m is the exited state of the final system left
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remaining from the photo-excitation, has been made. Because of the sudden approximation
the initial and final states of the system are equal, i.e., ΨN−1m =Ψ
N−1
i , and therefore makes
wf,i ∝
∣∣∣〈φkf |Hint|φki 〉∣∣∣2.
Self Energy and Spectral Function
Inside a solid the electrons do interact, sometimes strongly with each other. There is a
need to write the total photoemission intensity as a summation over all the interacting states
in the system for all outgoing kinetic energies (Ekin) and momenta (k), i.e.,
I(k, Ekin) =
∑
f,i
wf,i ∝
∑
f,i
∣∣∣〈φkf |Hint|φki 〉∣∣∣2∑
m
∣∣∣〈ΨN−1m |ΨN−1i 〉∣∣∣2δ(Ekin + EN−1m − ENi − hν)
(2.16)
If
∑
m
∣∣∣〈ΨN−1m |ΨN−1i 〉∣∣∣2 becomes 1 at a single m and zero everywhere else, as in the case for non
interacting particles, and at the same time
∑
f,i
∣∣∣〈φkf |Hint|φki 〉∣∣∣2 does not equal zero, the spectral
function will consist of a series of delta functions at a given momentum and energy, Figure 2.3
(b). If, on the other hand, the system is strongly correlated, many of the
∑
m
∣∣∣〈ΨN−1m |ΨN−1i 〉∣∣∣2
will not equal zero, causing an overlap between many different states. The ARPES intensity
will not consist of only delta functions, but in fact will be a convolution between delta functions
and interacting states, Figure 2.3 (c). A similar example of the situation is the photoemission
of molecular hydrogen, see Figure 2.3 (c) - bottom right [38]. In this case the spectrum
is not a single peak, but many peaks separated by few tenth of meV (solid peaks). These
peaks correspond to the different modes of vibration in molecular hydrogen. In the case of
solid hydrogen, these vibrations would cause a broad continuum with a sharp peak from the
transition from the ground state of the H2 to the one of the H2+ molecule (dashed spectrum,
Figure 2.3 (c)) [39].
The theoretical formalism that usually describes the single particle spectral function comes
from the Green’s function formalism [40–43]. The interaction between an electron and a photon
in an interacting electro-magnetic field of bands can be written as the total spectral function,
A(k, ω) = − 1
pi
ImG(k, ω). (2.17)
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Figure 2.3 Angle-resolved photoemission spectroscopy: (a) the geometry
of an ARPES experiment in which the emission direction of
the photo-electron is specified by the polar (θ) and azimuthal
(ϕ) angles; (b) momentum-resolved one-electron spectra for a
non-interacting electron system with a single energy band dis-
persing across Ef (The spectral function for the non-interacting
case is simply a series of delta functions); and (c) the same spec-
tra for an interacting Fermi-liquid system. For both non-inter-
acting and interacting systems, the corresponding ground state
(T = 0 K) momentum distribution function n(k) is also shown.
Lower right in (c), photo-electron spectrum of gaseous hydro-
gen (solid line) and the ARPES spectrum of solid hydrogen
(dashed line) developed from the gaseous one. Figure adapted
from Damascelli et al. [32].
In this case the Green function takes the form of
G(k, ω) =
1
ω − εk −
∑
(k, ω)
(2.18)
where
∑
(k, ω) is the self energy of the system and εk is the band energy. Note, the formalism
of Ekin−hν in eq. (2.18) has been exchanged with ω as the energy of the system. The
self energy of the system can be broken into its real and imaginary parts, e.g.,
∑
(k, ω) =∑′(k, ω) + i∑′′(k, ω). In turn this allows the spectral function to be written from Eq.(2.17)
A(k, ω) = − 1
pi
∑′′(k, ω)[
ω − εk −
∑′(k, ω)]2 + [∑′′(k, ω)]2 . (2.19)
Notice the spectral function takes the form of a Lorentzian. In general, the exact calculation
of the spectral function (A(k, ω)) can be difficult because of a lack of knowledge of the self
energy (
∑′′(k, ω)). However, self energy can be extracted from experiment, and modeled
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theoretically [44, 45]. For the purpose of the studies in this dissertation, knowing that the
spectral function takes the shape of a Lorentzian for the purpose of band fitting is sufficient.
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3. ANGLE–RESOLVED PHOTOEMISSION SPECTROSCOPY
(ARPES): EXPERIMENT
Introduction
Before the 1960’s almost all photoemission data were exclusively angle-integrated. In 1964
Gobeli et al. showed momentum conservation during the photoemission process and proof
that mapping out the complete band structure could be possible [46]. The first angle-resolved
photoemission detectors were single point energy detectors that could only find the energy
dependence of outgoing electrons. The opening to the detectors allowed only a small angle of
electrons to enter; moving the samples through different angles would probe different momenta.
To map the full band structure one would have to move through all angles θ and ϕ defined in
Figure 2.3 a). The early ARPES studies on cuprates were mapped in this way [47]. Today
ARPES data sets are collected with a 2-D detector (energy and momentum channels), reducing
the degrees of freedom, so one only has to change one angle of the sample to map the band
structure. New time of flight detectors are being developed to detect all 3 dimensions at
once without changing any angles [48]. This chapter reviews experimental setups of a modern
ARPES system encompassing both lab and synchrotron-based systems. In addition ARPES
data collection and analysis will also be reviewed.
ARPES Analyzers
ARPES analyzers collect outgoing electrons within a finite acceptance angle and energy
resolution and bin the electrons according to their momentum and kinetic energy. ARPES
analyzers consist of three parts: electron lens, which sorts the electrons according to their
17
Figure 3.1 Schematic setup of a standard ARPES experiment. The pro-
truding section is the electron lens, attached to the hemispheri-
cal energy analyzer. The acceptance angle, beam position, and
distance from sample to lens vary with setup. The sample size
is exaggerated. Diagram taken from D. S. Inosov [50].
ejection angle; hemispherical energy analyzer, which sorts the electron by their kinetic energy;
and 2-D MCP detector, which records the two quantities for each photo-electron. A schematic
drawing of a standard photo-emission detector found in most ARPES laboratories is shown in
Figure 3.1. A energy resolution of 1 meV and angular resolution of 0.1◦ [49] can be achieved
using a helium discharge lamp and this performance can be greatly improved when using laser
based UV sources — with smaller bandwidths and lower energy. The sample is positioned in
front of the lens with a beam of monochromatic light incident on the sample from the side.
The acceptance angle depends on the diameter of the lens aperture, the distance from the
sample to the entrance slit, and the lens voltages; the further the sample is from the opening,
the smaller the acceptance angle must be.
Electron lens
Once the electrons are ejected from the sample, they travel in a straight line through
the vacuum until they reach the entrance slit to the lens. To ensure that the trajectories
18
Electron lens
 H
em
isphere Entrance Slit 
 free vacuum
  
Sample
Figure 3.2 A schematic view of the paths of electrons as they move through
the electron lens in a modern ARPES analyzer, each line rep-
resents the path of a photoelectron at a particular angle from
the sample. Figure adapted from VG Scienta [51].
are straight lines, ARPES chambers and analyzers are screened from the Earths and stray
magnetic fields using Mu-metal shielding. After the electrons enter the lens, they are focused
onto the entrance slit of the hemispherical capacitor. Inside the electrostatic lens metal plates
are held a constant potential creating a static lens. The path of the electrons in the lens are
shown schematically in Figure 3.2.
Hemispherical analyzer
After exiting the lens, the electrons enter the hemispherical analyzer. The hemispherical
analyzer consists of two metal hemispheres; the two half spheres are arranged in such a way
that their centers of curvature are located at the same point. Differential voltages are applied to
each hemisphere producing an electric field between the two. As the electrons enter the sphere
the faster moving (higher energy) electrons will end up closer to the outer sphere while slower
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Figure 3.3 A schematic view of the path of the electrons as they move
through the entrance slit of the electron lens to the 2-D MCP
detector. When the electrons reach the MCP they are multi-
plied. The multiplied electron packets then excite a small area
on a phosphorus screen releasing photons. The light from the
phosphorus screen is then recoded by a charge coupled device
(ccd) camera. The false color image represents the data col-
lected by the camera. Figure adapted from beamline V-4 of
SSRL website at Z.-X. Shen’s laboratory [52].
moving (lower energy) electrons will end up closer to the inner sphere. If the energy of the
electrons is too high or too low they will hit the walls of the hemispheres before they reach the
other side. The energy width of the electrons which make it all the way around the analyzer is
called the pass energy. By the time each electron reaches the end of the hemispherical analyzer
its’ position will place it within a single energy and angle bin. Figure 3.3 shows the electron’s
path as it moves inside the hemisphere.
2-D MCP detector
After the electrons travel through the lens and the hemispherical capacitor they are counted
by a 2-D detector. The detector is made up of an electron micro channel plates (MCP) coupled
to a phosphorus screen positioned in front of a charge-couple-device (CCD) camera (1000
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energy channels and 600 angular channels) [49]. The electron multiplier plate turns a single
incident electron into million of electrons through secondary emission. This packet of electrons
then hits the screen creating a flash of light. Each individual electron that enters the MCP is
multiplied as is passes through the plate. On the far side of the MCP each individual electron
is now a packet of electrons in a given energy/momentum bin. This packet hits the phosphorus
plate creating a flash of light. The flashes of light are then detected by the camera. Figure 3.3
shows a false color statistically enhanced image the camera takes at the end of the analyzer.
Ultra High Vacuum
Ultra high vacuum (UHV) is a term that refers to any pressure below 1×10−9 Torr. To
achieve such low pressures, a vacuum chamber must be completely sealed from the outside.
This is generally completed by using all stainless steel parts sealed together by soft copper
gaskets cut with knife edges into both sides of the gasket and pumped down with multiple
pumps. Figure 3.4 is a schematic guide to the location of each component in a UHV system.
This section is adapted from the author’s knowledge about UHV experiments, knowledge that
can also be found in vacuum system manuals from Varian [53] and books such as Scientific
Foundations ofVacuum Technique by Dushman [54] and Vacuum Techniques by Rozanov and
Hablanian [55].
A roughing pump is the first stage in creating a vacuum. Roughing pumps are able to
remove the majority of gases from the chamber down to 1×10−3 Torr. There are multiple
types of roughing pumps, such as rotary pumps, dry scroll pumps, and vein pumps. Roughing
pumps are usually used as the first stage for other mechanical pumps which cannot exhaust
into atmospheric pressure at full operational speeds.
Turbo molecular pumps contain multiple layers of fixed and rotating fan-like blades. The
pump’s blades spin at high speeds (up to 80,000 rpm), providing momentum to particles, and
removing them from the chamber. Turbo pumps can operate at full speed at pressures from
1×10−2 Torr to 1×10−11 Torr. Depending on the application they are used only to reach UHV
during a bake-out, however they can be used to maintain UHV as well. Since turbo pumps are
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Figure 3.4 Schematic diagram of a UHV setup, each box represents a dif-
ferent component of a complete UHV system and there location
about the main chamber, each line represents a connection from
one component to another.
not able to operate at full speed exhausting directly into the atmosphere, they usually backed
by a roughing pump.
A titanium sublimation pump (TSP) is used to absorb chemically active gases, such as
oxygen and water in a vacuum, allowing the vacuum to reach below 1×10−12 Torr. The pump
is a simple cylinder or sphere with a filament of tungsten coated with titanium in the middle.
By heating the filament, titanium sublimates onto the walls of the cylinder. This highly reactive
layer of titanium bonds with active gases in the vacuum.
Ion pumps are the workhorse of an UHV system, with the ability to lower the pressure
in a chamber below 1×10−13 Torr. Ion pumps contain multiple sheets of titanium and/or
tantalum held at high voltage (3-7 kV) clasped by solid state magnets. The high potential
field accelerates free ions in the vacuum, while the magnetic field forces the ions to travel in
a helical path, ionizing more atoms. When the ions hit the charged plates they sublimate
titanium onto the walls, pumping in the same manner as a TPS.
Most modern chambers are made from either stainless steel or aluminum, with the con-
necting flanges almost exclusively made out of stainless steel. The flanges contain a knife edge
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that cuts into a oxygen free copper gasket to seal the gaps. The gaps may also be sealed by
flexible Viton gaskets, but these gaskets usually cannot be heated above 150 ◦C.
Ion gauges are the pressure detecting workhorse of high and ultra high vacuum systems.
The inside of an ion gauge consists of an emission filament, placed outside a helical grid/coil
that contain a collecting wire in its’ middle. The filament is heated inside the vacuum to
a point where it emits a constant current of electrons into the vacuum. The helical grid is
held at a positive potential so the electrons from the filament accelerate toward the grid. As
the electrons accelerate toward the grid they collide with the gas particles in the vacuum
ionizing them. These ionized particles then hit the collector creating a positive current. Like
all detectors/gauges, they do have their limits. Ion gauges in particular have a limit of about
3×10−11 Torr, where x-rays are created when filament electrons hit the grid; the x-rays in turn
hit the collector creating photo-electrons which produce a constant negative current.
Unlike an ion gauge designed to detect the total pressure inside a vacuum chamber, residual
gas analyzers (RGA) have the ability to detect the components or partial pressure of each gas
in a chamber. This is especially important for detecting leaks and contaminants in a vacuum.
RGA operate on the principle that one can isolate molecules into their respective charge to
mass ratio through a quadruple mass filter.
To reach UHV (below 1×10−9 Torr), a bake-out is required. During a bake-out, the chamber
and some of the pumps are heated to an elevated temperature, where particles are more easily
released from the walls of the chamber so they can be effectively pumped out or absorbed. The
higher the temperature, the faster is the desorption and more effective the bake-out. However,
the usual bake-out temperature is between 100–250 ◦C for at least several days. Some portions
of the chamber cannot be heated above 150 ◦C or sensitive/flexible parts may be damaged. An
example of the Ames Laboratory system in a bake-out is shown in Figure 3.5. Figure 3.5 a)
is the system completely wrapped in multiple layers of tinfoil, used as an air barrier. Custom
oven heaters are mounted on the bottom of the system; the hot air is trapped by the tinfoil
heating system by convection. Protruding elements from the chamber that cannot be contained
under the dome are wrapped in heater tape and heated through conduction. Figure 3.5 b) is
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Figure 3.5 ARPES system at Ames Laboratory: a) system during the
bake-out procedure wrapped in multiple layers of tinfoil, heated
by custom-built oven heater mounted on the bottom of the
chamber; b) the same chamber in working condition after a
bake-out.
the same system in working condition after a bake-out.
Light Sources
Modern light sources used in ARPES experiments fall into two main categories: 1) –
synchrotron light sources and 2) – lab based light sources. Each has its own advantages and
disadvantages.
The most common lab-based light source is a UV helium excitation lamp, based on helium
plasma generated by electron cyclotron resonance (ECR). The standard off-the-shelf source
from VG Scienta is capable of producing 2×1016 photons/(sr×s) with a bandwidth of 1 meV
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Figure 3.6 Drawing of an off-the-shelf helium discharge lamp produced by
VG Scienta model VUV5000. The energy output and band-
widths are listed to the right of the figure [56].
at 21.2 eV (80 percent of light) and 2 meV at 41.8 eV (10 percent of light) [56]. At Ames
Laboratory the number of photons that reach the samples is closer to 1013 photons/s due
to the loss from apertures and reflection. A picture of a helium discharge lamp is shown in
Figure 3.6. The main advantages of laboratory-based light sources are: a narrow bandwidth,
high photon flux, and the ability to collect data 24/7. In addition, laboratory sources are
usually not polarized and therefore have at least some access to all the bands. This is because
the Matrix element from eq. 2.15 is always greater than zero. The two main disadvantages
of laboratory-based systems are 1) lack of ability to tune the photon energy and 2) spot size
(0.5 mm) which is usually an order of magnitude larger than synchrotron sources. Modern
laser systems do have the ability to change photon energy and spot size, but this is usually
over a small range of energies compared to synchrotron sources. For more information on laser
ARPES systems, see J. D. Koralek Dissertation from the University of Colorado, he describes
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the development and implementation of a UV laser in ARPES [57].
Figure 3.7 A schematic view of a modern synchrotron beam line from right
to left, undulator, 4-jaw aperture, mirrors, plane grating (selects
energy of the photons), slits and mirror, and finally the sample
[58].
Synchrotron sources, unlike lab-based sources, cost upwards of 100 million dollars to build
plus significant annual operating costs [59]. Because of this, they are generally set up as a user
facility, where visiting scientists apply for beam time at a particular end station. Synchrotron
light sources produce photons by accelerating electrons in a storage ring close to the speed of
light. Upon bending of the electron beam trajectory in the magnetic field, the electrons emit
EM radiation over some range of energies. The emitted photons can then be monochromatized
and focused into a small spot. Figure 3.7 shows a diagram of a model ARPES beam-line.
Because synchrotrons create photons over a wide range of energies, one needs to select a
narrow range of energy with a grating monochromator. The usual energies for ARPES range
from 10 to 200 eV. There are two experimental disadvantages that most beam lines have; 1)
The beam is generally highly polarized, when using polarized light some band might not be
visible and therefore missed (this can also be an advantage because one can isolate bands with
polarized light); 2) The Fermi level tends to shift in time as the beams energy shifts in time,
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especially when new electrons are injected into the ring and the alignment in the accelerator
is not identical between the two injections.
At this point, it is worth mentioning that almost all ARPES studies completed to date
(including all the studies in this dissertation) are done in a time-integrated manner. That is, a
time averaged picture of what is going on in the solid. Currently, there are some groups devel-
oping time-resolved techniques with pulsed laser and pulsed linac (linear particle accelerator)
free electron laser light sources to gain information on dynamics within the time domain.
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Figure 3.8 3-D plot of momentum-energy dispersion of Bi2212. The blue
color indicates a higher intensity and black zero intensity mov-
ing through the planet earth color scale. This plot depicts dif-
ferent ways to slice though the 3-D matrix. The Fermi surface
(FS) is the contour of high intensity at a constant energy cut
at EF , the solid lines represent the fitted FS and the dashed
line represent the shadow band. Cutting into/out of the page
gives a 2-D image plot (e.g., the actual data recorded by the de-
tector). Vertically cutting through the 2-D image plot creates
a single energy distribution curve (EDC). Horizontally cutting
through the 2-D image plot creates a momentum distribution
curve (MDC).
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ARPES Data
ARPES has the ability to map the full 4-D energy-momentum space for a given material.
Figure 3.8 depicts the different ways to cut through and view the 3-D matrix – a subset of
the 4-D matrix. The Fermi surface is a cut taken at zero binding energy, or if the cut is at
a different energy the picture is referred to as a constant energy cut. A 2-D image plot is
the actual data obtained from the detector (energy vs. momentum). Taking a vertical cut
through the 2-D image plot creates an energy distribution curve (EDC), where the height
represented by color intensity in the 2-D image plot. Cutting horizontally through the 2-D
image plot creates a momentum distribution curve (MDC), where the height represented by
color intensity in the 2-D image plot. In this image plot, the brighter color represents higher
intensity and the dark areas represent lower intensities.
To create a full 4-D matrix one would need to map out the full 3-D matrix for a range
of incident photon energies, thus building up the 4-D matrix. This is because for a given
photon energy, the collected data correspond to a sphere cutting through momentum space.
In general, it is not practical to build the complete 4-D matrix; there are two main reasons
for this. First, it would take too long to obtain the proper statistics and full 4-D structure.
Second, in general, nothing is gained in terms of meaningful physics from taking the full data
set. However, taking the full 3-D matrix at a couple of photon energies will give sufficient
data to extract meaningful physics. This is exemplified in Figure 3.9 where the Fermi surface
of EuRh2As2 at two different photon energies 105 eV [Figure 3.9 (a)] and 131 eV [Figure 3.9
(b)] are shown. The band dispersion is quite different between the two cuts. The general
practice to find the appropriate cutting energies is to scan through the kz axis by take a cut
through the Γ-X direction, i.e, ky=0 for a wide range of energies to find the symmetry points
(FS locations where the photoemission spectrum looks the most different). For the case of
EuRh2As2 in Figure 3.9, 105 eV and 131 eV were close to the symmetry points in the z-axis.
After the symmetry points were found, then the 3-D matrix was created [Figure 3.9 (a) and
(b)]. In Chapter 2, k‖ (kx and ky) were conserved and k⊥ (kz) was not because of the presence
of the inner potential; for this reason alone, the symmetry points cannot be calculated and the
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inner potential and symmetry point must be extracted from the experimental data.
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Figure 3.9 Fermi surfaces of EuRh2As2 integrated within 40meV of EF : a)
taken with an incident photon energy of 105eV; b) taken with
an incident photon energy of 131 eV; and c) photon energy/kz
dependence taken at ky=0.
Analyzing Data
Every ARPES data set needs analyzing before the data can represent the band structure.
This section will review the minimal analysis needed for all ARPES data sets: Fermi level
correction, normalization, and alignment of symmetry axis.
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Fermi level correction
When viewing the band structure of a material, one of the most important parameters is
the binding energy. This is a problem in ARPES measurements since the detector does not
actually measure the binding energy; rather, it measures the electron energy as it relates to the
grounding potential of the analyzer. To get the actual binding energy, each channel must be
aligned to create a flat cutoff or constant Fermi level. The general practice to accomplish this
is to take the angular dependence of the Fermi function (as measured by polycrystalline gold,
copper, or aluminum) and determine an offset for each channel. Figure 3.11 plots the position
of the Fermi level fitted to the spectrum of polycrystalline gold, as a function of acceptance
angle and detector channel taken from a 21.2 eV He II photon source. Depending on the
synchrotron beam line the correction may be as large at 20–30 meV. At Ames laboratory the
measurements are 16.907 ± 0.004 eV, for most studies using 16.907 eV is fine. However, for
studies dividing by the Fermi function (Chapter 7), the exact location for each channel needed.
Normalization data
ARPES data measured by a 2-D MCP detector inherently has built-in experimental error.
These include statistical and detector errors. In general, statistical errors are neglected because
of the ability to take longer scans that reduce the error/nose. The next type of error comes
from dead pixels, which can be removed manually if needed, or removed in sweep mode by
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Figure 3.11 Fermi function analysis obtained from polycrystalline gold:
left - MCP channel location taken at three different angles
(angle between the analyzer central axis and perpendicular to
crystal surface) (−20 red, 20 green, and 50 blue); and right -
Average EF integrating each channel as a function of angle(
the zero angle is defined when the sample plane is perpendic-
ular to the analyzers lens central axis).
normalizing the data of each energy channel. Finally, there are counts above the Fermi level
that contribute to the background; these counts will only be present if the beamline and/or
lamp has more than one photon energy present. An example of the improved statistics and
normalization is shown in Figure 3.10. Ideally, all other data analysis will happen after the
normalization of the high statistics data.
In addition to standard normalization, there is an artifact that can come from the phos-
phorus screen that sometime needs to be removed. In the standard Scienta data acquisition
mode, the analyzer scans each pixel through the entire energy range from low energy to high
energy. This is done to remove any dead or faint pixels in the MCP. For example, if the desired
energy range is from 10 eV to 11 eV, and the total energy range of the detector is 0.5 eV, then
the analyzer scans from 9.5 eV to 11.5eV dropping the 0.5 eV at the ends after the scan.
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Figure 3.12 Analysis of analyzer ghost intensity. (a) EDC cut for a sample
(black line Bi2212), gold (red line), and Fermi Function fit
(Blue line) at 12K; (b) the same as (a) only zoomed in close
to Ef , the blue slashed triangle is the ghost region created by
scanning mode; (c) 2-D image plot of Fermi divided Bi2212
close to (pi,0) with the ghost spectrum left in at 140K; and (d)
the same as (c) only with the ghost intensity removed. For
the color scale the blue is the highest intensity, and black zero
moving through the planet earth color scale.
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Figure 3.13 Fermi surface of OP90K Bi2212 measured at 12 K over two
Brillouin zones with a 21.2 eV helium excitation lamp. The
top figure is the raw data measured by the analyzer. Each
slice number represents a single angle bin; the actual angles
were from -20 degrees to 50 degrees. The bottom figure is
after rotating and scaling the data matrix to orientate the
symmetry axises.
One of the artifacts which can appear happens at the Fermi level. In this region, ghost
counts can contaminate the spectrum above the Fermi level, probably arising from residual
light left on the phosphorus screen. The residual light comes from the fact that the refresh
rate of the camera is faster than the refresh rate of the phosphorus screen. This is seen in
Figure 3.12 where the EDC from gold and Bi2212 at 12 K is shown with the Fermi function fit
to the gold spectrum. Zooming into the region close to Ef the experimental artifact becomes
clear. The ghost intensity region survives up to 0.1 eV and appears to be linear with energy. If
this region is not removed before dividing by the Fermi function (Fermi division) [Figure 3.12
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(c)], the data becomes unphysical with the spectra above the Fermi level going to infinity. If
the ghost region is removed before Fermi division, the real spectrum is revealed [Figure 3.12
(d)]. In general, most experiments do not care about the band above the Fermi level, so
removing this artifact is not important; however, for studies dividing by the Fermi function
(Chapter 7), proper subtraction is vital to getting salid data.
Alignment of symmetry axis
When a sample is placed inside an ARPES chamber, the exact orientation in momentum
space is not always known. Even if it is known, the sample is usually not oriented perfectly.
For this reason, after taking any data set the matrix must be rotated inside software to align
the sample. This is performed through an Euler rotation of the Fermi surface matrix. This
rotation maps the flat/skewed data onto the real momentum space sphere. An example is
shown in Figure 3.13. The top panel is the raw data showing the momentum space orientation
of the sample in the chamber. The bottom panel is the raw data after rotating to align with
the symmetry axis, and scaling the data to its correct momentum space representation.
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4. CUPRATE SUPERCONDUCTORS
Introduction
Superconductivity was first discovered in 1911 by Heike Kammerlingh Onnes in elemen-
tal mercury; after his successful liquefaction of helium [60]. Onnes observed the resistivity of
mercury dropped to zero upon cooling below the transition temperature T c = 4.2 K. A re-
production of his iconic plot is shown in Figure 4.1. For 20 years, essentially nothing else was
known about superconductivity except at temperatures close to absolute zero, the resistance
drops to zero. Then in 1933 W. Meissner and R. Ochsenfeld demonstrated a new feature of
the superconducting state – perfect diamagnetism or the complete expulsion of magnetic fields
from inside the sample [61, 62]. In their experiment, a hollow cylinder of lead was placed inside
a magnetic field; upon cooling below the transition temperature an increase of magnetic field
inside the cylinder was observed, after removing the magnetic field in the superconducting state
the field inside the superconductor did not change. These two characteristics, zero resistance
and the expulsion of magnetic flux, are the hallmarks of superconductivity.
Until the mid 1930s, there was little theoretical advancement towards understanding super-
conductivity. This changed with phenomenological work by the London brothers, where they
explained the electrodynamics and Meissner effect in superconductors [63]. Two decades later
Ginzburg and Landau created another phenomenological theory to explain the second order
phase transition at T c [64]. While Ginzburg-Landau theory is a phenomenological theory, a
microscopic theory of superconductivity was needed. This theory was purposed in 1957 in
three papers by J. Bardeen, L. N. Cooper, and J. R. Schrieffer (BCS theory) [65–67]. For
most of the next three decades superconductivity was seen as solved. Then in 1986 the field
of superconductivity changed with the discovery of a La(2−x)BaxCuO4 T c≈36K as a possible
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Figure 4.1 Resistance vs. temperature for elemental mercury [75].
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Figure 4.2 Transition temperature vs. discovery year for common super-
conductors, taken from Ni Ni [75].
high temperature superconductor [68, 69]. Unlike conventional superconductors, which are
relatively good conductors, LaBaCuO is a poor conductor in the normal state. In addition
cuprate superconductors ended up having transition temperatures much higher than conven-
tional BCS superconductors, with the onset of T c reaching above 164 K under pressure [70]. In
addition to BCS superconductors and high temperature superconducting cuprates, there are
many other families of superconductors with relatively high T c,max. First, MgB2, T c=39 K, a
two gap superconductors discovered in 2001 [71]. Second, the 1111 (LaFeAs(O1−xFx) T c=26
K [72], T c,max=55 K [73]) and 122 ((Ba1−xKx)Fe2As2), T c,max=38 K [74]) superconducting
pnictides were both discovered in 2008. The time evolution of superconducting transition
temperatures for various compounds is shown in Figure 4.2.
This chapter will review the triumph of BCS it pertains to classical superconductors, in-
cluding the physics characteristics which BCS theory explains. Then an overview of cuprate
superconductors will be presented, including crystal structure, phase diagram, Fermi surfaces
(FS), and gap structures. This chapter will focus primarily on ARPES experiments as it will
help in the understanding of the three studies in Chapters 5, 6, and 7.
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BCS
The first BCS theory paper was written by Cooper [65]. In his paper Cooper set out to
explain how at low temperatures a volume-independent gap, 2∆≈kT c, between the ground
and first excited state in an electron spectrum can form. He considered a pair of electrons that
could interact about a “quiescent Fermi sphere.” This interaction might be expected from a
phonon within a screened Coulomb field. If their net attraction was positive, the two electrons
could form a bound state (Cooper pair). The properties of a non-interacting system in which
these bound states exist could produce superconductivity. This paper set the groundwork for
the theory where a boson pair could exist in a Fermi sea. A simplified picture of such a theory
can be conceptualized by thinking about a single electron moving through a lattice of ions.
As the electron passes by the ions, the Coulomb force slightly distorts the lattice. This lattice
distortion then attracts a new electron, effectively coupling them together. If the attraction is
stronger than the Coulomb force between the two electrons, they pair up and form a Cooper
pair.
The second paper in support of BCS was written by Bardeen, Cooper, and Schrieffer [66].
They stated the need for a clear mathematical explanation of superconductivity that takes into
account the isotope effect; the first paper by Cooper helped set the mathematical groundwork.
The isotope effect was the first indicator for phonon mediated superconductivity. The isotope
effect showed a linear scaling between T c and M
− 1
2 where M is the mass of the isotope. Similar
to the simplified picture described in the paragraph above; the heavier the ions the smaller the
lattice distortion, the smaller the lattice distortion the lower the coupling. Therefore, reducing
the transition temperature as the mass goes up [77]. Based on these ideas Bardeen, Cooper,
and Schrieffer were able to calculate some of the most important experimental consequences
of superconductivity: the Meissner effect, the size of the energy gap and the isotope effect.
The final paper in the series appropriately titled The Theory of Superconductivity [67]
solidifies the other two papers [65, 66] and presented calculations of the five major experimen-
tal features of superconductivity from first principle calculations and also gave quantitative
agreement with two others. BCS explained the second-order phase transition at the critical
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temperature, the electronic specific heat varying as exp(-T c/T) near T=0 (evidence of a energy
gap), the Meissner effect, infinite conductivity, and the isotope effect. BCS was also able to
get good agreement with the actual specific heat and penetration depth experiments with the
help of experimentally-determined parameters.
High Temperature Superconducting Cuprates
Since the discovery of La2−xBaxCu04 by Bednoz and Muller [68], a relatively large num-
ber of superconducting cuprates have been discovered and studied. These high temperature
superconducting cuprates (HTSC) have become some of the most studied materials because
of there high transition temperatures compared to traditional/BCS superconductors and there
very unusual physics originating from their strongly correlated electronic structure. The
common feature all high-temperature superconductors share is a layered perovskite tetrag-
onal/orthorhombic crystal structure containing CuO2 planes separated by charge reservoir
layers. In the undoped state, the square CuO2 plane has one hole per Cu atom, which should
be a conventional conductor, but is insulating due to strong electron repulsion (Mott insulating
state). To dope the samples, ions are added or substituted to the charge reservoir layers, and
these ions draw holes or electrons from the CuO2 planes; or doping can be controlled by adding
extra oxygen in the CuO planes as in the Bi family of cuprates [76].
Crystal structure
All cuprates share approximately the same basic tetragonal/orthorhombic crystal structure.
They all have a relatively large c-axis to a/b plane ratio e.g., 3 to 1 in YBa2Cu3O7+δ (YBCO)
and 6 to 1 in Bi2Sr2CaCu2O8+δ (Bi2212). These quasi-2D materials contain separate planes of
either conducting (upon doping) CuO2 or insulating (charged reservoir upon doping) A(1,2)O2
(A=metal) laying perpendicular to the c-axis, e.g., Bi2Sr2CuO6+δ has CuO2 layers, Bi2O2
layers and Sr2O2 layers. An idealized crystal structure of bismuth based cuprates is shown in
Figure 4.3 [79]. Moving from left to right in Figure 4.3, Bi2Sr2CuO6+δ (Bi2201) has one Cu-
O layer, Bi2Sr2CaCu2O8+δ (Bi2212) has two Cu-O layers, and Bi2Sr2Ca2Cu2O10+δ(Bi2223)
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Figure 4.3 Idealized crystal structure of Bi2Sr2CuO6+δ, Bi2Sr2CaCu2O8+δ,
and Bi2Sr2Ca2Cu2O10+δ. The light brown sphere represents
bismuth, the green sphere-strontium, the gray sphere-calcium,
the blue sphere-copper, and the small red sphere-oxygen. The
blue pyramids represent the bonding within the copper oxygen
planes. The approximate maximum transition temperature of
each optimally-doped compound is stated below each structure.
Designed in VIC-II [78].
has three Cu-O layers per unit cell. With each additional layer the transition temperature
increases up to a maximum of three layers. Other families of cuprates such as thallium bases
Tl2Ba2CuO6+δ (Tl2201), and mercury based HgBa2CuO4+δ(Hg1201) have T c,max closer to
90K with only one layer, but, they too, reach a T c,max at three layers. YBCO is slightly
different than other cuprate superconductor because it has both CuO2 planes and CuO chains;
the T c,max for the family is 100 K [80]. It was shown by Kondo et al. in 2007 that the CuO
chains do not play a role in superconductivity [81].
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Figure 4.4 Schematic doping phase diagram for both n (electron-doped)
and p (hole-doped) cuprate superconductors. The doping range
for selected materials are shown by the horizontal arrows [82].
Phase diagram
Superconducting cuprates are non-stoichiometric. In their stoichiometric/near stoichiomet-
ric state, the materials are antiferromagnetic insulators. Upon doping, the Ne´el temperature
drops to zero, the pseudogap phase appears, and superconductivity emerges. Upon further
doping, the compounds become metallic. An idealized phase diagram of multiple cuprates is
shown in Figure 4.4 [82]. Not all materials cover the entire range in doping, for this reason
one needs to study different cuprate families. Because of their availability, ease of cleaving,
and quality of samples, Bi2201 and Bi2212 are the two most studied materials, especially by
ARPES and STM. There are two characteristic temperatures that all hole-doped cuprates
share. One is the pseudogap temperature T* and the other is the superconducting transition
temperature T c. For each compound T* and T c are different, and for each family height in
temperature and width in doping for each phase can be different. Both temperatures are shown
in Figure 4.4. Depending on the particular sample there may be no pseudogap (i.e., highly
over-doped Bi2212-doping around 25%), or they won’t superconduct (i.e. highly underdoped
Bi2201-doping around %5).
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Figure 4.5 Calculated band structure of optimally doped Bi2212: left -
Fermi surface; and right - cuts along the FS showing the shape
of the energy bands.
Cuprate Fermi surface
All cuprates share a common shaped Fermi surface (FS) arising from the conducting Cu-O
plane. The idealized FS of the Cu-O plane consists of four hole-pockets at the corner of the
zone, shown in Figure 4.5. The plot on the right shows the energy-momentum contour plot
cutting into the page from (0,0) to (pi,pi) 1, from (pi,pi) to (0,pi) 2, and (0,pi) to (0,0) 3. In
most Photoemission papers including this dissertation the units are in (k×a)/pi, by setting the
lattice constant a=1. When doping the size and shape of the FS can change. Underdoping
the sample the hole-pockets becomes smaller; overdoping the sample the hole-pockets become
bigger. Eventually doping to high levels, the FS at (0,pi) closes and forms an electron-like band
centered at (0,0) [83].
There are other FS characteristics that appear in a number of cuprates. One is the so-called
umklapp bands shown in Figure 4.6, dashed blue left side. The umklapp bands come from
the modulation of the bismuth layer that resides at the surface of the crystal after cleaving.
This modulation acts as a diffraction grating at the surface. As the photoelectron leave the
sample some are diffracted at ± 0.21 k/pi to the main band in the (pi,pi) direction of the b
plane. The general practice in ARPES is to only take data in the zones where the umklapp
bands straddles the FS rather than crossing it, e.g., upper left and lower right. This band
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Figure 4.6 FS of Bi2212 showing the main (red), umklapp (dashed blue),
and shadow (dashed green) bands.
can be removed by adding lead to the samples which relax the Bi-O plane. The second band
that is sometimes present in cuprates is the shadow band, Figure 4.6 right in dashed green.
The origins of the shadow bands are still not completely clear. It either comes from the
antiferromagnetic correlations or from the structural distortion in the sample; but the research
is pointing towards structural distortion[84].
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Figure 4.7 Top - Fermi surface map of optimally-doped Bi2212 taken in
the second zone. In the color plot red corresponds to a high
photoelectron count and blue to a lower photoelectron count,
the red curve is the tight binding fit of the main band, and
the yellow dotted curve is the tight binding fit of the shadow
band. The upper right hand corner is a magnified view of the
FS. Bottom - the size of the gap as a function of angle around
the FS.
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Figure 4.8 Pseudogap as a function of angle on the main band of UD75K
Bi2212 at T=140K. Moving left to right: EDC at kF blue,
symmetrized EDC kF red taken at (pi,0); gap size as a function
of angle(defined in far right figure); FS integrating within ±
10 meV of EF , the black line from the middle figure show the
portion of the FS that is not gapped, e.g., white, blue, and green
FS (25-45 degrees), this region is called the Fermi Arc.
The size and symmetry of the superconducting gap and pseudogap are probably the two
most important properties of cuprates studied by ARPES. The consensus in the field is that
the superconducting order parameter in cuprates has a d -wave symmetry with a node in the
gap function along the (pi,pi) direction. An example of the d -wave gap symmetry is shown in
Figure 4.7. The gap in the FS is a maximum at φ=0 and goes to zero at φ=45. This creates
four nodes/points on the FS. This is in contrast to the symmetry of the pseudogap, which
closes before the node (Figure 4.8 middle). The magnitude of the gap is commonly found by
symmetrizing the EDC at kF (Figure 4.8 – left red curve) and fitting to a symmetrized Dynes
function [85]. One very interesting feature at the FS, due to the pseudogap, is called the Fermi
arc. The arc is present in the pseudogap state, where the gap function goes to zero, 25-45
degrees in Figure 4.8 – right. This non-gapped portion of the FS creates an arc when looking
at the FS. The length of the arc is thought to change with doping, becoming shorter with lower
doping (i.e. a longer portion of the FS is gapped) [86]. Chapter 7 will revisit this claim, as
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Figure 4.9 Left—pseudogap weight (WPG) as a function of temperature on
OD29K, the inserter shows a pictorial definition of the WPG.
Right-coherent peak spectral weight (WCP ) as a function of
temperature on OD29K, the inserter shows a pictorial definition
of the WCP adapted from Kondo et al. [110].
this may be only valid in the under doped side of the phase diagram.
There is a debate in the field of cuprates over the origins of the pseudogap and how it
relates to superconductivity. Some people think the pseudogap is a preformed pair state where
Cooper pairs form above T c, but there is no long range coherence between the pairs [87–
97]. Others think the pseudogap competes with superconductivity by reducing the number
of electrons that are available for superconductivity [98–110]. The next couple of paragraphs
presents previous work done by the Ames laboratory ARPES group to show the pseudogap
probably competes with superconductivity.
In 2009, Kondo et al. found a way to decouple the spectral components of the supercon-
ductivity and the pseudogap in Bi2201 over a wide range of dopings [110]. This is important
because below T c the two spectral signature are convoluted together, making a direct compari-
son almost impossible. They decoupled the two spectral components by scanning the FS in the
normal state (above T*), in the pseudogap state (above T c but below T*) , and in the com-
bined superconducting/pseudogap state (below T c). By subtracting the normal state EDCs
at kF from the pseudogap state they were left with a signature of the pseudogap which they
called pseudogap spectral weight or WPG (Figure 4.9 - left). By subtracting the pseudogap
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Figure 4.10 Momentum dependence of the spectral weight as a percent of
the total spectrum of Bi2201 at three different dopings; left
– over-doped T c=29 K, middle – optimally-doped T c=35 K,
and right –under-doped T c=23 K. The red circles represent
percent of the WPG and the blue WCP . The vertical dotted
line show the crossover angle between WPG and WCP . Figure
adapted from Kondo et al. [110].
state data from the superconducting state EDCs at kF they were left with a signature of the
superconducting state which they called the coherent peak spectral weight or WCP (Figure 4.9
- right).
After decoupling the two weights (WPG and WCP ), they compared the percent of the total
spectrum associated with each as a function of angle (defined in Figure 4.7) along the FS. The
data is presented in Figure 4.10; moving from left to right, over-doped T c=29 K, optimally-
doped T c=35 K, and under-doped T c=23 K are shown. The blue squares are the percent of
WCP and the red circle are the percent of the WPG. The vertical dotted line is the crossover
angle where the percent of the WPG overtakes the percent of WCP . The data clearly shows
the percent of the spectrum associated with the pseudogap gets larger when the percent of the
spectrum associated with the superconductivity gets smaller. This anti-correlation between the
two weights is opposite to what one would expect if they had the same origins. They concluded
that the pseudogap formation from a preformed Cooper pairs state is clearly inconsistent with
their results.
Right before the publication of this dissertation Kondo et al. [111] published another paper
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showing that there is indeed a preformed pair state above T c but it is below T* at Tpair (∼140
K) and not related to the pseudogap. This third state matches previous studies of the Nernst
effect, NMR, and specific heat seeing superconductivity above T c which caused many people
to think the pseudogap is a preformed pair state.
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5. ORIGINS OF LARGE CRITICAL TEMPERATURE VARIATIONS
IN SINGLE–LAYER CUPRATES
A paper published in the Physical Review B: Phys. Rev. B 78, 054523 (2008)
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Abstract
We study the electronic structures of two single layer superconducting cuprates, Tl2Ba2CuO6+δ
(Tl2201) and (Bi1.35Pb0.85)(Sr1.47La0.38)CuO6+δ (Bi2201) which have very different maximum
critical temperatures (95 K and 35 K respectively) using Angular Resolved Photoemission Spec-
troscopy (ARPES). We are able to identify two main differences in their electronic properties.
First, the shadow band that is present in double layer and low T c,max single layer cuprates is
absent in Tl2201. Recent studies have linked the shadow band to structural distortions in the
lattice and the absence of these in Tl2201 may be a contributing factor in its T c,max. Second,
Tl2201’s Fermi surface (FS) contains long straight parallel regions near the antinode, while in
Bi2201 the antinodal region is much more rounded. Since the size of the superconducting gap
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is largest in the antinodal region, differences in the band dispersion at the antinode may play
a significant role in the pairing and therefore affect the maximum transition temperature.
Introduction
Despite more than 20 years of effort, there is still no consensus on what is the nature of the
superconducting coupling mechanism in the high T c superconductors. Early theoretical works
[112] proposed that interlayer interactions between the copper oxygen (Cu–O) planes in these
quasi 2D materials played a key role in the pairing mechanism. However, some predictions
from this model were later found to be inconsistent with experiment [113]. Yet, there remains
empirical evidence that both the maximum transition temperature (T c,max) and the size of
the superconducting gap of the high temperature superconducting cuprates (HTSC) depends,
sometimes strongly, on the number of Cu–O layers per unit cell [114]. Bismuth [115], thallium
[116], and mercury [117] –based cuprates all show an increase in T c,max with the number of Cu–
O layers. While T c,max increases with the number of Cu–O layers (peaking at 3 layers per unit
cell), it is not always the same for a given number of layers. In particular, there are two single
layer materials, Tl2Ba2CuO6+δ (Tl2201) [118] and HgBa2CuO4+δ (Hg1201) [119] (T c,max∼95
K), whose transition temperatures are actually closer to that of other double layer cuprates.
This could mean that either T c,max is somehow enhanced in Tl2201 and Hg1201 or that T c,max
for all single layer cuprates is intrinsically closer to 95 K and other mechanisms, for example,
lattice distortions in the Bismuth–based materials [120] reduce T c,max. One can imagine that
adding more Cu–O layers per unit cell to the Bi–based material (going from Bi2201 to Bi2212)
creates an additional pairing channel, thereby enhancing the superconductivity and pushing
the T c,max back up to ∼ 95 K. To help explore these ideas and explain the large variation of
T c,max of the single layer compounds, it is essential to look for differences in their electronic
structure through Angle-Resolved Photoemission Spectroscopy (ARPES) [121, 122].
Here we report an ARPES study on the electronic structure of two single layer cuprates
with distinctly different maximum critical temperatures: Tl2Ba2CuO6+δ (Tl2201) T c∼95 K
and (Bi1.35Pb0.85)(Sr1.47La0.38)CuO6+δ (Bi2201) T c∼35 K. We find two striking differences
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in the Fermi surface (FS) maps at the chemical potential. First, the shadow band (usually
attributed to structural distortions [120, 123, 124]) is present in single layer Bi2201 (and
double layer Bi2212) but is absent in Tl2201. Second (and possibly more important), the FS
of Tl2201 has long parallel “nested” regions close to the antinodes (where the superconducting
gap reaches its maximum value). This feature is very similar to that found in double layered
Bi2212 with a T c,max of ∼ 95 K, while it is absent in Bi2201. In other words, materials with
a high T c have strongly nested FS.
Experimental Details
Optimally doped Bi2201 single crystals were grown using the floating zone (FZ) method
[125]. The substitution of Pb suppresses the modulation in the Bi–O layers [126] that normally
causes complications (superlattice) in interpreting the band structure in pristine Bi2Sr2CuO6+δ
[121, 122]. Near optimally doped Tl2Ba2CuO6+δ crystals were grown in an air atmosphere
inside zirconium dioxide multilayered crucibles [127, 128]. Single crystals samples of both
materials used in ARPES experiments are of exceptional quality as evidenced by very sharp
superconducting transitions with typical widths ∼2–4 K shown in [Figure 5.1(b)–(c)]. FS
measurements for Tl2201 were performed at the Swiss Light Source (SLS) on beamline X09LA-
HRPES with a Scienta SES2002 analyzer at 49 eV photon energy. The choice of photon energy
was dictated by need to maximize both the signal intensity and energy resolution. As evident
from Figure 5.5 there are two main energy for which the signal reaches maximum: 49 eV and
74 eV. The signal is certainly stronger when using the latter, however due to characteristics of
beamline the energy resolution there would be significantly reduced. The energy and angular
resolution was set to 30 meV and 0.5◦ respectively. Electronic structure information for Bi2201
and Tl2201 was acquired at the Advanced Light source (ALS) on Beamline 7.0.1 with the
SCIENTA R4000 analyzer at 105 eV photon energy. The energy and angular resolution of
the R4000 was set to 40 meV and 0.5◦ respectively. Tl2201 photon energy dependence data
was taken at the ALS on beamline 12.0.1.1 using a SCIENTA 100 analyzer. The energy and
angular resolutions was set to 50 meV and 0.3◦ respectively. Bi2201 doping dependence data
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was acquired on a Scienta SES2002 analyzer using a Gammadata VUV5000 photon source
(HeIα) at Iowa State University. The energy and angular resolution was set to 5 meV and
0.13◦ respectively. All data was acquired on in situ cleaved crystals at or below 20 K under
UHV, with the samples being kept at their cleaving temperature throughout the measurement
process. During the measurement process we had to cleave multiple Tl2201 samples in order
to get reliable and reproducible results. This was mainly due to Tl2201’s inability to cleave
nicely. Bi2201 on the other hand almost always cleaves nicely, so multiple cleaves were not as
important.
Data and Analysis
The schematic crystal structure of Tl2201 and Bi2201 are shown in Figure 5.1 (a) [79]. Each
material’s unit cell contains a single Cu–O layer with dual layers of Tl–O and Ba–O (Tl2201)
or Bi–O and Sr–O (Bi2201). We note that Tl2201 has a tetragonal (i.e. a=b) structure with
nearly perfectly flat Cu–O layers and a slight buckling in the Tl–O and Ba–O layers [127]. In
contrast, Bi2201’s structure has a degree of orthorombicity (i.e. a∼=b) accompanied by buckling
in all layers [118]. The two materials also have very different cleaving properties. Tl2201 has
strong bonding between the layers, which makes it difficult to cleave, often leaving behind a
rather rough surface, whereas, Bi2201 is very well known for excellent cleaving properties and
is material of choice for surface studied such as ARPES or STM/STS. This is because the
bonding between adjacent Bi–O layers is due to Van der Waals interaction. In majority of
cases after cleaving we were able to obtain a flat mirror–like surfaces.
The ARPES intensity integrated from 20 meV to −40 meV about the chemical potential
is plotted as a function of momentum for Bi2201 and Tl2201 in [Figure 5.2 (a) and (b)]
respectively. The bright areas correspond to high intensity and represent the Fermi surface
(FS) – those locations in momentum space where the band crosses the chemical potential. One
can see that both FS are similar to the usual calculations of a Cu–O layer inside a cuprate
[130, 131], with a couple of distinct differences. First, the shadow band, found in some cuprates
[120, 124, 132] including single layer Bi2201 (T c,max=35 K, left panel) and LSCO (T c,max=40
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K) as well as two layer Bi2212 (T c,max∼=95 K), is absent in single layer Tl2201 (T c,max∼=95 K,
right panel). The second more subtle difference is the shape of the FS close to the antinode
(pi,0). To better compare the shape of the FS, we have performed a tight binding analysis
on each of our samples. The results from these fits are shown in Figure 5.2 (c). The fitting
analysis was performed using full 3D band dispersion data, examples of which are shown in
Figure 5.3. We also present the published tight binding fits for Bi2212 [133] in Figure 5.2 (c)
for comparison. Fitting parameters for all three cases are presented in Table 1.
Table 5.1 Tight Binding fitting function (ε(~k)) and experimental fit for
Bi2201, Tl2201 and Bi2212 [133] where ε(~k) =
∑
ciηi(~k)
.
ηi(~k) ci Bi2201 ci Tl2201 ci Bi2212
1 0.16895 ± 0.013 0.24103 ± 0.0202 0.1305
1
2(cos kx+cos ky) −0.73338 ± 0.0161 −0.72153 ± 0.0328 −0.5951
cos kx×cos ky 0.11389 ± 0.00786 0.14813 ± 0.00935 0.1636
1
2(cos 2kx+cos 2ky) −0.11086 ± 0.00573 −0.17287 ± 0.0115 −0.0519
1
2(cos 2kx×cos 2ky+cos kx×cos 2ky) −0.049688 ± 0.0248 −0.01604 ± 0.0359 −0.1117
cos 2kx×cos 2ky 0.045032 ± 0.00751 0.048246 ± 0.016 0.051
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Figure 5.1 (a) Schematic structure of Bi2Sr2CuO6+δ (Bi2201) and
Tl2Ba2CuO6+δ (Tl2201). The small red dots represent oxygen
atoms and the other larger atoms are labeled by the symbol on
the left (Bi2201) or right (Tl2201). Each layer is made up of the
particular atoms bonded to oxygen, with the double pyramids
representing copper oxygen bonds. (b)–(c) SQUID magnetiza-
tion curves for Bi2201 and Tl2201.
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Figure 5.2 Intensity at the Fermi energy in multiple Brillouin zones for
(a) Bi2201 and (b) Tl2201. All data was collected at a photon
energy of 105 eV. High (low) intensity regions appear bright
(dark) in the color map. (c) Tight binding fitting plots, Bi2212
[133] (black), Bi2201 (blue) and Tl2201 (red), fitting parameters
for (c) are found in Table 1.
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Figure 5.3 Momentum distribution curve for (a)–(e) Bi2201 and (f)–(j)
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intensity corresponds to red while the highest intensity corre-
sponds to dark blue moving through the color spectrum. The
colored pictures are the original ARPES data while the black
lines are tight binding fit. The tight binding fitting parameters
for the black lines are located in Table 1, (k) FS taken from
peak position of MDC for Bi2201 (blue dots) and Tl2201 (red
crosses), (l) schematic MDC location for (a)–(j).
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Based on these parameters we have calculated the carrier concentration level for the three
systems: 0.17% for Bi2212, 0.27% for Bi2201 and 0.35% for Tl2201. The shape of the FS
for Tl2201 and Bi2212 are almost identical; the only visual difference between the two arises
from the differences in their carrier concentrations. They both display long, nearly parallel FS
segments close to the antinode. The FS of Bi2201 is quite different in this region of momentum
space. Bi2201 FS is much more rounded with no significant parallel segments. We have to
point out that the length of the parallel segments in the antinodal regions will, in principle,
depend on carrier concentration. In heavily overdoped cuprates, the antinodal regime of the
FS can become less parallel and eventually close (disappearing completely from the FS) [134].
In our case, Tl2201 has a higher carrier concentration (more overdoped) than the Bi2201, yet
Tl2201’s antinodal FS nesting is still much greater than in Bi2201. To show that Bi2201’s
rounded FS is not a doping dependent feature but a fundamental characteristic, we present
Figure 5.4.
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Figure 5.4 Intensity maps of Bi2201 taken around (pi,0) for different carrier
concentrations (a) 0.23%, (b) 0.25%, (c) 0.27%, and (d) 0.29%,
with black line represents the tight binding fits for each doping
level.
Moving from top to bottom and left to right, i.e. (a)–(d), we show the FS of Bi2201
about (pi,0) at carrier concentration levels of 0.23%, 0.25%, 0.27%, 0.29% respectively. We
see the shape changes slightly as we change doping, as is expected yet, the general roundness
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remained throughout all dopings levels. Figure 5.5 (a) shows the peak intensity verse photon
energy for Tl2201 taken at a constant region of momentum space near (pi,0). The variation
in the intensity arises from the matrix element effect [135] during the photoemission process.
[Figure 5.5 (b)–(d)] shows how the matrix elements can affect the overall dispersion with some
energies being better than other for data acquisition. From this curve we have identified 49
eV and 74 eV as the best energies for obtaining high resolution data from Tl2201 samples.
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Figure 5.5 (a) Photon energy dependence for Tl2201 taken at around (pi,0).
Markers in (a) are at 49eV, 59eV and 74eV respectively, corre-
sponding to the energy momentum cuts in (b), (c), and (d). In
(b)–(d) dark blue corresponds to low intensity, while red corre-
sponds to high intensity moving through the color spectrum.
Discussion
We now discuss why T c,max is much higher in Tl2201 compared to Bi2201. First, Tl2201
has a tetragonal crystal structure with flat Cu–O layers, whereas Bi2201 is orthorhombic with
buckled Cu–O layers [118]. It is known that local lattice distortions (produced by chemical
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inhomogeneity) can reduce the value of T c in a systematic way [137]. It has also been shown
that the larger the Cu–O plane buckling angle, the lower the T c,max [136]. So, distortions in
the Cu–O planes have long been known to cause a lowering of the T c,max. Second, our results
show that the FS of Tl2201 does not contain a shadow band, but Bi2201 does. There are
several explanations for the origins of the shadow band. The most convincing explanation to
date is that it is due to structural distortions, either in the form of an orthorhombic distortion
of the lattice [120], and/or by diffraction of the outgoing photoelectron by the superstructure
of the BiO layer at the surface. Whatever the cause, if the shadow band is absent (as in
Tl2201), it suggests that the material is free of the structural distortions that could potentially
lower the T c,max Finally, Tl2201 has strong interlayer interactions that are absent in Bi2201.
The same strong interlayer bonding is also present in another high T c,max single layer cuprate
Hg1201 (T c,max∼95 K) [119]. Given the above, our observation that Tl2201 does not exhibit a
shadow band is fully consistent with the absence of structural distortions of its lattice and its
unusually high T c,max. We now address the fact that Bi2212 is known to have buckled Cu–O
planes, orthorhombic distortions, a shadow band and weak interlayer interactions, yet it still
has a high T c,max, which is comparable to that of Tl2201. We speculate that the extra Cu–O
layer per unit cell in Bi2212 enhances the superconductivity and raises the T c,max. This has
been seen in other multilayered cuprates where Cooper pairs are allowed to tunnel between
the Cu–O layers through Josephson coupling, raising T c,max [138, 139].
Finally, our data shows a relationship between the length of the long parallel (nested) FS
segments centered about (pi,0) and T c,max. Looking back to Figure 5.2 (c) we see that Tl2201
and Bi2212 have very similar nested FS segments and approximately the same T c,max. In
contrast, Bi2201’s FS segments are much rounder with a lower T c,max. Our data suggests
that FS nesting at the antinode is related to the enhanced T c,max. We also note that the
superconducting and pseudo–gaps reach a maxima in these regions [140, 141], with other
studies suggesting this region is critical in understanding how cuprate superconductivity works
[142, 144–146]. Our observation of significant FS nesting in Tl2201 is an important new result.
64
Conclusions
In conclusion, we report a comparative study on the electronic structures of two single layer
cuprates Tl2201 T c,max∼95 K and Bi2201 T c,max∼35 K, along with photon energy data for
Tl2201. We find two striking differences in the occurrence of the shadow band and the shape of
the FS close to the antinodes. First, the shadow band in single layer Bi2201 and double layer
Bi2212 is absent in Tl2201. Second Tl2201 has long parallel (nested) regions on its FS (similar
to double layer Bi2212 with T c,max∼95 K), while these regions are much smaller (if not absent)
in low T c,max Bi2201. Our data shows two non trivial results for superconducting cuprates.
First, there may be a balance between structural distortions and interlayer interactions that
help control T c,max in the cuprates. Second, there is a qualitative relationship between the
length of the antinodal nesting and T c,max in our cuprates.
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6. CONTROLLING THE CARRIER CONCENTRATION OF THE
HIGH–TEMPERATURE SUPERCONDUCTOR Bi2Sr2CaCu2O8+δ IN
ANGLE-RESOLVED PHOTOEMISSION SPECTROSCOPY
EXPERIMENTS
A paper published in Physical Review B: Phys. Rev. B 81, 104521 (2010)
A. D. Palczewski1,2, Takeshi Kondo1,2, J. S. Wen3, G. Z. J. Xu3, G. Gu3, A. Kaminski1,2
Abstract
We study the variation of the electronic properties at the surface of a high-temperature su-
perconductor as a function of vacuum conditions in angle-resolved photoemission spectroscopy
experiments. Normally, under inadequate ultrahigh vacuum (UHV) conditions the carrier con-
centration of Bi2Sr2CaCu2O8+δ (Bi2212) increases with time due to the absorption of oxygen
from CO2/CO molecules that are prime contaminants present in UHV systems. We find that
in an optimal vacuum environment at low temperatures, the surface of Bi2212 is quite sta-
ble (the carrier concentration remains constant); however at elevated temperatures the carrier
concentration decreases due to the loss of oxygen atoms from the Bi-O layer. These two effects
can be used to control the carrier concentration in-situ. Our finding opens the possibility of
studying the electronic properties of the cuprates as a function of doping across the phase
diagram on the same surface of sample (i.e., with the same impurities and nondopant defects).
We envision that this method could be utilized in other surface sensitive techniques such as
scanning tunneling microscopy/spectroscopy.
1Division of Materials Science and Engineering, Ames Laboratory, Ames, Iowa 50011, USA
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Introduction
Surface techniques have played an important role in understanding the properties of the
high temperature superconductors. They have revealed a number of fascinating phenomena
such as the direct observation of the superconducting gap [147] and its anisotropy [148, 149],
confirmation of the d-wave symmetry of the order parameter, direct observation of the pseu-
dogap and its anisotropy [150–152], discovery of spatial inhomogeneities [153, 154], unusual
spatial ordering [155] nodal quasiparticles [156], renormalization effects [157–159] and many
others [160, 161]. The successes of these techniques rely on the fact that the layers in some
cuprates are very weakly bonded via the Van der Waals interaction. In such cases the bulk
properties and surface properties are essentially identical, since there is no charge exchange
between the layers. The samples in such cases can be thought of as a stack of very weakly elec-
trically coupled 2-dimensional conducting surfaces rather than a 3-dimensional object. Two of
the most commonly studied materials with this property are Bi2Sr2CaCu2O8+δ (Bi2212) and
Bi2Sr2CuO6+δ (Bi2201). There is however one important aspect that needs to be carefully
considered, namely the stability of the cleaved samples under ultra high vacuum (UHV) con-
ditions. UHV is a rather broad term and refers to pressures lower than 1×10−9 Torr. Quite
often such conditions are not sufficient to guarantee the stability of the surface, particularly in
the case of non-stoichiometric materials such as the cuprates. These problems were recognized
early on [148], and subsequent measurements revealed significant changes in the electronic
properties as a function of time after cleaving. This issue was not carefully examined following
these first measurements, and it is likely an important source of data discrepancies among the
various groups [160, 161].
Here we present a systematic study of the electronic properties of Bi2212 as a function of
vacuum conditions. There are significant difficulties with quantifying vacuum conditions in
the deep UHV regime due to lack of common methods for absolute measurement of partial
pressure. More significantly, the main problem with quantifying the vacuum conditions lies
in fact that transport at very low pressures is ballistic in nature, thus the influx of molecules
experienced by the sample surface and entrance of a residual gas analyzer (RGA) or ion gauge
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may be very different. The core of vacuum problems in an ARPES setup is the electron
analyzer. It is typically the worst pumped part of the system, with many layers of shielding
and electron surfaces. Gases desorbed inside of the analyzer exit via the electron lens and
hit the cold surface of the sample. Those which don’t stick are most likely pumped away
before they get to the RGA/ion gauge. In the case of our setup this problem was solved
by extensive baking of the analyzer (with a cumulative baking time of several months). We
demonstrate that under less than ideal vacuum conditions (defined as a condition where the
results of identical measurements very with time), increased carrier concentration arises due
to the breakup of CO2/CO molecules by exposure to vacuum ultraviolet (VUV) photons and
the subsequent adsorption of oxygen into the BiO layers. We demonstrate that this effect is
most likely responsible for observation of bilayer splitting in Bi2212 in nominally “underdoped”
samples. We show that when a tiny (10−10 Torr level) leak is introduced to the UHV system,
the carrier concentration of the sample surface increases without exposure to VUV photons.
When the partial pressure of active gases is kept to optimal levels (again defined as the
condition where the resulst of measurements do not change significantly with time), the lifetime
of cleaved surface of Bi2212 can be as long as a few weeks at low temperatures (T<150 K).
At elevated temperatures (T>200 K) the sample surface loses oxygen, which results in the
reduction of carrier concentration. This second effect is most likely responsible for the recently
reported non monotonic temperature dependence of the pseudogap [162], where at elevated
temperatures the sample surface becomes underdoped and therefore develops a pseudogap.
We demonstrate that these two effects (in-situ absorption and desorption of oxygen) can be
utilized to control the carrier concentration of the sample surface. This approach enables one to
study the intrinsic electronic properties of the cuprates across the phase diagram using a single
cleave of the sample. This eliminates many extrinsic effects such as changing the chemical
impurities and non-dopant defects.
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Experimental Details
The ARPES data were acquired using a laboratory-based Scienta 2002 electron analyzer
and high intensity Gammadata UV4050 UV source with custom designed optics. The photocur-
rent at the sample was approximately 1 µA, which corresponds to roughly 1013 photons/sec at
0.05% of the bandwidth. The energy resolution was set at 10 meV and momentum resolution
at 0.12◦ and 0.5◦ along a direction parallel and perpendicular to the analyzer slits, respectively.
Samples were mounted on a variable temperature cryostat (10–300 K) cooled by a closed cycle
refrigerator. The precision of the sample positioning stage was 1µm. The partial pressure
of the active gases was at the detection limit of the Residual Gas Analyzer (RGA) and the
pressure of of a ion guage below 3×10−11 Torr. Excellent vacuum conditions were achieved by
strict adherence to good vacuum practices, use of UHV compatible materials and a cumulative
bake-out time of the system in excess of 6 months. The typical lifetime of the optimally doped
Bi2212 surfaces was greater than two weeks after cleaving, defined as less than 5% change of
the superconducting gap (2 meV) at 40 K. The core-level spectra was acquired on the Hermon
beam-line at the Synchrotron Radiation Center using a Scienta 2002 end-station. The photon
energy was set at 500 eV and energy resolution at 200 meV. The residual gas sperctrum was
take by a SRS Quad Residual Gas Anylizer model RGA100 in CDEM (electron multiplier)
mode, the factory stated pressure resolution is 1×10−13 Torr which is constistant with the
noise level in our data.
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Figure 6.1 ARPES spectrum of Bi2212 taken under poor vacuum con-
ditions (CO and CO2): (a) sample EDC (energy distribution
curves) taken at the antinode where the band crosses the Fermi
energy at five different times (right after the cleave, 2, 10, 24,
and 28 hours later ); (b) narrow view of (a); (c) time evolu-
tion of Bi2212’s superconducting gap as a function of time; (d)
the time evolution of Bi2212’s superconducting gap under VUV
photons (red) fitted with an exponential decay (blue), the tem-
perature for (a)–(d) was set to 20 K; and (e) C 1s, Sr 3P1/2,
Sr 3p3/2 core level data from Bi2212 showing carbon deposits
some time after cleaving and after cooling.
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Increasing Carrier Concentration
It has been known for some time that aging (increased surface doping) in cuprates is caused
by less than ideal UHV conditions [148], that is, vacuum conditions where the spectrum is not
stable as a function of time. Aging is usually detected by measuring the superconducting gap
(the energy gap as defined by the difference between the peak position of a Bi2212 spectrum
and the chemical potential measured by a polycrystalline gold sample) as a function of time.
If the gap shifts to a lower binding energy the sample has aged [163, 164]. Figure 6.1 (a)-
(b) shows an example of this where a freshly cleaved Bi2212 single crystal was scanned in a
less than optimal vacuum conditions to see how the spectrum changed over time. A shift to
lower binding energy as well as a peak suppression (compared to comparable samples with the
same gap size) was detected showing the sample was aging. In Figure 6.1 (c) the size of the
superconducting gap is shown as a function of time. The aging occurred only when sample
surface was illuminated with VUV photons. In the absence of VUV photons on the sample,
(from 5th hour to 21st hour) the aging did not progress. If one considers only the time when
the sample was exposed to VUV photons, the magnitude of the gap follows an exponential
decay (blue line).
In absence of leaks, a UHV system has normally undetectable levels of oxygen as measured
by a residual gas attached to the ARPES system (see Figure 6.2 (c) red spectrum). However
in stainless steel vessels CO2/CO are always present. These oxide molecules can adhere to
clean sample surfaces especially at low temperatures. When the molecules are exposed to
VUV photons above 6 eV they break into carbon and oxygen [165]; the oxygen can then be
incorporated into BiO layer as dopant, while the carbon atoms remain on the surface. Support
for this scenario is shown in Figure 6.1 (e) where the core-level spectrum of Bi2212 at 300 K
and 40 K are shown. As the sample cooled more CO2/CO molecules adhered to the surface
of the sample. Since there are carbon deposits some time after cleaving and even more after
cooling, it is likely the oxygen accompanied the carbon to the surface. This oxygen can then
change the doping of the sample after it is dissociated from the carbon.
In the presence of a leak a UHV system can have detectable amounts of oxygen. Under
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Figure 6.2 (a) ARPES intensity map of freshly cleaved optimally-doped
Bi2212 at (pi, 0), showing no bilayer splitting; (b) ARPES in-
tensity maps on the same sample and the same location as in
(a) only oxygen aged (in-situ overdoping) in a UHV system
with a leak, showing bilayer splitting and a peak shift location
of the Fermi momentum (the black line serves as a guide to the
eye); (c) residual gas analyzer (RGA) spectrum after an opti-
mal bake-out (red curve) and after a bake-out where there was
a 10−10 Torr air leak (blue curve).
these conditions a Bi2212 sample can age even without the breakdown of CO2/CO. One of the
trademarks of an over-doped (aged) Bi2212 sample is the appearance of bi-layer band splitting
at the antinode (pi, 0). While there has been a relatively active discussion on whether Bi2212
contains bilayer band splitting all the time or just in an over-doped state; bilayer splitting
has only been seen in over-doped samples when using a helium discharge lamp [166–169]. An
example of this is shown in Figure 6.2 where a fresh Bi2212 sample was scanned and then
allowed to sit in the leaky UHV system overnight before scanning again. Even though the
sample was kept a 20 K, bilayer band splitting was detected after the break, signaling that
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the sample aged because of oxygen absorption. An example Residual Gas Analyzer (RGA)
spectrum contrasting the difference in the partial pressure of gases for an optimal UHV (red
curve) and an UHV leak (blue) is shown in Figure 6.2 (c). The reader should notice that the
leaky vacuum spectrum contains an O2 peak absent in the optimal vacuum spectrum, as well
as excess H2O, CO2 and N2/CO. We know that the vacuum contains an small air leak (10
−10
Torr) because of the ratio of N2:O2, which is ≈ 4 : 1, the same as in air.
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Figure 6.3 (a)-(c) symmetrized ARPES EDC’s for Bi2212 taken at three
points near (pi,0), showing the time evolution of the spectrum
at 280 K.
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Decreasing Carrier Concentration
While in a reasonable vacuum system there can be enough CO2/CO to change the surface
doping of a sample over time, in an ultra clean UHV system samples can live for many weeks
without surface degradation or a change in doping (assuming the sample is kept at low tem-
perature). Yet, when the sample is annealed above 200K an interesting thing happens to the
Bi2212’s doping level; the sample doping level is reduced (the opposite of aging). This is seen
in Figure 6.3 (a)-(c) where the time evolution of Bi2212’s EDCs at three locations at or near
(pi,0) with the sample at 280K is shown. The sample actually changes doping moving towards
lower doping (signified by a larger spectral gap). Figure 6.4 (a) shows the energy distribution
curve (EDC) at the antinodal Fermi momentum from the same sample before and after an-
nealing at 280K for 28 hours. The superconducting gap clearly shifts from 33 meV to 41 meV
and the peak is suppressed, signaling that the doping has changed from a slightly over doped
sample to a more under doped sample [170]. The momentum color maps from Figure 6.4 (a)
are shown in Figure 6.4 (b)–(c); after annealing the gap shifts to higher binding energy, there
is also a shift in the location of the Fermi momentum. This momentum shift comes from a
change in the chemical potential, which moves lower in a rigid-band-like fashion upon doping
[171].
Another way to see if a sample’s carrier concentration has decreased is to look at the
pseudogap. Figure 6.5 (a) shows the EDC at the Fermi momentum before and after annealing
at 280 K for 28 hours. The pseudogap shifts from 30 meV to 50 meV. As Bi2212 goes to lower
doping levels the pseudogap becomes bigger and the temperature at which the pseudogap
remains (T*) becomes higher [149]. Figure 6.5 (b)–(c) demonstrates that before annealing T*
is below 140 K with the pseudogap disappearing and after annealing T* is above 200 K. The
pseudogap transition temperature after annealing is above 200 K, which guarantees that the
sample is at a lower doping level.
Until now we have only shown the lowering of doping on Bi2212 at elevated temperature.
While we still haven’t shown if the doping change is caused by the elevated temperature or
a combination of elevated temperature and VUV photons. This was tested by scanning the
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Figure 6.4 (a) EDC at the Fermi momentum close to the anti-node before
(green circles) and after (solid red squares) annealing at 280K
over 28 hours with their respective superconducting gaps ∆;
(b)-(c) intensities maps taken about the Fermi momentum close
to (pi, 0) before and after annealing.
sample just after cleaving and again after the sample sat under UHV for 16 days at 100 K. This
data is shown in Figure 6.6 (a). The spectrum barely changed over the two weeks. In Figure 6.6
(b) we show the 280K spectrum just after cleaving, and again after the sample sat under UHV
for 8 days at 280 K. Most of the spectral weight has shifted to higher binding energies and the
Fermi edge has all but disappeared, signifying an almost completely insulating sample. From
Figure 6.6 we can conclude that the lowering of the sample’s doping is only caused by the
elevated temperatures.
The greatest consequence of this study is that Bi2212’s doping can be change from over-
doped all the way down to insulating in a systematic fashion on a single crystal. To this point
the data presented has been on either a single sample overdoped by aging or underdoped by
annealing. Figure 6.7 demonstrates how the same sample surface can be overdoped by aging
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Figure 6.5 (a) 100 K symmetrized ARPES data taken at the Fermi mo-
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ARPES intensities at 140 K before annealing; (c) ARPES in-
tensities at 200 K after annealing.
and then under-doped by annealing to move across the phase diagram. An optimally doped
Bi2212 sample was cleaved, the Fermi surface and superconducting gap values as a function of
angle φ (angle clockwise from the line (pi,-pi) to (2 pi,-pi)) was scanned [Figure 6.7 (a) & (d)].
Aging was detected after a couple of days of scanning [Figure 6.7 (b) & (e]). The sample was
then annealed overnight at 280 K to remove the aging [Figure 6.7 (c) & (f)].
Conclusions
We have presented a systematic study of the electronic properties at the surface of Bi2212
as a function of vacuum conditions. The results confirm that under poor vacuum conditions
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there is an increase in carrier concentration due to the breakup of CO2/CO molecules by
exposure to vacuum ultra-violet (VUV) photons and a subsequent adsorption of oxygen into
the BiO layers. We also show that with a UHV leak, where oxygen is present, a sample
can increase its carrier concentration without exposure to VUV photons. This observation
confirms that bilayer splitting only occurs in over-doped Bi2212. We then show that at elevated
temperatures (T>200K) the sample surface loses oxygen, which results in a reduction of the
carrier concentration. These two effects (in-situ absorption and desorption of oxygen) can be
utilized to control the carrier concentration of Bi2212. This approach enables one to study the
intrinsic electronic properties (i.e. without changing the impurities and non-dopant defects) of
the cuprates across the phase diagram in ARPES as well as other surface sensitive techniques
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from (a)–(c) respectively.
using a single cleaved surface.
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7. PROBING THE PARTICLE–HOLE SYMMETRY OF THE
PSEUDOGAP IN HIGH TEMPERATURE SUPERCONDUCTING
CUPRATES
A paper in preparation for Physical Review Letters
A. D. Palczewski1,2, Takeshi Kondo1,2, J. S. Wen3, G. Z. J. Xu3, G. Gu3, A. Kaminski1,2
Abstract
We used angle resolved photoemission spectroscopy (ARPES) to investigate the particle-
hole symmetry of cuprate superconductors in the pseudogap state. Our data show a particle-
hole symmetric pseudogap close to (pi,0) which symmetrically closes before the node (pi,pi),
creating disconnected arcs rather than closed pockets on the Fermi surface (FS). In the under-
doped samples, the gap is closed where the FS deviates from the nested region close to (pi,0).
The gap data are consistent with a charge density wave (CDW) origin of the pseudogap, where
a gap opens because of nesting.
Introduction
In conventional superconductors, a symmetric particle-hole energy gap forms at the chem-
ical potential below the superconducting transition temperature (T c). This gap corresponds
to the energy needed to break a Cooper pair into two excited electrons [172]. In high temper-
ature superconducting cuprates, below T c, this gap is characterized by a large quasiparticle
1Division of Materials Science and Engineering, Ames Laboratory, Ames, Iowa 50011, USA
2Department of Physics and Astronomy, Iowa State University, Ames, Iowa 50011, USA
3Condensed Matter Physics and Materials Science Department, Brookhaven National Laboratory, Upton,
New York 11973, USA
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peak in the energy spectrum close to EF and a d-wave order parameter (creating 4 points
along the (pi,pi) direction of the Fermi surface). In optimally and underdoped samples at tem-
peratures above T c another gap is observed – the pseudogap [173]. This gap is characterized
by broad spectral features without a quasi-particle peak and a gap shape that changes with
doping. The particle-hole symmetry of the pseudogap is controversial, with multiple theories
being proposed. Some suggest the pseudogap should have the same particle-hole symmetry
as the superconducting gap because the pseudogap is a preformed superconducting pair state
[174–176]. Others suggest there should be particle-hole symmetry breaking as the pseudogap
represents a competing state [177–180].
Previous studies probing the symmetry of the pseudogap also produced conflicting results;
some see particle-hole symmetry [173, 181–186], while others show (or possibly show) particle-
hole symmetry breaking [172, 182, 183, 187]. In the symmetry breaking scenario the FS might
be comprised of four closed pockets in the (pi,pi) direction of the Brillouin zone; similar to pock-
ets seen in quantum oscillations measurements [178]. In the particle-hole symmetric scenario
the FS is made up of four disconnected Fermi arcs in the (pi,pi) direction of the Brillouin zone;
similar to gapped arcs interpreted from other quantum oscillations measurements [188]. To
add to the confusion, recent angle-resolved photoemission spectroscopy (ARPES) experiments
produce disconnected arcs, and unrelated Fermi pockets on the same FS [189].
In this letter we used ARPES to investigate the particle-hole symmetry of cuprates in the
pseudogap state by looking at the thermally excited states above the Fermi level (EF ). Our
data show no sign of particle-hole symmetry breaking at any location on the FS. The particle-
hole symmetric data lead to a FS made up of disconnected arcs rather than closed pockets.
The gap structure is constant with a charge density wave (CDW) origin of the pseudogap
where the nested region close to the antinode forms the gap.
Experiment
The Bi2Sr2CaCu2O8+δ (Bi2212) and (Bi,Pb)2(Sr,La)2CuO6+δ (Bi2201) single crystals used
in this study were grown by the conventional floating-zone (FZ) method. All ARPES data
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were acquired using the laboratory-based Scienta 2002 electron analyzer and high intensity
Gammadata UV4050 UV source with custom-designed optics at Iowa State University/Ames
Laboratory, Ames, IA, USA. All data was acquired using the HeI line with photon energy of 21.2
eV and with the analyzer set to ADC mode. The energy resolution was∼6 meV and momentum
resolution at 0.12◦ and 0.5◦ along a direction parallel and perpendicular to the analyzer slits,
respectively. The samples were kept in an UHV environment where partial pressure of active
gases remained below 10−11 Torr [190]. The high temperature ARPES data are divided by
a temperature dependent Fermi function convoluted with a Gaussian representing the finite
energy resolution of the analyzer. By dividing the data by a temperature-dependent Fermi
function, the states above ∼ 4×kBT (45 meV @ 140 K) of EF are revealed [183]. The Fermi
level for division was extracted from a polycrystalline sample of gold at each acceptance angle.
The data was divided after the experimental background inherent in our analyzer and light
source was subtracted and normalized.
Data
Figure 7.1 shows the full 3-D electronic structure (kx,ky,E) of Bi2212 UD75K and Bi2201
UD20K above and below the Fermi level taken in the second zone at 140 K. The experimental
cutting location on the Bi2212 UD75 K sample is shown in Figure 7.1 (a). Each circle and
line represent the location of kF and the experimental cutting direction respectively. The open
circles are locations of a gapped FS and the closed circles are the non-gapped FS where the
dip at EF disappears when dividing by the Fermi Function. The diagonal line from (1,0) to
(2,-1) represent the antiferromagnetic zone boundary found in the parent compound and the
lines from (1,-1) to (2,0) is the symmetry line about the node. From the 2-D image plots in
Figure 7.1 (b), the exact band shape and gap symmetry is revealed (to enhance the contrast
ratio each panel was independently normalized). The bands close to the antinode (pi,0) have
a large particle-hole symmetric gap which smoothly closes before the node (pi,pi), creating an
arc on the FS. In all cuprates the pseudogap is thought to come from the same origins, and for
this reason we took a nearly identical data set from Figure 7.1 (a)–(b) on single layer Bi2201
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[Figure 7.1 (c)–(d)]. The band structure is nearly identical between the two samples. The gap
closes where the nested region (parallel part) of the FS ends and the main band bends towards
the node. In addition, the antiferromagnetic zone boundary does not affect the particle-hole
symmetry in any way.
When looking at 2-D image plots the exact particle-hole symmetry can be difficult to
interpret. For this reason the energy distribution curves (EDC) at kF are used to ensure the
proper symmetry. Figure 7.2 shows the EDC’s from the 17 kF locations in Figure 7.1 (a)–(b)
and 15 kF locations in Figure 7.1 (c)–(d). The location of kF was found in two ways; either
where the smallest gap forms when looking at the EDCs or by fitting the peak position in the
momentum distribution curves (MDC) at EF after Fermi division. Close to the antinode (cut
1-8) the gap can be quite large, and finding the exact location of kf is difficult with the MDC
method. This is why the smallest gap in the EDCs is chosen to find kf . Closer to the node
(cuts 10-17 or 10-15 in Figure 7.2) kf is easier to find because the gap is closed, and kf is easily
extracted from the MDC at EF . Finding kf in the crossover region at the end of the Fermi arc
(cuts 6-9 in Figure 7.2) might be difficult from MDC fits if the gap shifts. Since the data shows
a symmetric particle-hole gap such ambiguity in not relevant and the location of the smallest
gap or MDC peak can be used. We note, when kf is off by a couple of channels the bottom
of the gap is always at EF , this is in contrast to a symmetry breaking gap where the bottom
of the gap would be located away from EF and appear to shift. This is important because of
a recent ARPES study suggesting that kf changes at the antinode which could in principle
cause symmetry breaking [172]. After the gap closes (no dip at EF ) the EDC’s become more
intense at EF moving toward the node (pi,pi) (cuts 17 or 15). In the intermediate cuts after
the gap closes (e.g. 8–11), the EDC shape does not match the overall shape closer to the node.
This suggests that the true peak-to-peak gap is still present despite the lack of a clear dip in
the EDCs [174].
Multiple experimental papers suggest there should be particle-hole symmetry breaking,
specifically close to the end of the Fermi arc in the first zone [182, 183, 187]. Because of
the inconsistency between our symmetric second zone data and the particle-hole symmetry
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kf points in Figure 7.1 (c). The thin curves, 1–7 in (a) and (b)
are locations of a gapped band, and the bold curves, 8–17 in
(a) and 8–15 in (b) are locations of a closed gap.
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Figure 7.3 Scanning the symmetry of the pseudogap close to the end of
the arc in the first zone,(a) Schematic location of the 4 cuts
close to the end of the Fermi arc for (b)-(c). (b) Bi2212 OP90K
taken at 110 K from the cutting locations in (a) taken in zone
1. (c) the same as (b) only on Bi2212 UD75K at 140 K. (d) the
same as (c) only on Bi2201 UD20K in the second zone [reflected
data (identical) from Figure 7.1 (d) data (6–9)]. The width of
each 2-D image plot in (b) and (d) is ± 0.1 (k-kf )/pi, with the
vertical line at kf . For all plots black is zero intensity and blue
is the most intense moving through the planet earth color scale.
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breaking from other studies we present Figure 7.3. Figure 7.3 probes two more Bi2212 samples
(OP90K and UD75K) in the first zone at the end of the Fermi arc. In addition, the Bi2201
second zone data [Figure 7.1 (d)] close to the end of the arc are also reproduced in Figure 7.3
(d). In each sample the exact cutting angle at kf is shown at the bottom of each image plot.
Moving from left to right (1–4) each sample shows a closed gap which symmetrically opens
around point 3. Again the data shows particle-hole symmetry no matter the scanning zone or
cutting direction.
Finally, we would like to comment on the possible theoretical origins of the pseudogap
given our particle-hole symmetric data. The most obvious explanation would be a preformed
superconducting pair state in which a d-wave superconducting gap at elevated temperature
and with lifetime broadening would appear similar to the data [174]. Yet, there is mounting
evidence that the pseudogap represents a competing states which makes the preformed pair
explanation unlikely [173, 191–193]. Our data contain some features which make a charge
density wave (CWD) origin of the pseudogap likely. From [Figures 7.1 (a) & (c)] the gap only
closes after the FS deviates from the nested region close to the antinode. This observation
is similar to STM measurements which show a CDW checkerboard pattern in the pseudogap
state. The checkerboard pattern appears with a real space periodicity which corresponds to
the reciprocal space nested FS location close the antinode [194]. Some might argue the data
is inconsistant with a CDW scenario because particle-hole symmetry breaking is also possible
within the model [172, 177, 179]. There is another possibility which would include a yet
unknown interaction that creates a particle-hole symmetric pseudogap. There is a need for
further detailed studies of the spectral properties beyond particle-hole symmetry to determine
such interactions.
Conclusions
In conclusion, this letter reported on the particle-hole symmetry of the pseudogap in cuprate
superconductors. We found no signature of particle-hole symmetry breaking at any location on
the FS. The data reaffirm the fact that the pseudogap’s FS is comprised of disconnected arcs
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rather than closed pockets. Our data point to a pseudogap which arises from CDW scattering
close at the nested FS close, consistent with STM checkerboard patterns seen in the pseudogap
state.
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8. CONCLUSIONS
The motivation of this dissertation was to advance the field of cuprate superconductors,
specifically by probing the electronic structure with ARPES. The three studies contained in
this dissertation looked at different aspects of the electronic structure including FS topology,
surface doping stability, and particle-hole symmetry. The first study (Chapter 5) probed the
band structure of single layer cuprates. In general the superconducting transition temperature
increases with the number of Cu-O planes to a maximum of three, with single layer cuprates
having the smallest T c. From the previous sentence one would expect that all single layer
cuprates should have approximately the same T c, yet this is not the case. The study found T c
can be related to slight changes in the FS, that is, for a given T c the FS should be the same.
The shape of the band in Tl2201 (T c∼90 K) is almost identical to the band shape of Bi2212
(T c∼95 K). The study did not differentiate between the band shape close to the anti-node or
the node, but the parallel part close to the antinode seemed to be the most important at the
time of publication. In addition other possible scattering bands appear in the lower T c Bi2201
where the FS contain shadows bands while Tl2201 FS did not.
The second study (Chapter 6) set out to address some of the experimental factors which
affect ARPES measurements, in particular how the partial pressure of active gases can change
the band structure in-situ after cleaving. These ”aging” effects have been known for some
time, yet they have not been explored in great detail. First, we recreated the usual aging
effects where free oxygen in the vacuum interacts with the surface, thereby overdoping/aging
the sample. In addition, we found that the large amounts of CO/CO2 can cause the same
effects where UV light (required for ARPES) dissociates the CO/CO2 into carbon and oxygen.
Finally, after creating an UHV environment where contaminates are kept at exceptionally low
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levels we found a new aging effect above 200 K. In this state the surface loses oxygen, thereby
underdoping the sample which is in the opposite doping direction of aging. These two effects
open the possibility for doping studies on a single sample across the phase diagram, without
the inherent complication of comparing data from multiple samples and cleaves.
One of the most fervent debates in the world of cuprates is the origins of the pseudogap and
how it relates to superconductivity. The field is moving towards a consensus for a competing
order states where the pseudogap competes with superconductivity but the pseudogap’s origins
are still unknown. Knowing the exact particle-hole symmetry of the pseudogap could reveal
how the pseudogap forms and what its origins might be. Towards this effort, the third study
(Chapter 7) probed the symmetry of the pseudogap by looking at the thermally excited states
above EF . The original goal of the study was to recreate particle-hole symmetry breaking
seen by other groups at the end of the arc. The study found no signature of particle-hole
symmetry breaking at any location of the FS. The symmetric gap structure opening only near
the antinode is indicative of a CDW origin of the pseudogap, similar to STM checkerboard
pattern. In some theories the CDW should produce particle-hole symmetry breaking which
we do not see. Since only some aspects of a CDW fit the data it is possible that another yet
unknown origin of the pseudogap still exists.
