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Abstract
Nonlocal generalizations of Burgers’ equation were derived in earlier work by
Hunter [Contemp. Math. 1989], and more recently by Benzoni-Gavage and Rosini
[Comput. Math. Appl. 2009], as weakly nonlinear amplitude equations for hyper-
bolic boundary value problems admitting linear surface waves. The local-in-time
well-posedness of such equations in Sobolev spaces was proved by Benzoni-Gavage
[Diff. Int. Eq. 2009] under an appropriate stability condition originally pointed out
by Hunter. The latter stability condition has also been shown to be necessary for
well-posedness in Sobolev spaces in a previous work of the authors in collaboration
with Tzvetkov [Adv. Math. 2011]. In this article, we show how the verification of
Hunter’s stability condition follows from natural stability assumptions on the origi-
nal hyperbolic boundary value problem, thus avoiding lengthy computations in each
particular situation. When the original boundary value problem has a variational
origin, we also show that the resulting amplitude equation has a Hamiltonian struc-
ture. Our analysis encompasses previous equations derived for nonlinear Rayleigh
waves in elasticity.
AMS subject classification: 35L53, 35L50, 74B20, 35L20.
Keywords: surface waves, amplitude equation, hyperbolic equations, weakly nonlinear
expansions, Hamiltonian structure, well-posedness.
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1 Introduction
This article is devoted to nonlinear evolutionary boundary value problems of hyperbolic
type whose linearized version admits particular solutions known as surface waves. These
waves propagate along the boundary of the spatial domain and decay exponentially fast in
the normal direction to the boundary. They appear in various physical contexts, such as
elastodynamics - in which case they are named Rayleigh waves - or in incompressible mag-
netohydrodynamics. Linear surface waves approximately describe the dynamics of small
amplitude solutions on a fixed time scale. One goal is to understand how the genuine
nonlinear dynamics modifies the evolution of small amplitude solutions on a large time
scale. In the so-called weakly nonlinear regime, this problem was addressed in a series of
work originally devoted to nonlinear elastodynamics, see e.g. [20, 19, 12, 1, 6] and refer-
ences therein. It has been shown in various settings that the weakly nonlinear dynamics
is governed by an amplitude equation that takes the form of a nonlocal generalization of
the Burgers equation. Let us observe that when the original equations are invariant by
dilations, as is the case for hyperbolic systems of conservation laws, the weakly nonlin-
ear asymptotics we are concerned with equivalently corresponds to the regime of weakly
nonlinear geometric optics - which consists in studying small amplitude highly oscillating
solutions on a fixed time scale.
Several questions naturally arise after the formal derivation of an amplitude equa-
tion. The first main issue is its well-posedness. It was first addressed by Hunter [12],
who identified a condition for linearized stability that was later shown to be sufficient for
nonlinear well-posedness [4], as well as necessary in a certain sense [9]. In the meantime,
well-posedness of nonlinear hyperbolic initial boundary value problems has been well un-
derstood. So the next issue is the rigorous justification of the weakly nonlinear asymptotic
expansion. An almost definitive answer has been given by Marcou in [15], the remaining
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gap being that she needs assume both the original nonlinear problem and the asymptotic
amplitude equation to be well-posed. In other words, Hunter’s stability condition is an
assumption in her work. However, as more or less conjectured in [12, page 193], it seems
a reasonable expectation1 that well-posedness of the original nonlinear problem should
imply well-posedness of the underlying amplitude equation. We fill in this technical gap
in the present paper, and elucidate why and how well-posedness of the original nonlinear
problem implies well-posedness of the amplitude equation. Our result is fairly general and
gives a clear way of bypassing the technical verification of Hunter’s stability condition for
each particular situation, which may be a real computational challenge. The other main
question that we address has to do with the algebraic structure of amplitude equations
for weakly nonlinear surface waves. Hamiltonian structures of amplitude equations were
pointed out in [2] in relation to scale-invariance properties of various examples of surface
waves, comprising the case of Rayleigh waves in elastodynamics. Besides scale-invariance,
a remarkable feature of the elastodynamics equations is their variational origin. One mo-
tivation for the present work has been to shed new light on the amplitude equation for
Rayleigh waves by considering most general variational boundary problems. Under very
reasonable assumptions that are of course met by the elastodynamics equations, we show
indeed that the amplitude equation inherits a Hamiltonian structure. In passing we show
that Hunter’s stability condition readily follows from the form of the amplitude equation.
The article is organized as follows. In Section 2, we present a general framework for
variational initial boundary value problems. We assume that the linearized equations
admit surface waves, and derive an amplitude equation for weakly nonlinear corrections.
Particular attention is paid to scale invariance of the equations and its impact on the
homogeneity properties of the symbols involved in the amplitude equation. We justify
the evolutionarity of the amplitude equation by making the link with the vanishing of
the so-called Lopatinskii determinant. This part of our analysis is rather similar to an
observation recently made in [15], see also [10]. Moreover, we prove that Hunter’s stability
condition holds true as soon as the amplitude equation is of evolutionary type, and exhibit
a Hamiltonian structure under some technical assumptions. Section 3 is devoted to initial
boundary value problems for first order hyperbolic systems, for which the derivation
of the amplitude equation dates back to [12]. Our main result proves that Hunter’s
stability condition holds true under some natural stability conditions for the original,
fully nonlinear problem. Sections 2 and 3 share some similarities but are independent
from each other as they might be of interest to various audiences.
2 Hamiltonian boundary value problems
2.1 General framework
In this part, we consider boundary value problems that are governed by an energy func-
tional of the form
E [u] :=
∫
Ω
E(u,∇u) dx ,
1For instance, this expectation is fulfilled when one considers weakly nonlinear geometric optics ex-
pansions with a single phase for the Cauchy problem.
3
where Ω is the half-space {x = (x1, . . . , xd) ; xd > 0} of Rd, the unknown function u takes
its values in RN , ∇u is the matrix-valued function of coefficients ∂juα, with uα the αth
component of u for α ∈ {1, . . . , N} and ∂j denoting the partial derivative with respect to
xj for j ∈ {1, . . . , d}. We assume that the mapping
E : RN × RN×d → R
(u, F ) 7→ E(u, F )
is ‘smooth’ enough2. We shall denote by Fαj the coefficients of a matrix F ∈ RN×d,
and use repeatedly, without further warning, Einstein’s convention of summation over
repeated indices. Let us introduce the notations
aαβ :=
∂2E
∂uα∂uβ
, bαβj :=
∂2E
∂uα∂Fβj
, cαjβℓ :=
∂2E
∂Fαj∂Fβℓ
. (1)
Note that if bαγm ≡ 0 for all α, γ ∈ {1, . . . , N} and all m ∈ {1, . . . , d}, then aαβ depends
only on u and cαjβℓ depends only on F . This is what happens when the energy E is in
separate form E(u, F ) = E0(u) +W (F ), which is the case for instance in wave/elasticity
equations (see (5) below).
Our primary assumption is the following.
(H0) Legendre–Hadamard condition:∑
α,β,j,ℓ
cαjβℓ(u, F ) vα vβ ξj ξℓ ≥ 0 , ∀F ∈ RN×d , ∀v ∈ RN , ∀ξ ∈ Rd , (2)
for u in the neighborhood of some u, ensuring that E is (locally) rank 1-convex with
respect to F .
We easily see, at least formally, that
d
dθ
E [u+ θh]|θ=0 =
∫
Ω
(
∂E
∂uα
(u,∇u) − Dj
(
∂E
∂Fαj
(u,∇u)
))
hα dx
+
∫
∂Ω
∂E
∂Fαj
(u,∇u)nj hα dxˇ ,
where Dj denotes the total derivative with respect to xj, nj is the jth component of
the exterior unit normal n to ∂Ω, which actually reduces to n = (0, . . . , 0,−1), and
xˇ := (x1, . . . , xd−1). In a more compact form,
d
dθ
E [u+ θh]|θ=0 =
∫
Ω
δE [u] · h dx +
∫
∂Ω
δnE [u] · h dxˇ ,
where δE [u] is the usual variational gradient of E , of components
δE [u]α :=
∂E
∂uα
(u,∇u) − Dj
(
∂E
∂Fαj
(u,∇u)
)
=
∂E
∂uα
(u,∇u) − bβαj(u,∇u) ∂juβ − cαjβℓ(u,∇u) ∂j∂ℓuβ ,
2at least C 3
4
and
δnE [u]α :=
∂E
∂Fαj
(u,∇u)nj = − ∂E
∂Fαd
(u,∇u)
if we take into account our choice of coordinates, which is such that n = (0, . . . , 0,−1).
In particular, a sufficiently smooth critical point u of E must satisfy the elliptic boundary
value problem
δE [u] = 0N in Ω , δnE [u] = 0N on ∂Ω . (3)
Here above, 0N stands for the null vector of R
N . When no confusion can occur we will
omit the subscript N . Not that the ellipticity of the Euler–Lagrange equation δE [u] = 0
comes from the Legendre–Hadamard assumption (2).
We are in fact interested in dynamical versions of the boundary value problem (3),
and more precisely in Hamiltonian boundary value problems of the form
∂tu = J δE [u] in Ω , δnE [u] = 0 on ∂Ω , (4)
where J ∈ RN×N is a skew-symmetric (constant) matrix3. In addition, we assume that J
is non-singular (which together with skew-symmetry obviously requires that N be even,
but this will play no role in what follows). Dynamical systems of the form ∂tu = J δE [u]
arise for instance as the Euler–Lagrange equations associated with space-time functionals
G [χ] :=
∫
R
∫
Ω
1
2
|∂tχ|2 − W (∇xχ) dx dt .
Indeed, we have
δG [χ]α = − ∂2t χα + Dj
(
∂W
∂Fαj
(∇xχ)
)
,
so that, by setting p := ∂tχ, we see that the Euler–Lagrange equation δG [χ] = 0 is
equivalent to
∂t
(
χ
p
)
=
(
0n In
−In 0n
)
δE [χ, p] , E [χ, p] :=
∫
Ω
1
2
|p|2 + W (∇xχ) dx , (5)
where n is the number of components of the vector-valued unknown χ, and 0n denotes
the null n× n matrix while In is the n× n identity matrix. Prototypes of such equations
are
• for n = 1, wave equations,
• for n = d, elasticity equations.
In particular, when W is quadratic the Euler–Lagrange equation δG [χ] = 0 is linear. The
boundary value problem for this kind of equation with the - also linear - homogeneous
boundary conditions
∂W
∂Fαj
(∇χ)nj = 0
3Of course, more general Hamiltonian systems, with J a differential operator, are also of interest, for
instance if we are to consider incompressible Euler equations, or incompressible MHD equations, but they
can hardly be studied as a whole.
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(which are nothing but δnE [u] = 0 with our notations) has been investigated in detail by
Serre [23]: under a strict rank-1 convexity assumption, he proved the equivalence between
the well-posedness of the boundary value problem and the existence of families of linear
surface waves, that is, special solutions of the form
χ(t, x) = ei(η0t+ηˇ·xˇ)X(xd) ,
where η0 ∈ R (a temporal frequency), ηˇ = (η1, . . . , ηd−1) ∈ Rd−1 (a wave vector in the
boundary direction), and X → 0 exponentially fast when xd → +∞, see Theorem 1 below
for more details.
Our purpose here is to address nonlinear Hamiltonian boundary value problems (4),
with most general energy functionals E . Still, we shall restrict to problems whose lin-
earization about a point (u, 0) is scale invariant. The motivation for this restriction, which
we shall make more precise below (see Section 2.2.1), is to enforce not only one linear sur-
face wave propagating along the boundary as ei(η0t+ηˇ·xˇ), but a cone of linear surface waves,
associated with neutral modes of the form eik(η0t+ηˇ·xˇ) for all nonzero real number k. In this
situation, we may look for weakly nonlinear surface waves as higher order approximations
of the Hamiltonian boundary value problem in (4). Consistently with earlier work by
Parker et al [19, 20] regarding elasticity, Hunter [12] for first order systems with linear
boundary conditions, Al`ı and Hunter [1] for MHD, and Benzoni-Gavage et al [6] for phase
transitions, we are going to show that those weakly nonlinear surface waves are governed
by amplitude equations that are nonlocal generalizations of the Burgers equation. To be
more precise, we shall justify the evolutionarity of these equations by showing that the
coefficient of the time derivative is nonzero under a ‘generic’ assumption4. This confirms,
in a different framework, an observation recently made by Marcou [15] on dissipative, first
order boundary value problems. Our other contribution in this part is twofold. We show
that the amplitude equations derived from Hamiltonian boundary value problems always
satisfy Hunter’s stability condition [12]. This somehow natural condition has been shown
to be necessary and sufficient for the well-posedness of the Cauchy problem for nonlocal
Burgers equations [13, 15, 4, 9]. However, it looks very tricky to check in general. We
shall come back to it, and elucidate its verification, in Section 3.4 for first order problems.
For Hamiltonian problems, it turns out that Hunter’s stability condition can be shown in
a rather straightforward manner. Furthermore, we show that those amplitude equations
inherit a Hamiltonian structure. This is consistent with a classical ‘rule of thumb’ formu-
lated and justified on water wave equations by Olver [17]. Similar Hamiltonian structures
were pointed out by dimensional analysis in [2]. However, up to our knowledge, their
derivation from a general, fully nonlinear problem is new.
2.2 Main notations and assumptions
2.2.1 Scale invariance
Recall that Ω is a half-space, so that the homogeneous boundary condition δnE [u] = 0
on ∂Ω has a chance to be invariant by spatial dilations.
4Namely, that the so-called Lopatinskii determinant vanishes exactly at first order.
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Before investigating the scale invariance of the linearized boundary value problem,
let us introduce some more notations. First of all, we take a look at the second order
variation of E . We have
d2
dθ2
E [u+ θh]|θ=0 =
∫
Ω
(L [u]h) · h dx +
∫
∂Ω
(Cn[u]h) · h dxˇ ,
where L [u] := HessE [u] is the vector-valued second order differential operator defined by
(L [u]h) · h′ = (aαβ hβ + bαβj ∂jhβ − Dj(bβαj hβ + cαjβℓ ∂ℓhβ) )h′α , (6)
and Cn[u] is the vector-valued first order differential operator defined by
(Cn[u]h) · h′ = (bβαj hβ + cαjβℓ ∂ℓhβ)nj h′α = − (bβαd hβ + cαdβℓ ∂ℓhβ)h′α (7)
when n = (0, . . . , 0,−1). In the sequel we omit the subscript n. Here above, all terms
aαβ, bαβj, and cαjβℓ are evaluated at (u,∇u). Recall also that Dj denotes the total
derivative with respect to xj. The dot between two vectors of R
N means the usual inner
product. The operators L [u] and C [u] are the building blocks of linearized boundary
value problems. More precisely, if a constant state u ∈ RN is such that (u, 0) is a critical
point of E, then u ≡ u is a special solution of (4), and linearizing (4) about (u, 0) we get
the linear boundary value problem
∂tu = J L [u]u for xd > 0 , C [u]u = 0 , at xd = 0 . (8)
By substituting (u, 0) for (u,∇u) in (6)-(7), we see that
(L [u]u)α = aαβ uβ + (bαβj − bβαj) ∂juβ − cαjβℓ ∂j∂ℓuβ ,
(C [u]h)α = − (bβαd uβ + cαdβℓ ∂ℓuβ) ,
where underlined letters a, b, c stand for a, b, c evaluated at (u, 0). Whether (8) is
scale invariant is not obvious. Clearly, it is not invariant merely by space-time dilations
(x, t) 7→ (kx, kt), k > 0, in general. By contrast with first-order systems considered in
Section 3, a change of scale of the unknown u is needed here. This is easily seen for
example on (the linearized version of) (5), in which p = ∂tχ. Indeed, if we set x˜ = kx,
t˜ = kt, since the displacement χ has the dimension of a length and thus scales as x it is
natural to set on the one hand χ˜(x˜, t˜ ) = kχ(x, t). This ensures that ∇exχ˜ = ∇xχ and
∂etχ˜ = ∂tχ, hence the invariance of the (local) potential energy W (∇xχ) in general and
a fortiori when W is quadratic. On the other hand, no change of scale is needed for
p because it has the dimension of a velocity, and velocities are obviously unchanged by
the scaling considered here. By setting p˜(x˜, t˜ ) = p(x, t) we readily infer from p = ∂tχ
the identical relationship p˜ = ∂etχ˜. We thus see that the scaled system, in the variables
(x˜, t˜, χ˜, p˜), is identical (when we remove the tildes) to the original one in the variables
(x, t, χ, p). This observation is even valid for the nonlinear system in (5).
We are now going to concentrate on the scale invariance of the linearized version
(8) of the abstract system (4). As conventions vary from one community to the other,
let us stress that by scale invariance we mean here that new independent variables
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(x˜, t˜ ) := (kx, kt) together with new dependent variables of the form u˜α := k
θαuα, viewed
as functions of (x˜, t˜ ), leave the system invariant5 for a suitable choice of the rational
numbers θα’s independent of k 6= 0. In the case of (8), scale invariance is characterized
as follows.
Lemma 1. Let us a consider a change of scale of the form
(x, t, u1, . . . , uN) 7→ (kx, kt, kθ1u1, . . . , kθNuN) ,
which can be viewed as a symmetry of infinitesimal generator
v := xi∂xi + t ∂t + θα uα ∂uα . (9)
The boundary value problem (8) is invariant with respect to the symmetry group generated
by v if and only if, for all α, β ∈ {1, . . . , N},
(−1 + θα − θβ) Jαγ aγβ = 0 , (10)
(θα − θβ) Jαγ (bβγj − bγβj) = 0 ∀j ∈ {1, . . . , d} , (11)
(1 + θα − θβ) Jαγ cγjβℓ = 0 ∀j, ℓ ∈ {1, . . . , d} (12)
(θβ − θα) bβαd = 0 and (θβ − θα − 1) cβαdℓ = 0 , ∀ℓ ∈ {1, . . . , d} , (13)
for some rational numbers θα, α ∈ {1, . . . , N}.
(In Eqs (10)-(13) here above, the summation convention is not to be applied to the
indices α, β.) The proof is postponed to the appendix, see Lemma A.1. It is to be noted
that, as far as we are concerned with the scale invariance of a linear system, we can add
an arbitrary number θ to all the θα’s (which amounts to multiplying u by k
θ). Since the
exponents θα’s only occur in differences, the above conditions (10)-(11)-(12)-(13) are of
course preserved by the addition of any θ to all the θα’s, up to also adding θ to the θ
α’s
in (13).
We can easily check that the above conditions (10)-(11)-(12)-(13) are satisfied with
θα = 1 for α ≤ n and θα = 0 for α ≥ n + 1 for the linearized version of (5), in which
N = 2n,
J =
(
0n In
−In 0n
)
, aγβ = 0 if γ or β ≤ n , cγjβk = 0 if γ or β ≥ n+ 1 ,
and bβγj = 0 for all β, γ, j. This is consistent with the observation made above that the
natural rescaling is (x, t, χ, p) 7→ (kx, kt, kχ, p).
Another example of scale-invariant Hamiltonian system is given by the compressible 3D
Euler equations written in Clebsch coordinates. This is a not so well-known formulation
of the Euler equations, which is based on the Clebsch decomposition of the velocity field
u of the fluid as u = ∇ϕ + λ∇µ (see [3, § 7] for more details). If ρ denotes the density
5In other words, removing the tildes from both the independent variables and the dependent variables
in the scaled system gives back the original one.
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of the fluid, the unknown functions are then chosen to be (ρ,Λ := ρλ, ϕ, µ) instead of
(ρ, u1, u2, u3), and such a way that the total energy is of the form
E(ρ,Λ,∇ϕ,∇µ) = P (ρ) + 1
2
ρ ‖∇ϕ+ Λ
ρ
∇µ‖2 . (14)
We have assumed for simplicity that the fluid is either isothermal or adiabatic, so that P
denotes either the free energy or the internal energy per unit volume. In both cases the
pressure of the fluid is
p = p(ρ) = ρP ′(ρ)− P (ρ) .
Setting E [U ] :=
∫
Ω
E(ρ,Λ,∇ϕ,∇µ) dx with U := (ρ,Λ, ϕ, µ)T , it is not difficult to
check that the conservation laws of mass and momentum are (formally) equivalent to the
Hamiltonian system
∂tU = J δE [U ] , J =
(
02 I2
−I2 02
)
. (15)
This system is unsurprisingly scale-invariant, since the Euler equations are so. More
precisely, the Euler equations are invariant by the rescaling
(x, t, ρ, u1, u2, u3) 7→ (kx, kt, ρ, u1, u2, u3) ,
so we expect the above system to be invariant by (x, t, ρ,Λ, ϕ, µ) 7→ (kx, kt, ρ,Λ, kϕ, kµ).
This is indeed the case that (10)-(11)-(12)-(13) are satisfied with θ1 = 0, θ2 = 0, θ3 = 1,
θ4 = 1 (which imply 1 + θ1,2 − θ3,4 = 0) because the form of the energy implies that
aγβ = 0 for all α, β except for a11 = P
′′( ρ), bβγj = 0 for all β, γ, j, and cγjβk = 0 if γ
or β ≤ 2.
Let us go back to our abstract system (8). From now on, we make the following
assumption.
(H1) Scale invariance: There exist rational numbers θα such that the linearized bound-
ary value problem (8) is invariant by the rescaling
(x, t, u1, . . . , uN) 7→ (kx, kt, kθ1u1, . . . , kθNuN) ,
for all k > 0. Furthermore, we assume for simplicity that6 bβγj = 0 for all β, γ, j.
Scale-invariance thus reduces to (10)(12) together with the second part in (13), for
all α and β ∈ {1, . . . , N}.
2.2.2 Linear surface waves
A necessary condition for (8) to be well-posed in the usual sense for hyperbolic boundary
value problems is that it does not admit any exponentially growing mode of the form
u(t, x) = eτt+i ηˇ·xˇ−ω xd u0 , Re τ > 0 , ηˇ ∈ Rd−1 , Reω > 0 , u0 ∈ CN\{0} .
This can be phrased in terms of the ODE problem obtained from (8) by Fourier–Laplace
transform in (t, xˇ),
τ û = J L ηˇu û for z > 0 , C
ηˇ û = 0 at z = 0 , (16)
6as is the case in the examples above
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where z = xd and
(L ηˇu h)α = (aαβ + cαjβℓ ηj ηℓ)hβ − i (cαjβd ηj + cαdβℓ ηℓ) ∂zhβ − cαdβd ∂2zhβ , (17)
(C ηˇ h)α = − i cαdβℓ ηℓ hβ − cαdβd ∂zhβ . (18)
(H2) Lopatinskii stability condition: For all τ with Re τ > 0, for all ηˇ ∈ Rd−1, the
boundary value problem in (16) has no nontrivial, square integrable solution.
This assumption will not be used explicitly but if it were not satisfied then the boundary
value problem would be ill-posed, and what follows about the weakly nonlinear regime
would be irrelevant. Here we are going to concentrate on what happens for purely imag-
inary values of τ . Before going further, let us introduce the N ×N matrices
Γu := (aαβ) , Λ := (cαdβd) , A
ηˇ := (ηℓ cαdβℓ) , Σ
ηˇ := (ηjηℓ cαjβℓ) , (19)
in a such a way that
L ηˇu = Γu + Σ
ηˇ − i (Aηˇ + (Aηˇ)T ) ∂z − Λ ∂2z , (20)
C ηˇ = − i Aηˇ − Λ ∂z . (21)
With these notations, (16) equivalently reads{
τ û = J (Γu + Σ
ηˇ) û − i J (Aηˇ + (Aηˇ)T ) ∂zû − J Λ ∂2z û for z > 0 ,
i Aηˇû + Λ ∂zû = 0 at z = 0 .
(22)
In what follows, we will be considering (22) with τ = iη0 ∈ iR. In particular we are going
to discuss whether this ODE boundary value problem inherits a Hamiltonian structure.
With the matrix notations introduced in (19), the Legendre–Hadamard condition in (2)
at (u, F ) = (u, 0) equivalently reads
ξ2 Λ + ξ (Aηˇ + (Aηˇ)T ) + Σηˇ ≥ 0 , ∀ξ ∈ R , ∀ηˇ ∈ Rd−1 . (23)
In particular, it implies that the matrix Λ is real symmetric and non-negative.
Assume for a while that Λ is non-singular. Then it is not difficult to see that (22)
with τ = iη0 admits the nice Hamiltonian formulation
∂z
(
û
v̂
)
= JHηu
(
û
v̂
)
for z > 0 , v̂|z=0 = 0 , (24)
where
J :=
(
0N IN
−IN 0N
)
is obviously skew-symmetric, and
Hηu :=
 −Γu − Σ
ηˇ + iη0J
−1 + (Aηˇ)TΛ−1Aηˇ i(Aηˇ)TΛ−1
−iΛ−1Aηˇ Λ−1

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is Hermitian since Γu, Σ
ηˇ, and Λ are real symmetric, and iη0J
−1 is Hermitian.
However, the invertibility of Λ is false in both examples discussed in Section 2.2.1
above. For the first one, that is for an energy E as in (5), we have the following block
structures
J =
(
0n In
−In 0n
)
, Λ =
(
Λ˘ 0n
0n 0n
)
, Γu =
(
0n 0n
0n In
)
,
Aηˇ =
(
A˘ηˇ 0n
0n 0n
)
, Σηˇ =
(
Σ˘ηˇ 0n
0n 0n
)
.
In particular, Λ is obviously singular. Nevertheless, if we assume that Λ˘ is nonsingular
(which means that the rank of Λ is exactly equal to n = N/2, and is indeed the case under
the strict rank-1 convexity condition that will be stated in (34) below), the boundary value
problem in (22) still admits a nice formulation analogous to (24). Indeed, the interior
equation in (22) equivalently reads
p̂ = τ χ̂ and − τ 2 χ̂ = (Σ˘ηˇ − i (A˘ηˇ + (A˘ηˇ)T ) ∂z − Λ˘ ∂2z )χ̂ ,
while the boundary condition at z = 0 reads
(i A˘ηˇ + Λ˘ ∂z) χ̂ = 0 .
Therefore, the boundary value problem in (22) with τ = iη0 is equivalent to
∂z
(
χ̂
ψ̂
)
= J Hη
(
χ̂
ψ̂
)
for z > 0 , ψ̂|z=0 = 0 , (25)
where J is the same skew-symmetric matrix as before, and
Hη :=
 −Σ˘
ηˇ + η20In + (A˘
ηˇ)T Λ˘−1A˘ηˇ i(A˘ηˇ)T Λ˘−1
−iΛ˘−1A˘ηˇ Λ˘−1
 (26)
is Hermitian since Σ˘ηˇ and Λ˘ are real symmetric. As regards the second example, namely
the Euler equations in Clebsch coordinates (15), with E as in (14), the situation is more
degenerate. Indeed, the linearized problem in (8) amounts in this case to the acoustic
equations with the characteristic boundary condition at z = 0 that the normal velocity be
zero. Under the conditions ρ > 0, P ′′( ρ) > 0, we find that (22) with τ = iη0 is equivalent
to ρ̂ = −iη0 ϕ̂/P ′′( ρ), Λ̂ = Λ ρ̂/ ρ (this Λ being one of the unknowns has nothing to do
with the matrix of the same name), µ̂ = 0 (this simple relation being reminiscent of the
fact that the time derivative of the velocity field is potential in solutions of the acoustic
equations), and
∂z
(
ϕ̂
ψ̂
)
=
(
0 1
−1 0
) (
c2η20 − ‖ηˇ‖2 0
0 1
) (
ϕ̂
ψ̂
)
for z > 0 , ψ̂|z=0 = 0 , (27)
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where c :=
√
ρP ′′( ρ) =
√
p′( ρ) denotes the sound speed. We thus see that, despite the
degeneracy of the problem, there remains something of the original PDEs Hamiltonian
structure in the linearized boundary value problem. This is in accordance with a ‘rule
of thumb’ saying that Hamiltonian structures are robust enough to persist under many
kinds of transformations. To support this idea, let us show a rather general result that
comprises at least all three cases considered above, namely, the abstract case with an
invertible Λ, the case (5) containing wave/elasticity equations, and compressible fluid
equations in Clebsch coordinates.
Proposition 1. Let η0 be a real number, and J , S, A, Λ be real N×N matrices. Assuming
that J is nonsingular and skew-symmetric, and that S and Λ are symmetric, we consider
the ODE problem{
iη0 u = J S u − i J (A+ AT ) ∂zu − J Λ ∂2zu for z > 0 ,
i Au + Λ ∂zu = 0 at z = 0 ,
(28)
where the unknown u takes its values in CN . Let p be the rank of Λ. If p < N we assume
in addition that
kerΛ ⊂ kerA , kerΛ ⊂ kerAT , (29)
and, denoting by Π0 the orthogonal projector onto the kernel of Λ, that
Π0(S − iη0J−1)Π0 is an isomorphism of kerΛ . (30)
Then there exists a unitary matrix P ∈ CN×N , a Hermitian matrix H ∈ C(2p)×(2p), and a
rectangular matrix Q ∈ C(N−p)×p such that (28) is equivalent to
u = P
(
u˘
Qu˘
)
for z ≥ 0 , (31)
∂z
(
u˘
v˘
)
= JH
(
u˘
v˘
)
for z > 0 , (32)
v˘ = 0 at z = 0 , (33)
with
J :=
(
0p Ip
−Ip 0p
)
.
Proof. We have already dealt with the case p = N (in which there is no matrix Q, and
P = IN). Assume that p is less than N . Our assumptions in (29) ensure that
AΠ0 = 0 , A
TΠ0 = 0 ,
hence also
Π0A
T = 0 , Π0A = 0 ,
by taking the adjoints (the orthogonal projector Π0 being self-adjoint). Therefore, (28) is
equivalent to
v = i AΠ1u + ΛΠ1 ∂zu for z > 0 ,
iη0Π1J
−1 (Π0u + Π1u) = Π1 S (Π0u + Π1u) − iΠ1AT Π1∂zu − Π1∂zv for z > 0 ,
iη0Π0 J
−1 (Π0u + Π1u) = Π0 S (Π0u + Π1u) for z > 0 ,
v = 0 at z = 0 ,
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where Π1 := IN − Π0. Equivalently, using that Π1Π1 = Π1, Π1ΛΠ1 = Λ, Π1AΠ1 = A,
Π1A
TΠ1 = A
T , we are left with
∂zu˜ = − iΞA u˜ + Ξ v˜ for z > 0 ,
∂zv˜ = (Π1(S − iη0J−1)Π1 − AT ΞA ) u˜ − i AT Ξ v˜
−Π1(S − iη0J−1)Π0G(η0)Π0 (S − iη0J−1)Π1 u˜ for z > 0 ,
Π0u = −Π0G(η0)Π0(S − iη0 J−1) u˜ for z > 0 ,
v˜ = 0 at z = 0 ,
where u˜ := Π1u, v˜ := Π1v, Ξ denotes the inverse of Λ| ker(Λ)⊥ , and G(η0) denotes the
inverse of Π0(S− iη0J−1)Π0 viewed as an isomorphism of ker Λ (hence G(η0) = Π0G(η0)
by definition, an identity which we have used here above to write in a symmetric form the
terms where it appears). Observe in particular that both Ξ and G(η0) are self-adjoint,
like Λ and Π0(S − iη0J−1)Π0.
Now, choosing orthogonal bases (C1, . . . , Cp) and (Cp+1, . . . , CN) respectively of (ker Λ)
⊥
and ker Λ, we get the result by taking P = (C1, . . . , Cp, Cp+1, . . . , CN). Indeed, in the basis
(C1, . . . , CN),
Π0 =
(
0p
IN−p
)
, Π1 =
(
Ip
0N−p
)
,
Λ =
(
Λ˘
0N−p
)
, Ξ =
(
Λ˘−1
0N−p
)
,
A =
(
A˘
0N−p
)
, AT =
(
A˘T
0N−p
)
,
S − iη0J−1 =
(
K1(η0) K10(η0)
K10(η0)
∗ K0(η0)
)
, Π0G(η0)Π0 =
(
0p
K0(η0)
−1
)
,
where apparently empty blocks stand for null rectangular matrices, and
u˜ =
(
u˘
0
)
, v˜ =
(
v˘
0
)
, u =
(
u˘
Q u˘
)
with
Q = −K0(η0)−1K10(η0)∗ .
Therefore, the differential system is of the claimed form with
H :=
(
(K10K
−1
0 K
∗
10 −K1)(η0) + A˘T Λ˘−1 A˘ i A˘T Λ˘−1
− i Λ˘−1 A˘ Λ˘−1
)
.
We see in particular that H depends polynomially on A and AT , and smoothly on S and
on η0 (which is meaningful since the assumption on S and η0 is open).
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The reader will easily check that this result applies to the matrices J , Λ, S = Γu+Σ
ηˇ,
and A = Aηˇ involved in (22) in all three cases mentioned before, and of course that it
returns the same Hamiltonian formulations of (22) as those derived separately (in the
special case p = N , Π0 = 0 and it suffices to replace Π0G(η0)Π0, or equivalently K
−1
0 , by
zero in the expression of H).
Now, let us say a little more about the special case (25)-(26), assuming the refined
Legendre–Hadamard condition (strict rank-1 convexity): there exists c > 0 such that
ξ2 Λ˘ + ξ (A˘ηˇ + (A˘ηˇ)T ) + Σ˘ηˇ ≥ c ( ξ2 + ‖ηˇ‖2) In , ∀ηˇ ∈ Rd−1 , ∀ξ ∈ R . (34)
Denoting by ληˇ the infimum for ξ ∈ R of the minimal eigenvalue of the symmetric matrix
ξ2 Λ˘ + ξ (A˘ηˇ + (A˘ηˇ)T ) + Σ˘ηˇ, we have ληˇ ≥ c‖ηˇ‖2, and the following result due to Serre
[23], which we just reformulate with our - slightly different - notations. We extend Hη to
complex values of η0, and denote for convenience by H(τ, ηˇ) the matrix H
(−iτ,ηˇ), defined
as in (26).
Theorem 1 (D. Serre). For all ηˇ ∈ Rd−1, for all τ ∈ C such that τ 2 ∈ C\(−∞,−ληˇ],
the matrix J H(τ, ηˇ) is hyperbolic (that is, has no purely imaginary eigenvalue), and we
have the following alternative
• either there exists (τ, ηˇ) with either Re τ > 0 or τ = 0 and ηˇ 6= 0 such that the
boundary value problem in (25) admits a nontrivial square integrable solution, which
implies that the original boundary value problem (8) is ill-posed,
• or, for all ηˇ ∈ Rd−1\{0}, there exists η0 ∈ R, depending smoothly on ηˇ, such that
η20 ∈ (0, ληˇ], and for τ = iη0 the boundary value problem in (25) admits a nontrivial
square integrable solution, which corresponds to a (genuine) surface wave solution
of (8) if η20 < λ
ηˇ.
Note that the very first part of the statement applies in particular to complex numbers
τ of positive real part. The fact that J H(τ, ηˇ) is hyperbolic for those τ is analogous to a
well-known result due to Hersh [11], who observed that the hyperbolicity of a (first order)
PDE implied the hyperbolicity of the first-order system of ODEs obtained by Fourier–
Laplace transform. Rephrased directly in terms of the interior equation in (22) (that is,
without reduction to a first-order system of ODEs), it says that for τ 2 ∈ C\(−∞,−ληˇ],
this equation has no solution of the form
û(z) = eiξz û0 , ξ ∈ R , û0 ∈ CN\{0} . (35)
In general, we can just show the following.
Proposition 2. Assume that
Γu + ξ
2 Λ + ξ (Aηˇ + (Aηˇ)T ) + Σηˇ ≥ 0 , ∀ηˇ ∈ Rd−1 , ∀ξ ∈ Rd .
Then, when Re τ > 0, the interior equation in (22) has no solution of the form (35).
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Proof. If such a neutral mode existed, we should have
τ û0 = J (Γu + ξ
2 Λ + ξ (Aηˇ + (Aηˇ)T ) + Σηˇ) û0 , û0 6= 0 ,
or in other words τ should be an eigenvalue of J Lu(ηˇ, ξ) with
Lu(ηˇ, ξ) := Γu + ξ
2 Λ + ξ (Aηˇ + (Aηˇ)T ) + Σηˇ .
By assumption, for all (ηˇ, ξ) ∈ Rd the real symmetric matrix Lu(ηˇ, ξ) is nonnegative.
Therefore, it does not have any negative eigenvalue. By a classical lemma (proved for
completeness in appendix, see Lemma A.2), this implies that J Lu(ηˇ, ξ) does not have
any eigenvalue τ of positive real part.
Note that the main assumption in Proposition 2 is fulfilled when the Legendre–
Hadamard condition in (23) holds true and when the energy E is convex with respect
to u, which ensures that Γu, the Hessian of E with respect to u at (u, 0), be nonnegative.
Let us now consider a situation analogous to the second case in the alternative pointed
out by Serre (Theorem 1), and assume the following.
(H3) Existence of linear surface waves: There exist ηˇ ∈ Rd−1\{0} and η0 ∈ R such
that, for τ = i η 0, ηˇ = ηˇ , the interior equation in (22) has no solution of the form
(35), and the boundary value problem (22) has exactly a one-dimensional space of
square integrable solutions.
Assume that ûη is a nontrivial square integrable solution of (22) for τ = iη0. By
reduction of the interior equations in (22) to a first-order system of ODEs coupled with a
linear algebraic system (as in Proposition 1), we see that ûη must go to zero exponentially
fast when z goes to +∞. Furthermore, by the scale invariance requirement in (H1), we
find that for all k > 0, the mapping
z 7→ r̂η(k, z) :=
 k
−θ1ûη1(kz)
...
k−θN ûηN(kz)

is solution of (22) for τ = ikη0 and with kηˇ instead of ηˇ. In other words, dropping the
superscript η in r̂ for simplicity, we have
i kη0 r̂ = J L
kηˇ
u r̂ for z > 0 , C
kηˇ r̂ = 0 at z = 0 , lim
z→+∞
r̂ = 0 , (36)
the limit being approached exponentially fast. Observe that by conjugation
− i kη0 r̂ = J L −kηˇu r̂ for z > 0 , C −kηˇ r̂ = 0 at z = 0 ,
so that by setting r̂(−k, z) = r̂(k, z), we also have (36) for k ∈ (−∞, 0). This shows that
(H3) is satisfied with k ηˇ and k η0 instead of ηˇ and η0 for all k 6= 0, which will be crucial
in the derivation of weakly nonlinear surface waves.
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The existence of linear surface waves is well-known in isotropic elasticity, that is in
the special case (5) with n = d and
∀F ∈ Rd×d , W (F ) = λ
2
(trF )2 +
µ
4
∑
α,j
(Fαj + Fjα)
2 , µ > 0 , µ+ λ > 0 ,
and they are termed after Lord Rayleigh (see the appendix for more details). As regards
the fluid equations, that is with the energy as in (14), the linearized boundary value prob-
lem (16) amounts to the acoustic equations with zero normal velocity on the boundary.
It is known (see for instance [5, p. 59]) to admit neutral modes, but these are not square
integrable in z: in this case, what follows is irrelevant.
2.3 The amplitude equation for weakly nonlinear waves
2.3.1 Statement and comments on the amplitude equation
Let us fix ηˇ = ηˇ ∈ Rd−1\{0} and η0 = η 0 for which we have (H3). We are interested in
asymptotic solutions of the fully nonlinear problem (4) of the form
u(t, x) = u + εu(1)(εt, η0t+ ηˇ · xˇ, xd) + ε2u(2)(εt, η0t+ ηˇ · xˇ, xd) + O(ε3) , (37)
where both u(1) and u(2) go to zero when xd goes to infinity. The principal part of such an
expansion is called a weakly nonlinear surface wave: up to modulations according to the
‘slow’ time s := εt, it propagates along the boundary with speed ηˇ/ η0, and decays to zero
in transverse directions. Theorem 2 below says that weakly nonlinear surface waves are
governed by a nonlinear amplitude equation whose (complicated) expression is in terms
of the third order derivatives of E, and of r̂ defined thanks to (H3). We shall in addition
discuss the properties of this equation, and show that
• it is a genuine evolution equation if and only the Lopatinskii determinant (defined
in §2.4, Eq. (84)) has a simple root at η0 (that is, ∂η0∆(u, η) 6= 0),
• if so then the amplitude equation reads as a nonlocal generalization of the inviscid
Burgers equation, and it automatically satisfies Hunter’s stability condition,
• it has a ‘natural’ Hamiltonian structure involving the Hilbert transform as a Hamil-
tonian operator.
In particular, this series of observations apply to, and sheds new light on the elasticity
equations.
From now on, we assume for simplicity that E(u, F ) = E0(u) +W (F ), which is in
particular the case for energies as in (5). This technical assumption implies that all cross-
derivatives of E mixing u and F are identically zero. In particular, with the notations
introduced in (1), we have bαγm ≡ 0, and the scale invariance characterization in Lemma
1 reduces to the only equations in (10), (12), (13) involving the second order derivatives
a and c. We now need notations for the third order derivatives. Let us introduce the
following
eαβγ :=
∂3E
∂uα∂uβ∂uγ
, dαjβℓγm :=
∂3E
∂Fαj∂Fβℓ∂Fγm
.
16
These (real) coefficients naturally arise in the third order variation of E , which reads
indeed
d3
dθ3
E [u+ θh]|θ=0 =
∫
Ω
(M [u] (h, h)) · h dx +
∫
∂Ω
(Dn[u] (h, h)) · h dxˇ ,
(M [u] (h, h)) · h′ = (eαβγ(u)hβ hγ − Dj(dαjβℓγm(∇u) (∂ℓhβ)(∂mhγ)) )h′α , (38)
(Dn[u] (h, h)) · h′ = dαjβℓγm(∇u)nj (∂ℓhβ)(∂mhγ)h′α . (39)
We shall also use the notations
eαβγ := eαβγ(u) , dαjβℓγm := dαjβℓγm(0) ,
and Fy will mean the Fourier transform with respect to y = η0t+ ηˇ · xˇ, with k being the
Fourier variable associated with y.
Theorem 2. Assuming (H1) and (H3), a necessary condition for (4) to admit a L2xd
solution of the form (37) is that
Fy(u
(1)(s, y, z)) = w(s, k) r̂(k, z) ,
where r̂ satisfies (36) with ηˇ = ηˇ , η0 = η0 for all k 6= 0, and the amplitude w (in Fourier
space) is governed by the equation
a0(k) ∂sw(s, k) +
∫
R
a1(k − k′, k′)w(s, k − k′)w(s, k′) dk′ = 0 , (40)
a0(k) :=
∫ +∞
0
(J−1r̂(−k, z)) · r̂(k, z) dz , (41)
a1(k, k
′) :=
1
π
∫ +∞
0
eαβγ r̂α(−k − k′, z) r̂β(k, z) r̂γ(k′, z) dz +
ik k′ (k + k′)
π
∫ +∞
0
(
dαjβℓγm ηj ηℓ ηm r̂α(−k − k′, z) r̂β(k, z) r̂γ(k′, z)
+ dαjβdγm ηj ηm ( r̂α(−k − k′, z) r̂′β(k, z) r̂γ(k′, z)
+ r̂α(−k − k′, z) r̂′β(k′, z) r̂γ(k, z)
+ r̂α(k, z) r̂
′
β(−k − k′, z) r̂γ(k′, z) )
+ dαdβdγm ηm ( r̂
′
α(−k − k′, z) r̂′β(k, z) r̂γ(k′, z)
+ r̂′α(−k − k′, z) r̂′β(k′, z) r̂γ(k, z)
+ r̂′α(k
′, z) r̂′β(k, z) r̂γ(−k − k′, z) )
+ dαdβdγd r̂
′
α(−k − k′, z) r̂′β(k, z) r̂′γ(k′, z)
)
dz , (42)
where r̂′ is defined by
i k r̂′(k, z) = ∂z r̂(k, z) , ∀k 6= 0 ,∀z > 0 . (43)
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Let us comment on (40) before actually deriving it. To clarify the notations, let us say
that the dot in the definition (41) of the coefficient a0(k) stands for the natural bilinear
product in CN (and not the Hilbert product), that is,
u · v = uα vα = u∗ v = v∗ u , ∀u , v ∈ CN ,
where the bar means conjugate, the superscript ∗ means conjugate transpose, and the
vectors of CN are viewed as column vectors. First of all, notice that a0(k) is necessarily
a purely imaginary number since the real matrix J−1 is skew-symmetric and
r̂(−k, z) = r̂(k, z) , ∀k 6= 0 , ∀z > 0 . (44)
It is not obvious though that a0(k) be nonzero. This question will be investigated in §2.4
by relating a0 to the order of vanishing of the Lopatinskii determinant (which will be
defined in due time).
The next question is whether, and to which extent, (40) is related to a nonlocal Burgers
equation, and what are the stability/structure properties of this equation.
By the skew-symmetry of J , we have a0(−k) = −a0(k) ∈ iR, and the fact that the
coefficients eαβγ and dαjβℓγm are real together with the property in (44) imply
a1(−k,−k′) = a1(k, k′) .
This is important for the amplitude equation (40) to preserve the Fourier transforms of
real-valued functions. To be more precise, if w = Fyυ with υ a real-valued function (let
us say in the Schwartz class) then the inverse Fourier transform of
k 7→ 1
a0(k)
∫
R
a1(k − k′, k′)w(s, k − k′)w(s, k′) dk′
is (formally) real-valued, provided of course that a0 does not vanish (which will be proved
in Theorem 4). Furthermore, (40) is then (formally) equivalent to
∂sυ + ∂yQ[υ] = 0 , (45)
where υ = F−1y w and Q is the nonlocal quadratic operator (formally) defined by
FyQ[υ](k) =
∫
R
q(k − k′, k′)w(k − k′)w(k′) dk′ , w = Fyυ , (46)
q(k, k′) :=
a1(k, k
′)
i (k + k′) a0(k + k′)
, ∀(k, k′) ∈ P := {(k, k′) ; kk′(k + k′) 6= 0} . (47)
In view of the properties of a0 and a1, the kernel q is obviously symmetric, and such
that
q(−k,−k′) = q(k, k′) , (48)
which ensures that Q preserve real-valued functions. We can observe that the standard,
inviscid, Burgers equation is of the form in (45) with a constant kernel q. So we can
view (45) as a non-local generalization of Burgers’ equation provided that the kernel q
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be bounded (a property ensuring in particular that Q is a continuous bilinear operator
H1(R)×H1(R)→ H1(R)). A better situation is when q is positively homogeneous degree
zero. It turns out to be the case for the kernel associated with (5) (see Remark 2 in
§2.4 below), and more generally for all kernels associated with scale invariant nonlinear
boundary value problems. This will be the purpose of Theorem 4 in §2.5 below.
For nonlocal Burgers equations as in (45) with q being positively homogeneous degree
zero, a stability condition was pointed out by Hunter [12], which merely reads
q(−1, 0+) = q(1, 0+) . (49)
The equality in (49) has been proved to be sufficient [4] and necessary [9] to get local
well-posedness (in Sobolev spaces) of the Cauchy problem associated with (45). It turns
out to be automatically satisfied here.
Proposition 3. The kernel q defined in (58) satisfies Hunter’s stability condition (49).
Proof. Recall that a1(k, k
′) is a symmetric function of the triplet (k, k′,−k−k′), and that
a0 is odd. Furthermore, a0 is continuous outside 0, and a1 is continuous on the cone P,
that is outside the lines k = 0, k′ = 0, k + k′ = 0. Therefore, q(k, k′) is the product of
an even function of (k + k′) that is continuous outside 0, and of a symmetric function of
the triplet (k, k′,−k − k′) that is continuous outside the lines k = 0, k′ = 0, k + k′ = 0.
Both of them obviously take the same values at points (−1, 0+) and (1, 0+), and thus
their product too.
Remark 1. Without any homogeneity property of q, (49) does not ensure well-posedness.
In view of the proof of Lemma 2.1 in [4], what we really need is an estimate of the form
|q(k, k′) − q(−k − k′, k′)| ≤ C
∣∣∣∣k′k
∣∣∣∣ ∀k, k′ ∈ R ; |k′| < |k| .
Finally, we are interested in whether (45) admits a Hamiltonian structure. As was
pointed out by Al`ı, Hunter and Parker [2], a sufficient condition for (45) to admit such a
structure would be that q satisfy
q(k, k′) = q(−k − k′, k′) , ∀k, k′ ∈ R . (50)
(This condition was actually written in a slightly different form in [2], see also [4]. Here
we have already taken into account the symmetry of q and the reality condition in (48).)
In this case, the Hamiltonian operator would merely be J := −∂y, and the Hamiltonian
functional
H [υ] = 1
3
∫∫
q(k, k′)w(k)w(k′)w(−k − k′) dk dk′ , w = Fyυ . (51)
Indeed, (50) would imply that the variational derivative of H at Υ is precisely Q[υ], so
that (45) would read
∂sυ = J δH [υ] . (52)
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However, q does not satisfy (50) in general. For, a1(k, k
′) itself is a symmetric function
of the triplet (k, k′,−k − k′), as it can readily be deduced from its definition and the
symmetries in the (real) coefficients
eαβγ = eβαγ = eαγβ , dαjβℓγm = dβℓαjγm = dαjγmβℓ , (53)
hence
a1(k, k
′) = a1(−k − k′, k′) , ∀k, k′ ∈ R . (54)
So the identity in (50) would require that ka0(k) be independent of k, which is not even
true for (5), see §2.4. Nevertheless, we can play with (45) and find, under an additional
assumption met in particular by (5), an equivalent equation that does have a Hamiltonian
structure.
Proposition 4. Assuming that a0 has the following form
a0(k) = i sgn(k) |k|−m α0 , ∀k 6= 0 , (55)
with α0 ∈ R∗ and m a rational number, Eq. (45) is formally equivalent to
∂sΥ + I P[Υ] = 0 , (56)
where Υ := |∂y|−m/2υ, I denotes the Hilbert transform, such that
Υ 7→ IΥ ; Fy(IΥ)(k) = − i (sgnk)Υ̂(k) ,
and P is the nonlocal quadratic operator (formally) defined by
FyP[Υ](k) =
∫
R
p(k − k′, k′)W (k − k′)W (k′) dk′ , W = FyΥ , (57)
p(k, k′) :=
a1(k, k
′)
α0
|k + k′|m/2 |k|m/2 |k′|m/2 , ∀(k, k′) ∈ P . (58)
The proof is a straightforward calculation. Since the new kernel p is like a1, symmetric
in (k, k′), and symmetric in (k, k′,−k − k′), it clearly satisfies
p(k, k′) = p(−k − k′, k′) , ∀k, k′ ∈ R .
As a consequence, Eq. (56) has the Hamiltonian structure
∂sΥ = −I δK [Υ] (59)
with
K [Υ] = 1
3
∫∫
p(k, k′)W (k)W (k′)W (−k − k′) dk dk′ , W = FyΥ . (60)
As will be explained in Remark 6 (see p. 34), one has (55) under some rather nat-
ural ‘compatibility’ condition between the matrix J and the scaling matrix Θ(k) :=
diag(kθ1 , . . . , kθN ) (namely, when Θ(k) is proportional to J−1Θ(k)−1 J). For instance
for (5), we have m = 2 (also see the explicit computation in §2.4). Recalling that a1 is
positively homogeneous degree −1 in this special case, p is positively homogeneous degree
2, so that (56) may be viewed as a nonlocal Hamilton–Jacobi equation. In general, p is
positively homogeneous degree 1 +m/2.
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2.3.2 Derivation of the amplitude equation
This section is devoted to the proof of Theorem 2. We seek conditions under which the
fully nonlinear problem (4) admits solutions of the form
u(t, x) = u + εu(1)(εt, η0t+ ηˇ · xˇ, xd) + ε2u(2)(εt, η0t+ ηˇ · xˇ, xd) + O(ε3) .
By identifying the terms of order one in ε we find that (s, y, z) 7→ u(1)(s, y, z) should be
a solution of the linear boundary value problem
η0 ∂yu
(1) = J L ηˇu (∂y, ∂z)u
(1) for z > 0 , C ηˇ(∂y, ∂z)u
(1) = 0 at z = 0 , (61)
L ηˇu (∂y, ∂z) := Γu − Σηˇ ∂2y − (Aηˇ + (Aηˇ)T ) ∂y∂z − Λ ∂2z . (62)
C ηˇ(∂y, ∂z) := −Aηˇ ∂y − Λ ∂z . (63)
(the matrices Γu, Λ, A
ηˇ, and Σηˇ being the ones defined in (19)). As to the terms of order
two in ε, they yield the system
η0 ∂yu
(2) − J L ηˇu (∂y, ∂z)u(2) = − ∂su(1) + 12 J M ηˇu (∂y, ∂z)(u(1), u(1)) for z > 0 , (64)
C ηˇ(∂y, ∂z)u
(2) = −1
2
D ηˇ(∂y, ∂z)(u
(1), u(1)) at z = 0 , (65)
(M ηˇu (∂y, ∂z) (h, h))α := eαβγ hβ hγ +
− dαjβℓγm ηj ηℓ ηm ∂y((∂yhβ)(∂yhγ)) − dαdβℓγm ηℓ ηm ∂z((∂yhβ)(∂yhγ))
− 2 dαjβdγm ηj ηm ∂y((∂zhβ)(∂yhγ)) − 2 dαdβdγm ηm ∂z((∂zhβ)(∂yhγ))
− dαjβdγd ηj ∂y((∂zhβ)(∂zhγ)) − dαdβdγd ∂z((∂zhβ)(∂zhγ)) ,
(66)
(D ηˇ(∂y, ∂z) (h, h))α := − dαdβℓγm ηℓ ηm (∂yhβ)(∂yhγ)
− 2 dαdβdγm ηm (∂zhβ)(∂yhγ)
− dαdβdγd (∂zhβ)(∂zhγ) .
(67)
By Fourier transform in y, the first and second order problems (61) and (64)-(65) are
respectively equivalent to
J L kηˇu v
(1) = i η0 k v
(1) for z > 0 , C kηˇ v(1) = 0 at z = 0 , (68)
J L kηˇu v
(2) = i η0 k v
(2) + f for z > 0 , C kηˇ v(2) = g at z = 0 , (69)
where
v(1) := Fyu
(1) , v(2) := Fyu
(2) , (70)
f := ∂sv
(1) − 1
2
J Fy(M
ηˇ
u (∂y, ∂z)(u
(1), u(1))) , (71)
g := −1
2
Fy(D
ηˇ(∂y, ∂z)(u
(1), u(1))) . (72)
From the assumptions in (H1) and (H3), we know that the ODE boundary value problem
in (68) has exactly a one-dimensional space of solutions tending to zero when z goes to
infinity, which is spanned by r̂. Therefore, for any solution v(1) of (68) tending to zero
when z goes to infinity, there exists a scalar-valued amplitude w = w(s, k) such that
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v(1) = w r̂. Now, (69) is ‘just’ a nonhomogeneous version of (68). So the existence of
a solution v(2) tending to zero when z goes to infinity is submitted to a Fredholm-type
condition, which will in turn give an equation for the amplitude w. More precisely, we
have the following.
Proposition 5. The ODE boundary value problem (69) admits a solution v(2) tending to
zero when z goes to infinity if and only if∫ +∞
0
(J−1r̂(−k, z)) · f(s, k, z) dz = r̂(−k, 0) · g(s, k, 0) . (73)
Proof. The proof is based on two ingredients: 1) a duality identity; 2) the adjoint problem
of (68), which turns out to admit J−1r̂(−k, z) as a solution.
The duality identity is∫ +∞
0
(L ηˇu h) · h′ dz + ((C ηˇh) · h′)|z=0 =
∫ +∞
0
(L −ηˇu h
′) · h dz + ((C −ηˇh′) · h)|z=0 . (74)
Indeed, from the expressions of L ηˇu and C
ηˇ in (20) and (21) respectively (see p. 10) we
have ∫ +∞
0
(L ηˇu h) · h′ dz + ((C ηˇh) · h′)|z=0 =∫ +∞
0
(Γuh + Σ
ηˇh − i (Aηˇ + (Aηˇ)T ) ∂zh − Λ ∂2zh) · h′ dz − (( i Aηˇh + Λ ∂zh) · h′)|z=0 =∫ +∞
0
(Γuh
′ + Σηˇh′) · h − (i (Aηˇ + (Aηˇ)T )h′) · ∂zh − (Λh′) · ∂2zh dz
− (( i (Aηˇ)Th′) · h + (Λh′) · ∂zh)|z=0
by symmetry of the matrices Γu, Σ
ηˇ, and Λ, hence (74) after integrations by parts, using
that Σηˇ is quadratic in ηˇ, and that Aηˇ depends linearly on ηˇ.
Now, if (69) admits a solution v(2) tending to zero when z goes to infinity, taking the
inner product of the interior equation with h, another function tending to zero when z
goes to infinity, we get∫ +∞
0
(i η0 k v
(2) + f) · h dz =
∫ +∞
0
(J L kηˇu v
(2)) · h dz = −
∫ +∞
0
(L kηˇu v
(2)) · (Jh) dz
by the skew-symmetry of J . Using the duality identity (74) and the boundary equation
in (69), this yields∫ +∞
0
(i η0 k v
(2) + f)·h dz = −
∫ +∞
0
(L −kηˇu Jh)·v(2) dz − ((C −ηˇJh)·v(2))|z=0 + (g·Jh)|z=0 ,
which finally reduces to ∫ +∞
0
f · h dz = (g · Jh)|z=0
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provided that h is solution to the adjoint problem
L −kηˇu Jh = − i η0 k h for z > 0 , C −kηˇ Jh = 0 at z = 0 . (75)
To conclude, we observe that h(z) := J−1r̂(−k, z) is solution of this problem, by definition
of r̂.
Proof of Theorem 2. Recalling the definitions of f and g from (71) and (72) respectively,
we deduce from (74) that
a0(k) ∂sw +
1
2
∫ +∞
0
r̂(−k, z)) · Fy(M ηˇu (∂y, ∂z)(u(1), u(1)))) dz =
− 1
2
r̂(−k, 0) ·Fy(D ηˇ(∂y, ∂z)(u(1), u(1)))|z=0 , (76)
where we have used again the skew-symmetry of J to simplify the second term,
a0(k) :=
∫ +∞
0
(J−1r̂(−k, z)) · r̂(k, z) dz ,
and Fyu(1) = w r̂. We shall finally arrive at the announced equation (40) for w by using
the basic formula 2πF (u×v) = F (u)∗F (v). Before that, it is important to notice that
the boundary terms in the right-hand side of (76) here above cancel out after integration
by parts of the corresponding terms in the second integral in the left-hand side. Equation
(77) thus becomes
a0(k) ∂sw +
1
2
∫ +∞
0
(r̂α(−k, z)FyNα + (∂z r̂α(−k, z))FyPα) dz = 0 , (77)
Nα := eαβγ u
(1)
β u
(1)
γ − dαjβℓγm ηj ηℓ ηm ∂y((∂yu(1)β )(∂yu(1)γ ))
− 2 dαjβdγm ηj ηm ∂y((∂zu(1)β )(∂yu(1)γ )) − dαjβdγd ηj ∂y((∂zu(1)β )(∂zu(1)γ )) ,
Pα := dαdβℓγm ηℓ ηm (∂yu
(1)
β )(∂yu
(1)
γ ) + 2 dαdβdγm ηm (∂zu
(1)
β )(∂yu
(1)
γ )
+ dαdβdγd (∂zu
(1)
β )(∂zu
(1)
γ ) ,
so that
2πFyNα = eαβγ (w r̂β) ∗ (w r̂γ) + i dαjβℓγm ηj ηℓ ηm k(kw r̂β) ∗ (kw r̂γ)
+ 2 dαjβdγm ηj ηm k (w ∂z r̂β) ∗ (kw r̂γ) − i dαjβdγd ηj k (w ∂z r̂β) ∗ (w ∂z r̂γ) ,
2πFyPα = − dαdβℓγm ηℓ ηm (kw r̂β) ∗ (kw r̂γ) + 2i dαdβdγm ηm (w ∂z r̂β) ∗ (kw r̂γ)
+ dαdβdγd (w ∂z r̂β) ∗ (w ∂z r̂γ) .
Therefore, (77) equivalently reads
a0(k) ∂sw +
∫
R
a1(k − k′, k′)w(k − k′)w(k′) dk′ = 0 ,
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with
a1(k, k
′) :=
1
π
∫ +∞
0
̺(k, k′, z) dz ,
̺(k, k′) :=
(
eαβγ + i dαjβℓγm ηj ηℓ ηm k k
′ (k + k′)
)
r̂α(−k − k′) r̂β(k) r̂γ(k′)
+ 2 dαjβdγm ηj ηm k
′ (k + k′) r̂α(−k − k′) (∂z r̂β(k)) r̂γ(k′)
− i dαjβdγd ηj (k + k′) r̂α(−k − k′) (∂z r̂β(k)) (∂z r̂γ(k′))
− dαdβℓγm ηℓ ηm k k′ (∂z r̂α(−k − k′)) r̂β(k) r̂γ(k′)
+ 2i dαdβdγm ηm k
′ (∂z r̂α(−k − k′)) (∂z r̂β(k)) r̂γ(k′)
+ dαdβdγd (∂z r̂α(−k − k′)) (∂z r̂β(k)) (∂z r̂γ(k′)) .
We have omitted to write dependencies on z in the definition of ̺ for simplicity. In fact,
it is preferable to rewrite (77) as
a0(k) ∂sw +
∫
R
asym1 (k − k′, k′)w(k − k′)w(k′) dk′ = 0 ,
with the symmetrized kernel asym1 =
1
π
∫ +∞
0
̺symdz,
̺sym(k, k′) :=
(
eαβγ + i dαjβℓγm ηj ηℓ ηm k k
′ (k + k′)
)
r̂α(−k − k′) r̂β(k) r̂γ(k′)
+ dαjβdγm ηj ηm ( k
′ (k + k′) r̂α(−k − k′) (∂z r̂β(k)) r̂γ(k′)
+ k (k + k′) r̂α(−k − k′) (∂z r̂β(k′)) r̂γ(k)
− k k′ r̂α(k) (∂z r̂β(−k − k′)) r̂γ(k′) )
+ i dαdβdγm ηm ( k
′ (∂z r̂α(−k − k′)) (∂z r̂β(k)) r̂γ(k′)
+ k (∂z r̂α(−k − k′)) (∂z r̂β(k′)) r̂γ(k)
− (k + k′) (∂z r̂α(k′)) (∂z r̂β(k)) r̂γ(−k − k′) )
+ dαdβdγd (∂z r̂α(−k − k′)) (∂z r̂β(k)) (∂z r̂γ(k′)) .
In order to ‘simplify’ the definition of ̺sym here above, we have used here the symmetry
of the coefficients
dαjβℓγm = dβℓαjγm = dαjγmβℓ .
2.4 Evolutionarity of the amplitude equation
This section is focussed on the coefficient a0 of the time derivative in (40). For convenience,
let us recall its definition from (41),
a0(k) :=
∫ +∞
0
(J−1r̂(−k, z)) · r̂(k, z) dz , k 6= 0 ,
where r̂ is a nontrivial element of the one-dimensional space of solutions of (36) for ηˇ = ηˇ ,
η0 = η0,
ik η0 r̂ = J L
k ηˇ
u r̂ for z > 0 , C
k ηˇ r̂ = 0 at z = 0 , lim
z→+∞
r̂ = 0 . (78)
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Our aim is to point out a necessary and sufficient condition on the linearized BVP problem
(22) for a0(k) to be non zero for all k 6= 0.
As a warm-up, let us start with an explicit computation of a0 when the energy is as
in (5). In this case, the boundary value problem in (78) amounts to finding
r̂(k, z) =
(
k−1ρ̂(kz)
i η0ρ̂(kz)
)
for k > 0 ,
where ρ̂ is such that
η20 ρ̂(z) = (Σ˘
ηˇ − i (A˘ ηˇ + (A˘ ηˇ)T ) ∂z − Λ˘ ∂2z ) ρ̂(z) for z > 0 ,
(i A˘ ηˇ + Λ˘ ∂z) ρ̂ = 0 at z = 0 ,
limz→+∞ ρ̂(z) = 0 .
(79)
To fix the ideas, let us look for instance at (the well-known case of) isotropic elasticity
with Lame´ coefficients µ and λ such that µ > 0 and µ+λ > 0. We find (see the appendix
for more details) that any solution ρ̂ of (79) must be of the form
ρ̂(z) = e−ω1z ρ1 + e
−ω2z ρ2 , ω1 :=
√
‖ ηˇ‖2 − η20/µ , ω2 :=
√
‖ ηˇ‖2 − η20/(2µ+ λ) ,
where η0 is solution to the homogeneous equation(
η20/(2µ) − ‖ ηˇ‖2
)2 − ‖ ηˇ‖2√‖ ηˇ‖2 − η20/µ√‖ ηˇ‖2 − η20/(2µ+ λ) = 0 , (80)
and
ρ1,2 =
(
ζ1,2
σ1,2
)
,
where ζ1,2 ∈ Cd−1, σ1,2 ∈ C are such that
ηˇ · ζ1 + i σ1ω1 = 0 ,
(
ζ2
σ2
)
‖
(
ηˇ
i ω2
)
. (81)
In addition, we see by (81) that ρ1 · ρ2 = i σ1 (ω1 − ω2), and without loss of generality
(see the appendix for an explanation), we can choose σ1 to be real, hence Re(ρ1 · ρ2) = 0.
This in turn gives
(J−1r̂(−k, z)) · r̂(k, z) = 2 ik−1 η0 ‖ρ̂(kz)‖2 = 2 ik−1 η0
(
e−2ω1kz ‖ρ1‖2 + e−2ω2kz ‖ρ2‖2
)
,
and finally
a0(k) = ik
−2η0
(‖ρ1‖2
ω1
+
‖ρ2‖2
ω2
)
6= 0 for k > 0 .
Observe in passing that a0 is positively homogeneous degree −2 in k. We shall come back
to this property in Section 2.5.
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Remark 2. On the example in (5), we also easily obtain homogeneity for a1. Indeed, the
special form
E(χ, p) =
1
2
‖p‖2 +W (∇χ)
implies that eαβγ ≡ 0 for all α, β, γ, and dαjβℓγm ≡ 0 as soon as either one of α, β
or γ is greater than n. Therefore, the kernel ̺ defined in the proof of Theorem 2 (see
p. 24) involves only the components of r̂(ℓ, z) that are, up to combinations of exponentials
e−ω1,2ℓz, positively homogeneous degree −1 in ℓ for ℓ ∈ {k, k′,−k−k′}. This together with
eαβγ = 0 shows that ̺ is a combination of those exponentials times positively homogeneous
degree zero ( i.e. 3− 3) terms. After integration in z we ‘loose’ one degree, so in turn a1
is positively homogeneous degree −1. This implies that the mapping
(k, k′) 7→ a1(k, k
′)
a0(k + k′)
is positively homogeneous degree one. As shown in Theorem 4 in Section 2.5 below,
this homogeneity property is a general fact for the kernel associated with scale invariant
nonlinear boundary value problems (4).
The fact that a0(k) be nonzero for k 6= 0 may look rather mysterious at this stage, and
possibly specific to the example above. In fact, as already observed by Marcou [15] for
first-order boundary value problems with maximal dissipative boundary conditions, the
nonvanishing of a0 is directly linked to the fact that the Lopatinskii determinant has a
simple root at τ = i η0. It is now time to define the Lopatinskii determinant for the general
boundary value problem in (22) with τ = iη0. In this respect we need a reformulation in
terms of a first-order system of ODEs, which can be done thanks to Proposition 1. We
shall assume that this proposition (see p. 12) applies to η0 = η 0, and to the matrices
S = Γu + Σ
ηˇ , A = A ηˇ , Λ defined in (19). Note that the only assumption concerning η0
in Proposition 1 is (30), which is open with respect to η0 (and also ηˇ but we shall not
use it). So it is automatically satisfied for η in a neighborhood of η . Therefore, there
exists a (2p)× (2p) Hermitian matrix Hηu depending smoothly on η = (η0, ηˇ ) for η0 in a
neighborhood of η0, such that there is a one-to-one correspondence between solutions to
iη0 û = J (Γu + Σ
ηˇ) û − i J (Aηˇ + (Aηˇ)T ) ∂zû − J Λ ∂2z û for z > 0 ,
i Aηˇû + Λ ∂zû = 0N at z = 0 ,
limz→+∞ û = 0N ,
(82)
and solutions to
∂z
(
u˘
v˘
)
= JHηu
(
u˘
v˘
)
for z > 0 , v˘|z=0 = 0p , lim
z→+∞
(
u˘
v˘
)
=
(
0p
0p
)
. (83)
We recall that the matrix J above is just
J =
(
0p Ip
−Ip 0p
)
.
By the first assumption in (H3), the matrix JH ηu has to be hyperbolic, and since this is
an open property, it is valid for JHηu with η in a neighborhood of η . Thus the second
26
part of (H3) can equivalently be stated in terms of the stable subspace Es(u, η) of JH ηu .
It requires indeed that for η = η , (83) have exactly a one-dimensional space of square
integrable solutions, or equivalently that the intersection of Es(u, η) with Cp × {0p} be
a line. The latter condition is easily coined into the algebraic condition that the p × p
matrix (ΠR1(u, η) , . . . ,ΠRp(u, η)) be of rank p− 1, where Π denotes the projection
Π : C2p → Cp(
u˘
v˘
)
7→ v˘ ,
and (R1(u, η) , . . . ,Rp(u, η)) denotes a basis of E
s(u, η). The fact that Es(u, η) is neces-
sarily of dimension p comes from the observation that the eigenvalues of JHηu are exactly
pairwise, the pairs being of the form7 (−ω, ω) with ω of positive real part. This implies
in particular that the stable and unstable subspaces of JHηu, which we denote respec-
tively by Es(u, η) and Eu(u, η), are both of dimension p (half the size of JHηu). From a
more analytical point of view, the algebraic condition above requires that the Lopatinskii
determinant
∆(u, η) := det(ΠR1(u, η) , . . . ,ΠRp(u, η)) (84)
vanish at η = η .
Remark 3. If the mapping η0 7→ ∆(u, η0, ηˇ) vanishes at order one at η0 = η0, that is,
∂η0∆(u, η0, ηˇ) 6= 0 , (85)
then necessarily the matrix (ΠR1(u, η) , . . . ,ΠRp(u, η)) is of rank (p−1), but the converse
is not true (see Lemma A.5). Thus we will have to assume (85) in complement to (H3)
when we want to prove that a0 is nonzero.
Theorem 3. We assume (H1), (H3), and that
kerΛ ⊂ kerA ηˇ , kerΛ ⊂ ker(A ηˇ)T ,
Π0(Γu + Σ
ηˇ − i η0J−1)Π0 is an isomorphism of kerΛ ,
where Π0 denotes the orthogonal projector onto the kernel of Λ in C
N . For η = (η0, ηˇ )
with η0 close enough to η 0, we denote by H
η
u the Hermitian matrix given by Proposition
1 (on p. 12), which has a block structure of the form
Hηu =
 K(u, η) M(ηˇ)
M(ηˇ)∗ H
 ,
where K(u, η) and H are p×p Hermitian matrices, and assume that the hyperbolic matrix
JHηu is diagonalizable. Then the coefficient a0 as defined in (41) is such that
a0(1) = i ∂η0∆(u, η) ,
where ∆ is the Lopatinskii determinant defined as in (84) by means of a basis
(R1(u, η) , . . . ,Rp(u, η)) of E
s(u, η), the stable subspace of JHηu.
7Because the adjoint matrix (JHη
u
)∗ = −Hη
u
J is conjugated to −JHη
u
.
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Proof. In order to make the connection between a0 and ∂η0∆, let us derive some more
explicit formulae for these quantities.
1) Computation of ∂η0∆. The way, if not the detailed computation, is rather classical.
Since JHηu is assumed to be diagonalizable, E
s(u, η) and Eu(u, η) admit bases made of
(genuine) eigenvectors. Let us denote by (Rα)α∈{1,...,p} an independent family of eigen-
vectors of JHηu associated with (not necessarily distinct) eigenvalues (−ωα)α∈{1,...,p} of
negative real parts. This makes a basis of Es(u, η). For simplicity, we have omitted to
write the dependence of Rα on u, η. We shall specify when these vectors are evaluated
at η by underlining them. Similarly, we denote by (Rp+α)α∈{1,...,p} a basis of E
u(u, η)
made of eigenvectors of JHηu associated with the eigenvalues (−ωp+α := ωα)α∈{1,...,p}, of
negative real parts. We also introduce the basis (Lα)α∈{1,...,2p} of C
2p defined by
L∗α JRβ = δαβ , ∀α , β ∈ {1, . . . , 2p} . (86)
By an easy computation (see Lemma A.3) we see that Lα must be an eigenvector of JH
η
u
associated with ωα = −ωp+α (this equality being true for all α ∈ {1, . . . , 2p} under the
natural convention that ωβ = ωβ−2p for β ∈ {2p + 1, . . . , 3p}). If the eigenvalues are
distinct, up to a renormalization of the eigenvectors, we merely have Lα = Rp+α (again
with the convention that Rβ = Rβ−2p for β ∈ {2p + 1, . . . , 3p}). For convenience, we
introduce the additional notations
Lα =
(
Nα
Lα
)
, Rα =
(
Rα
Sα
)
, Nα , Lα , Rα , Sα ∈ Cp .
These vectors will be underlined when evaluated at η .
We consider ∆ defined as in (84), that is, ∆ = det(S1, . . . , Sp). By (H3), the matrix
(S1, . . . , Sp) is of rank (p− 1). This implies8 in particular that
C
p → C
V 7→ det(V, S2, . . . , Sp)
is a nontrivial linear form. Thus there exists a unique L ∈ Cp such that
∀V ∈ Cp , L∗V = det(V, S2, . . . , Sp) .
An alternate way of formulating (H3) is that there exists (λ1, . . . , λp) ∈ Cp\{(0, . . . , 0)}
such that
p∑
α=1
λα Sα = 0 .
Without loss of generality we can assume that λ1 = 1, and by the same trick as in Lemma
A.5 we readily see that
∂η0∆(u, η) =
p∑
α=1
λα det(∂η0Sα(u, η), S2, . . . , Sp) =
p∑
α=1
λα L
∗ ∂η0Sα(u, η)
8For simplicity, we assume that S
1
belongs to the vector space spanned by S
2
, . . . , S
p
. This is always
possible up to reordering the indeces.
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by definition of L. Now, if we decompose
∂η0Rα = µαβRβ ,
we have, using that L∗Sβ = 0 for all β ∈ {1, . . . , p},
∂η0∆(u, η) =
p∑
α=1
2p∑
β=p+1
λα µαβ L
∗ Sβ .
It thus remains to obtain an ‘explicit’ expression for µαβ. This is done by differentiating
HηRα − ωα JRα = 0
with respect to η0. By using (86) we get rid of the term with a derivative of ωα, and thus
obtain
µαβ =
L∗β (∂η0H
η)Rα
ωα − ωβ ∀α , β ; ωα 6= ωβ .
Note that ωα and ωβ are always distinct if α ∈ {1, . . . , p} and β ∈ {p + 1, . . . , 2p} (the
former being of negative real part and the latter of positive real part). Finally, using the
structure of Hη, we have L∗β (∂η0H
η)Rα = N
∗
β (∂η0K)Rα, hence
µαβ =
N∗β (∂η0K)( η)Rα
ωα − ωβ
,
and finally,
∂η0∆(u, η) =
p∑
α=1
2p∑
β=p+1
λα (N
∗
β (∂η0K)( η)Rα) (L
∗ Sβ)
ωα − ωβ
.
2) Computation of a0. By definition, r̂(1, ·) spans the (one-dimensional) space of solutions
of (82), and the link between the solutions of (82) and the solutions of (83) has been made
precise in Proposition 1. It shows in particular that
r̂∗J−1r̂ =
( r˘
Qr˘
)∗
P ∗J−1P
( r˘
Qr˘
)
,
with Q = −K0(η)−1K10(η)∗, where the blocks K0, K10, and K1 are those found in
P ∗ (Γu + Σ
ηˇ − iη0 J−1)P =
(
K1(η) K10(η)
K10(η)
∗ K0(η)
)
.
We obviously have that
− i P ∗J−1P =
(
∂η0K1(η) ∂η0K10(η)
∂η0K10(η)
∗ ∂η0K0(η)
)
.
Furthermore, from Proposition 1 we know that the left-upper block in Hηu is given by
K(η) := −K1(η) + K10(η)K0(η)−1K10(η)∗ + B(ηˇ) ,
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where B(ηˇ) = (A˘ηˇ)T Λ˘A˘ηˇ does not depend on η0. We thus see after a little calculation
that
i
( r˘
Qr˘
)∗
P ∗J−1P
( r˘
Qr˘
)
= r˘∗(∂η0K) r˘ .
Now, r˘ is related to the algebraic objects defined above by
r˘(1, z) =
p∑
α=1
λα e
−ωαz Rα ,
so that
i a0(1) = −
∫ +∞
0
r˘(1, z)∗(∂η0K) r˘(1, z) dz = −
p∑
α=1
p∑
γ=1
λγ λαR
∗
γ (∂η0K)Rα
ωγ + ωα
.
3) Conclusion We have ωγ = −ωp+γ, and we can assume without loss of generality that
Lp+γ = Rγ, which implies in particular that Np+γ = Rγ. Furthermore, a bit of algebra
(see Lemma A.4) shows that
λγ = L
∗ Sp+γ .
This eventually shows that
i a0(1) = ∂η0∆(u, η) .
Remark 4. Applying Theorem 3 at point k η instead of η , we also get
i a0(k) = k
−1 ∂η0∆(u, k η) .
It is not clear yet why a0(1) 6= 0 should imply a0(k) 6= 0 for all k 6= 0. Nevertheless,
we claim this is true, and shall prove it in the next section by scale invariance arguments.
2.5 Back to scale invariance and homogeneity properties
The purpose of this section is to investigate further the relationships between ∆(u, k η)
and ∆(u, η), between a0(1) and a0(k), and to show in fine the homogeneity of the kernel
q.
There are two ways of interpreting the scale invariance assumption in (H1). One is
mostly algebraic and follows from (10) and (12) in Lemma 1. The former implies that for
all k 6= 0, for all α, β,
Jαγ aγβ k
−1+θα−θβ = Jαγ aγβ ,
which can be written with matrices as
Θ(k) J ΓuΘ(k)
−1 = k J Γu ,
where Θ(k) is the diagonal matrix diag(kθ1 , . . . , kθN ), whose inverse is obviously Θ(1/k).
Similarly, (12) implies that for all k 6= 0, for all α, β, j, ℓ,
Jαγ cγjβℓ k
1+θα−θβ = Jαγ cγjβℓ ,
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hence the following algebraic identities,
Θ(k) J Σkηˇ Θ(k)−1 = k J Σηˇ , Θ(k) J ΛΘ(k)−1 = k−1 J Λ , (87)
Θ(k) J Akηˇ Θ(k)−1 = J Aηˇ , Θ(k) J (Akηˇ)T Θ(k)−1 = J (Aηˇ)T , (88)
where we have also used that Σηˇ is quadratic in ηˇ and that Aηˇ depends linearly on ηˇ. In
particular, these identities imply the following ones,
Θ(k) J (Γu + Σ
kηˇ − iη0k J−1)Θ(k)−1 = k J (Γu + Σηˇ − iη0J−1) , (89)
Θ(k) J (ikω (Akηˇ + (Akηˇ)T ) − (kω)2Λ)Θ(k)−1 = k J (iω (Aηˇ + (Aηˇ)T ) − ω2Λ) . (90)
The analytical way of viewing (H1) is the one we have used to define r̂(k, z). Namely,
there is a one-to-one correspondence between solutions to (22) for τ = iη0 and solutions
of (22) with ηˇ replaced by kηˇ and τ = ikη0. This correspondence reads
Θ(k)−1 ûη(kz) = ûkη(z) , (91)
with the obvious notation ûη for solutions of (22) with τ = iη0. In terms of r̂, (91) reads
r̂(k, z) = Θ(k)−1 r̂(1, kz) , ∀k > 0 . (92)
These observations will be used in a crucial way in the proof of the following.
Theorem 4. Under the assumptions, and with the notations of Theorems 2 and 3, if
∂η0∆(u, η ) 6= 0 then we have a0(k) 6= 0 for all k 6= 0. Moreover, if we make the
reinforced assumption
(H1♯) Nonlinear scale invariance: The boundary value problem (4) is invariant by the
rescaling
(x, t, u1, . . . , uN) 7→ (kx, kt, kθ1u1, . . . , kθNuN) ,
for all k > 0,
then the mapping
(k, k′) 7→ a1(k, k
′)
a0(k + k′)
is positively homogeneous degree one, and the kernel q in (46) is thus positively homoge-
neous degree zero.
Proof. The first statement follows from Theorem 3, Remark 4, and Proposition 6 stated
and proved below, which altogether show that
a0(k) = i k
−1D(k) ∂η0∆(u, η) = k
−1D(k) a0(1) 6= 0 .
For the second part, let us recall that by its definition in (41),
a0(k) =
∫ +∞
0
h(k, z) · r̂(k, z) dz , k 6= 0 ,
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where h is solution to the adjoint problem in (75) for η = η . Equivalently, we have that
h(k, z) = h(−k, z), where h(−k, ·) is solution to
L k ηˇu Jh = i η0 k h for z > 0 , C
k ηˇ Jh = 0 at z = 0 . (93)
The key point to show the homogeneity of a0 lies in the counterpart for h of (92) for r̂.
It is easily seen from the algebraic identities in (87)-(87) that (93) is invariant under the
change of scale associated with the matrix Θ(k)−1 when the direct problem
J L k ηˇu u = i η0 k u for z > 0 , C
k ηˇ u = 0 at z = 0 (94)
is invariant under the change of scale associated with Θ(k). Moreover, for all k 6= 0, there
is an obvious one-to-one correspondence between solutions of (93) and of (94), which
reads Jh = u. Therefore, there exists a mapping k 6= 0 7→ λ(k) 6= 0 such that
h(−k, z) = λ(k)Θ(k)h(−1, kz) , ∀k > 0 . (95)
The (analogous) identities in (92) and (95) show that
a0(k) = λ(k)
∫ +∞
0
Θ(k)h(1, kz) ·Θ(k)−1 r̂(1, kz) dz = λ(k)
k
a0(1)
by a straightforward change of variable (we have just used here that Θ(k) is symmetric).
This gives an alternate, and in fact more direct way of justifying that
a0(1) 6= 0 ⇔ (a0(k) 6= 0 , ∀k 6= 0) .
We now turn to the properties of a1. The scale invariance of the nonlinear problem
requires that both the first-order and second-order systems (61) and (64) be invariant by
the rescaling
(y, z, s, η, u(1), u(2)) 7→ (y, kz, ks, η/k,Θ(k)u(1),Θ(k)u(2)) ,
which implies that the differential operators defined in (62) and (66) satisfy, for all k 6= 0,
Θ(k) J L kηˇu (∂y, k∂z)Θ(k)
−1 = k J L ηˇu (∂y, ∂z) ,
Θ(k) J M kηˇu (∂y, k∂z) (Θ(k)
−1u,Θ(k)−1u) = k J M ηˇu (∂y, ∂z)(u, u) .
The former equality leads to the algebraic conditions (10)-(12) in Lemma 1. Similarly,
the latter yields the identities
(θε − θβ − θγ − 1) Jεα eαβγ = 0 , (96)
(θε − θβ − θγ + 2) Jεα dαjβℓγm = 0 . (97)
Let us examine for instance the first term in a1(k, k
′) (see p. 24), the other ones being
analogous. Up to a factor π, it is the integral in z over (0,+∞) of
̺0(k, k
′, z) := eαβγ r̂α(−k − k′, z) r̂β(k, z) r̂γ(k′, z) = eαβγ Jαε hε(k + k′, z) r̂β(k, z) r̂γ(k′, z)
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= λ(k + k′) (k + k′)θε k−θβ (k′)−θγ eαβγ Jαε hε(1, (k + k
′)z) r̂β(1, kz) r̂γ(1, k
′z) .
Therefore, using (96) and the skew-symmetry of J , we see that for all ν > 0,
̺0(νk, νk
′, z) = ν
λ(ν(k + k′))
λ(k + k′)
̺0(k, k
′, ν z) = ν2
a0(ν(k + k
′))
a0(k + k′)
̺0(k, k
′, ν z)
After integration in z, we loose one degree in ν.
Remark 5. Unlike (10)-(12), the identities (96)-(97) are not invariant by the addition of
a constant to the θα’s. This reflects the nonlinearity of the underlying problem. Neverthe-
less, one can easily check that (96)-(97) are satisfied in the special case (5) with θα = 1
for α ≤ n and θα = 0 for α ≥ n+ 1.
Proposition 6. Under the assumptions, and with the notations of Theorem 3, there exists
a rational function D = D(k) such that
∆(u, k η) = D(k)∆(u, η) ∀k > 0 .
Proof. If we forget for a while the boundary condition in (22), we also have that any
solution of the form
ûη(z) = e−ω(η)z U(η)
of the interior equations in (22) with τ = iη0 is associated with a solution of the interior
equations in (22) with ηˇ replaced by kηˇ and τ = ikη0, k > 0, namely
ûkη(z) := e−ω(kη)z U(kη) , ω(kη) := kω(η) , U(kη) := Θ(k)−1 U(η) .
(This is easily checked by using (89)-(90).) As a consequence, we can make a one-
to-one correspondence between eigenvectors of JHηu and those of JH
kη
u . Indeed, let
(Rα(η))α∈{1,...,N} be, as in the previous section, a basis of eigenvectors of JH
η
u,
Rα(η) =
(
Rα(η)
Sα(η)
)
being associated with the eigenvalue ωα(η). We know that
P ∗ (i Aηˇ − ωα(η) Λ)Uα(η) =
(
Sα(η)
0N−p
)
, Uα(η) := P
(
Rα(η)
Q(η)Rα(η)
)
,
where P and Q(η) are defined as in Proposition 1. Then we get a basis (Rα(kη))α∈{1,...,N}
of eigenvectors of JHkηu associated with the eigenvalues ωα(kη) = kωα(η) by setting
Rα(kη) =
(
Rα(kη)
Sα(kη)
)
,
Rα(kη) :=
(
Ip 0p×(N−p)
)
P ∗ Uα(kη) , Uα(kη) := Θ(k)
−1 Uα(η) ,
Sα(kη) :=
(
Ip 0p×(N−p)
)
P ∗ (i Akηˇ − kωα(η) Λ)Uα(kη) .
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(This choice does not preserve the normalization property R∗p+α JRβ = δαβ but this is
not important here.) By definition, we have
∆(u, k η) = det(S1(kη), . . . , Sp(kη)) = det
(
S1(kη) · · · Sp(kη)
IN−p
)
= det(P ∗(i Akηˇ− kω1(η) Λ)U1(kη), . . . , P ∗(i Akηˇ− kωp(η) Λ)Up(kη), P ∗Cp+1, . . . , P ∗CN) .
(Remind that the Cα’s are the column vectors of the unitary matrix P .) Therefore,
∆(u, k η) =
det((i Akηˇ − kω1(η) Λ)Θ(k)−1 U1(η), . . . , (i Akηˇ − kωp(η) Λ)Θ(k)−1 Up(η), Cp+1, . . . , CN)
= det(Θ(k)J)−1×
det(J (i Aηˇ − ω1(η) Λ)U1(η), . . . , J (i Aηˇ − ωp(η) Λ)Up(η),Θ(k)JCp+1, . . . ,Θ(k)JCN)
by (87)-(88). This in turn gives
∆(u, k η) = detΘ(k)−1×
det((i Aηˇ − ω1(η) Λ)U1(η), . . . , (i Aηˇ − ωp(η) Λ)Up(η), J−1Θ(k)JCp+1, . . . , J−1Θ(k)JCN)
= D(k)×∆(u, η)
with
D(k) := detΘ(k)−1 det
( (
0(N−p)×p IN−p
)
(P ∗J−1Θ(k)JCp+1, . . . , P
∗J−1Θ(k)JCN)
)
.
From a purely algebraic point of view, it is not clear why D(k) should be nonzero (unless
we have an identity as in (98) below). However, by the one-to-one correspondence in (91),
we know that ∆(u, k η) cannot vanish for any k 6= 0 if ∆(u, η) does not.
Remark 6. Assume that J−1Θ(k)−1 be proportional to Θ(k)−1 J−1, which is a trivial way
of ensuring the compatibility of (92) and (95) with Jh(−k, z) = r̂(k, z), and is equivalent
to J−1Θ(k)−1 J being proportional to Θ(k). By inspection of the eigenvalues of these
matrices, we see that this requires
{k−θ1 , . . . , k−θN} = λ(k) {kθ1 , . . . , kθN}
for some real-valued mapping k > 0 7→ λ(k) > 0. Equivalently, the set {1, . . . , N} splits
into A ∪B in such a way that for all α ∈ A, β ∈ B,
θα + θβ + θ = 0 ,
and λ(k) = kθ, for some rational number θ. This gives rise to the identity
Θ(k)−1 J−1Θ(k)−1 = kθ J−1 , (98)
and incidentally shows that
a0(k) = = k
θ−1 a0(1)
is positively homogeneous degree θ − 1. Eq. (98) happens to be true in particular with
θ = −1 for the system in (5), since Θ(k) = diag(k , . . . , k, 1, . . . , 1), which confirms - as
already found by calculation - that a0 is positively homogeneous degree −2 in this case.
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3 Boundary value problems for first order systems in
fixed domains
3.1 General framework and main result
In this section, we are interested in weakly nonlinear surface waves for first order hyper-
bolic systems in a fixed domain. For the sake of simplicity, we shall restrict as in the pre-
vious section to the case when the spatial domain is the half-space Ω = {x ∈ Rd ; xd > 0}.
We consider a homogeneous initial-boundary value problem (IBVP)
A0(u) ∂tu+
∑d
j=1Aj(u) ∂ju = 0 , x ∈ Ω , t > 0 ,
B(u)u = 0 , x ∈ ∂Ω , t > 0 ,
u|t=0 = u0 , x ∈ Ω .
(99)
In all this section, we assume that N is an integer, O is a neighborhood of the origin in
R
2N , the unknown u in (99) belongs to R2N , the matrix-valued functions A0, . . . , Ad are
smooth (at least C 1) on O with values in R2N×2N , and B is a smooth (at least C 1) function
on O with values in RN×2N . The reason why we choose matrices with these specific sizes
will be explained below. We first assume that the operator in (99) is hyperbolic with
constant multiplicity in the time direction.
Assumption 1. The matrix A0(u) is invertible for all u ∈ O and there exist an integer
q ≥ 1, some real functions λ1, . . . , λq that are C 1 on O×(Rd\{0}), analytic and positively
homogeneous of degree 1 with respect to their second argument, and there also exist some
positive integers ν1, . . . , νq such that
∀u ∈ O , ∀ ξ ∈ Rd \ {0} , det
[
τ I +
d∑
j=1
ξj A0(u)
−1Aj(u)
]
=
q∏
k=1
(
τ + λk(u, ξ)
)νk .
Moreover the eigenvalues λ1(u, ξ), . . . , λq(u, ξ) of
∑
j ξj A0(u)
−1Aj(u) are assumed to be
semi-simple (which means that their algebraic multiplicity νk equals their geometric mul-
tiplicity) and such that
λ1(u, ξ) < · · · < λq(u, ξ) , ∀u ∈ O , ∀ξ ∈ Rd \ {0} .
For simplicity we also assume that the boundary ∂Ω is non-characteristic for the hyper-
bolic operator.
Assumption 2. The matrix Ad(u) is invertible for all u ∈ O, and A0(u)−1Ad(u) has
N positive as well as N negative eigenvalues, counted with multiplicity. Moreover, the
matrix B(u) has maximal rank N for all u ∈ O.
Up to restricting the neighborhood O, we have the following standard result.
Lemma 2. The set M := {u ∈ O , B(u)u = 0} is a C 1 submanifold of R2N of dimension
N , whose tangent space T0M at 0 coincides with kerB(0).
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There is a one-to-one correspondence between the constant solutions to (99) and the
elements of M . Given u ∈ M , the linearized IBVP around u reads
A0(u) ∂tv +
∑d
j=1Aj(u) ∂jv = 0 , x ∈ Ω , t > 0 ,
(dB(u) · v)u+B(u) v = 0 , x ∈ ∂Ω , t > 0 ,
v|t=0 = v0 , x ∈ Ω .
(100)
Let us observe that there is no obstacle in considering (100) also when u does not belong
to M , but of course such an IBVP would not describe the approximate evolution for small
perturbations of a particular solution to (99).
Following [14], see also [8, chapter 4] for a detailed description, we may deduce the
well-posedness of (100) from some spectral properties derived by means of the Laplace-
Fourier transform (Laplace in time and Fourier in the direction of ∂Ω). For future use,
we thus introduce the notation
∀ (u, τ, ηˇ) ∈ O × C× Rd−1 , A(u, τ, ηˇ) := τ A0(u) +
d−1∑
j=1
ηj Aj(u) . (101)
When τ = η0 belongs to R, we shall feel free to use the notation η := (τ, ηˇ) ∈ Rd,
A(u, η) for A(u, η0, ηˇ), and similarly for other symbols. The following result dates back to
the original work by Hersh [11], and has been subsequently improved by Kreiss [14] and
Me´tivier [16].
Theorem 5. Let Assumptions 1 and 2 be satisfied. Then for all u ∈ O, τ ∈ C of negative
imaginary part and ηˇ ∈ Rd−1, the matrix −i Ad(u)−1A(u, τ, ηˇ) is hyperbolic and its stable
subspace Es(u, τ, ηˇ) has dimension N . Moreover, Es extends as a continuous bundle over
O × {(τ, ηˇ) ∈ C× Rd−1 , Im τ ≤ 0 , (τ, ηˇ) 6= (0, 0)}.
We are now going to make a crucial assumption about the spectral stability of (100),
which is analogous to the second case in the alternative of Theorem 1.
Assumption 3. For all u ∈ M , τ ∈ C of negative imaginary part and ηˇ ∈ Rd−1, the
only solution to
X ∈ Es(u, τ, ηˇ) , (dB(u) ·X)u+B(u)X = 0 ,
is 0. Moreover, there exists η ∈ Rd \ {0} such that −i Ad(0)−1A(0, η) is hyperbolic and
E
s(0, η) ∩ kerB(0) is not reduced to {0}.
Before going further, let us comment on the two parts of Assumption 3. The first one
means that the linearized problem (100) about any constant solution u of (99) sufficiently
close to 0 satisfies the Lopatinskii condition. If it were not the case, there would exist a
sequence (un) in M converging to 0 and such that the Lopatinskii condition be violated
for each linearized problem around un. Then there would basically be no hope for a
stability/existence result for (99) in the framework of Sobolev spaces. Indeed, very small
perturbations of 0 would trigger one of the states un and an arbitrarily high frequency, and
the resulting mode would be exponentially amplified due to the failure of the Lopatinskii
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condition. So the first part of Assumption 3 is very reasonable if we expect (99) to be well-
posed even in any weak sense. In the second part of Assumption 3, we consider the case
when the linearized problem around 0 does not satisfy the uniform Lopatinskii condition,
due to the existence of surface waves. Moreover, assuming that −i Ad(0)−1A(0, η) be
hyperbolic amounts to restricting the failure of the uniform Lopatinskii condition to the
elliptic frequency region. Assumption 3 already appeared in earlier work devoted to
neutrally stable nonlinear hyperbolic boundary value problems, see in particular [22, 15].
Incidentally, let us observe that the hyperbolicity of the matrix −i Ad(0)−1A(0, η) implies
that the size of the matrices Aj(u) is even and that the number of stable eigenvalues
equals half the size of these matrices. This justifies our choice to denote by 2N the size
of Aj(u) and B(u).
Remark 7. By homogeneity of A with respect to η, Assumption 3 also holds true at kη
for all k ∈ R. However, this plays no role in what follows.
Our final assumption specifies the behavior of the symbol A and the degeneracy of the
Lopatinskii condition at frequency η .
Assumption 4. There exist a neighborhood V of η in C× Rd−1 and a C 1 mapping
T : O × V → Gl2N(C)
(u, τ, ηˇ) 7→ T (u, τ, ηˇ) ,
holomorphic in τ , and such that
T (u, τ, ηˇ)−1 (−i Ad(u)−1A(u, τ, ηˇ))T (u, τ, ηˇ)
= diag (β−1 (u, τ, ηˇ), . . . , β
−
N(u, τ, ηˇ), β
+
1 (u, τ, ηˇ), . . . , β
+
N(u, τ, ηˇ)) ,
where for all (u, τ, ηˇ) ∈ O×V , there holds ±Re β±n (u, τ, ηˇ) > 0, n ∈ {1, . . . , N}. Further-
more, denoting by R−n (u, τ, ηˇ), n = 1, . . . , N , the first N column vectors of T (u, τ, ηˇ), we
ask that
∂
∂τ
det(B(0)R−1 (0, τ, ηˇ), . . . , B(0)R
−
N(0, τ, ηˇ))
∣∣
(τ,ηˇ)= η
6= 0 .
In this framework, our main result reads as follows.
Theorem 6. Let Assumptions 1, 2, 3 and 4 be satisfied. Then the equation governing
weakly nonlinear surface wave solutions to (99), namely (103) below, satisfies the evolu-
tionarity condition α0 6= 0. Furthermore, if we rewrite this equation under the abstract
form (45)-(46), then Hunter’s stability condition q(1, 0+) = q(−1, 0+) is satisfied. In par-
ticular, the corresponding Cauchy problem is locally well-posed in Sobolev spaces Hm(R),
m ≥ 2.
Let us make a few last comments before giving the proof of Theorem 6. For hyper-
bolic boundary value problems that do not satisfy the uniform Lopatinskii condition, the
most favorable situation is the case when the uniform Lopatinskii condition fails in the
elliptic region, which is the case considered in [22] (we also refer to [8, chapter 7] for a
detailed treatment of linear problems with constant coefficients). However, according to
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the classification pointed out in [7], the degeneracy of the uniform Lopatinskii condition
in the elliptic region is unstable with respect to perturbations of either the hyperbolic
operator or the boundary conditions. In other words, if we go back to Assumption 3, the
verification of the Lopatinskii condition for the linearized problem (100) at u = 0 does
not necessarily imply that the linearized problem (100) at a different u ∈ M (close to 0)
also satisfies the Lopatinskii condition (and of course we cannot say anything about the
Lopatinskii condition at u 6∈ M ). An example given at the end of this Section illustrates
this fact. Consequently, the assumptions made in Theorem 6 represent more or less the
minimal price to pay in order to get energy estimates without loss of derivatives and local
solvability for (99) in the framework of Sobolev spaces (of sufficiently high order)9. Our
main result states that in this situation, the equation governing weakly nonlinear surface
waves is also locally well-posed in Sobolev spaces (of sufficiently high order). In particu-
lar, if one follows the analysis of [15], Theorem 6 confirms the validity of weakly nonlinear
geometric optics expansions for (99) provided that we reinforce a little bit Assumption 3
in order to make sure that (99) is indeed locally well-posed. Even though this result may
not seem very surprising (it was more or less conjectured by Hunter, see [12, page 193]),
it is in sharp contrast with the case of hyperbolic boundary value problems for which the
uniform Lopatinskii condition fails in the hyperbolic region, in which there is a loss of
derivatives. Indeed, the results in [10] point out an amplification of oscillations at the
boundary in that situation, which means that the regime of weakly nonlinear geometric
optics corresponds to initial oscillations with a much smaller amplitude than what we
consider here.
3.2 The amplitude equation for weakly nonlinear surface waves:
a reminder
In this paragraph, we introduce a few notations and recall the main steps in the derivation
of the amplitude equation. We feel free to skip some computations because they involve
very few modifications compared to the original work by Hunter [12]. (The main differ-
ences are that here we do not require that the hyperbolic system be in conservative form,
and we consider nonlinear boundary conditions to allow for more general situations, but
the impact on the computations is harmless.)
We let R−n , n = 1, . . . , N , and R
+
n , n = 1, . . . , N , denote the first N , and last N column
vectors of the matrix T (0, η). From now on, quantities that depend on u and/or (τ, ηˇ) in
a neighborhood of (0, η) are denoted with an underline when evaluated at (0, η). Since
−i Ad(0)−1A has purely imaginary coefficients, its eigenmodes are pairwise, and there is
no loss of generality in assuming that
∀n = 1, . . . , N , β +n = − β −n , R+n = R−n .
The vectors R−n span the stable subspace of −i Ad(0)−1A, that is Es, see Theorem 5.
(Recall that at elliptic frequencies, the continuous extension of the stable subspace coin-
cides with the ‘true’ stable subspace, whereas at non-elliptic frequencies, the continuous
9To obtain energy estimates and solvability, one also needs to study the Lopatinskii condition in the
so-called hyperbolic region and at glancing frequencies but this has no impact on our analysis.
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extension of the stable subspace also contains part of the central subspace.) Moreover,
Assumption 4 shows that R±n is an eigenvector of −i Ad(0)−1A associated with the eigen-
value β ±n . According to Assumption 3, we know that the intersection E
s ∩ kerB(0) is not
trivial, and Assumption 4 implies (by Lemma A.5) that the latter vector space is (exactly)
one-dimensional. Thus there exist γ1, . . . , γN ∈ C such that
E
s ∩ kerB(0) = Span V , V :=
N∑
n=1
γnR
−
n 6= 0 .
Following [12], we also consider some vectors L±n ∈ C2N that satisfy
∀n = 1, . . . , N , (L±n )∗(i A+ β ±n Ad(0)) = 0 , L+n = L−n .
The vectors L±n are normalized with the convention
(L∓n )
∗Ad(0)R
±
m = 0 , (L
±
n )
∗Ad(0)R
±
m =
{
1 , if n = m,
0 , otherwise.
Eventually, we consider a nonzero vector σ ∈ CN satisfying
∀n = 1, . . . , N , σ∗B(0)R−n = 0 ,
or equivalently
∀X ∈ Es , σ∗B(0)X = 0 .
Let us observe that σ is uniquely defined up to a multiplicative constant because the
vector space B(0)Es is a hyperplane of CN , see the discussion above. A convenient choice
of σ for the analysis will be made below but, of course, the amplitude equation (103) for
weakly nonlinear surface waves derived below does not depend on such a choice.
We formally look for asymptotic solutions to (99) of the form
uε(t, x) = ε u1(ε t, η0 t+ ηˇ · xˇ, xd) + ε2 u2(ε t, η0 t+ ηˇ · xˇ, xd) +O(ε3) ,
with u1(s, y,+∞) = u2(s, y,+∞) = 0. As in Section 2, we derive boundary value prob-
lems for u1 and u2 by equating to zero the O(ε) and O(ε
2) terms. See [12, section 2] or
[6] for detailed computations. In particular, u1 should solve{
A∂yu1 + Ad(0) ∂zu1 = 0 , y ∈ R , z > 0 ,
B(0)u1|z=0 = 0 ,
so that we can write
u1(s, y, z) = (v(s, ·) ∗ r(·, z))(y) ,
where v(s, y) ∈ R, and the y-Fourier transform r̂ of r is defined by
r̂(k, z) :=
{∑N
n=1 γn e
β−n k z R−n , if k > 0,∑N
n=1 γn e
β+n k z R+n , if k < 0.
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The boundary value problem satisfied by u2 takes the form{
A∂yu2 + Ad(0) ∂zu2 + F1 = 0 , y ∈ R , z > 0 ,
B(0)u2|z=0 + g1 = 0 ,
with
F1 := A0(0) ∂su1 + (dA(0, η) · u1) ∂yu1 + (dAd(0) · u1) ∂zu1 ,
g1 := (dB(0) · u1)u1|z=0 .
By the same argument as in [12] (see also [6], or Proposition 5 above), we find that a
necessary condition for the existence of a solution u2 to the latter boundary value problem
with u2(s, y,+∞) = 0 is
∀ k 6= 0 ,
∫ +∞
0
L(k, z) F̂1(s, k, z) dz + σ(k) ĝ1(s, k) = 0 , (102)
where we have used the notation
L(k, z) :=
{∑N
n=1 σ
∗B(0)R+n e
−β+n k z (L+n )
∗ , if k > 0,∑N
n=1 σ
∗B(0)R−n e
−β−n k z (L−n )
∗ , if k < 0,
σ(k) :=
{
σ∗ , if k > 0,
σ∗ , if k < 0.
Equation (102) can be rewritten for the unknown scalar function w := Fyv by using
the above definitions of F1 and g1, and the classical formula 2πF (f ×g) = F (f)∗F (g).
We obtain
a0(k) ∂sw +
∫
R
a1(k − k′, k′)w(s, k − k′)w(s, k′) dk′ = 0 , (103)
with
a0(k) :=
{
α0/k , if k > 0,
−α0/k , if k < 0,
α0 :=
N∑
p,q=1
σ∗B(0)R+p
β +p − β −q
(L+p )
∗A0(0) (γq R
−
q ) , (104)
and
a1(k, k
′) :=
i k′
2π
∫ +∞
0
L(k + k′, z) (dA(0, η) · r̂(k, z)) r̂(k′, z) dz
+
1
2π
∫ +∞
0
L(k + k′, z) (dAd(0) · r̂(k, z)) ∂z r̂(k′, z) dz (105)
+
1
2π
σ(k + k′) (dB(0) · r̂(k, 0)) r̂(k′, 0) .
The definition of α0 is legitimate because β
+
p − β −q has positive real part so it cannot be
zero.
If we can prove that α0 is nonzero - and this does not seem obvious by looking at the
formula (104) - then (103) can be recast under the form (45), (46), with
q(k, k′) :=
a1(k, k
′) + a1(k
′, k)
2 i (k + k′) a0(k + k′)
, (106)
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so Hunter’s stability condition (49) amounts to
a1(1, 0
+) + a1(0
+, 1)
i α0
=
a1(−1, 0+) + a1(0+,−1)
i α0
.
The quantities a1(1, 0
+), a1(0
+, 1) etc. can be computed by using the definition (105)
of the kernel a1 and the above expressions for r̂, L and σ. In particular, Hunter’s stability
condition can be characterized in the following way (the argument is entirely similar to
[12, page 193] and [6, Proposition 2.6]).
Lemma 3. In the framework of Theorem 6, if α0 defined by (104) is nonzero, then the
kernel q in (106) satisfies Hunter’s stability condition q(1, 0+) = q(−1, 0+) if and only if
the linear form
a : X ∈ R2N 7−→ 1
α0
σ∗B(0)R+p
β +p − β −q
(L+p )
∗
(
duA(0, η) ·X − i β −q duAd(0) ·X
)
(γq R
−
q )
− i σ
∗
α0
(
(dB(0) ·X)V + (dB(0) · V )X) ,
takes real values on the vectors P := ReV and Q := ImV . (We recall that V spans
E
s ∩ kerB(0).)
3.3 Evolutionarity of the amplitude equation
In view of Theorem 3 in Section 2, the reader will not be surprised that the constant
α0 defined in (104) is proportional to the derivative of the Lopatinskii determinant with
respect to τ .
Using Assumption 4, we can construct a basis E1(u, τ, ηˇ), . . . , EN(u, τ, ηˇ) of E
s(u, τ, ηˇ)
that depends in a smooth (meaning C 1) way on (u, τ, ηˇ) and such that
E1 =
N∑
n=1
γnR
−
n ,
and the associated Lopatinskii determinant
∆(u, τ, ηˇ) := det
n=1,...,N
(
(dB(u) · En(u, τ, ηˇ))u+B(u)En(u, τ, ηˇ)
)
, (107)
satisfies
∆ = 0 , ∂τ∆(0, η) 6= 0 .
We recall that the underline stands for evaluation at u = 0 and (τ, ηˇ) = η . Since the first
column vector B(0)E1 in the determinant ∆ vanishes, we first obtain
∂τ∆(0, η) = det(B(0) ∂τE1(0, η), B(0)E2, . . . , B(0)EN) .
At this stage, the analysis becomes very similar to the proof of Theorem 3, see also
[10, Proposition 3.5]. The vectors B(0)E2, . . . , B(0)EN form a basis of the hyperplane
B(0)Es. Consequently the two linear forms
X ∈ CN 7−→ det(X,B(0)E2, . . . , B(0)EN) , and X ∈ CN 7−→ σ∗X ,
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are proportional one to the other. So there is no loss of generality in choosing σ such that
∀X ∈ CN , det(X,B(0)E2, . . . , B(0)EN) = σ∗X , (108)
hence the simple relation
∂τ∆(0, η) = σ
∗B(0) ∂τE1( η) 6= 0 . (109)
Now, decomposing the vector E1(0, τ, ηˇ) along each eigenvector R
−
q (0, τ, ηˇ) of the ma-
trix −i Ad(0)−1A(0, τ, ηˇ), we have
E1(0, τ, ηˇ) =
N∑
q=1
E1,q(0, τ, ηˇ) ,
(
i A(0, τ, ηˇ) + β−q (0, τ, ηˇ)Ad(0)
)
E1,q(0, τ, ηˇ) = 0 ,
with E1,q = γq R
−
q . We differentiate each equation satisfied by E1,q with respect to τ and
evaluate at η , thus obtaining(
i A0(0) + ∂τβ
−
q (0, η)Ad(0)
)
γq R
−
q +
(
i A+ β −q Ad(0)
)
∂τE1,q(0, η) = 0 .
Each vector ∂τE1,q(0, η) can be decomposed on the basis formed by the vectors R
±
p ,
p = 1, . . . , N , and the coordinate on R+p is obtained by multiplying the latter relation by
(L+p )
∗. We obtain
∂τE1,q(0, η)− i
N∑
p=1
(L+p )
∗A0(0) γq R
−
q
β +p − β −q
R+p ∈ Es .
Then (109) turns into
∂τ∆(0, η) =
N∑
q=1
σ∗B(0) ∂τE1,q(0, η) = i
N∑
p,q=1
σ∗B(0)R+p
β +p − β −q
(L+p )
∗A0(0) γq R
−
q = i α0 ,
(110)
where we have used that σ∗B(0)R−p = 0. As claimed in Theorem 6, we have shown that
α0 is nonzero.
3.4 Verification of Hunter’s stability condition
In the preceeding paragraph, we have fixed the state u for (100) at 0, and we have differ-
entiated the corresponding Lopatinskii determinant with respect to τ . In this paragraph,
we are going to fix (τ, ηˇ) = η , and differentiate the Lopatinskii determinant ∆(u, η) with
respect to u. We recall the definition (107) for ∆, and we also recall that in this formula,
the first column vector of the determinant vanishes at u = 0 and (τ, ηˇ) = η . We thus
obtain
∀X ∈ R2N , du∆(0, η) ·X
= det
(
du[(dB(u) · En(u, η))u+B(u)En(u, η)]
∣∣
u=0
·X,B(0)E2, . . . , B(0)EN
)
.
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Computing the differential with respect to u, and recalling the choice (108) for σ, we
obtain
du∆(0, η) ·X = σ∗ (dB(0) · V )X + σ∗ (dB(0) ·X)V + σ∗B(0) duE1(0, η) ·X . (111)
Our goal now is to compute the derivative duE1(0, η) · X in (111) by applying the
same technique as in the preceeding paragraph. Hence we introduce the decomposition
E1(u, η) =
N∑
q=1
E1,q(u, η) ,
(
i A(u, η)+β−q (u, η)Ad(u)
)
E1,q(u, η) = 0 , E1,q = γq R
−
q .
We differentiate each equation satisfied by E1,q with respect to u in the direction X and
evaluate at u = 0, thus obtaining(
duA(0, η) ·X − i β −q dAd(0) ·X
)
γq R
−
q − i (duβ−q (0, η) ·X)Ad(0) γq R−q
+
(
A− i β −q Ad(0)
)
duE1,q(0, η) ·X = 0 .
Each vector duE1,q(0, η) ·X can be decomposed on the basis formed by the vectors R±p ,
p = 1, . . . , N , and the coordinate on R+p is again obtained by multiplying the latter
relation by (L+p )
∗. We obtain
duE1,q(0, η) ·X − i
N∑
p=1
(L+p )
∗
(
duA(0, η) ·X − i β −q dAd(0) ·X
)
γq R
−
q
β +p − β −q
R+p ∈ Es .
We can then simplify (111) and get
du∆(0, η) ·X = σ∗ (dB(0) · V )X + σ∗ (dB(0) ·X)V
+ i
N∑
p,q=1
σ∗B(0)R+p
β +p − β −q
(L+p )
∗
(
duA(0, η) ·X − i β −q dAd(0) ·X
)
γq R
−
q . (112)
Comparing the expression (112) with the linear form a defined in Lemma 3, we have
∀X ∈ R2N , du∆(0, η) ·X = i α0 a(X) = ∂τ∆(0, η) a(X) , (113)
where we have used (110).
The conclusion of the proof of Theorem 6 relies on the implicit function Theorem.
More precisely, we know that there exists a C 1 function Θ defined in a sufficiently small
neighborhood of (0, ηˇ) in O × Rd−1 with values in a neighborhood of η0, such that
∆(u,Θ(u, ηˇ), ηˇ) = 0 , Θ(0, ηˇ) = η0 .
Differentiating with respect to u and recalling (113), we have duΘ(0, ηˇ) = −a. Let us
now observe that Assumption 3 implies the following property: for all u ∈ M , ∆(u, τ, ηˇ)
is nonzero for τ of negative imaginary part (this is an equivalent formulation of the
Lopatinskii condition). In particular, Θ(u, ηˇ) has nonpositive imaginary part for all u ∈
M sufficiently close to 0. Differentiating with respect to u ∈ M , we get
∀X ∈ T0M , a(X) = −duΘ(0, ηˇ) ·X ∈ R .
By Lemma 2, we know that the tangent space T0M coincides with kerB(0), and since
V ∈ kerB(0), we also have P,Q ∈ kerB(0), so a(P ), a(Q) ∈ R. Lemma 3 thus implies
that Hunter’s stability condition (49) is satisfied.
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3.5 An example
In this paragraph, we show on an example that Theorem 6 only gives sufficient conditions
for the well-posedness of the amplitude equation (103) governing weakly nonlinear surface
waves. More precisely, it is possible to perform formal asymptotic expansions for weakly
nonlinear surface waves, and to derive a well-posed amplitude equation even though the
original hyperbolic initial boundary value problem does not satisfy Assumption 3 (which
was our main stability assumption for the original problem (99)). Of course, the rigorous
justification of geometric optics expansion in this case may be completely out of reach by
the usual techniques.
Let us consider the following symmetric hyperbolic initial boundary value problem
∂tU + A1 ∂1U + A2 ∂2U = 0 , x ∈ Ω , t > 0 ,
B(U)U = 0 , x ∈ ∂Ω , t > 0 ,
U|t=0 = U0 , x ∈ Ω ,
(114)
where the unknown U belongs to R4, the (constant) real symmetric matrices A1, A2 are
defined by
A1 :=
(
02 I2
I2 02
)
, A2 :=
(
I2 02
02 −I2
)
,
and where the nonlinearity arises only in the boundary conditions. More precisely, we
consider the matrix
B(U) :=
(
1 0 −U23 1
0 1 −1 −U23
)
,
for the boundary conditions in (114).
It is a simple exercise to check that Assumption 1 is satisfied for the hyperbolic operator
in (114). There are two distinct eigenvalues, each with multiplicity 2, and Assumption 2
is also trivially satisfied. The linearized problem at 0 has maximally dissipative boundary
conditions, so the Lopatinskii condition is satisfied. Moreover, the corresponding stable
subspace Es(τ, ηˇ), Im τ ≤ 0, ηˇ ∈ R, is spanned by the vectors
τ − ω
0
−ηˇ
0
 ,

0
τ − ω
0
−ηˇ
 ∈ C4 ,
where ω2 = τ 2−ηˇ2, and ω has positive imaginary part when τ has negative imaginary part.
With this parametrization of the stable subspace, the Lopatinskii determinant defined in
(107) reads
∆(U, τ, ηˇ) =
(
τ − ω + 3U23 ηˇ
) (
τ − ω + U23 ηˇ
)
+ (1 + 2U3 U4) ηˇ
2 . (115)
From the expression ∆(0, τ, ηˇ) = 2 τ (τ − ω), we find that the linearized problem at 0
admits surface waves of the form exp(i ηˇ x1 − |ηˇ|x2)U , for some U ∈ Es(0, ηˇ). Since 0 is
a simple root of ∆(0, ·, ηˇ), we can also check that Assumption 4 is satisfied. This implies
that the above derivation of the amplitude equation for weakly nonlinear surface waves
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can be carried out. Observing that dB vanishes at zero, and recalling that A1 and A2
are constant, the amplitude equation (103) reads ∂sw = 0, which is obviously well-posed.
However, we are going to show the existence of a sequence of points converging to 0 in
the manifold M , around which the linearization of (114) does not satisfy the Lopatinskii
condition.
In our example (114), the manifold M reads {U ∈ R4 /U1 = U33 − U4 , U2 = U3 +
U23 U4}. Let us consider a sequence of points in M with U4 = 0, and U3 =
√
εn where (εn)
is any sequence of positive numbers that converges to zero. We compute the Lopatinskii
determinant for the linearization of (114) around the corresponding state U (n) ∈ M by
using the expression (115):
∆(U (n), τ, ηˇ) = 2 τ (τ − ω) + 4 εn ηˇ (τ − ω) + 3 ε2n ηˇ2 , ω2 = τ 2 − ηˇ2 .
The Weierstrass preparation theorem shows that for n sufficiently large (or εn sufficiently
small), ∆(U (n), ·, 1) has a unique root τn close to 0, and
τn = −2 εn − 3 i
2
ε2n + o(ε
2
n) .
In particular, τn has negative imaginary part for n sufficiently large, so the linearized
problem around U (n) does not satisfy the Lopatinskii condition. Consequently, the original
problem (114) does not satisfy Assumption 3, even though the amplitude equation for
weakly nonlinear surface waves satisfies Hunter’s stability condition.
The above example illustrates the fact that hyperbolic initial boundary value prob-
lems for which the uniform Lopatinskii condition is violated in the elliptic region can be
unstable with respect to perturbations of the coefficients (this was already shown in [7]
by abstract arguments).
Appendix
Scale invariance. Let us rephrase Lemma 1 in more algebraic terms, for which we refer
to Olver’s textbook [18]. The evolutionary representative of the (generalized) vector field
v = xi∂xi + t ∂t + θα uα ∂uα
is vP = Pα∂uα where
Pα := (θu)α − xiuα,i − tuα,t
is called the characteristic of vP . Here above, (θu)α stands for θαuα without summation,
uα,i stands for ∂iuα, and uα,t for ∂tuα. This is a usual notation, which we use repeatedly
below also for second and third order derivatives (uα,ij stands for ∂i∂juα, etc.). We also
consider the generalized vector fields vQ and vR whose characteristics are given by
Qα := Jαγ (aγβ uβ + (bγβj − bβγj)uβ,j − cγjβℓ uβ,jℓ) ,
Rα := bβαd uβ + cαdβℓ uβ,ℓ .
Then we have the following.
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Lemma A.1. The system of evolution equations ∂tuα = Qα for α ∈ {1, . . . , N} is invari-
ant by the symmetry group generated by v if and only if, for all α, β ∈ {1, . . . , N} (there
is no summation convention over these indices in the equations below),
(−1 + θα − θβ) Jαγ aγβ = 0 , (A.1)
(θα − θβ) Jαγ (bβγj − bγβj) = 0 , ∀j ∈ {1, . . . , d} , (A.2)
(1 + θα − θβ) Jαγ cγjβℓ = 0 , ∀j, ℓ ∈ {1, . . . , d} . (A.3)
The set of equations Rα = 0 for α ∈ {1, . . . , N} is invariant by the symmetry group
generated by v if and only if there exist real numbers θα such that for all α, β ∈ {1, . . . , N}
(with no summation convention over these indices below)
(θβ − θα) bβαd = 0 and (θβ − θα − 1) cβαdℓ = 0 , ∀ℓ ∈ {1, . . . , d} .
Proof. Invariance properties can be characterized by using the prolongations of vP and
vQ, defined as
prvP = Pβ∂uβ + (DjPβ) ∂uβ,j + (DtPβ) ∂uβ,t + (DjkPβ) ∂uβ,jk + ...
prvQ = Qβ∂uβ + (DjQβ) ∂uβ,j + (DtQβ) ∂uβ,t + ...
The system of evolution equations ∂tuα = Qα for α ∈ {1, . . . , N} is invariant by the
symmetry group generated by v if and only if (see [17, p.303])
∂tPα + prvQ(Pα) − prvP (Qα) = 0 , α ∈ {1, . . . , N} . (A.4)
By plugging in this equation the following expressions of total derivatives
DtQα = Jαγ (aγβ uβ,t + (bγβj − bβγj)uβ,jt − cγjβℓ uβ,jℓt) ,
DiQα = Jαγ (aγβ uβ,i + (bγβj − bβγj)uβ,ji − cγjβℓ uβ,jℓi) ,
DjPβ = (θu)β,j − uβ,j − xiuβ,ij − tuβ,tj ,
DjkPβ = (θu)β,jk − 2uβ,jk − xiuβ,ijk − tuβ,tjk ,
we arrive at
(−1+ θα− θβ) Jαγ aγβ uβ +(θα−θβ) Jαγ (bβγj − bγβj)uβ,j +(1+ θα− θβ) Jαγ cγjβk uβ,jk = 0 ,
which must be satisfied whatever u, ∇u, and ∇2u. In the equation above, there is no
summation on α, and by taking u such that uδ = 0 for δ 6= β, we also get the equation
with no summation on β.
For the invariance of the boundary conditions Rα = 0 for α ∈ {1, . . . , N} the iff
condition is that prvP (bβαd uβ + cαdβℓ uβ,ℓ) = 0 for all u such that bβαd uβ + cαdβℓ uβ,ℓ = 0.
Computing that
prvP (bβαd uβ + cαdβℓ uβ,ℓ) =
θβ (bβαd uβ + cαdβℓ uβ,ℓ)− xiDi(bβαd uβ + cαdβℓ uβ,ℓ)− tDt(bβαd uβ + cαdβℓ uβ,ℓ)− uβ,ℓ cαdβℓ ,
this leaves the condition
∀u ∈ Rn ,∀F ∈ RN×d , (bβαd uβ + cαdβℓ Fβℓ = 0 ⇒ θβ bβαd uβ + (θβ− 1) cαdβℓ Fβℓ = 0 ) ,
which is equivalent to the claimed property.
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Remark 8. A reader not familiar with Lie group techniques may also check this result
‘with bare hands’. This is easy since the vector fields v, vQ and vR are linear, and v
is even diagonal. The advantage of the Lie group approach is that it can also be used
in a systematic way (even though it is very technical) to investigate the symmetries of
the nonlinear problem (4). Indeed, the evolution equation ∂tu = J δE [u] is invariant
under v if and only if we have (A.4) with Qα redefined as (J δE [u])α, while the boundary
condition (δnE [u])α = 0, which equivalently reads fα(u,∇u) = 0 where fα := nj∂E/∂Fαj,
is invariant if and only if
fα = 0⇒ prvP (fα) = 0 .
Isotropic linearized elasticity. We perform below in our notations the computations
leading to the well-known Rayleigh waves. The equations of isotropic linearized elasticity
are of the form (5) with a quadratic mapping W : F 7→ W (F ). More precisely, let us
consider
W (F ) =
λ
2
(trF )2 +
µ
4
∑
α,j
(Fαj + Fjα)
2 ,
where λ and µ are real numbers called the Lame´ coefficients of the material. We assume
that at least µ is positive and µ+ λ > 0. We have
∂W
∂Fαj
= λ (trF ) δαj + µ (Fαj + Fjα) ,
where δαj denotes the Kronecker symbol (equal to one if α = j, zero otherwise), hence
with the notations introduced in Sections 2.1-2.2,
cαjβℓ = λδαj δβℓ + µ (δαβ δjℓ + δβj δαℓ) .
In particular,
cαdβd = µ δαβ + (λ+ µ)δαd δβd ,
cαdβℓ = λδαd δβℓ + µ δβd δαℓ , if ℓ ≤ d− 1 ,
cαjβℓ = 0 , if (α = d or β = d, α 6= β) and j ≤ d− 1 , ℓ ≤ d− 1 .
cdjdℓ = µ δjℓ , if j ≤ d− 1 , ℓ ≤ d− 1 .
In matrix terms, this means
Λ˘ =
 µId−1 0
0 λ+ 2µ
 , A˘ηˇ =
 0d−1 µ ηˇ
λ ηˇT 0
 , Σ˘ηˇ =
 µ ‖ηˇ‖
2 Id−1 0
+(λ+ µ) ηˇ ⊗ ηˇ
0 µ ‖ηˇ‖2
 ,
so that the BVP
η20 ρ̂ = (Σ˘
ηˇ − i (A˘ηˇ + (A˘ηˇ)T ) ∂z − Λ˘ ∂2z ) ρ̂ for z > 0 ,
(i A˘ηˇ + Λ˘ ∂z) ρ̂ = 0 at z = 0 ,
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is equivalent to
ρ̂ =
(
ζ̂
σ̂
)
, ζ̂(η, z) ∈ Cd−1 , σ̂(η, z) ∈ C ,
and {
η20 ζ̂ = µ‖ηˇ‖2ζ̂ + (λ+ µ) (ηˇ · ζ̂) ηˇ − i (λ+ µ) ∂zσ̂ − µ ∂2z ζ̂
η20 σ̂ = µ‖ηˇ‖2σ̂ − i (λ+ µ) (ηˇ · ∂z ζ̂) − (λ+ 2µ) ∂2z σ̂
for z > 0 , (A.5){
i µ σ̂ ηˇ + µ∂z ζ̂ = 0
i λ (ηˇ · ζ̂) + (λ+ 2µ) ∂zσ̂ = 0
at z = 0 . (A.6)
In particular, solutions of (A.5) of the form
ρ̂ = e−ω z
(
ζ
σ
)
, ζ ∈ Cd−1 , σ ∈ C ,
are found to be characterized by(
ω2 = ‖ηˇ‖2− η
2
0
µ
and ηˇ·ζ + i ω σ = 0
)
or
(
ω2 = ‖ηˇ‖2− η
2
0
λ+ 2µ
and
(
ζ
σ
)
‖
(
ηˇ
i ω
) )
.
(To obtain this alternative we observe that if ‖ηˇ‖2 6= η20/µ then ζ must be parallel to ηˇ,
and we are left with a 2×2 system in (ηˇ ·ζ, σ).) Furthermore, assuming that ‖ηˇ‖2 > η20/µ
and ‖ηˇ‖2 > η20/(λ+ 2µ), and defining
ω1 :=
√
‖ηˇ‖2 − η
2
0
µ
, ω2 :=
√
‖ηˇ‖2 − η
2
0
λ+ 2µ
,
we see that solutions of (A.5)-(A.6) of the form
ρ̂ = e−ω1z
(
ζ1
σ1
)
+ e−ω2z
(
ζ2
σ2
)
,
(
ζ1
σ1
)
⊥
(
ηˇ
i ω1
)
,
(
ζ2
σ2
)
‖
(
ηˇ
i ω2
)
,
are characterized by{
i µ (σ1 + σ2) ηˇ − µ(ω1ζ1 + ω2ζ2) = 0 ,
i λ ηˇ · (ζ1 + ζ2) − (λ+ 2µ) (ω1σ1 + ω2σ2) = 0 .
Since µω1 > 0 (by assumption), the first equation shows that ζ1 must also be parallel to
ηˇ, and using that ηˇ · ζ1 = − i ω1 σ1 = 0, we are left with a 2× 2 system in (σ1, ν2) where(
ζ2
σ2
)
= ν2
(
ηˇ
i ω2
)
,
namely {
i (ω21 + ‖ηˇ‖2)σ1 − 2ω2 ‖ηˇ‖2 ν2 = 0 ,
2µω1 σ1 + i ((λ+ 2µ)ω
2
2 − λ ‖ηˇ‖2) ν2 = 0 .
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Replacing ω21,2 by their expressions in terms of ‖ηˇ‖2, λ, and µ, we find that the existence
of a nontrival solution of the latter system is equivalent to(
‖ηˇ‖2 − η
2
0
2µ
)2
− ω1 ω2 ‖ηˇ‖2 = 0 , (A.7)
which gives the equation in (80). Another claim of §2.4 is that we can choose σ1 real: this is
clear from the above system, choosing for instance ν2 = i (ω
2
1 + ‖ηˇ‖2) and σ1 = 2ω2 ‖ηˇ‖2.
Remark 9. The actual existence of Rayleigh waves relies on the existence of real roots
η0 of (A.7). This is where we need µ + λ > 0, which ensures that cS :=
√
µ is less
than cP :=
√
2µ+ λ. The former is the speed of shear waves, and the latter is the speed
of pressure waves. If cS < cP then the speed of Rayleigh waves, cR := η 0/ ηˇ , is given
implicitly by
(c2R/(2c
2
S) − 1)4 = (1− c2R/c2P ) (1− c2R/c2S)
(which is just (A.7) with different notations), and shown to be less than both cS and cP .
Linear algebra.
Lemma A.2. Let J be a skew-symmetric, real matrix, and L a symmetric, real matrix.
If L is nonnegative then J L has no eigenvalue of positive real part.
Proof. This is a simplified version of Theorem 3.1 in [21], which holds true in much more
generality (even in infinite dimensions). We first observe that if τ were an eigenvalue of
positive real part of J L then an associated eigenvector w0 would be such that w
∗
0 Lw0 = 0.
This can easily be shown by an ODE argument. Indeed, we observe that the solution of
the Cauchy problem for w′ = J Lw with initial data w(0) = w0 is w(t) = e
τtw0, and
such that w(t)∗ Lw(t) is constant. Therefore, e(τ+τ)tw∗0 Lw0 = w
∗
0 Lw0 for all t ∈ R,
which implies w∗0 Lw0 = 0 since τ + τ 6= 0. Now, there is an orthogonal decomposition
ker L ⊕ V = RN , with L|V being positive. We thus infer that w0 must belong to ker L,
which contradicts the fact that J Lw0 = τ w0 6= 0.
Lemma A.3. Let J be a nonsingular, skew-adjoint N ×N matrix such that J2 = −IN ,
and H a self-adjoint N × N matrix. Assume that the families of (complex) vectors
(Rα)α∈{1,...,N} and (Lα)α∈{1,...,N} are such that
J H Rα = −ωαRα , L∗α J Rβ = δαβ , ∀α, β ∈ {1, . . . , N} .
Then
J H Lα = ωα Lα , ∀α ∈ {1, . . . , N} .
Proof. Let us denote by Ω the diagonal matrix of coefficients ωα, by R the matrix of
column vectors Rα, and by L
∗ the matrix of row vectors L∗α. By assumption, we have
H R = − J−1RΩ , L∗ = R−1 J−1 = −R−1 J ,
hence L∗H R = Ω, or equivalently, writing R = − J (L∗)−1 = J∗ (L∗)−1,
L∗H J∗ (L∗)−1 = Ω .
Taking the adjoint we get L−1 J H L = Ω∗ , which is the matrix formulation of the claimed
result.
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Lemma A.4. Let H be a Hermitian (2p)× (2p) matrix, and
J =
(
0p Ip
−Ip 0p
)
,
such that JH is hyperbolic. Assume that (R1, . . . ,Rp) is a basis of Es(JH), the stable
subspace of JH, and denote by (Rp+1, . . . ,R2p) the basis of Eu(JH), the unstable subspace
of JH characterized by
R∗p+β JRα = δαβ .
We decompose these vectors of C2p as
Rα =
(
Rα
Sα
)
, Rα ∈ Cp , Sα ∈ Cp ,
Then the following properties are equivalent
i). Es(JH) ∩ (Cp × {0p}) 6= {02p}
ii). ∃(λ1, . . . , λp) ∈ Cp\{(0, . . . , 0)} such that
p∑
α=1
λα Sα = 0 .
iii). ∃L ∈ Cp\{0} such that L∗ Sα = 0 for all α ∈ {1, . . . , p} ,
and the link between ii) and iii) is
λα = L
∗ Sp+α , α ∈ {1, . . . , p} .
Proof. The equivalence between i) and ii) is straightforward. Recall that Es(JH) is of
dimension p because the eigenvalues of JH form pairs (ω,−ω). Furthermore, considering
the adjoint systems of ODEs U ′ = JHU and Z ′ = HJZ, which are such that (Z∗U)′ = 0
along their solutions, we easily see that the stable subspaces Es(JH) and Es(HJ) of
respectively JH and HJ are orthogonal to each other,
Es(JH) = Es(HJ)
⊥ ,
and if (R1, . . . ,Rp) is a basis of Es(JH) then (JR1, . . . ,JRp) is a basis of Es(HJ). There-
fore, i) is equivalent to the existence of (ν1, . . . , νp) ∈ Cp\{(0, . . . , 0)} such that
(ν1, . . . , νp, 0, . . . , 0)JRα = 0 ∀α ∈ {1, . . . , p} ,
which equivalently reads
(ν1, . . . , νp)Sα = 0 ∀α ∈ {1, . . . , p} ,
and is nothing but iii) with L = (ν1, . . . , νp)
T . Then the link between ii) and iii) is that
we can choose the λ’s and ν’s such that (ν1, . . . , νp, 0, . . . , 0)
T = − ∑pα=1 λαRα, which
yields
λα = −R∗p+α J
( L
0
)
= S∗p+α L ,
or equivalently, λα = L
∗ Sp+α.
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Multilinear analysis.
Lemma A.5. Assume that (r1, . . . rp) is a family of vectors of C
p depending smoothly on
a parameter τ ∈ R, and consider the mapping
∆ : τ 7→ det(r1(τ), . . . , rp(τ)) .
Assume that ∆ vanishes at order one at some τ . Then the p× p matrix (r1(τ), . . . , rp(τ))
is of rank (p− 1).
Proof. Up to a reordering of the vectors rα, the fact that ∆(τ) = 0 implies the existence
of (p− 1) complex numbers λα such that
r1(τ) =
n∑
α=2
λα rα(τ) .
Next we observe that for all τ ,
∆(τ) = det(r˜1(τ), r2(τ), . . . , rp(τ)) , r˜1 := r1 −
n∑
α=2
λα rα .
This modification of the first vector simplifies the computation of the derivative of ∆ (the
same trick is widely used in Evans functions calculations), which readily reduces at τ to
∆′(τ) = det(r˜1(τ), r2(τ), . . . , rp(τ)) .
For this derivative to be nonzero, the vectors (r2(τ), . . . , rp(τ) must be independent.
The converse is not true. Take for instance p = 2,
r1(τ) =
(
τ + 1
1
)
, r2(τ) =
( −1
τ − 1
)
,
then ∆(τ) = τ 2 vanishes at order 2 at zero, whereas (r1(0), r2(0)) is obviously of rank 1.
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