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Abstract
Some acceleration theorems for generalized linear summability methods A = (Ank), where Ank are linear
bounded operators from Banach space (B-space) X into B-space Y are derived. These results are proved by
the method of summability with given rapidity. For this purpose some problems of summability with given
rapidity are discussed.
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1. Preliminaries and notation
Let X and Y be B-spaces over the 7eld K, where K = R or K = C. Let L(X; Y ) be a space of
all bounded linear operators from X into Y . A convergent sequence x = (k) with k ∈X and
lim k =  ∧ 	k = 
k(k − )
is called 
-bounded (
-convergent) if 	k =O(1) (∃ lim 	k), whereas 
=(
k) with 0¡
k ↗. Let m
X
and c
X be, respectively, the sets of all 
-bounded and 
-convergent sequences x=(k) with k ∈X In
case 
k=O(1) we get c
X =m


X =cX , where cX is a set of convergent sequences x=(k) with k ∈X .
Let mX denote a set of bounded sequences while x=(k) with k ∈X and eX () := (; ; ; : : :) with
∈X . A sequence x = (k) is called (see [25,6]) summable by a generalized summability method
A= (Ank) with Ank ∈L(X; Y ) or A-summable if the sequence y = (n) with
n =
∞∑
k=0
Ankk (1)
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is convergent. The basic problems of generalized summability methods are studied in detail in
[11,16–18]. By
Am
X ⊂ mY ; (2)
we denote that the transformation A de7ned by (1) transforms every x∈m
X into y∈mY , while
=(n) with 0¡n ↗. The transformation A is called accelerating 
-convergence or 
-boundedness
correspondingly if Ac
X ⊂ cY or (2) with lim n=
n =∞ is valid.
In the case of number sequences and matrices the concepts of 
-convergence, 
-boundedness,

-summability were 7rst introduced in [7,8]. Kangro ([7,8], see also [10]) deduced necessary and
suAcient conditions for Ac
 ⊂ c and Am
 ⊂ m, while c
=c
K and m
=m
K with K=R or K=C.
Using the conditions forAc
 ⊂ c Kangro [7] proved for number case that a regular triangular matrix
transformation cannot accelerate 
-convergence. Using the properties of real numbers Kornfeld [9]
proved in number case that any regular matrix method cannot accelerate the convergence. In the
sequel, several Kangro’s results are generalized for method A= (Ank) with Ank ∈L(X; Y ) where X
and Y are B-spaces. The generalizations of Kangro’s results from the setting of numerical sequences
to the Banach space setting do not require essential modi7cation if X = Y and we use number
matrices. In general case, we have to use the tools of functional analysis. Using our method we
cannot generalize Kornfeld’s result.
Lemma 1.1 (see [6]) is used to prove the main results.
Lemma 1.1. Let X and Y be B-spaces, Ank ∈L(X; Y ) and A= (Ank). If
∃ lim
n
Ank = Ak (k ∈N0)
in norm, then the conditions∑
k
Ankk is convergent for every x∈mX (n∈N0)
and
lim
n
sup
‖k‖61
∣∣∣∣∣
∣∣∣∣∣
p∑
k=0
(Ank − Ak)k
∣∣∣∣∣
∣∣∣∣∣= 0 (uniformly p∈N0)
are necessary and su3cient for AmX ⊂ cY . If these conditions are satis4ed, then
x∈mX ⇒ lim
n
n =
∑
k
Akk ; (3)
whereas
∑
k Akk is uniformly convergent with respect to ‖k‖6 1.
2. Main results
Let in the sequel 
n ↗∞ and n ↗∞.
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Proposition 2.1. Let X and Y be B-spaces, Ank ∈L(X; Y ) and A= (Ank). If
∃lim
n
Ank = Ak (k ∈N0) in norm; (4)
then the conditions
AeX ()∈mY (∈X ); (5)∑
k

−1k ‖Ak‖¡∞; (6)
n
∑
k

−1k ‖Ank − Ak‖=O(1) (7)
are necessary and su3cient for inclusion (2).
Proof. As eX ()∈m
X (∈X ), then condition (5) is necessary for (2). On the strength of condition
(5) we have
∃lim
n
∑
k
Ank= A (∈X ): (8)
Thereby, the quantity n de7ned by (1) may be presented in the form
n =
∑
k

−1k Ank	k +
∑
k
Ank (9)
with 	k=
k(k−). Taking into consideration condition (8) and presentation (9) we get (n)∈ cY ⇔
A
(	k)∈ cY whereas A
 := (
−1k Ank). If
∃lim
n

−1k Ank = 

−1
k Ak (k ∈N0) in norm; (10)
then according to Lemma 1.1 the necessary and suAcient conditions for inclusion A
mX ⊂ cY are∑
k

−1k Ank	k (11)
is convergent (∀(	k)∈mX , n∈N0),
lim
n
sup
‖k‖61
∣∣∣∣∣
∣∣∣∣∣
p∑
k=0

−1k (Ank − Ak)k
∣∣∣∣∣
∣∣∣∣∣= 0 (p∈N0) (12)
uniformly with respect to p. Condition (11) we infer from∑
k

−1k ‖Ank‖=O(1): (13)
Condition (13) can be inferred from (4), (6) and (7). Vice versa (6) can be inferred from (4), (7)
and (13). Condition (4) is equivalent to (10) and (12) can be inferred from (7). By (3), (9) and
(8) we have
= lim
n
n =
∑
k

−1k Ak	k + A:
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As
(5)⇔
(
(8) ∧ n
(∑
k
Ank− A
)
=O(1)
)
;
we get
n(n − ) = n
(∑
k

−1k Ank	k +
∑
k
Ank−
∑
k

−1k Ak	k − A
)
= n
(∑
k

−1k (Ank − Ak)	k
)
+ n
(∑
k
Ank− A
)
:
Therefore,
(n)∈mY ⇔ A
;(	k)∈mY
with A
;=(n
−1k (Ank−Ak)). Condition (7) is necessary and suAcient for inclusion A
;mX ⊂ mY .
If (4) is valid then conditions (5)–(7) are necessary and suAcient for inclusion (2). This completes
the proof.
Let X be a B-space. A method A= (Ank) with Ank ∈L(X; X ) is called regular if AcX ⊂ cX and
lim
n
n = lim
k
k ;
while (k)∈ cX and n is de7ned by (1). As (see [18] or [24]) for regular A we have Ak =  and
lim
n
∑
k
Ank = I;
where  and I denote zero and identity operators, we infer from Proposition 2.1 the next result.
Corollary 2.1. If A= (Ank) with Ank ∈L(X; X ) is a regular method and∑
k
Ank = I (n∈N0);
then the condition
n
∑
k

−1k ‖Ank‖=O(1)
is necessary and su3cient for inclusion Am
X ⊂ mX .
Remark 2.1. If we take X =K and Ank = ankI (ank ∈K) then we get from Proposition 2.1 Kangro’s
[8] corresponding theorem.
Remark 2.2. In case 
n = O(1) and n = O(1) the assertion of Proposition 2.1 stays valid if the
quantity O(1) will be replaced in condition (7) with o(1).
Remark 2.3. In [22] a similar result to Proposition 2.1 is proved for the inclusion Ac
X ⊂ cY using
Zeller’s [25] cX → cY theorem instead of Kangro’s [6] mX → cY theorem.
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Remark 2.4. Some examples to Proposition 2.1 can be derived using (see [3] or [12]) the lists of
B-spaces and convenient linear bounded operators.
Example 2.1. Let X =C[a; b] be B-space of real value continuous functions of a real variable, while
the norm in C[a; b] will be
‖‖= max
a6t6b
|(t)|:
Let the functions Knk(t; s) be continuous on [a; b]× [a; b]. Then the integral operators Knk :C[a; b]→
C[a; b] de7ned by
(Knk)(t) =
∫ b
a
Knk(t; s)(s) ds (t ∈ [a; b])
are linear and bounded (see [12]), while
‖Knk‖= max
a6t6b
∫ b
a
|Knk(t; s)| ds:
If
lim
n
Knk = Kk (k ∈N0) in norm
and
lim
n
∑
k
Knk= K (∈X );
then by Proposition 2.1 the conditions
n max
a6t6b
∣∣∣∣∣
∫ b
a
(∑
k
Knk(t; s)− K(t; s)
)
ds
∣∣∣∣∣=O(1);
∑
k

−1k maxa6t6b
∫ b
a
|Kk(t; s)| ds¡∞;
n
∑
k

−1k maxa6t6b
∫ b
a
|Knk(t; s)− Kk(t; s)| ds=O(1)
are necessary and suAcient for Km
C[a;b] ⊂ mC[a;b] with K= (Knk). If we have
Kk(t; s) = 0;
∑
k
Knk(t; s) = K(t; s);
then the condition
n
∑
k

−1k maxa6t6b
∫ b
a
|Knk(t; s)| ds=O(1)
is necessary and suAcient forKm
C[a;b] ⊂ mC[a;b]. As this is a theoretical example we pose a problem
on existing of a simple regular generalized summability method K.
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A generalized matrix transformation A = (Ank) is called triangular if Ank =  (k ¿n), where 
signi7es the zero operator from X to Y .
Proposition 2.2. Let X and Y be B-spaces and Ank ∈L(X; Y ). If the triangular transformation
A= (Ank) de4ned by
n =
n∑
k=0
Ankk (14)
is accelerating 
-boundedness, then
lim
n
n∑
k=0
‖Ank − Ak‖= 0: (15)
Proof. Suppose by contradiction that (15) is false. That means there exist #0¿ 0 and indices $n
with
$n∑
k=0
‖A$nk − Ak‖¿ #0:
While 0¡
k ↗, we get
$n∑
k=0

−1k ‖A$nk − Ak‖¿ #0
−1$n : (16)
As a triangular transformation A is accelerating 
-boundedness, then according to the notion of

-boundedness acceleration and Proposition 2.1 we infer from condition (7) that
$n
$n∑
k=0

−1k ‖A$nk − Ak‖=O(1): (17)
Therefore by (16) and (17) we have
#0$n

−1
$n 6 $n
$n∑
k=0

−1k ‖A$nk − Ak‖=O(1):
So we get
#0$n

−1
$n =O(1)
contradicting to the condition of acceleration lim n
−1n =∞. So (15) is valid. This completes the
proof.
Corollary 2.2. If X is B-space and A = (Ank) with Ank ∈L(X; X ) is a regular triangular matrix
method satisfying the condition
n∑
k=0
Ank = I; (18)
then A cannot accelerate 
-boundedness.
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Proof. By regularity of A we have Ak =  and, therefore, condition (15) is in the form
lim
n
n∑
k=0
‖Ank‖= 0
contradicting to condition (18).
Remark 2.5. In recent years, the main results in convergence acceleration have been proved for
nonlinear methods of acceleration (see [4,5,13–15,23]). Though nonlinear methods usually give better
results than linear methods and a regular triangular method A satisfying conditions of Corollary
2.2 cannot accelerate 
-boundedness, regular triangular methods are used (see [21], also [2]) for
acceleration of some subsets of m
X : Also for acceleration in some cases there is a possibility to use
conull methods. Conull methods satisfy condition (15).
In some cases, we have information about the transformed sequence Ax, namely
Ax∈m
X : (19)
Using additional conditions we want to infer from (19) the information about the rapidity of con-
vergence of x. In some cases, we can use Tauberian remainder theorems. Let us present the simplest
result of this type, while information about more complicated Tauberian remainder theorems can be
found in [19,20].
Proposition 2.3. Let X be B-space and A = (Ank) with Ank ∈L(X; X ) be a regular triangular
method satisfying the conditions

n
n∑
k=0

−1k ‖Ank‖=O(1);

k
∣∣∣∣∣
∣∣∣∣∣
k∑
$=0
An$
∣∣∣∣∣
∣∣∣∣∣ ‖Ik‖=O(‖Ank‖) (k6 n; n∈N0);

n
∣∣∣∣∣
∣∣∣∣∣
n∑
k=0
Ank − I
∣∣∣∣∣
∣∣∣∣∣ ‖n‖=O(1);
whereas Ik = k − k+1. Then Ax∈m
X implies x∈m
X .
Proof. Let a sequence (n) be de7ned by (14). As

n‖n − ‖ = 
n‖(n − n)− (n − )‖
6 
n‖n − n‖+ 
n‖n − ‖;
Ax∈m
X ⇔ 
n‖n − ‖=O(1)
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and using (see [1]) Abel’s transformation we get

n‖n − n‖
=
n
∣∣∣∣∣
∣∣∣∣∣
n∑
k=0
Ankk − n
∣∣∣∣∣
∣∣∣∣∣
=
n
∣∣∣∣∣
∣∣∣∣∣
n−1∑
k=0
(
k∑
$=0
An$
)
(Ik) +
(
n∑
k=0
Ank
)
n − n
∣∣∣∣∣
∣∣∣∣∣
6 
n
n∑
k=0
∣∣∣∣∣
∣∣∣∣∣
k∑
$=0
An$
∣∣∣∣∣
∣∣∣∣∣ ‖Ik‖+ 
n
∣∣∣∣∣
∣∣∣∣∣
n∑
k=0
Ank − I
∣∣∣∣∣
∣∣∣∣∣ ‖n‖
=O
(

n
n∑
k=0

−1k ‖Ank‖
)
+O(1) = O(1);
then

n‖n − ‖=O(1):
As A is regular, then = . This completes the proof.
References
[1] S. Baron, Introduction to the Theory of Summability of Series, Valgus, Tallinn, 1977 (in Russian).
[2] J.P. Delahaye, Sequence Transformations, Springer, New York, 1988.
[3] N. Dunford, J. Schwartz, Linear Operators, Part I: General Theory, Interscience, New York, 1958.
[4] A. Fdil, On the acceleration of two classes of sequences by the ˆ-algorithm, J. Comput. Appl. Math. 106 (1999)
71–85.
[5] P.R. Graves-Morris, A review of PadOe methods for the acceleration of convergence of a sequence of vectors, Appl.
Numer. Math. 15 (1994) 153–174.
[6] G. Kangro, On matrix transformations of sequences in Banach spaces, Proc. Estonian Acad. Sci. Tech. Phys. Math.
5 (1956) 108–128 (in Russian).
[7] G. Kangro, On the summability factors of the Bohr–Hardy type for a given rapidity I, Proc. Estonian Acad. Sci.
Phys. Math. 18 (1969) 137–146 (in Russian).
[8] G. Kangro, Summability factors for the series 
-bounded by the methods of Riesz and CesQaro, Acta Comment. Univ.
Tartuensis 277 (1971) 136–154 (in Russian).
[9] I. Kornfeld, Nonexistence of universally accelerating linear summability methods, J. Comput. Appl. Math. 53 (1994)
309–321.
[10] T. Leiger, Methods of Functional Analysis in Summability Theory, Tartu University, Tartu, 1992 (in Estonian).
[11] I.J. Maddox, In7nite Matrices of Operators, Springer, Berlin, 1980.
[12] E. Oja, P. Oja, Functional Analysis, Tartu University, Tartu, 1991 (in Estonian).
[13] M. Prevost, Acceleration property for the E-algorithm and an application to the summation of series, Adv. Comput.
Math. 2 (1994) 319–341.
[14] M. Prevost, D. Vekemans, Partial PadOe prediction, Numer. Algorithms 20 (1999) 23–50.
[15] M.N. Senhadji, On condition numbers of some quasi-linear transformations, J. Comput. Appl. Math. 104 (1999) 1–17.
[16] T. So˜rmus, Some properties of generalized summability methods in Banach spaces, Proc. Estonian Acad. Sci. Phys.
Math. 46 (1997) 171–186.
I. Tammeraid / Journal of Computational and Applied Mathematics 159 (2003) 365–373 373
[17] T. So˜rmus, Mercer’s theorems for generalized summability methods in Banach spaces, Proc. Estonian Acad. Sci.
Phys. Math. 47 (1998) 75–89.
[18] T. So˜rmus, Tauberian theorems for generalized summability methods in Banach spaces, Proc. Estonian Acad. Sci.
Phys. Math. 49 (2000) 170–182.
[19] I. Tammeraid, Tauberian remainder theorems for two families of summability methods, Proc. Estonian Acad. Sci.
Phys. Math. 49 (2000) 183–189.
[20] I. Tammeraid, Two Tauberian remainder theorems for the CesQaro summability, Proc. Estonian Acad. Sci. Phys. Math.
49 (2000) 225–232.
[21] I. Tammeraid, Convergence rate of iterative process and weighted means, Proceedings of the International Conference
OFEA’2001, Vol. 2, St. Petersburg, Russia, 2002, pp. 49–55.
[22] I. Tammeraid, Convergence acceleration and linear methods, Math. Model. Anal. 8 (2003) 87–92.
[23] S.H. Wang, A new concept of convergence acceleration, J. Math. (Wuhan) 14 (1994) 277–284.
[24] J. Wimp, Sequence Transformations and their Applications, Academic Press, New York, 1981.
[25] K. Zeller, Verallgemeinerte matrixtransformationen, Math. Z. 56 (1952) 18–20.
