Abstract. This paper studies the total variation regularization model with an L 1 fidelity term (TV-L 1 ) for decomposing an image into features of different scales. We first show that the images produced by this model can be formed from the minimizers of a sequence of decoupled geometry subproblems. Using this result we show that the TV-L 1 model is able to separate image features according to their scales, where the scale is analytically defined by the G-value. A number of other properties including the geometric and morphological invariance of the TV-L 1 model are also proved and their applications discussed.
1. Introduction. Let a grey-scale n-dimensional image be represented by a function f on a domain of R n . In this paper, we restrict our discussion to typical 2-dimensional open domains (typically, Ω = R 2 or (0, 1) 2 ). The TV-L 1 model obtains a decomposition of f by solving the following model:
for the minimizer u * λ and v * λ = f − u * λ , where BV is the space of functions of bounded variation, T V (u) is the total variation of u, and f ∈ L 1 (Ω). The latter is needed for technical reasons given below. Previous work on this model for image/signal processing includes Alliney's pioneering study [3, 4, 5] of the discrete version of (1.1), Nikolova's [34, 35, 36] discovery of the usefulness of this model for removing impulsive noise, Chan and Esedoglu's [17] further analysis of this model, and a series of applications of this model in computer vision by Chen et al. [22, 20, 21] and in biomedical imaging Yin et al. [44] . Related work that was carried out at the same time as or after our work includes Kawohl and Schuricht's [29] investigation of the 1-Laplace operator div(Du/|Du|), Darbon's [23] analysis of the discrete TV-L 1 model as a contrast invariant filter, Allard's [2] analysis of the total variation regularization using a geometric measure theory approach, and Vixie and Esedoglu's [43] work on characterizing the solutions of (1.2) below.
In this paper we extend the existing analysis of the TV-L 1 model. In particular, we show its equivalence to the non-convex geometry problem:
Total variation (TV) models.
A general framework for obtaining a decomposition of an image f into a regular part u and an irregular part v is to solve the problem
for u, where s(·) and t(·, ·) are two functionals on appropriate spaces and · A and · B are norms (or semi-norms). · A and s(·) should be chosen so that s(u) A is small for regular signals u but much bigger for irregular noise v. Then, minimizing s(u) A is equivalent to regularizing u according to the measure s(u) A . A typical choice for s(u) A is |Du| p , where u ∈ BV , the space of functions of bounded variation (see Def. 1.1), and Du denotes the generalized derivative of u. For p > 1, minimizing |Du| p tends to produce rather smooth functions. In particular, p = 2 gives Tihoknov regularization. Therefore, to keep edges like object boundaries in u (i.e. to allow discontinuities in u), one should use p = 1. An adaptive combination of these semi-norms can be used to keep sharp edges while avoiding staircase effects in regions where the image varies smoothly. The fidelity term t(u, f ) B ≤ σ forces u to be close to f . t(u, f ) is often chosen to be f − u ≡ v. The choice of a particular norm depends on the application. In image denoising, a common choice (known as the ROF model) is t(u, f ) B = f − u L 2 , which is small if f − u is noise. The ROF model [39] by Rudin, Osher, and Fatemi was the first use of total variation regularization in image processing. In deblurring with denoising, for example, t(u, f ) B = f −Au L 2 is commonly used, where A is a blurring operator. The pioneering ROF model led the way to a rich area of total variation-based image processing. See [18] for a survey.
If s(u) A and t(u, f ) B are convex in u, the constrained minimization problem min{ s(u) A s.t. t(u) B ≤ σ} is equivalent to its Lagrangian form min{ s(u) A + λ t(u, f ) B }, where λ is the Lagrange multiplier for the constraint t(u) B ≤ σ. The two problems have the same solution if λ is chosen equal to the optimal value of the dual variable corresponding to the constraint in the constrained problem. Given σ or λ, one can calculate the other value by solving the corresponding problem.
1.3. The BV and G spaces and norms. We now formally define the Banach space BV of functions with bounded variation and the Banach space G, which is dual to a subspace of BV , and norms defined on these spaces. We provide these for the completeness. They are relevant to some of the results in Section 7. Readers familiar with the theoretical foundation of total variation [7] can skip this subsection. Definition 1.1. [46] Let u ∈ L 1 , and define 
and is equipped with the
with Ω being a bounded open domain is defined analogously to BV with L 1 and
and Du is the generalized derivative of u, then we have from the definition above, using integration by parts:
We can also see from (1.4) that each u defines a bounded linear functional L u (g) on C 0 (R n ; R n ) [12] . Using the Riesz representation theorem (also referred to as the Riesz-Markov theorem) on the isomorphism between the dual of C 0 (R n ; R n ) and the set of bounded vector Radon measures, we immediately have the following equivalent and often used definition:
When Du is considered as a measure, T V (u) over a set Ω ⊆ R n equals the total variation of Du as the Borel positive measure over Ω. This is given by
where the Borel sets are the σ-algebra generated by the open sets in R n . This is true because each g ∈ C 0 (R n ; R n ) such that g l 2 ≤ 1 is the limit of a series of [−1, 1]-valued vector functions that are piecewise constant on Borel sets.
In the dual space of C 0 (R n ; R n ) we define weak-* convergence of Du n to Dn as
Sets in R n with finite perimeter are often referred to as BV sets. The perimeter of a set S is defined as follows: (1.5)
where 1 S is the indicator function of S. Next, we define the space G [32] . Definition 1.2. Let G denote the Banach space consisting of all generalized functions v(x) defined on R n that can be written as
and equipped with the norm v G defined as the infimum of all L ∞ norms of the functions | g(x)| l 2 over all decompositions (1.6) 
G is the dual of the closed subspace BV of BV , where
. We note that finite difference approximations to functions in BV and in BV are the same. For the definition and properties of G(Ω), see [11] .
An immediate consequence of Definition 1.2 is that
holds for any u ∈ BV with compact support and v ∈ G. We say (u, v) is an extremal pair if (1.7) holds with equality. This result was recently used by Kindermann, Osher and Xu [30] to recover f from an ROF generated v, which may have applications in image encryption. The rest of the paper is organized as follows. In Section 2 we present a simple example to introduce some preliminaries and existing results on the TV-L 1 model. Section 3 is devoted to the monoticity property of the geometry problem min U ⊂R 2 Per(U )+ λ|S U |, which serves as a basis for the rest of the paper. In Section 4 we use the results in Section 3 to construct the solution of the TV-L 1 model and discuss computational methods based on this construction. Sections 5 and 6 discuss feature selection and geometric and morphological invariance properties of the TV-L 1 model. In Section 7 we take a different analytic approach to establish the relationship between an approximate and the exact TV-L 1 model. Numerical results illustrating properties of the model are given in Section 8. Some technical results are given in Appendices A and B. 
which has intensity c > 0 at all points (
≤ r 2 } and intensity 0 everywhere else. Chan and Esedoglu [17] showed that for this f , solving (1.1) gives
In general the minimizer of the TV-L 1 is nonunique. In the above disk example, if λ = 2/r, problem (1.1) has an infinite number of minimizers.
Two surprising points about this example are worth mentioning. First, the signal is never corrupted by the TV-L 1 decomposition: for all values of λ except 2/r, where nonuniqueness occurs, the entire signal of f is either completely contained in u * λ or completely contained in v * λ . This is not case in the ROF (TV-L 2 ) decomposition. Strong and Chan [42] showed that, for this f , the ROF model gives u * λ = c λ f , where c λ is a constant scalar lying in [0, 1), never reaching 1 exactly. In other words, even if the input image f is completely noiseless, there does not exist a value of λ that gives an uncorrupted output in the ROF model. Meyer [32] characterized this phenomenon using the G-norm:
, the decomposition is meaningless since u * λ ≡ 0 and v * λ = f . Since v * λ corresponds to signal noise in the ROF model, Meyer's analysis indicates that the ROF model corrupts a noiseless input. However, it is desirable that noisefree images or image portions be kept invariant by a signal-noise decomposition. To achieve this, a remedy proposed by Osher et al in [37] for the ROF model iterates the decomposition using f k = f + v k−1 . In contrast to the ROF model, the TV-L 1 model keeps the integrity of the signal in its decomposition.
The second surprising property of the TV-L 1 model exposed by this example is that the value of λ at which u * λ switches from 0 to f depends on the size of signal (i.e., the radius of the disk), and not on its intensity c. This is very surprising because the fidelity term f − u L 1 clearly penalizes the intensity difference between f and u * . For the aforementioned disk signal [17] or inputs like an annulus or a set of concentric annuli, and more general inputs with level sets contained inside a convex outer curve, one may derive analytic solutions using a symmetry argument (e.g., see Appendix A) or total variation flow (see [6, 13, 14, 9, 10] for extensive studies of the minimizers of min U ⊂S Per(U ) − λ|U | when S is convex or has an external boundary that is a convex curve using total variation flow); but how should one choose λ for an image that may contain signals of different scales and arbitrary shapes so as to isolate in u * λ certain of these signals? In Sections 5 and 6, we give a rigorous proof of this intensity-independent property of the TV-L 1 model for general image inputs. This property was observed by Chan and Esedoglu and mentioned in their work [17] .
Even though Alliney and Nikolova did not explicitly draw these conclusions in an analytic way in their papers [3, 4, 5, 34, 35] , they made related observations, and their successful attempts of applying the 1D/2D TV-L 1 to signal processing were based on these properties. Alliney studied the 1D and discrete version of the TV-L 1 energy and proved that his recursive median filter can construct u * λ directly. Many of his 1D results were later extended to 2D or higher dimensional spaces in [17] . Nikolova focused on the minimization of non-differentiable data fidelity terms, including the L 1 fidelity term, and presented impressive and successful applications of the TV-L 1 model to impulsive noise removal and outlier identification. She observed that u * , the reconstructed image, was exact at some pixels and related this finding to the property of contrast-invariance. Later, Chan and Esedoglu [17] 
Formula (2.1), which is called the Layer Cake formula in [17] , can be obtained by combining the co-area formula [26] 
If the observed image is a characteristic function of a set
An equivalent of the above proposition is Proposition 2.3. Any [0, 1) level set of the minimizer u * λ of E(u; λ, 1 S ) solves the geometry problem
Propositions 2.2 and 2.3 state that the non-convex geometry problem (2.2) can be converted into the TV-L 1 problem (1.1), which is a convex problem. This geometry problem finds applications in removing isolated binary noise and enhancing binary fax images. Given a binary signal S, one can solve the TV-L 1 problem with input f = 1 S . If the solution u * is not binary, then one should examine its level sets. In the rest of the paper, we exploit the converse of this process: given an observed image f , one can solve a series of geometry problems (2.2) and use the series of solutions, which are sets, to construct u * explicitly.
3. The TV-L 1 geometry problem. In [17] Chan and Esedoglu raised the following question about the geometry problem (2.2):
If S 1 ⊂ S 2 and U * 1 and U * 2 are minimizers of the geometry problem (2.2) with inputs S = S 1 and S = S 2 , respectively, is U *
While the absolute answer is "no", the answer is affirmative for a variant of the above question: 
Before we present this proof, let us see why the answer to Chan and Esedoglu's question is negative: Example Let λ = 2/r and the input sets S 1 = B r (0) and S 2 = B r (0) ∪ B r (x) where x is a point distant from the origin 0. Clearly, S 1 ⊂ S 2 strictly. However, there exist solutions
of the geometry problem (2.2) for S = S 1 and S = S 2 , respectively, where U *
strictly. According to the results in [13, 14] , both problems have multiple solutions. For S = S 1 , the set of minimizers is {∅, B r (0)} and, for S = S 2 , this set is {∅,
In the rest of this section, we assumer U * 1 and U * 2 are minimizers (U * 1 ⊆ U * 2 may not hold) of E G (U ; λ, S) with S = S 1 and S = S 2 for a fixed λ, respectively, and S 1 ⊆ S 2 . Since λ is fixed, we omit λ and write E G (U ; λ, S) as
Lemma 3.2 (Proposition 3.38 in [7] ). For two arbitrary sets U 1 and U 2 with finite perimeters, we have
This property is also called the submodularity of Per functional. The following example shows that the above inequality can hold strictly.
Example Let U 1 be a square with opposite corners at (0, 0), (−1, 1) and U 2 be another square with opposite corners at (0, 0), (1, 1) . U 1 has its entire right edge touching the entire left edge of U 2 . According to the definition, Per(U 1 ) = Per(U 2 ) = 4, Per(U 1 ∩ U 2 ) = 0, and Per(U 1 ∪ U 2 ) = 6, where the third equation holds because U 1 ∩ U 2 has measure 0 in R 2 and hence is untestable by continuous functions.
In general, if two sets U 1 and U 2 share opposite edges for a strictly positive reduced length (a concept in geometric measure theory, see [7] ), then this length is excluded from Per(U 1 ∩ U 2 ) so (3.1) holds strictly. Lemma 3.2 is used in the proof of Lemma 3.4 below.
Lemma 3.3. Under Assumption A, the following inequalities hold:
Proof. The first inequality follows from the optimality of U * 1 . To prove the second inequality in (3.2), we expand its left-hand and right-hand sides:
As (3.3) is identical to (3.6), we only need to prove (3.4) ≥ (3.7) and (3.5) ≥ (3.8).
In fact,
Lemma 3.4. Under Assumption A, the following inequalities hold:
Proof. The second inequality follows directly from the optimality of U * 2 with respect to S = S 2 . To prove the first inequality, let us expand
2 ) was expanded above in the proof of Lemma 3.3.)
We need to prove that (3.6), (3.7), and (3.8) are no less than (3.10), (3.11), and (3.12), respectively. Lemma 3.2 gives (3.6)≥(3.10). Moreover, we have (3.7) = (3.11) and (3.8) = (3.12) as proved below:
and
Proof. (of Theorem
Therefore, all inequalities above hold as equalities. It follows that U ∧ and U ∨ minimize E G (U ; S 1 ) and E G (U ; S 2 ), respectively. We have found a solution pair (Ū *
The following two corollaries extend the above geometric results to the minimizers of the TV-L 1 energy E. Corollary 3.6. ) minimize E(u; λ, f 1 ) and E(u; λ, f 2 ), respectively. The above two corollaries can be proved by first using the Layer Cake formula (2.1) to express the TV-L 1 energy as an integral of geometry energies over all super level sets and then applying the results of Theorem 3.1 and Corollary 3.5 to the geometry energy at each level. We leave these proofs to the reader.
Constructing u
* from U * µ . In this section we show how Theorem 3.1 can be applied to construct a minimizer u * of E(u; λ, f ) from minimizers of E G (U ; λ, S). Given an observed image f , we let the inputs S be the level sets of f , i.e., S = L(f, µ), which are contained inside one another as µ is increased, i.e., L(f, µ 2 ) ⊆ L(f, µ 1 ) if µ 2 > µ 1 . From Theorem 3.1, the following collections of sequences of minimizers U * µ of E G (U ; λ, L(f, µ)) is well-defined and nonempty:
Let {U * µ } µ∈R ∈ U * (f ), i.e., {U * µ } µ∈R is a specific sequence of sets in the collection U * (f ), in which the minimizers U * µ of E G (U ; λ, L(f, µ)) are contained inside one another as µ is increased. We defineū pointwise by
A geometrically clearer version of the above construction is the following: let
then we have
where u + and u − are built up by stacking the shrinking (and nested) U Since each L(ū, µ) minimizes the integrand of the integral (4.6)
over all levels µ, the whole integral is minimized and is equivalent to E(ū; λ, f ) by the Layer Cake formula (2.1). In Section 5 below, Theorem 4.1 is used to characterize those image features that appear in u * and those that end up in v * = f − u * . In the light of this theorem, one may wonder whether this equivalence between the TV-L 1 model (1.1) and a series of geometry problems makes it easier (or at least provides a more geometric way) to find a solution. There is both bad and good news. In theory, the number of different geometry problems we need to solve is infinite while, in practice, when processing computerized images this number is finite and is limited by the number of grey-scale levels (typically 256 or 2 16 ). However, obtaining a solution of (2.2) is non-trivial because it is nonconvex and has nonunique solutions in general. Let us again examine the disk example S = B r (0) with radius r for an illustration of solution nonuniqueness: if S = B r (0) and λ = 2/r, then both U = B r (0) and U = ∅ minimize the geometry energy while any other sets, especially those U = Br(0) satisfying 0 <r < r, are not minimizers; if 0 < λ < 2/r, then U = B r (0) is a local, non-global, minimizer in then sense that U = B r± (0) for any small gives higher energies (so U = B r (0) is locally minimal) but U = ∅ is the unique global minimum. This suggests that a global minimization algorithm for solving (2.2) may have to examine a large number of sets before restricting its search locally.
A recent algorithm that falls into this category is one proposed by Darbon and Sigelle [24] for solving the anisotropic TV-L 1 model, where the 1-norm of the gradient of u is used in the the definition of T V (u) in place of the 2-norm. This algorithm is based on sampling a 256-level Markov random field (MRF) on grey-scale images. It uses the Layer Cake formula and associates a binary MRF with each level set of an image by reformulating and decomposing the geometry energy (2.2) as conditional posterior energies at each pixel (i.e., at each site in the MRF). To optimize each binary MRF, i.e., to find a lowest energy configuration, they used a min-cut algorithm [31] that finds the global minimizer in polynomial time. This is not surprising despite the fact that the geometry problem may have strictly local solutions. Although the mincut problem is a 0-1 combinatorial problem, its dual is the max flow problem, which is well known to be polynomial-time solvable. This link between min-cut problems and TV-L 1 has the promise of providing extremely efficient algorithms for the latter. After our work was first submitted, an anonymous referee brought to our attention the recent work [16] by A. Chambolle, which exploits the connection between the anisotropic ROF model and a series of decoupled geometry problems to solve the ROF model using a min-cut based algorithm that is essentially identical to the one proposed in [24] .
5. Feature selection. In the previous sections, the parameter λ in the TV-L 1 model (1.1) was fixed. In this section, however, we vary λ and relate it to the scales of the features in u * and v * . It is well know that Meyer's G-norm (Def. 1.2) is a good measure of the oscillation of functions [32] . Using G-value [40] defined below, which is an extension of Meyer's G-norm proposed by Scherzer et al, we are able to fully characterize v * for a given parameter λ. To emphasize the role of λ in determining u * , v * , U * µ , and V * µ , we add λ as a subscript to these quantities (i.e., we write u * λ , v * λ , U * λ,µ , and V * λ,µ ) in this section. In general, the TV-L 1 model, using a particular value of the parameter λ, returns an image combining many features. In certain applications one is interested in extracting small and/or large-scale features in an image. Therefore, we are interested in determining a λ that gives all targeted features with the least number of unwanted features in the output. Below we show how to choose an appropriate λ that will allow us to extract geometric features of a given scale, measured by the G-values of their level sets.
set-valued function (also called a multifunction and a set-valued map) that is measurable in the sense that Ψ −1 (S) is Lebesgue measurable for every open set S ⊂ R. We do not distinguish between Ψ being a set-valued function and a set of measurable (single-valued) functions, and let
The G-value of Ψ is defined as follows:
An easy way to understand the above definition is to compare the definitions of G-value and G-norm. Since the G-norm of a function ψ can be defined as
where a single-function set {ψ} replaces Ψ in (5.1) , the G-value can be viewed as an extension of the G-norm to set-valued functions. In [40] Scherzer et al applied the G-value to the sub-differential of the absolute value of f , ∂|f |, and the Slope from [8] of f to determine when u * λ or v * λ vanishes:
is an optimal solution if and only if
λ ≤ 1 G(∂|f |) ; 2. u * λ = f (v * λ = 0
) is an optimal solution if and only if
Instead of directly applying Theorem 5.2 to the input f , we apply it to the characteristic functions of the level sets of f . We easily have the following results as a corollary of Theorem 5. 
The proof is simple since it is sufficient to provide a proof for the geometry problem (2.2). The geometry formulation (2.2) has the straightforward properties of translational and isometric (e.g., rotational) invariance. If the n-dimensional geometry sets U and S in (2.2) are both uniformly scaled by a constant ρ, then Per(U ρ ) and |U ρ S ρ | equal ρ n−1 Per(U ) and ρ n |U S|, respectively. One can scale λ in (2.2) by 1/ρ and obtain an energy homogeneously scaled by ρ n−1 :
(Morphological invariance) Let C be a constant scalar and g be an increasing real function. Then,
Proof. These results are simple consequences of Theorem 4.1, which states that minimizing E(u; λ, f ) can be decoupled into independent minimizations of E G (U ; λ, L(F, µ) ) over a range of values of µ.
Since log is an increasing function, we have the following from Proposition 6.2:
This means that the following two processes are equivalent:
(1) Take f , obtain u * by applying the TV-L 1 decomposition to f , and get v = (2) Take the logarithmf of f , obtainv =f −ū by applying the TV-L 1 decomposition tof , and get the same v = exp(v). This example was explored by Chen et al [21] who proposed the Logarithm TV (LTV) model for preprocessing face images to correct varying illuminations prior to automated face recognition. In a face image, one half of the face can look brighter than the other half if the light shines on the face from one side. An extreme case occurs when a point light source is located exactly to the left of the face. In such a case the right half of the face only receives a very little amount of ambient light, resulting in face images with very unbalanced brightness and contrast. In Figure 6 .1 we present a face f to illustrate this issue. Geometric information intrinsic to the face must be extracted for use by distance-based algorithms for comparing an inquiry image with reference images. It is well known in signal processing that the logarithm function, which is steep near 1 and flat near ∞, can be applied to a grey-scale image f to enhance the contrast of its low-light range signal, corresponding to the range of small intensity values. Therefore, the authors applied the TV-L 1 model to log f and examined the small-scale outputv and its restored signal exp(v). They found that v = exp(v) (Figure 6 .2) contains signal of small-scale facial features that does not vary too much among the images of the same face under different illuminations. Their experiments based on angle testing and principal component analysis (PCA) then proved that v = exp(v) has illumination-free signal that is an ideal element for distance measure. Specifically, they treat two exp(v)'s as two vectors w 1 and w 2 and measure their distance by the cosine of the angle between them (i.e., w 1 , w 2 / ( w 1 w 2 ) ). Their analysis in [21] provides an explanation for LTV's excellent performance that is based on the relationship between v = f /u * and a multiplicative light reflection model.
7.
Smooth approximation of the TV-L 1 model. In contrast with the previous sections where we followed a geometric approach, in this section we analytically study the approximate TV-L 1 energy
defined in a bounded convex open set Ω with a C 1 boundary (typically rectangular). We let u * ε denote the unique minimizer of E ε (u; λ, f ) and v * ε = f − u * ε . Because the L 1 energy is convex but nonsmooth, PDE-based iterative methods [39, 15] inevitably employ a smoothing regularization like (7.1). For large-scale and nondecomposible problems, such as those arise in processing 3D and 4D medical images, this type of method is the only one that does not exceed memory limits. Therefore, it is important to understand the behavior of the approximation (7.1). Below we characterize the Gnorm of the minimizers of (7.1), which allows us to compare (7.1) with the ROF model [39] and view the results in the previous sections from a different perspective. We note that the TV term is also not smooth and its approximation is discussed in [1] .
In our proof below of Theorem 7.3 of the convergence of the solutions of the perturbed TV-L 1 model (7.1) to the solution of the TV-L 1 model, we need the following result.
Lemma 7.1 (General Minimax Theorem [25, 41] ). Let K be a compact convex subset of a Hausdorff topological vector space X, C be a convex subset of a vector space Y , and f be a real-valued functional defined on K × C which is (1) convex and lower-semicontinuous in x for each y, and (2) concave in y for each x. Then
We also need the following technical lemma. Lemma 7.2. The sets
For any λ ∈ [0, 1], we have (Minkowski inequality) 
A proof for more general cases can be found in [38] . We give a short proof below based on Lemma 7.1. A similar approach is also used in [28] to derive the G-norm related properties for the ROF model [39] .
Proof. Let R (in the definition of BV 0 in Lemma 7.2) be large enough, and consider the functional L : w) is convex and lower semi-continuous in u, and is linear (hence concave) in w.
Since G 0 is complete w.r.t. · G , there exists an optimal w * ε (u) satisfying P ε (u) = L ε (u, w * ε (u)) for each u ∈ BV 0 . On the other hand, by applying the property of (relatively) weak compactness of BV 0 in L p for 1 ≤ p ≤ n/(n − 1) [1, 7, 26, 38, 46] , we have an optimal u * ε ∈ BV 0 that minimizes P ε (u). The obtainability of optimizers and Lemma 7.2 allow us to apply Lemma 7.1 to L ε (u, w): there exists an optimal solution pair (u * ε , w * ε ) ∈ BV 0 × G 0 such that
The first equation in (7.2) indicates ∂L ε (u, w * ε )/∂u| u=u * ε = 0, and this gives [27, 45] has proven to give very accurate solutions for solving TVbased image models, we formulated the TV-L 1 model (1.1) and the G-value formula (5.1) as SOCPs and solved them using the commercial optimization package Mosek [33] .
The set of results depicted in Figure 8 , for i = 1, . . . , 6, are large since the components do not possess smooth edges in the pixelized images. This means that the property (5.5) does not hold for these components, so using the lambda values λ 1 , . . . , λ 6 given in Table 8 .1 does not necessarily give the entire feature signals in the outputs u i , i = 1, . . . , 6. We can see from the numerical results depicted in Figure 8 .2 that we were able to produce an output u i that contains only those features with scales larger that 1/λ i , leaving in v i only a small amount of the signal of these features near nonsmooth edges. For example, we can see the white boundary of S 2 in v 3 and four white pixels corresponding to the four corners of S 3 in v 4 and v 5 . This is due to the nonsmoothness of the boundary and the use of finite differences. However, we can see that the numerical results closely match the analytic results given in Subsection 4.1. u i 's contain signal increasing in scale and v i 's contain the residual, which is decreasing in scale. Using the λ min i values, we were able to get the desired features in u and v. Moreover, by forming differences between the outputs u 1 , . . . , u 6 , we extracted individual features S 1 , . . . , S 5 from input f . These results are depicted in the last two rows of images in Figure 8. 
2.
Besides multiscale feature selection demonstrated in the test above, the TV-L 1 decomposition can also be used to filter 1D signal [3] , to remove impulsive (salt-npepper) noise [35] , to extract textures from natural images [45] , to remove varying illumination in face images for face recognition [22, 21] , to decompose 2D/3D images for multiscale MR image registration [20] , to assess damage from satellite imagery [19] , and to remove inhomogeneous background from cDNA microarray and digital microscopic images [44] . These interesting results were obtained before their theoretical basis was proven above. We believe there exist broader and undiscovered applications of the TV-L 1 model or variants of it, and we hope that the insights into the TV-L 1 model provided here help in identifying such applications. [17] is the foundation of this paper. Our communications with Prof. Scherzer inspired us to associate the G-value with scale-based feature selection. Finally, we thank an anonymous referee for informing us of related work and helping us improve this paper. we conclude that each U i must minimize (A.1) and hence equal to U * λ . Therefore, U * λ is a minimizer of the geometry problem (A.1), and the proposition follows from Theorem 4.1.
