GPS data processing Static data: continuous and survey
The static data collected at continuous and survey sites were processed with the GAMIT/GLOBK software (24) (25) . In the first step, we reduce 24-hour sessions to daily site positions choosing the ionosphere-free combination, and fixing the ambiguities to integer values. We use precise orbits from the International GNSS Service for Geodynamics (IGS) and IGS Tables to describe the phase centers of the antennae 26 . We estimate one tropospheric vertical delay parameter per station every 3 hours. The horizontal (resp. vertical) components of the calculated relative position vectors are precise to within 1-3 (resp. 3-5) mm. In the second step, we produce daily time series by constraining regional stations unaffected by the earthquake to their well known coordinates in the ITRF2005 (essentially KOUR in French Guyana, BRAZ, BRFT and CHPI in Brasil, RIO2 in Patagonia and GLPS on the Nazca plate).
Finally we estimate co-seismic jumps in two different ways for continuous or survey sites.
For continuous stations it is simply the difference between the day before and the day after the earthquake. For survey sites, we determine the co-seismic displacements by extrapolating the last known position before the earthquake to the date of the re-survey after the earthquake using the inter-seismic rate, and by comparing the latest to the present positions. Those displacements are affected by higher uncertainties than those of the cGPS stations (a few mm)
because an uncertainty of 1-3 mm/yr on the inter-seismic rate, will map into an uncertainty of 1-3 cm for the extrapolated position at an average date of 8 years after the 2020 survey. Since the smallest horizontal displacement of survey sites is 70 cm, this source of error is limited to 3% of the signal at most. Using the date of the earthquake rather than the date of the re-survey (carried out 2 to 3 weeks after the earthquake) to extrapolate last known positions to pre-earthquake positions changes them by no more than 1 mm (20 days at an average velocity of 20 mm/yr). However, it is clear that post-earthquake measurements include co-seismic displacements and 2 to 3 weeks of post-seismic displacement. Coastal sites are likely to be affected by the largest post-seismic deformation: additional displacements of 10 to 15 cm after 2 to 3 weeks are detected by available cGPS stations. This is the largest source of error, but remains small (3%) relative to the magnitude of the co-seismic displacements (3 to 5 m).
High rate GPS (HRGPS) data
Epoch-to-epoch processing of the high rate GPS data (HRGPS) has been described to analyze cGPS station displacements during an earthquake (27) (28) . We process the high sampling rate data (1 Hz) using the TRACK software developed at MIT. We also use the LC combination and IGS precise orbits, and apply a smoothing filter on the backward solution to estimate the atmospheric delays using the whole 24hours data and fix any non-integer biases to a constant value. Because TRACK computes a relative position with respect to a fixed reference station, we choose to use the same for all moving sites: UAPE (Iquique) of our cGPS network, with the exception of CONZ (the southernmost station) processed relative to SILL (La Silla). We picked this station because it is far enough so that surface waves which move this station arrives late enough so that the first 500s are unaffected by this motion. It is difficult to asses the accuracy of HRGPS in general. Some low frequency biases related to atmosphere drift or satellite configuration changes may show, depending on the length of the baseline to the reference station. This does not affect the co-seismic step since it is an almost instantaneous displacement, but renders difficult the chase for pre-seismic or rapid post-seismic signal.
Performance of given receiver types also play a role: some lost lock on several satellites for a few seconds (CONZ, SANT), some several times during the earthquake. Different processing techniques will handle differently those short periods with less or no data.
Aliasing in these relatively low frequency data (compared to 100 Hz seismograms) is usually present and described as a problem for earthquake source studies with motograms 29 .
However, the aliasing problem is the worst for medium size events whose energy spectrum peaks near the Nyquist frequency (0.5 Hz for 1 Hz sampling). In this particular case, the energy in the high pass filtered acceleration data (the signal that produces aliasing) has an amplitude that is the same order of magnitude as the energy in the low pass filtered acceleration data. As the earthquake gets bigger (and Maule is much bigger), the peak of the energy spectrum moves to lower frequencies (it does not loose energy at the higher frequencies, but the amplitude of this signal is a smaller percentage of the total amplitude and becomes unimportant. For Maule, we are also farther away from the fault, the minimum in this case is the depth to the fault under the station. But we are farther from the epicenter than in Smalley's study (3 km) . The earth is a good low pass filter and the high frequencies will get attenuated over short distances. In addition, GPS itself is also a good low pass filter: if one uses 5 mm as the resolution of HRGPS (and not 1mm like Smalley), this further reduces the effect of aliasing as most of the aliased signal is below the resolution of HRGPS. So there might be some aliasing during some portion of the record. But it should not significantly affect the result, and does not prevent from identifying seismic waves and picking up phases like we simply do.
Relative land level change
Along the coast, natural or anthropogenic markers also depict the co-seismic vertical displacements of the crust relative to the sea level. Such displacements have been estimated in different places along the rupture zone from field geological survey and testimonies, and from comparison of pre and post-earthquake satellite imagery and photographs. A critical review of available data, including ours, suggests that uncertainties are often of several tens of centimeters, thus implying that vertical displacements lower than ~50 cm are difficult to assess safely. Substantial subsidence is detected North of Constitución for at least 80 km along the coast (zone in blue on Fig. 2b ). Near Caleta La Pesca (site 2 Fig. 2b ), pre and post earthquake high-tide lines can be identified on inundated meadows and rock outcrops. There, preliminary measurements suggest a conservative estimate of at least 1 m of subsidence (possibly up to 2 m). 10 km North, at Caleta Duao (site 1 Fig. 2 ) we estimated between 80 cm and 160 cm of subsidence in the fishing harbor again from tide levels. Last is a breathtaking testimony from a fisherman that was collecting clams offshore La Trinchera (site 3 on Fig 2) with seawater to the knees when he felt the earthquake and suddenly lost ground and had to swim to save his life, likely as a result of metric co-seismic subsidence. On the opposite, clear give additional constraints North of Constitución where GPS results are sparse (Fig. 2b) .
Elastic modeling and inversion
The surface deformation fields associated with the co-and post-seismic phases are modeled using Okada's formulation of a dislocation buried in an infinite elastic half space 30 . The fault geometry is constrained by the trace of the trench at the surface. We assume a uniform dip of 15° and a variable rake, so that the direction of slip is constant at all patches. The fault is discretized into an array of 25 × 15 elements, measuring approximately 30km × 18km. This geometry is used to invert for the slip distribution using a compilation of available displacement data for the co-seismic slip, coastal land-level variations and Alos Wide Swath interferogram released on UNAVCO supersite, and our 12 days of post-earthquake GPS displacement field for the post-seismic slip solution. To solve for the slip distribution along the 375 patches of the fault, we use a least-squares minimization with a non-negativity constraint on the slip. Slip is forced to zero at the edges of the fault (including at the trench).
To limit oscillations of the solution, we impose smoothing by minimizing the second-order derivative of the fault slip. We determine the optimal solution roughness that will be used in our final models searching for a compromise between the roughness and the misfit of the solution. We explore a series of different values for the slip azimuth (rake). The N83° azimuth that best fits the data corresponds to a rake of 116° where the trench strikes N19°, which exactly fits the slip obliquity deduced from the CMT focal mechanism and makes an angle of ~5° with the plate convergence azimuth (N77°). InSAR data is down-weighted and represent 7% only of the total weight of the inverted data. Therefore, InSAR data helps constrain the slip distribution where we lack GPS data, but has almost no influence where we have dense GPS measurements. The roughness of the preferred co-seismic distribution is 0.26 cm/km.
The L2-norm of misfit (rms) is 15.4 cm to the InSAR data, and 10.75 cm to GPS and landlevel variation data. Our co-seismic model reduces the variance by 97.08%. For the postseismic slip distribution, the preferred roughness is 0.00533 cm/km for a rms of 0.55 cm to the cGPS data and a variance reduction of 99.91%.
Modeling of the HRGPS: synthetics motograms
We computed synthetics motograms (Fig. 4 ) using a modified version of the Axitra program 31 . The velocity and density structure was obtained from a local study 32 . We found that rupture speeds between 2.8 and 3.1 km/s produce good fit between synthetics and observed motograms, and we used 3.1 km/s for all synthetics shown. We tested many published models and selected the slip model determined from static data presented in this work. This model fits all the static components accurately so that it fits the near field stations very well, except for the NS component of the motogram at CONS. We improved the fit by fixing the azimuth of the slip vector to N87°, and used the dip and strike of the static GPS model shown in Figure 3 . By trial and error, we chose the rise time at every point of the fault using a triangular source time function of 20s duration. We computed the least squared fit of the synthetics to the observed motograms. The synthetics reduce the variance of the original data by more than 98%. This is much better than the variance reductions obtained in usual seismic source inversion using strong motion data. The reason is that the EW displacements at CONS and CONZ are much larger than the other components, and larger than motograms at all other stations so that the usual L2 measure of fit becomes insensitive to details in the wave form. The lower bow shows daily time series of the eastern component at selected sites (VALN, RSCD, CONS, MAUL, CONZ), both before and after the earthquake. There is 1 dot per daily position, blue dots depict positions before the earthquake and red dots positions after the earthquake; the co-seismic jump is removed. Horizontal scale is in days, vertical scale is cm (1 dashed line every 5 cm) with an arbitrary origin. shows cGPS sites synthetic color coded particle motion computed with a simple source model: a simple dislocation propagating radially away from the epicenter at 3.1 km/s. The total slip is the one of our best fit model presented in Fig. 3 . Black vectors represent the static displacement for this model, and the red star is our hypocenter. The upper right box (B) shows observed and synthetic particle motion curves at San Javier (SJAV). Two constant velocities are displayed: Vr=3.1 km/s and Vr = 2km/s. Overall, a velocity of 3.1 km/s reproduces well the cGPS data (i.e. the timing of the total displacement) but fails to reproduce details of the station displacement (i.e. the "kink" at 60s). A velocity of 2 km/s is too slow and it takes twice the observed time (120s instead of 60s) for the station to reach its final position. The lower right box (C) depicts the effect of rupture kinematics on surface displacements and how a variable rupture velocity may produce the observed kink at 60s. Model "Vr variable" has a deceleration and an interruption, during which the rupture is slightly delayed after 140 km of radial propagation. Model "2-sources" has a second source located 170 km north of the epicenter, from where the rupture propagates 60 seconds after the beginning of the earthquake. Both models generate a kink in the particle motion but fail to match the timing of the observed motion. Additional complexities of the source are needed. Middle and right panels: Slip models obtained when near-field GPS data have been increasingly down-weighted with respect to far-field GPS data. RMS residuals with respect to GPS and INSAR data are indicated in cm for each model. The bottom graph shows the decrease of the model total seismic moment (red dots) when near field GPS data are progressively down-weighted in the inversion. Blue dots show the decrease of the moment generated at shallow or large depths: full dots (depth < 25km) and open dots (depth > 25km). The black curve shows the percentage of seismic moment released at shallow depth (<25km). Models without near-field GPS data have less shallow slip and less slip between 35°S and 37°S. 
