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Abstract 
This thesis uses the factor-augmented regression framework to analyze the 
relationship between excess stock returns and the macroeconomy of China. Using a 
panel of 123 monthly macroeconomic time series from 2000:01 to 2009:09，we obtain 
eight factors by the method of asymptotic principal components analysis (PCA). We 
find that macroeconomic factors contain important predictive information that is 
absent in traditional Fama-French variables. We also find that the "interest rate factor" 
can help improve the predictability of excess returns. "Output growth factor" is 
important in predicting excess returns in the industrial index. Our factor model has 
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1. Introduction 
Financial economists have long been interested in asset returns predictability. From 
the perspective of efficient market theory and rational expectations asset pricing 
theory (Cox et al., 1985)，asset prices depend on their exposure to macroeconomic 
variables describing the market. Early studies focus on valuation ratios like 
dividend-price ratio and eaming-price ratio (e.g., Fama and French, 1988; Campbell 
and Shiller, 1988a, 1988b). Since the seminal work of Fama and French (1996)，the 
Fama-French three-factor model has been applied in many empirical studies (e.g., 
Griffin, 2002; Pastor and Stambaugh, 2003; Vassalou and Xing, 2004; Chung, 
Johnson and Schill, 2006). However, these approaches involving price-based 
predictors are criticized for their poor out-of-sample performance and unstable 
forecasts. Another branch of the literature studies the impact of fundamentals of the 
macro-economy (i.e., inflation rate, industrial production, and unemployment rate) on 
equity returns (Chen et al, 1986; Reilly and Brown, 2000; Goyal and Welch, 2008). 
However, all the aforementioned studies focus only on a small set of predictors. This 
thesis makes a first attempt to use the dynamic factor regression model to explain 
stock returns in China. Following Stock and Watson (2002a) and Ludvigson and Ng 
(2007, 2009a), we construct factors from a large number of macroeconomic series. 
The stock market of China has been studied because of its increasing importance in 
the global financial market. There are two official stock exchanges in China, the 
Shanghai Stock Exchange (SSE) and the Shenzhen Stock Exchange (SZE), 
established in December 1990 and July 1991，respectively. An important feature of the 
China stock market is that it is segregated into A-share and B-share markets. 
Historically, domestic investors had been restricted to invest in the A-share market, 
while foreign investors could only invest in B shares. Consequently, the B-share 
market became very illiquid and had large discounts relative to the A-share market. 
Since 2001，domestic investors have been allowed to invest in B shares. In September 
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2006, the A-share market was opened to the Qualified Foreign Institutional Investor 
(QFII). Afterwards, discounts have been reduced substantially. Since its establishment, 
the China stock market has expanded rapidly and has operated in a continually 
changing regulatory environment. By the end of 2008，the number of listed companies 
exceeded 1,600, and the total negotiable market capitalization reached more than 
6,400 billion US dollars/ or 15% of China's GDP, overtaking the Japanese market to 
become the second largest market in the world. In 2006, the annual rates of return for 
the Shanghai and Shenzhen composite indices were 81.7% and 66.3%, respectively 
(Liu, Lee, and Lee, 2009). Due to political and cultural differences，the price 
formation process and risk factors for a big emerging market like China might differ 
from those in the developed markets (Wang and Xu, 2004). Nevertheless, minimal 
work has been done on modeling and forecasting stock market returns in China. 
The findings of this study indicate that macroeconomic factors contain important 
information lacking in traditional variables. The information related to industrial 
output growth can help improve the predictability of excess returns. The information 
of interest rates movement also contributes to the improvement. In general, our factor 
model performs well in most sectors except for the real estate sector. 
The rest of this thesis is organized as follows. The next section is the literature 
review. Section 3 lays down the econometric model and provides economic 
interpretations of the factors extracted. Section 4 describes the data. Section 5 presents 
the empirical findings for the one month-ahead predictive relationship. The 
out-of-sample performance is also evaluated. Section 6 concludes the thesis. 
2. Literature Review 
Early literature on equity returns uses past returns to predict future returns 
1 Assuming an exchange of 1US$=RMB8; based on the data from China Statistical Yearbook 2009. 
2 
(Kendall, 1953) under the weak-form efficient market hypothesis (EMH). Modem 
studies focus on the semi-strong-form EMH and use other models and predictive 
variables. Some researchers argue that the stock performance of a firm should be 
positively related to its valuation ratios, such as book-to-market ratio (Kothari and 
Shanken, 1997; Pontiff and Schall, 1998)，eaming-price ratio (Lamont, 1998)，and 
dividend-price ratio, among others (Banz, 1981; Fama and French, 1988; Campbell 
and Shiller, 1988a, 1988b). These financial ratios reflect the extent to which a market 
is undervalued (low ratio) or overvalued (high ratio). 
The capital asset pricing model (CAPM) of Sharpe (1963) and the models of 
Lintner (1965) and Black (1972) use "market risk premium" to explain stock returns. 
The arbitrage pricing model (APT), introduced by Roll and Ross (1976)，is a 
multi-factor model that incorporates fundamental economic risks, such as 
unanticipated inflation, changes in the expected level of industrial production, and 
unanticipated shift in the shape of interest rates term structure to predict stock returns. 
The Fama-French model is sometimes considered a three-factor version of CAPM 
and APT (Fama and French, 1996). Fama and French (1992) construct a broad market 
portfolio and demonstrate that excess returns can be captured by sensitivity to three 
factors: (i) excess returns on a broad market portfolio, "market premium"; (ii) 
difference between the returns on a portfolio of small stocks and a portfolio of large 
stocks (small minus big, SMB); and (iii) difference between returns on a portfolio of 
high book-to-market stocks and a portfolio of low book-to-market stocks (high minus 
low, HML). They argue that the book-to-market equity and slopes on HML proxy for 
relative distress. Weak firms with persistently low earnings tend to have high BE/ME 
and positive HML slope, while strong firms with persistently high earnings tend to 
have low BE/ME and negative HML slope. The SMB variable is a proxy for size 
effect Fama and French argue further that in controlling for book-to-market equity, 
small firms generally have lower earnings on assets compared with big firms. Carhart 
(1997) demonstrates that momentum is another important common factor in 
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explaining stock returns, and expands the Fama-French framework to a four-factor 
model. This framework is followed by numerous empirical applications and scrutiny, 
and is proved to be useful for most mature equity markets (Daniel et al.，2001; Pastor 
and Stambaugh, 2003). Wang and Xu (2004) apply the Fama-French framework to the 
Chinese stock market to exploit the determination of stock returns. They argue that 
the Chinese stock market is under a special ownership structure due to the large 
portion of non-tradable shares. In other words, the price formation process and risk 
factors might be different for China equities. After modifying the Fama-French model, 
the authors proposed a floating ratio as a measure of corporate governance, which 
significantly improves the explanatory power of the modified model. 
Apart from financial market information, macroeconomic variables are also 
considered important in predicting stock returns. The seminal work of Chen et al. 
(1986) finds that interest rates, expected and unexpected inflations, and industrial 
productions are priced significantly. Hamoa (1988) investigates the Japanese stock 
market and obtains similar results. Chen (1991) finds that the market excess return is 
negatively correlated to T-bill rates and lagged production growth rate. Other 
variables used include risk-free rate of return (Ang and Bekaert, 2007), money supply 
(Jensen et al, 1996), consumption and investments (Lettau and Ludvigson, 2001). 
Lamont (2000) finds that investment plans can also be used to forecast stock returns. 
However, the use of valuation ratios has been challenged by many researchers. For 
example, Nelson and Kim (1993)，Pastor and Stambaugh, (1999) and Ang and 
Bekaert (2007) argue that persistence leads to biased coefficients in predictive 
regressions if the innovations of the variables are correlated with returns (i.e.，in 
valuation ratios). Models containing macroeconomic variables have been criticized 
for producing contradictory prediction results. Shanken and Weinstein (1990) revise 
the standard error of estimates in Chen et al. (1986) (i.e.，errors-in-variables) and find 
that the statistical importance of macro factors for equity returns is reduced. Goyal 
and Welch (2008) revisit the performance of traditional good predictors of the equity 
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premium and find that the in-sample and out-of-sample performance of these 
predictors are poor and unstable. 
One potential reason for the poor performance of the aforementioned variables is 
that they fail to capture sufficiently time-varying economic conditions (Bai, 2008). 
The stock market and its players are exposed to a complex macroeconomic 
environment wherein the behavior and stock prices are affected by a number of 
variables. A small number of variables may not be able to capture investor sentiment. 
Moreover, since different researchers have different preferences, the selection of 
variables is somewhat arbitrary. 
Recently, some authors have attempted to tackle this problem by using the dynamic 
factor method of Stock and Watson (2002a, 2002b). Stock and Watson (2002a) 
forecast a variable for macroeconomic time series using extensive data. The predictors 
are summarized into a small number of indices and then constructed as part of a 
dynamic factor model. They find that the new forecasts outperform univariate 
autoregressions, small vector autoregressions, and leading indicator models. Stock 
and Watson (2002b) show that common factors obtained from the principal 
components analysis (herein referred to as PCA) can consistently span the 
information space of the panel data. The factor analysis approach has been adopted by 
several studies. Bemake et al. (2005) propose the factor-augmented vector 
autoregressive (FAVAR) approach that incorporates the factors from macroeconomic 
series into the VAR model to estimate the effects of monetary policy. They find that 
the FAVAR can properly identify the mechanism of monetary transmission. In 
addition, they also use Gibbs sampling to estimate the factors, the results of which are 
consistent with those from the principal component method. 
Studies closely related to this thesis include the works of Ludvigson and Ng (2007， 
2009a, 2009b), which use the factor analysis to study the relationship between bond 
excess returns and macroeconomic factors. Ludvigson and Ng (2007) apply the factor 
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model to test the risk-return relationship in the bond market. Ludvigson and Ng 
(2009a) also compare the factors estimated from the principal component method and 
Gibbs sampling. They conclude that macroeconomic factors have statistically 
significant predictive power for excess bond returns. 
This thesis follows the works of Ludvigson and Ng (2007) and applies the 
factor-augmented regression framework to the China stock market. Two questions are 
addressed: First, can the factors extracted from numerous data be used to predict the 
equity excess returns in the China stock market? Second, do these factors provide 
extra information after controlling for predetermined predictive variables? 
3. Factor-Augmented Regression Framework 
For f = l，...，r，let denote the aggregate excess return on the stock market in 
time t + \. Excess returns are defined as � , = - y,，where r,^^ is the return of 
buying a stock portfolio in time t and selling it in ？+ 1 ； y‘ is the risk-free rate. In 
this study, two types of returns are considered. One is market return, which is the 
weighted average return of a portfolio. Another type of return is index return, which is 
the percentage change of the stock index within a month. We define 
Ind Re,+i = / Index, 一 1， （ 1) 
where Index^ ^^  is the closing index of the last trading day of month r + 1, and 
Ind Re,+i is the index return of month f +1. 
A standard approach in assessing the predictability of excess equity returns is to 
select a set of K-predetermined variables at time t，given by a Kx\ vector Z,， 
6 
and then estimate the model 
(2) 
Z, can include the Fama-French three factors, term spread, credit spread, and 
dividend-price ratio (e.g., Fama and French, 1989); interest rate, inflation, and 
industrial production (e.g., Chen et al, 1986); or other predictor variables based on a 
few macroeconomic series. Such a procedure may be restrictive when the number of 
eligible variables is large. In particular, suppose we observe a TxN panel of 
macroeconomic data with elements x^ ， t = \,...,T ， where 
cross-sectional dimension N is large, and possibly larger than the number of time 
period T . The set of eligible variables consists of the union of x^  and Z,. How to 
utilize the variables in this set depends on the relative importance of each series. 
Theoretically, there are potentially 2 � combinations to consider. The regression 
� i = ? ^ � + " ’ Z , + � i (3) 
quickly runs into the degrees-of-freedom problem when the dimension of x^  
increases, and the estimation is not even feasible when N+K>T, 
To tackle this problem, following Ludvigson and Ng (2007，2009a，2009b), and 
Stock and Watson (2002a, 2002b), we consider a factor-augmented approach. Suppose 
；c" has a factor structure such that if these factors were observed, we could replace 




where F, is a set of factors whose dimension is much smaller than that of x, but 
has good predictive power of 以. Equation (2) is nested within the 
factor-augmented regression, making Equation (4) a convenient framework for 
assessing the importance of x“ via F^，even in the presence of Z,. Z, contains the 
Fama-French three factors of market premium, SMB, and HML. The details of the 
portfolio construction and definitions of the variables are given in Appendix III. 
Before implementing the regression in Equation (4)，two issues need to be 
addressed. First, F, is latent and must be estimated from data x .^ Second, we need 
to isolate the factors with predictive power for the rx,^ .^ Consequently, a small 
number of selected variables (Z,) should be included in Equation (4). 
3.1 Estimation of latent factors 
To begin with, we replace 厂 with an estimated value F^  that is a proxy of F^  
in some well-defined sense. We use the asymptotic principal component analysis to 
obtain the latent factors. According to Stock and Watson (2002a), the PCA can obtain 
a consistent estimate of the information space. Compared with other methods, the 
PCA is computationally straightforward. 
Let N be the number of cross-sectional units and T the number of time series 
observations. For i = 1，2，...，A^，t = l，...，r，a factor model is defined as 
叉“=又 ; / , +€“’ ( 5 ) 
where is a vector of r x l common factors; A. is a vector of corresponding 
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factor loadings and it is a vector of weights that unit i put on the corresponding 
factors in J] ； e" is the idiosyncratic error. For example, if x“ is the return of asset 
i in period t，/ becomes a vector of systematic risk, X. becomes the exposure to 
the risk factors, and becomes the idiosyncratic returns. Note that j\ can be a 
dynamic vector process that evolves according to 
A{L)f,=ju,, (6) 
where A{L) is a polynomial of lag operator. Idiosyncratic error e“ can also be a 
dynamic process, and e“ can also be cross-sectionally correlated. 
We estimate / using the method of asymptotic principal components originally 
developed by Connor and Korajzcyk (1986). By letting "hats" denote estimated 
values, the Txr matrix j\ is -Jt times the r eigenvectors corresponding to the 
r largest eigenvalues of the TxT matrix xx jiTN) in descending order, with the 
constraint that f ' f = I" The normalization is necessary, as the factor loadings A 
and f are not separately identifiable. The normalization also yields 
Intuitively, for each t ’ is a linear combination of each element of the iVxl 
vector Xf • The linear combination is chosen optimally to minimize 
the sum of squared residuals, 
3. 2 Number of factors 
How many factors should be included to capture the information in order to 
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properly predict the excess returns? Bai and Ng (2002) provide the panel information 
criteria to determine the number of factors in the dataset. For the panel of 123 series 
under study, eight factors are identified by using the IC^ ^ criteria (with the 
maximum number of factors set to 20) over the foil sample of 117 months. 
It is not appropriate to treat directly the eight estimated factors as F, in Equation 
(4) because factors that are pervasive for the large panel of data are not necessarily 
important for predicting stock returns. The factors with predictive power may 
comprise a subset of the eight factors, and the combination varies for different 
dependent variables. For this reason, we make a distinction between F^af^ and / , . 
The predictive regression of interest is 
� i = 4 " , ' + A Z , + � i . (7) 
Notice that Equation (7) has a vector of generated regressors, F,. This may cause 
an error-in-variable problem, but ap can still be consistently estimated. Bai and Ng 
(2002) establish that the difference between and the space spanned by j\ 
vanishes at rate min[A^r]. Bai and Ng (2006) also show that if ^ I f j N ^ ^ as 
iV，r 00，the sampling uncertainty from the first-step estimation is negligible. A 
practical implication is that the standard error can be computed from the estimates of 
ap as though the true have been used in the regression. 
2 Following Bai and Ng (2002), /CjW = + where k denote the NT h 1 N T k k 2 number of factors estimated, V(Jc, F ) = n ^ Z Z (x" - A； F. ) denote the sum of residuals A NT 1=1 =^1 
when k factors are estimated, C肌=min{Viv, n/T} . Just as like the traditional BIC and AIC criteria, 
the model offers smaller IC is more parsimonious. 
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As F. is a combination of x^ , say Fj = (ipX ,^ we can also 
rewrite Equation (7) as 
� i = a * � + > 0 ' Z , +〜， （8) 
where a"=心c^f . The conventional regression in Equation (2) assigns zero weight to 
all but a handful of jc,.,. On the contrary, q^ is related to the k eigenvectors of 
XXI {NT) that will not, in general, be numerically equal to zero. Viewed in this light, 
a factor-augmented regression with PCA down-weights unimportant regressors. A 
conventional regression is most restrictive, as it constrains almost the entire a to 
zero. 
3.3 Interpretation of the factors 
A common criticism of the principal component method is that the factors are 
difficult to interpret. In Ludvigson and Ng (2007)，the interpretation of the factors is 
based on marginal R^，which is obtained by regressing individually each of the 
macroeconomic series on the estimated factors. Ludvigson and Ng (2009a) take 
another approach in exploiting the underlying economic meaning of the latent factors. 
They organize the data into eight blocks, each of which is constructed by a number of 
data series reflecting one dimension of the economy, and then the eight factors are 
estimated separately. In this way, each factor is naturally defined. Similarly, Boivin 
and Giannoni (2008) use two separate sets of variables to estimate domestic and 
international factors. 
In our sample, there are only 123 series, so we follow Ludvigson and Ng (2007) to 
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estimate the principal components from the entire macroeconomic dataset and to 
interpret each of the factors according to their adjusted R^ in the regression of each 
series? Figures 1-8 show the marginal adjusted R-square statistics from the series of 
regressions (i.e., regressions with each of the variables on the x-axis as dependent 
variables and the factor itemized in the heading as independent variable). 
4. Data 
The macroeconomic dataset used to estimate the principal components is a 
balanced panel of 123 monthly series for the 117 months running from 2000:01 to 
2009:09. All of the series are transformed for stationarity and then standardized for 
estimation purposes. Seasonal adjustments are applied when necessary. The dataset is 
drawn from CEIC Macroeconomic Databases for Emerging and Developed Markets 
(CEIC). The details of the data series are reported in the Appendix II. 
The predetermined dependent variables are the Fama-French factors of SMB and 
HML, which are derived in a similar process by Fama and French (1992) and Wang 
and Xu (2004). We form a broad market portfolio consisting of all the listed 
non-financial stocks, eliminating those with negative book value of equity and those 
ceased trading for more than three months after listing. Next, all the listed stocks are 
sorted according to two dimensions. First, they are sorted by market capitalization 
(i.e., based on tradable shares), and then equally divided into two groups, small (S) 
and big (B). Another dimension is the book-to-market ratio. The first 30% is 
categorized as "high book-to-market" (H), the following 40% is categorized as 
"medium book-to-market" (M), and the last 30% is “low book-to-market" (L). Six 
portfolios are formed from the intersection of the two size and three book-to-market 
ratio groups. The SMB variable is calculated as the difference between a simple 
3 The justification for this approach is that, as the factors are mutually uncorrelated, the marginal 
adjusted R^ also indicates the explanatory power of the factor of interest holding other factors fixed. 
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average return of the three small stock portfolios (small/low, small/medium, and 
small/high) and a simple average return of the three big stock portfolios (big/low, 
big/medium, and big/high). The HML variable is the difference between a simple 
average return of the two high ratio portfolios (small/high, and big/high) and a simple 
average return of two low ratio portfolios (small/low and big/low). We calculate the 
SMB and HML variables for the whole market, as well as for A shares and B shares 
separately. Furthermore, market premium (i.e.，the excess returns of the market 
portfolio) is included in the investigation of sector indices returns. More details can be 
found in Appendix III on the portfolio construction and the calculation process. 
The first group of dependent variables, excess market returns, is derived from the 
constructed broad market portfolios (i.e.，non-financial). They are the returns of the 
portfolio minus the monthly risk-free rate. The second group of dependent variables, 
excess index returns, is derived from the sector indices, including the industrial index, 
commercial index, real estate index, and utilities index. They are the index returns 
minus the monthly risk-free rate. The monthly risk-free rate is obtained from the GTA 
Research Service Center (GTA). The risk-free rate is the one-year lump-sum deposit 
and withdrawal time deposit interest rate. 
5. Empirical Results 
5.1 Common factors 
As mentioned earlier, we utilize the first eight common factors according to the 
IC2 criterion of Bai and Ng (2002) and regress individually on each series in the 
macroeconomic dataset to obtain their marginal adjusted R � a n d coefficients. The 
marginal adjusted indicates how close each factor is connected with each data 
series. The coefficients are used to determine the direction of the relationships. 
Figures 1-16 show the results. 
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INSERT FIGURES 1 TO 16 HERE 
These figures are produced based on the simple regressions 
X, = « + / ? / . , / = 1，2,..123;_/ = 1,2,..8, (9) 
where x,. denotes each series in the macroeconomic dataset, f . denotes each factor. 
In figures 1 to 8，the vertical axe is the adjusted of the regressions, and the 
horizontal axe is the series number of each macroeconomic series'*. In figures 9 to 16， 
the vertical axe is the of the regressions and the horizontal axe is also the series 
number of each macroeconomic series. For example, in Fig. 1，the of the first 
pillar is about 0.08, meaning that the of the regression x^,=a + Pf^, + e, is 
about 0.08. x^  is the series of “CN: Industrial Production Index: % Change", and f � 
is Factor 1. Then Factor 1 explains 8% of the variance of the series of "CN: Industrial 
Production Index: % Change." 
Using the results from Figs. 1-16，we provide the underlying economic 
interpretation for each factor. 
Fig. 1 shows that Factor 1 loads heavily in two groups of data series: industrial 
output level and imports. Observe from Fig. 9 that the correlations between Factor 1 
and these two groups of data are all positive. A higher industrial output and larger 
scale of import give a higher score for Factor 1. Therefore, Factor 1 can be considered 
as the "output level and import factor." 
Factor 2 is highly correlated with the data series on floor spaces under construction 
and floor spaces completed. As these are related to the supply of property, Factor 2 
4 The series numbers are the numbers in the first column of the table in Appendix II. 
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can be interpreted as the "property supply factor." The positive correlation in Fig. 10 
suggests that an increase in property supply leads to a larger Factor 2. 
Factor 3 refers to the growth of industrial output. It can be regarded as the "output 
growth factor." The correlations are negative, meaning that a higher output growth 
leads to lower scores of Factor 3. 
Factor 4 loads heavily on information about interest rates and can be treated as an 
"interest rate factor." The correlation is negative, implying that a higher score of 
Factor 4 is associated with a lower level of interest rates. 
Factor 5 is similar to Factor 4 in that it also summarizes information about interest 
rates, but provides extra information on price and inflation. It is positively correlated 
with the inflation series and negatively with the interest rates. 
Factor 6 is an "export factor," and the correlations are positive. Higher scores of 
Factor 6 imply higher level of exports. 
Figure 7 shows heavy loadings on the information of property demand. Thus, it can 
be considered as the "property demand factor." The correlation is positive, as shown 
in Fig. 15. 
Factor 8 is correlated with a broad group of information but does not have a high 
magnitude of R squares. Therefore, we merely associate it with the most correlated 
I data series on consumption and imports. 
Table 1 reports the fraction of variation in the data explained by Factor 1 to i , 
given as the sum of the first i largest eigenvalues of the matrix divided by the 
sum of all eigenvalues. By construction, the factors are mutually orthogonal, and 
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Factor 1 explains the largest fraction of the total variances in the panel data. Factor 2 
explains the largest fraction of the variation in x，controlling for Factor 1, and so on. 
INSERT TABLE 1 HERE 
The second column shows that a small amount of factors accounts for much of the 
variance in the panel dataset. The eight factors account for nearly 60% of the variation. 
The first column in the table displays the first-order autoregressive coefficient for 
each factor. Most of the factors have a persistence of less than 0.5，except for Factor 5. 
This agrees with the short-term relationship between the predictor variables and the 
excess returns in this thesis. In addition, there is considerable heterogeneity across the 
estimated factors, with coefficients of regressions ranging from -0.4936 to 
0.7087. 
5.2 Descriptive analysis 
Table 2 presents the summary of the dependent and predetermined predictors. 
INSERT TABLE 2 HERE 
The average monthly excess market return of A shares is much lower than that of B 
shares, and that the risk of B shares is much higher than the risk of A shares. Although 
B-share market has been opened to domestic investors, it is still much less active than 
A shares. The difference between A shares and B shares can be considered as a 
liquidity premium. 
For the four sectors, real estate stocks are more volatile and generate higher mean 
excess returns; it is the opposite for stock from the industrial sector. 
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All the SMB variables are negative, both for A shares and B shares. As SMB is a 
size proxy on the return premium for small capital stocks, the negative mean value 
indicates that the small capital stocks do not receive size premium on the average. 
Table 3 shows the correlation matrices between the independent and dependent 
variables. Panel A shows the correlations for A-share value-weighted excess returns 
and the predictive variables; panel B is for B-share excess returns; and panel C 
presents the correlations for the sector indices and predictive variables. The 
correlations among the factors are not presented because they are orthogonal to each 
other by construction. 
INSERT TABLE 3 HERE 
Observe from panel A that the excess returns of A shares are most closely related to 
the variables of HML_A and Factor 4. Panel B shows that the variables of 
SMB_B，Factor 3，Factor 4 and Factor 7 are more correlated with excess returns. 
Compared with the correlation between and SMB_A ’ the correlation 
coefficient between Ex^q_A and HML_A is much larger in magnitude. 
HML_A is a proxy for relative distress, as the stocks with higher book-to-market 
values are more prone to distress, and investors require higher returns. Therefore, A 
shares are more sensitive to distress risks. The situation is totally different for the B 
shares in panel B wherein the correlation coefficient with HML_B is much lower 
than that with 5MB 
In panel C, the market premium of ExRe—AB is considered as a predictor for the 
sector index returns, as in the Fama-French model. This market premium is highly 
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correlated with all the excess index returns, although the coefficient with the real 
estate sector is substantially lower. Similar with the condition for the A shares, Factor 
4 is closely correlated with excess returns, and the variable of HML AB is more 
relevant than the variable of SMB AB. Since the correlations among independent 
variables are quite low, we do not expect a serious multicollinearity problem in the 
model. 
5.3 Macroeconomic factors and excess returns predictability 
In this section, we first identify important factors in the in-sample prediction 
regressions to determine the best model specification. Then, the out-of-sample 
performance of the selected specification is examined. As mentioned earlier, we are 
interested in two questions: whether the estimated latent factors have predictive power 
unconditionally, and whether they can provide extra information after controlling for 
the predetermined predictive variables. We first perform the in-sample regressions. 
5.3.1 In-sample specifications 
As discussed earlier, factors that are pervasive in the panel of data x,., need not 
have predictive power for 以. To determine the preferred composition of factors, 
we follow a systematic procedure of Stock and Watson (2002b) and Ludvigson and 
Ng (2009a, 2009b), which is to yield the preferred set of factors F, by minimizing 
the BIC. We form different subsets of / , and Z, ’ and then regress rx,^^ on each 
candidate set of regressors. Next, we evaluate the corresponding in-sample BIC and 
adjusted R^. The in-sample BIC for a model with k regressors (including the 
constant) is defined as 
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BK:“k) = log(a/) + k 竿’ (10) 
where a : is the variance of the regression estimated over the entire sample. We 
systematically searched over all the possible models with different combinations of 
regressors. For instance, in the case of excess market returns of A shares, there are 
eight factors and two predetermined variables {HML_A and SMB_A)\ hence, we 
have potential models. We also consider several simple specifications.^ Tables 
5-11 present the results for various specifications of Model (4). The first three 
columns of each table are preliminary regressions and can help find the potentially 
important predictors. The succeeding columns are the models suggested by the BIC. 
The predictive variables are lagged by one month so that the models can predict the 
excess return for the following month. For each specification, the regression 
coefficients, the heteroskedasticity and serial correlation robust t s t a t i s t i c s 6 ， a n d the 
adjusted R^ statistics and the BIC are reported. We begin with the results in Table 4， 
which reports the predictive regressions for value-weighted excess returns of A shares. 
INSERT TABLE 4 HERE 
In column (1)，the two Fama-French predetermined variables account for only 7% 
of the variance of the excess returns. The macroeconomic factors improve the 
explanation power to more than 14%, as can be seen in column (3). In columns 
(4)_(8)，most of the recommended specifications show higher adjusted R-squares, and 
all of them show a lower BIC score than the first three benchmark model 
specifications. Note that the recommended specifications are very parsimonious. 
5 From extensive search, overall similar results are found. This suggests that data mining does not, in 
practice, unduly influence our findings in this application. 
6 Newey - West statistic with zero lag. 
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Factor 4, the "interest rate factor," is found to be the most important factor for 
predicting monthly excess market returns. It is significant in column (3) wherein all 
other variables are controlled for，and also in column (5) with only one predictor. 
Moreover, the magnitude of Factor 4 is much higher than those of other factors. Note 
from column (5) that the marginal R-square is 12% despite the fact that only Factor 4 
is used as predictor. Although information of interest rates is not the only information 
set loaded in Factor 4，it is the heaviest one. Therefore, it is reasonable to anticipate 
that the movement of various interest rates contribute most in making Factor 4 an 
important predictor of the A-share monthly excess market returns. 
In addition to Factor 4, the Fama-French variable of HML_A is also an important 
predictor, as shown in most model specifications, according to the BIC criterion. This 
is in line with our finding in panel A of Table 3. 
INSERT TABLE 5 HERE. 
There are some noticeable differences between A shares and B shares. First, all the 
reported adjusted B} for A shares are much smaller than those for B shares. 
Compared with the R^ of nearly 20% in A shares, the predictors only explain no 
more than 9% of the variance of the excess returns in value-weighted B-share returns, 
This difference reflects the lower predictability of B shares. In addition, the 
recommended specifications are even more parsimonious, as they contain only one or 
two predictors. Again, among all the regressors, only Factor 4 is found to be 
significant in the three benchmark regressions. It retains its importance in the latter 
specifications. 
Another difference is that the Fama-French factors of SMB B and HML B 
both lose their predictive power under the BIC criterion. Recall from the correlation 
analysis, the SMB variable is important for B shares, while the HML is important for 
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A shares. Herein, SMB is not a good predictor for one-month-ahead excess returns of 
B shares. 
The low predictability of lagged variables implies that B shares are less predictable 
and may be more efficient than A shares. This is also supported by other existing 
research. Wong and Wu (1999) demonstrate that the information content of B shares 
is significantly superior to that of A shares. They find that the environment for A 
shares is informal (i.e.，relying on informal communication between market 
participants), while that for B shares conforms more to international standards of 
accounting practice, disclosure, auditing, and information dissemination. 
In order to explore whether there is any sector difference for the impact of 
macroeconomic factors, we also investigate the excess returns derived from the 
sub-indices of industrial, commercial, real estate, and utilities. We use “excess index 
returns," not excess market returns. 
In detecting the returns of sector index, we construct a portfolio consisting of both 
A shares and B shares, and obtain the three Fama-French factors. Market premium 
ExKq AB is the premium over the risk-free rate of the combined portfolio. The 
other two Fama-French factors, SMB _AB and HML_AB, are derived in the same 
way as the SMB _ A and HML A in order to represent the risk attributes of the 
whole market. 
The following four tables present the regression results for the excess index returns 
in the four sectors. 
INSERT TABLES 6 TO 9 HERE. 
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The BIC criterion does not suggest that the market premium is an important 
predictor, even if it performs well in the benchmark models. This is the case for all the 
four sectors. It is noteworthy that although the market premium is not selected by the 
BIC, it substantially increases variance explanatory power. Note that the adjusted R 
squares are larger than 80% in the specifications containing the ExKq AB variable. 
Another common feature of the four sectors is that Factor 4，the "interest rate 
factor," is still a good predictor as suggested by the BIC. 
Some interesting differences between the four sectors should be noted. First, in 
addition to Factor 4，Factor 3 is shown to have good predictive power for the 
industrial sector. As discussed previously, Factor 3 is an "output growth" factor, which 
can be used to predict the excess returns of the industrial index. The negative 
coefficient is foreseeable, as Factor 3 is negatively correlated with the data series on 
industrial output growth. Therefore, a higher industrial output growth for this month 
can predict higher excess returns in the industrial sector for the next month. The 
growth in production in the macro economy is best reflected in the industrial stocks 
returns. 
For the commercial sector, the picture is very similar to that of A shares. The 
important predictors are HML_AB and Factor 4. Among all the four sectors, 
HML_AB is the most important in the commercial sector. 
The excess index returns of real estate stocks are the most difficult to predict. Its 
adjusted R squares are only a little more than 60% after adding the Fama-French 
market premium variable. It is interesting to note that the "property supply factor" 
(Factor 2) and "property demand factor” (Factor 7) have not been selected as good 
predictors, even if they are significant in the benchmark specifications. This suggests 
that the returns of the property stocks may not reflect the macroeconomic 
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fundamentals of the property sector. 
Finally, the specifications for the utility sector's excess returns once again utilize 
Factor 4. No Fama-French factors are selected, and the adjusted R-squares are much 
lower than in the industrial and commercial sectors. 
To sum up, the comparison of the model specification results between the 
factor-augmented regressions and the traditional specifications demonstrates that 
better forecasts of excess returns can be made by using only a few factors. The best 
forecasts often contain combinations of one or two factors and Fama-French factor 
variables. Specifically, the findings can be summarized as follows: 
First, many of the estimated factors contain information common to that in the 
predictor variables that have long served as conditioning variables. This suggests that 
the standard variables do indeed summarize a wide range of information on the 
economic and financial activity in the China stock market. The market premium 
accounts for a large portion of the variance of excess returns. 
Second, the evidence suggests that the information in commonly used predictors is 
still incomplete for the excess returns because a few factors contain important 
information that is not included in the existing variables. Factor 4 significantly 
improves the predictability of next-month excess returns, leading to the expectation 
that the movement of various interest rates may be driving this improvement. The 
"output growth factor" is a factor with predicting power for the industrial stocks. 
Macroeconomic factors are more useful in predicting excess index returns in the 
commercial sector than in other sectors. The "property supply factor" and the 
“property demand factor" have not been suggested as important predictors for excess 
returns of the real estate sector, implying that macroeconomic information on real 
estates may have not been well-integrated in real estate stocks. Furthermore, 
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compared with A shares, B shares are less predictable and riskier. Thus, this thesis 
also provides evidence of market segregation between A and B shares in the China 
stock market. 
Finally, the important factors and predetermined variables are repeatedly confirmed 
by the BIC model selection criterion. This suggests that data-mining does not, in 
practice, unduly influence the findings in this application. 
5.3.2 Out-of-sample prediction performance 
In the analysis stated above, we formally select models for excess returns 
prediction using the BIC criterion from one-month-ahead predictive regressions over 
the foil sample. Therefore, the BIC criterion is an in-sample statistic. According to 
Bossaerts and Hillion (1999) and Hansen (2008), the use of in-sample criteria like 
BIC and R^ does not guarantee sufficient out-of-sample predictability. Thus, we also 
evaluate the out-of-sample performance of our selected models. 
To this end, we need to compare the performance of the selected models with the 
estimated macroeconomic factors and the benchmark models. If the predicted excess 
returns produced by the selected models are closer to the realized value, then they 
benefit from the factors and outperform the benchmark models. Following Bai (2008)， 
we employ the predictive least squares principle (PLS). The PLS uses the cumulative 
squared prediction errors to measure the deviation of the estimated excess returns and 
the realized excess returns. The cumulative squared prediction error is defined as 
Mr.PLS(x,)= X ’ （11) 
t=T/2+l 
I I 
where (CKM，>0,,_i) are estimated from the predictive regression using only historical 
information up to time t-l. As indicated by the equation, the sample is split at 
7 / 2, and the first T / 2 observations are used to estimate the first predicted values 
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of excess return, rxrn+x. A smaller magnitude of PLS leads to better the prediction. 
In Tables 4—9，column (4) is the "selected model" and is compared with the 
benchmark models of columns (l)-(3). Figures 17-22 plot the results. 
INSERT FIGURE 17 TO 22 HERE. 
As shown in Figs. 17-22, most of the cumulative squared prediction errors of the 
selected models are smaller than the benchmarks. Thus, the selected models 
outperform the benchmark specifications and produce lower forecasting errors. The 
only exception is the real estate sector, for which the selected model works as well as 
the first benchmark. 
For the excess market returns of A shares, the cumulative squared error of the 
selected model is initially as low as the best benchmark model, but it gradually 
outperforms the benchmark. For the first half year of 2009, the selected model 
dominates the benchmarks. 
For the B-share excess market returns, the performance of the selected model is 
even more evident. From the end of 2007 until the end of the sample period, the 
difference between the selected model and the benchmarks expands. With only one 
predictor, Factor 4, in the selected model, this finding confirms that the effects of this 
macroeconomic latent factor on B-share excess returns is higher compared with the 
other variables. 
The performance of the selected model differs across sectors. The model 
specifications for the excess index returns of industrial, property, and utilities are all 
identical, with Factor 4 and a constant used as the regressors. This factor shows 
advantage in predicting the excess returns of the industrial and utilities indices, but 
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this is not the case for the real estate index. For the industrial sector, it does not 
outperform benchmark 1 before 2009. For the real estate sector, all the models have 
similar performance, and the selected specification and benchmark 1 are considered as 
better models. For the utility index returns, the selected model is also the best 
specification. 
The selected specification for the commercial sector contains two variables, 
HML_AB and Factor 4. Figure 20 show that our selected model outperforms the 
benchmarks beginning the end of 2007 and the advantage expands afterwards. This is 
similar to the case of B shares. 
6. Conclusion 
In this research, we incorporate dynamic factor analysis into the linear regression 
framework in order to investigate whether the macroeconomic information can 
improve the prediction of one-month-ahead aggregate stock returns, both conditional 
and unconditional. Following Stock and Watson (2002a), we employ the PCA to 
extract some latent factors from a rich set of information. The number of factors 
extracted is determined by an informational criterion provided by Bai and Ng (2002). 
Following Ludvigson and Ng (2007，2009a, 2009b)，the factors are interpreted 
according to their underlying correlations with the macroeconomic data series. To 
obtain the best predictive model, all the potential model specifications are evaluated 
according to the BIC criterion. 
We find that macroeconomic factors contain important information that is not 
included in the traditional predictor variables. Similarly, good predictive model 
specifications can merely use one or two factors combined with the Fama-French 
factors. Macroeconomic factors add information to the model and improve the 
prediction of excess returns. The most important factor for this study is Factor 4， 
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which contains information on various interest rates. This factor is selected for its 
importance in predicting both the excess market returns of A shares and B shares, as 
well as the excess index returns of different sectors. Another important factor is Factor 
3，the "output growth factor," which is important in the prediction of excess industrial 
index returns. Apart from the macroeconomic factors, the Fama-French variable of 
HML proxy is repeatedly confirmed as an important predictor. Beyond the 
aforementioned factors, the others do not provide much more information. 
Apart from the in-sample study, an out-of-sample study is conducted to compare 
the performance of the selected models and several benchmark models. The selected 
model specifications outperform the benchmarks almost for every prediction. This is 
prominent for data beginning the end of 2007. The B shares and the commercial 
sector benefit most from utilizing the factors. 
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Appendixes 
Appendix I: Tables and Figures 
Table 1: Summary Statistics for Estimated Factors 
i AR{f) • R^ 
1 0.0474 0.122 
2 -0.4936 0.2269 
3 -0.265 0.3091 
4 0.342 0.3871 
5 0.7087 0.4478 
6 -0.3023 0.5048 
7 0.0565 0.5485 
8 -0.0821 
• AR{f) is the coefficient of ^(1)； 
** R. is the fraction of variation in the data set x explained by factors 1 to /，given as the 
t 
sum of the first i largest eigenvalues of the matrix xx divided by the sum of all 
eigenvalues. 
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Table 2: Summary of Dependent and Independent Variables 
Variable Obs Mean Std. Dev. ^ Max 
1 ExRe_AB 117 1.142 9.393 -26.879 29.357 
2 ExRe_A 117 1.090 9.424 -26.799 29.602 
3 ExRe_B 117 2.520 13.585 -31.045 98.412 
4 Industrial 117 0.900 9.155 -26.300 27.620 
5 Commercial 117 1.258 9.579 -28.230 37.530 
6 RealEstate 117 1.415 11.836 -26.180 40.210 
7 Utilities 117 1.182 8.773 -22.670 27.000 
8 SMB—AB 117 -0.002 0.042 -0.135 0.192 
9 HML_AB 117 0.002 0.036 -0.060 0.293 
10 SMB_A 117 -0.004 0.036 -0.127 0.088 
11 HML—A 117 -0.003 0.025 -0.127 0.085 
12 SMB_B 117 -0.003 0.037 -0.124 0.100 
1 3 HML—B 117 -0.012 0.034 -0.137 0.048 
*Rows 1 to 3 are excess value-weighted market returns. ExRe_AB denotes value-weighted market returns of A and 
B shares together, ExRe A is excess market returns of A shares, and ExRe_B is excess market returns of B shares. 
Rows 4 to 7 are excess index returns of four selected sectors; Rows 8 to 13 are Fama-French Factors of SMB and 
HML for AB shares, A shares and B shares. Detailed calculation process of the variables of SMB and HML are 














































































































































































































































































































































































































































































Panel C; — 
Industrial Commercial RealEstate Utilities ExRe_AB SMB_AB HML_AB 
Industrial 1 
Commercial 0.8764 1 
RealEstate 0.7636 0.7211 1 
Utilities 0.9315 0.8595 0.7105 1 
ExRe_AB 0.9675 0.9262 0.7864 0.9353 1 
SMB_AB -0.0207 0.008 0.0291 -0.0243 -0.0145 1 
HML_AB -0.1648 -0.284 -0.1776 -0.1449 -0.2243 0.2297 1 
Factorl 0.087 0.0401 0.0266 0.1149 0.0789 -0.0643 -0.0551 
Factor2 0.0381 -0.0072 -0.0873 0.009 0.0237 -0.0477 -0.0174 
Factors -0.1243 -0.1205 -0.0958 -0.1104 -0.085 0.0183 -0.0058 
Factor4 0.3078 0.3244 0.2769 0.2633 0.3513 0.0908 -0.0489 
Factors -0.0058 -0.0741 -0.094 0.0052 -0.0583 0.0223 0.2218 
Factor6 -0.051 -0.1227 -0.0093 -0.0844 -0.0746 -0.0668 0.0133 
Factor? -0.0247 -0.0084 0.0187 -0.0524 -0.0356 0.0799 -0.1767 
Factors -0.0822 -0.1141 0.0978 -0.0324 -0.0754 -0.0515 0.0701 
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Table 4: Predictive Regressions for Excess Market Returns: A Shares 
(1) (2) ⑶ （4) (5) (6) (7) (8) 
SMB_A 5.71 -2.45 
-0.20 -0.08 
HML_A -81.58 -72.36 -72.32 -73.88 -72.23 -71.36 
(2.56)** (2.33)** (2.44)** (2.49)** (2.48)** (2.39)** 
Factorl 0.73 0.58 0.59 
-0.93 -0.81 -0.94 
FactorZ 0.19 0.10 
-0.38 -0.21 
Factors -0.71 -0.86 -0.86 
-1.20 -1.47 -1.50 
Factor4 3.27 3.03 3.02 3.26 3.01 3.01 3.02 
(3.84)*** (3.73)*** (3.79)*** (3.87)*** (3.95)*** (3.72)*** (3.81)*** 
Factors -0.55 -0.06 
-0.63 -0.07 
Factor6 -0.61 -0.62 -0.65 
-0.45 -0.55 -0.60 
Factor? -0.25 -0.53 
-0.37 -0.80 
Factors -0.78 -0.47 
-0.96 -0.63 
Constant 0.01 0.99 0.11 0.11 0.98 0.10 0.10 0.13 
-0.01 -1.19 -0.12 -0.14 -1.20 -0.11 -0.12 -0.15 
0.074 0.088 0.142 0.179 0.116 0.181 0.176 0.176 
BIC 4.555 4.750 4.794 4.399 4.433 4.438 4.443 4.444 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1% 
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Table 5： Predictive Regressions for Excess Market Returns: B Shares 
(1) (2) (3) ⑷ （5) (7) 
SMB_B -33.56 -31.40 
(1.87)* (1.73)* 
HML_B 1.94 3.08 
-0.15 -0.27 
Factorl 1.17 1.17 
-1.10 -1.14 
Factor2 1.42 1.47 
-0.81 -0.86 
Factors -2.76 -2.64 -2.76 
-1.44 -1.42 -1.42 
Factor4 3.34 3.41 3.34 3.35 3.34 
(3.89)*** (3.73)*** (3.87)*** (4.11)*** (3.91)*** 
Factors -0.12 0.00 
-0.12 0.00 
Factor6 -0.89 -0.88 
-0.80 -0.76 
Factor? -1.82 -1.60 -1.81 
-1.37 -1.21 -1.28 
Factors 0.43 0.47 
-0.51 -0.56 
Constant 2.55 2.50 2.54 2.52 2.52 2.51 
(2.06)** (2.07)** (2.11)** (2.04)** (2.08)** (2.05)** 
^squar^d 0.005 0.080 0.082 0.053 0.087 0.063 
BIC 5.366 5.511 5.603 5.254 5.259 5.285 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1% 
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Table 6: Predictive Regressions for Excess Market Returns: Industrial Sector 
(1) (2) (3) (4) (5) (6) (7) (8) 
ExRe_AB 0.96 0.97 0.96 (33.83)*** (32.35)*** (34.14)*** 
SMB_AB -4.69 -3.61 
-0.78 -0,58 
HML_AB 13.67 12.72 -34.34 (2.45)** (2.15)** -1.47 
Factorl 0.80 0.10 0.80 
-1.03 -0.55 -1.21 
FactorZ 0.36 0.14 
-0.71 -0.77 
Factors -1.13 -0.36 -1.13 
(1.70)* -1.58 (1.82)* 
Factor4 2.80 -0.32 2.79 2.73 2.80 -0.33 2.80 
(3.20)*** -1.24 (3.05)*** (3.01)*** (3.23)*** -1.09 (3.05)*** 
Factors -0.05 0.36 
-0.06 (1.68)* 
Factor6 -0.39 0.20 
-0.31 -0.99 
Factor? -0.22 0.20 
-0.28 -0.78 
Factors -0.80 -0.13 
-0.95 -0.66 
Constant -0.07 0.84 -0.08 0.82 0.57 0.83 -0.17 0.83 
-0.34 -1.02 -0.38 -1.02 -0.73 -1.02 -0.78 -1.02 
Adjusted 0.938 0.065 0.939 0.087 0.102 0.095 0.936 0.087 
R-squared 
^ 4.568 4.728 4.796 4.418 4.442 4.450 4.457 4.459 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1% 
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Table 7： Predictive Regressions for Excess Market Returns: Commercial Sector 
(1) (2) (3) (4) (5) (6) (7) (8) 
ExRe_AB 0.91 0.91 
( 2 1 . 9 1 ) * * * ( 1 8 . 5 7 ) * * * 
SMB_AB 10.01 7.84 
-1.03 -0.85 
HML_AB -21.25 -20.60 -63.21 -63.37 -62.86 -61.55 
一 ( 2 . 1 7 ) * * ( 2 . 0 4 ) * * ( 2 . 3 7 ) * * ( 2 . 3 8 ) * * ( 2 . 5 3 ) * * ( 2 . 4 1 ) * * 
Factorl 0.38 -0.31 
-0.53 -0.82 
Factor2 -0.06 -0.27 
-0.09 -0.78 
Factors -1.13 -0.42 -1.14 
-1.47 -1.12 -1.51 
Factor4 3.03 0.01 2.90 2.90 2.89 3.03 2.92 
(3.30)*** -0.02 (3.25)*** (3.46)*** (3.21)*** (3.23)*** (3.13)*** 
Factors -0.69 -0.03 
-0.85 -0.07 
Factor6 -1.08 -0.48 -1.10 
-0.77 -0.93 -0.95 
Factor? -0.07 0.05 
-0.10 -0.14 
Factors -1.08 -0.34 -0.96 
-1.35 -0.86 -1.22 
Constant -0.01 1.09 0.00 0.62 0.62 0.60 1.08 0.66 
-0.02 -1.31 0.00 -0.78 -0.78 -0.76 -1.31 -0.82 
Adjusted o.862 0.091 0.860 0.163 0.171 0.169 0.097 0.165 R-squared 
BIC 4.562 4.755 4.765 4.427 4.458 4.460 4.461 4.465 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1% 
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Table 8: Predictive Regressions for Excess Market Returns: Real Estate Sector 
(1) (2) ⑶ （4) (5) (6) (7) 
ExRe_AB 1.00 1.03 
(10.88)*** (10.29)*** 
SMB_AB 13.02 13.70 
一 -0.74 -0.79 
HML_AB -3.45 -1.65 -48.89 
-0.20 -0.09 (1.66)* 
Factorl 0.31 -0.43 
-0.27 -0.66 
Factor2 -1.04 -1.25 
-1.54 (2.67)*** 
Factors -1.13 -0.32 -1.13 
-1.19 -0.58 -1.22 
Factor4 3.25 -0.15 3.27 3.17 3.27 3.25 
(3.18)*** -0.22 (2.69)*** (2.68)*** (2.76)*** (2.86)*** 
Factors -1.11 -0.55 
-0.92 -0.83 
Factor6 -0.14 0.54 
-0.09 -0.88 
Factor? 0.22 0.50 
-0.24 -0.84 
Factors 1.16 1.95 1.14 
-0.94 (2.52)** -0.92 
Constant 0.37 1.38 0.31 1.41 1.05 1.41 1.39 
-0.57 -1.28 -0.49 -1.33 -1.02 -1.33 -1.30 
Adjusted 0.6IOI 0.0461 0.6299 0.0686 0.0878 0.0697 0.0694 R-squared 
5.0919 5.2722 5.3504 4.9615 4.9816 5.0012 5.0016 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1% 
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Table 9: Predictive Regressions for Excess Market Returns: Utilities Sector 
(1) (2) (3) (4) (5) (6) (7) 
ExRe_AB 0.90 0.92 
(30.43)*** (27.86)*** 
SMB_AB -6.18 -3.28 
-0.74 -0.40 
HML_AB 16.48 13.37 -29.09 
(2.14)** -1.47 -1.29 
Factorl 1.01 0.35 1.01 
-1.31 (1.99)** -1.50 
Factor2 0.08 -0.13 
-0.17 -0.76 
Factors -0.96 -0.23 -0.96 
-1.46 -0.86 -1.52 
Factor4 2.30 -0.66 2.30 2.24 2.30 2.30 
(2.61)** (2.28)** (2.50)** (2.46)** (2.57)** (2.61)** 
Factors 0.05 0.42 
-0.06 -1.38 
Factor6 -0.70 -0.14 
-0.55 -0.51 
Factor? -0.45 -0.05 
-0.64 -0.22 
Factors -0.30 0.34 
-0.37 -1.47 
Constant 0.33 1.13 0.27 1.14 0.92 1.14 1.14 
-1.13 -1.42 -0.94 -1.44 -1.19 -1.45 -1.44 
^squl^ell 0.8768 0.0385 0.8797 0.0612 0.0706 0.0665 0.0653 
BIC 4.5095 4.6765 4.7511 4.3657 4.3965 4.401 4.4023 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1% 
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Figure 1: Marginal R-squares on Macroeconomic Series of Factor 1 
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Figure 2: Marginal R-squares on Macroeconomic Series of Factor 2 
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Figure 4: Marginal R-squares on Macroeconomic Series of Factor 4 
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Figure 5: Marginal R-squares on Macroeconomic Series of Factor 5 
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Figure 6: Marginal R-squares on Macroeconomic Series of Factor 6 
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Figure 7: Marginal R-squares on Macroeconomic Series of Factor 7 
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Figure 8: Marginal R-squares on Macroeconomic Series of Factor 8 
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Figure 17: Cumulative Squared Prediction Errors in A Shares 
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Figure 18: Cumulative Squared Prediction Errors in B Shares 
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Figure 19: Cumulative Squared Prediction Errors in the Industrial Sector 
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Figure 20: Cumulative Squared Prediction Errors in the Commercial Sector 
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Figure 21: Cumulative Squared Prediction Errors in the Real Estate Sector 
8000 I 丨 I 1 1 1 1 p 
Benchmark 1 / 
7000 - Benchmark 2 -
Benchmark 3 J f 
b Selected Model / / / m 6000 J — -
1 删 - rY ‘ 
2 4000 - [^―厂 -
I Jr^ 
^ 3000 - ^ s ： ^ -
I 2 0 0 0 - -
1 0 0 0 - 一 7 一 
z广— 一 - —"‘ . -
Q — / ' ' 一 . “ “ I I I I 1 
12/2004 08/2005 04/2006 12/2007 08/2008 04/2009 09/2009 



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix III: Calculation of the Fama-French three factors 
1. Data selection 
We use the data from GTA-Research Service Center to construct a broad market 
profile in order to calculate the Fama-French three factors for the China stock market. 
We focus on the data on non-financial stocks?. The IPO month returns could be 
problematic since many of the individual stocks have severe price jumps during the 
IPO month. Therefore, we exclude the first-month return data of individual stocks. 
Some listed companies experience negative book value of equity, and we exclude 
these companies after their book value turns negative^. We also exclude those stocks 
that cease trading for more than three months after listing. A total of 1719 stocks are 
included in our portfolio, including both A shares and B shares. 
We construct a value-weighted portfolio. Considering the existence of the 
non-tradable shares for some stocks, we only use the tradable shares to compute the 
market capitalization for all the companies. 
2. Constructing Fama-French factors 
We use monthly data from 2000:01 to 2009:09. Following Fama and French (1992), 
we sort the data into six groups in two dimensions. First, the data are sorted by size 
(market capitalization) to determine the 50% breakpoint for size and form two groups 
of data, the "big (B)" group and the "small (S)" group. Also, the same data are sorted 
by book-to-market ratio. The first 30% is categorized as "high book-to-market (H)" 
group, the following 40% is categorized as "median book-to-market (M)" group, and 
the last 30% stocks belong to the “low book-to-market (L)" group. Next, there are six 
portfolios formed from the intersection of the two size and three book-to-market ratio 
groups. The variable of SMB and HML are calculated as 
CD SIL-^SIM^-SIH B/L + B/M + B/H SMB = 3 3 
7 The number of financial companies is very small. 
8 No more than 150 companies have experienced negative book values starting from 2000, they are 
very small percentage of all the listed companies. 
59 
and 
SIH + BIH S/L + B/L HML = , 2 2 
where SIL is the return of the group of small size and low book-to-market ratio, 
S I M is the return of the group of small size and median book-to-market ratio, and 
S I H is the return of the group of small size and high book-to-market ratio, etc. 
We calculate the SMB and HML variables for the whole market as well as for A 
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