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Abstract
We introduce a new functional measure of tail dependence for weakly
dependent (asymptotically independent) random vectors, termed weak tail
dependence function. The new measure is defined at the level of copulas
and we compute it for several copula families such as the Gaussian copula,
copulas of a class of Gaussian mixture models, certain Archimedean cop-
ulas and extreme value copulas. The new measure allows to quantify the
tail behavior of certain functionals of weakly dependent random vectors
at the log scale.
Key words: tail dependence, asymptotic independence, copulas, regular vari-
ation, Gaussian mixtures
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1 Introduction
The goal of this paper is to propose a new approach to describe asymptotic
independence (weak tail dependence), and to use this approach to study the
asymptotic behavior of tail probabilities like
Pr[min(X1, . . . , Xn) ≥ t] as t→∞ (1)
or
Pr[X1 + · · ·+Xn ≤ t] as t→ 0 with X1 ≥ 0, . . . , Xn ≥ 0. (2)
when the components of the vector (X1, . . . , Xn) are asymptotically indepen-
dent.
In multivariate extreme value theory, asymptotic independence refers to the
situation when the probability that any two components of a random vector are
simultaneously large, on a suitable scale, is negligible compared to the proba-
bility that any one component is large. This ensures that suitably renormalized
componentwise maxima of a sequence of independent copies of the vector be-
come asymptotically independent. The components of an asymptotically inde-
pendent random vector may be dependent in the usual sense. For instance, the
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multivariate Gaussian distribution is known to be asymptotically independent
for any nondegenerate covariance matrix (Sibuya, 1959).
Asymptotic independence is a natural property which is often observed in the
data coming from many different application domains (De Haan and De Ronde,
1998; Maulik et al., 2002; Draisma et al., 2004; Ledford and Tawn, 1997, 1996;
Heffernan et al., 2005), and is an inherent feature of many widely used models,
for example, in finance. In addition to the already mentioned multivariate Gaus-
sian, one can quote, e.g., the multivariate generalized hyperbolic (Schlueter and
Fischer, 2012), and more generally all Gaussian mixture models with exponen-
tially decaying mixing variable (see Section 3 below). It is therefore important
to understand the implications of asymptotic independence assumption on the
tail behavior of random vectors.
In the literature, asymptotic independence is often introduced using the
property of hidden regular variation (Resnick, 2002; Maulik and Resnick, 2004;
Resnick, 2007), which is a refinement of the coefficient of tail dependence in-
troduced in Ledford and Tawn (1996, 1997). Recall that a random vector X
with values in [0,∞)n is said to be multivariate regularly varying if there exists
a function b(t) → ∞ as t → ∞ and a non-negative Radon measure ν 6= 0 such
that
tPr
[ X
b(t)
∈ ·
]
→ ν (3)
as t → ∞ in the sense of vague convergence of measures on the cone E =
[0,∞]n \{0}. Now, X is said to possess the property of hidden regular variation
if in addition to (3), there exists a non-decreasing function b∗(t)→∞ such that
b(t)/b∗(t)→∞ as t→∞ and a Radon measure ν∗ 6= 0 such that
tPr
[ X
b∗(t)
∈ ·
]
→ ν∗ (4)
on the cone E∗ := E \ ∪ni=1Li, where Li is the i-th coordinate axis. In other
words, under hidden regular variation, the probability Pr[Xi ≥ xit,Xj ≥ xjt]
for any i 6= j decays regularly, but at a faster rate than the tail probabilities of
individual components.
The theory of hidden regular variation along with its more recent extensions
(Das et al., 2013) allows to quantify the asymptotic behavior of the tail prob-
abilities like (1) or (2) but it is well suited for distributions with fat power-law
tails and tail equivalent margins and does not readily apply to, say, models with
exponential tail decay which are widely used in finance1. An alternative (but
related) approach to studying dependence within asymptotic independence, con-
sists in observing that for, say, identically distributed positive random variables,
1In some cases, one can solve the problem of non-equivalent margins using the rank trans-
form, which preserves the hidden regular variation (Heffernan et al., 2005), however, it does
not preserve the structure of some tail functionals which one would like to compute in risk
management applications.
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asymptotic independence in the lower tail implies that
lim
x↓0
Pr[X1 ≤ x, . . . ,Xn ≤ x]
Pr[X1 ≤ x] = 0,
and information about “residual” dependence may be extracted from the multi-
variate distribution function by studying a related limit on the logarithmic scale.
This leads to the so called coefficient of weak tail dependence (Coles et al., 1999;
Schlueter and Fischer, 2012; Hashorva, 2010; Heffernan, 2000) usually defined
(for the case of the lower index of a two-dimensional copula C) as
lim
u→0
2 lnu
lnC(u, u)
− 1. (5)
This coefficient is defined at the level of copulas, and hence does not require
strong assumptions on the margins. It exists under much less stringent condi-
tions than those required for hidden regular variation (since here one is only
interested in log-scale asymptotics), but the knowledge of the weak tail depen-
dence coefficient does not provide information on the functionals like (1) or (2),
which also depend on the margins.
In this paper, we develop a functional extension of the weak tail dependence
coefficient (5), which we term weak tail dependence function. For the lower tail
of the copula, the weak tail dependence function is defined by
χ(λ1, . . . , λn) = lim
u→0
mini lnu
λi
lnC(uλ1 , . . . , uλn)
, λ1, . . . , λn ≥ 0. (6)
The extension of the weak tail dependence coefficient by the weak tail depen-
dence function is somewhat similar in spirit to the extension of the strong
tail dependence coefficient by the tail dependence function (Joe et al., 2010;
Klu¨ppelberg et al., 2008, 2007).
We compute the weak tail dependence function for commonly used fami-
lies of copulas, notably for the Gaussian copula and for all Gaussian mixture
models with exponentially decaying mixing variable, and show that log-scale
asymptotics of functionals like (1) or (2) are expressed in terms of the weak
tail dependence function under weak assumptions on the margins. In particular
(see Theorem 1), if X1, . . . , Xn are random variables with values in (0,∞), with
survival functions F¯1, . . . , F¯n and survival copula C, such that for k = 1, . . . , n,
ln F¯k(x) ∼ λk ln F¯0(x)
as x→ +∞ for some constants λk and some function F¯0, then
ln Pr[min(X1, . . . , Xn) ≥ t] ∼ mini ln F¯i(t)
χ¯(λ1, . . . , λn)
,
as t → +∞, where χ¯ is computed from the copula C using the formula (6).
On the other hand (see Corollary 2), if X1, . . . , Xn are random variables with
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values in (0,∞), with distribution functions F1, . . . , Fn and copula C, such that
for k = 1, . . . , n, lnFk(x) is slowly varying as x ↓ 0 and
lnFk(x) ∼ λk lnF0(x)
for some constants λk and some function F0, then
ln Pr[X1 + · · ·+Xn ≤ t] ∼ mini lnFi(t)
χ(λ1, . . . , λn)
,
as t ↓ 0.
The assumption that the distribution functions are slowly varying includes
all distributions with regularly varying left tail as well as parametric families
such as log-normal, gamma, Weibull and many distributions from the financial
mathematics literature. The assumption of asymptotic equivalence on the log
scale ensures that the laws of components have similar asymptotic behavior, but
nevertheless is not very restrictive: for example, different components can follow
log-normal distributions with different parameters, or have regularly varying
tails with different indices. Our method thus provides less information than
hidden regular variation (which allows to compute the sharp asymptotics) but
on the other hand is applicable in a much wider context.
The rest of the paper is structured as follows. Section 2 presents the defini-
tion and the basic properties of the weak tail dependence function. The explicit
form of the weak tail dependence function for common copula families is given in
Section 3. Finally, Section 4 presents the link between the weak tail dependence
function and the asymptotics of tail probabilities like (1) and (2) and illustrates
the theory with an example coming from financial mathematics.
Remarks on notation Throughout this paper, we write f ∼ g as x tends to
a whenever
lim
x→a
f(x)
g(x)
= 1
and f . g whenever
lim sup
x→a
f(x)
g(x)
≤ 1.
We recall that a function f is called slowly varying as x tends to 0 whenever
lim
x→0
f(αx)
f(x)
= 1
for all α > 0. Finally, we define
∆n := {w ∈ Rn : wi ≥ 0, i = 1, . . . , n,
n∑
i=1
wi = 1}.
We also recall that the copula of a random vector (Y1, . . . , Yn) is a function
C : [0, 1]n : [0, 1], satisfying the assumptions
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• dC is a positive measure in the sense of Lebesgue-Stieltjes integration,
• C(u1, . . . , un) = 0 whenever uk = 0 for at least one k,
• C(u1, . . . , un) = uk whenever ui = 1 for all i 6= k,
and such that
Pr[Y1 ≤ y1, . . . , Yn ≤ yn] = C(Pr[Y1 ≤ y1], . . . ,Pr[Yn ≤ yn]), (y1, . . . , yn) ∈ Rn.
A copula exists by Sklar’s theorem and is uniquely defined whenever the marginal
distributions of Y1, . . . , Yn are continuous. We refer to Nelsen (1999) for details
on copulas.
2 Weak tail dependence function
Definition 1. The weak lower tail dependence function χ(λ1, . . . , λn) of a cop-
ula C is defined by
χ(λ1, . . . , λn) = lim
u→0
mini lnu
λi
lnC(uλ1 , . . . , uλn)
, (7)
whenever the limit exists for all λ1, . . . , λn ≥ 0 such that λk > 0 for at least one
k, with the standard convention that ln 0 =∞ and 1/∞ = 0.
Remark 1. In this paper, we focus on the lower tail of the copula, hence the
term weak lower tail dependence function. Weak tail dependence functions for
other tails of the copula may be defined in a similar manner. For example, weak
upper tail dependence function of a copula C is defined by
χ¯(λ1, . . . , λn) = lim
u→0
mini lnu
λi
lnC(uλ1 , . . . , uλn)
,
where C is the survival copula which corresponds to C. Properties of the weak
upper tail dependence function and the form of this function can be easily
deduced from the properties and the form of the weak lower tail dependence
function given in this paper.
Remark 2. Assume that C(u, . . . , u) > 0 for u > 0 and let Ĉ(z1, . . . , zn) =
C(e−z1 , . . . , e−zn) for z1, . . . , zn ≥ 0. Then (7) is equivalent to
ln Ĉ(λ1z, . . . , λnz) ∼ − maxi λi
χ(λ1, . . . , λn)
z as z → +∞.
Therefore, existence of a weak tail dependence function is a kind of multivariate
regular variation property with index 1 of the logarithm of the copula at the
logarithmic scale. Due to the presence of this log scale transformation, the
existence of the weak tail dependence function is not directly related to the
regular variation properties of the distribution at the original scale, in particular,
it is not implied by the hidden regular variation property.
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Properties of the weak lower tail dependence function The weak lower
tail dependence function χ(λ1, . . . , λn) of a copula is order 0 homogeneous: for
all r > 0,
χ(rλ1, . . . , rλn) = χ(λ1, . . . , λn).
It is increasing with respect to the concordance order of copulas and admits
the following bounds (the upper bound is due to the Frechet-Hoeffding upper
bound on the copula):
0 ≤ χ(λ1, . . . , λn) ≤ 1.
For the independence copula C⊥(u1, . . . , un) = u1 . . . un, we get
χ(λ1, . . . , λn) =
maxi λi∑
i λi
.
The upper bound is attained for the complete dependence copula C‖(u1, . . . , un) =
min(u1, . . . , un). More importantly, as shown by the following proposition, for
any copula with nonzero strong tail dependence coefficient in the lower tail,
the weak lower tail dependence function equals its upper bound. This mea-
sure of tail dependence is thus relevant for distributions whose components are
asymptotically independent. Before stating the result, we recall the following
definition.
Definition 2. The strong tail dependence coefficient (for the lower tail) of a
copula C is defined by
λL = lim
u↓0
C(u, . . . , u)
u
,
whenever the limit exists. When λL > 0, the copula is said to have the property
of asymptotic dependence in the lower tail.
Proposition 1. Assume that a copula function C has strong tail dependence
coefficient λL > 0. Then, the weak lower tail dependence function of C is equal
to the upper bound:
χ(λ1, . . . , λn) = 1, ∀λ1, . . . , λn ≥ 0.
Proof. From the definition of λL, for any ε > 0 and u sufficiently small,
C(u, . . . , u) ≥ (λL − ε)u.
Using the fact that the copula is increasing in each argument, we have, for u
sufficiently small,
lnC(uλ1 , . . . , uλn)
lnu
≤ ln(λL − ε) + max(λ1, . . . , λn) lnu
lnu
,
which shows that
lim sup
u↓0
lnC(uλ1 , . . . , uλn)
lnu
= max(λ1, . . . , λn).
Combining this with the Frechet-Hoeffding upper bound on the copula, the
proof is complete.
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Strong tail dependence coefficients for different copula families are listed,
for instance, in Nelsen (1999); Heffernan (2000). In particular, it is known
that the Gaussian copula has the property of asymptotic independence (Sibuya,
1959). By contrast, all copulas of elliptical distributions with regularly varying
tails, including, in particular, the t-copula, are known to have the property
of asymptotic dependence (Hult and Lindskog, 2002), and therefore, for these
copulas the weak tail dependence function equals 1.
3 Weak lower tail dependence function for com-
mon copula families
Gaussian copula The Gaussian copula with correlation matrix R is the
unique copula of any Gaussian vector with correlation matrix R and noncon-
stant components (it does not depend on the mean vector and on the variances
of the components). The following proposition characterizes the weak lower tail
dependence function of the Gaussian copula.
Proposition 2. Let C be an n-dimensional Gaussian copula with correlation
matrix R with detR 6= 0. Then,
χ(λ1, . . . , λn) = max
i
λi min
w∈∆n
w>Σw, for all λ1, . . . , λn > 0,
where the matrix Σ has coefficients Σij =
Rij√
λiλj
, 1 ≤ i, j ≤ n.
Proof. Let X = (X1, . . . , Xn) be a centered Gaussian vector with covariance
matrix Σ defined above. The proof is based on the following lemma.
Lemma 1. Let X be an n-dimensional centered Gaussian vector with covariance
matrix Σ assumed to be nondegenerate. Then there exist positive constants c and
C and an integer n¯ with 1 ≤ n¯ ≤ n such that, for all z sufficiently large,
c
|z|n¯ e
− z2
2 minw∈∆n w>Σw ≤ Pr[X1 ≥ z, . . . , Xn ≥ z] ≤ C|z|n¯ e
− z2
2 minw∈∆n w>Σw . (8)
Proof. The proof is based on the estimates of multivariate Gaussian tails given in
Hashorva and Hu¨sler (2003). Taking t = z1 and using the notation introduced
in Proposition 2.1 of this reference, we see that (i) |It| does not depend on z
and we set n¯ = |It|; (ii) for every i ∈ It, hi = ciz for some constant ci > 0;
(iii) the function R(t) defined in (Hashorva and Hu¨sler, 2003, equation (1.2)) is
equivalent to 1/t as t→ +∞; and finally (iv) the constant αt satisfies
αt = min
x≥t
x>Σ−1x = z2 min
x≥1
x>Σ−1x.
Using the method of Lagrange multipliers, we further get
min
x≥1
x>Σ−1x = max
λ≥0
min
x∈Rn
x>Σ−1x− λ>(x− 1) = max
λ≥0
−1
4
λ>Σλ+ λ>1
= max
ρ≥0,w∈∆n
−ρ
2
4
w>Σw + ρ = max
w∈∆n
1
w⊥Σw
;
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so that
αt =
z2
minw∈∆n w⊥Σw
.
Both upper and lower bounds in (8) then follow from formula (3.8) in Hashorva
and Hu¨sler (2003).
From the above lemma, using the symmetry of centered Gaussian vectors,
we deduce that
ln Pr[X1 ≤ z, . . . ,Xn ≤ z] ∼ − z
2
2 infw∈∆n w>Σw
as z tends to −∞. Applying this to a single Gaussian variable yields
ln Pr[Xi ≤ z] ∼ −z
2λi
2
, z →∞.
Now combine these estimates to get, for ε and z small enough,
− z
2(1 + ε)
2 infw∈∆n w>Σw
≤ ln Pr[X1 ≤ z, . . . , Xn ≤ z] = lnC(Pr[X1 ≤ z], . . . ,Pr[Xn ≤ z])
≤ lnC(e− z
2λ1(1−ε)
2 , . . . , e−
z2λn(1−ε)
2 ).
Letting u = e−z
2(1−ε)/2, this leads to
1 + ε
(1− ε) infw∈∆n w>Σw
lnu ≤ lnC(uλ1 , . . . , uλn).
Dividing by mini lnu
λ, and using the fact that ε is arbitrary, we finally get
max
i
λi inf
w∈∆n
w>Σw ≤ lim sup
u→0
mini lnu
λ
lnC(uλ1 , . . . , uλn)
.
The upper bound may be obtained in a similar fashion.
Gaussian mixtures with exponentially decaying mixing variable Our
next result describes the marginal tail behavior and the weak lower tail depen-
dence function of Gaussian mean-variance mixtures.
Proposition 3. Let Y = (Y1, . . . , Yn)
> be a centered nondegenerate Gaussian
vector with correlation matrix R, and let µ ∈ Rn, σi =
√
VarYi for i = 1, . . . , n
and µ˜i = µi/σi for i = 1, . . . , n. Assume that Z is a positive random variable
with density ρ(s) satisfying
ρ(s) = e−θs+o(s), s→∞
with θ > 0. Let X be defined by X =
√
ZY + Zµ. Then
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• For i = 1, . . . , n,
ln Pr[Xi ≤ x] ∼ 2θ√
2θσ2i + µ
2
i − µi
x, x→ −∞.
• The copula of X has weak lower tail dependence function
χ(λ1, . . . , λn) = max
i
λi min
v
{√
2θv>Rv + (µ˜>v)2 − µ˜>v
}
,
where the minimum is taken over the set{
v ∈ Rn, vi ≥ 0, i = 1, . . . , n,
n∑
i=1
viλi(
√
2θ + µ˜2i − µ˜i) ≤ 1
}
.
Remark that in the general case, the weak lower tail dependence function of a
Gaussian mixture may depend on the correlation matrix R, the normalized mean
vector µ˜ and the decay rate θ, since all these parameters affect the dependence
structure of the random vector. However, in the symmetric case (µ = 0), it is
easy to see that the weak lower tail dependence function depends only on the
correlation matrix.
Corollary 1. Let X =
√
ZY where Y is centered Gaussian vector with corre-
lation matrix R, assumed to be nondegenerate, and Z satisfies the assumption
of Proposition 3. Then,
χ(λ1, . . . , λn) = max
i
λi min
w∈∆n
√
w>Σw,
where the matrix Σ has coefficients
Σij =
Rij
λiλj
.
Remark 3. Proposition 3 and Corollary 1 improve our understanding of the tail
dependence of Gaussian mixture models with exponential decay of the mixing
variable. For example, taking µ = 0, we have
χ(1, . . . , 1) = min
w∈∆n
√
w>Rw < 1
whenever the correlation matrix R is nongenenerate. Therefore, by Proposition
1 we conclude that Gaussian variance mixture models with exponentially decay-
ing mixing variable have no strong tail dependence. In particular, for n = 2,
R =
(
1 ρ
ρ 1
)
and χ(1, 1) =
√
1 + ρ
2
,
and we recover and extend the main result of Schlueter and Fischer (2012),
where this value has been computed for the generalized hyperbolic distribution.
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More precisely, in this reference, the weak tail dependence coefficient is defined
(for the left tail) as
lim
u→0
2 ln(u)
lnC(u, u)
− 1,
which corresponds to 2χ(1, 1)− 1 in our notation, and is found to be equal to
2
√
1 + ρ
2
− 1.
The proof of Proposition 3 is based on the following estimates which can be
found in Gulisashvili and Tankov (2014).
Lemma 2. Let Y be a centered Gaussian vector with a nondegenerate covari-
ance matrix B, and let µ ∈ Rn. Suppose that Z is a random variable with
values in (0,∞) admitting a density ρ.
• Assume that ρ(s) ≤ c1e−θs for s ≥ 1, where θ > 0 and c1 > 0 are
constants. Then, there exists C1 > 0 such that for k sufficiently large,
Pr
[ n∑
i=1
eYi
√
Z+µiZ ≤ e−k
]
≤ C1e−c∗θk,
where
c∗θ = min
t≥0
max
w∈∆n
{
θt+
(1 + tµ>w)2
2w>Bwt
}
= max
w∈∆n
2θ√
2θw>Bw + (µ>w)2 − µ>w .
(9)
• Assume that ρ(s) ≥ c2e−θs for s ≥ 1, where θ > 0 and c2 > 0 are
constants. Then, there exists C2 > 0 such that for k sufficiently large,
Pr
[ n∑
i=1
eYi
√
Z+µiZ ≤ e−k
]
≥ C2k−ne−c∗θk,
Proof of Proposition 3. Under the assumptions of Proposition 3, for every ε > 0,
one can find constants c1 > 0 and c2 > 0 such that
c1e
−(θ+ε)s ≤ ρ(s) ≤ c2e−(θ−ε)s, s ≥ 1.
Using the bounds of Lemma 2 and taking the logarithm yields, for x small
enough,
lnC2 − n ln ln 1
x
+ c∗θ+ε lnx ≤ ln Pr
[ n∑
i=1
eXi ≤ x
]
≤ lnC1 + c∗θ−ε lnx.
Divide by lnx and pass to the limit x→ 0 to get
c∗θ+ε ≥ lim sup
x→0
ln Pr
[∑n
i=1 e
Xi ≤ x]
lnx
lim inf
x→0
ln Pr
[∑n
i=1 e
Xi ≤ x]
lnx
≥ c∗θ−ε.
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Since c∗θ is obviously continuous in θ and ε is arbitrary, we conclude that
lim
x→0
ln Pr
[∑n
i=1 e
Xi ≤ x]
lnx
= c∗θ.
Applying this result to a single component Xi, we get
lim
x→0
ln Pr[eXi ≤ x]
lnx
=
2θ√
2θσ2i + µ
2
i − µi
.
Therefore, ln Pr[eXi ≤ x] is slowly varying as x tends to 0, and by Theorem 1,
χ(λ1, . . . , λn) =
maxi λi
c∗θ
for λi =
2θ√
2θσ2i + µ
2
i − µi
.
However, since χ depends only on the copula, it is invariant with respect to the
transformation µi 7→ αiµi and σi 7→ αiσi for i = 1, . . . , n for any vector α ∈ Rn
with positive components. Hence, for arbitrary λi > 0, one can always find
αi > 0 such that
λi =
2θ√
2θ(αiσi)2 + (αiµi)2 − αiµi
.
To complete the proof, substitute this into the expression for c∗θ and make the
change of variable
vi =
wiαiσi
2θ
in the optimization problem.
Archimedean copulas Recall that given a function φ : [0, 1]→ [0,∞] which
is continuous, strictly decreasing and such that its inverse φ−1 is completely
monotonic, the Archimedean copula with generator φ is defined by
C(u1, . . . , un) = φ
−1{φ(u1) + · · ·+ φ(un)}.
The following simple result gives the weak lower tail dependence function for
an Archimedean copula. The case when lnφ−1 is regularly varying includes
for example the Gumbel copula with φ−1(t) = exp(−t1/θ) and several other
families.
Proposition 4. Let C be an Archimedean copula with generator function φ.
(i). If lnφ−1 is regularly varying at +∞ with index α > 0, then,
χ(λ1, . . . , λn) =
max(λ1, . . . , λn)(
λ
1/α
1 + · · ·+ λ1/αn
)α
(ii). If lnφ−1 is slowly varying at +∞, then
χ(λ1, . . . , λn) = 1
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Remark 4. The condition that lnφ−1 be regularly varying at 0 is sufficient for
C to be in the max-domain of attraction of the Gumbel copula (Genest and
Rivest, 1989). However, for the existence of the weak lower tail dependence
function we require that lnφ−1 be regularly varying at +∞ which is a different
condition.
Remark 5. When lnφ−1 is regularly varying but not slowly varying at +∞,
Proposition 1 implies that the copula C has no strong dependence in the left
tail, meaning that the strong tail dependence coefficient λL equals zero. When
lnφ−1 is slowly varying, the situation is less clear. For an Archimedean copula,
the strong tail dependence coefficient is given by
λL = lim
u↓0
C(u, . . . , u)
u
= lim
u↓0
φ−1{φ(u1) + · · ·+ φ(un)}
u
= lim
t→∞
φ−1(nt)
φ−1(t)
.
Therefore, when φ−1 is slowly or regularly varying at +∞, λL exists and is
strictly positive, and so χ attains its upper bound χ(λ1, . . . , λn) = 1 for all
λ1, . . . , λn ≥ 0. However, there exist situations when λL = 0 yet χ(λ1, . . . , λn) =
1. Indeed, the function
φ−1(u) = e−{ln(1+u)+ 12}2+ 14
is a valid inverse generator function of an Archimedean copula in dimension 2
and is rapidly varying at +∞ (which means that λL = 0) but lnφ−1 is slowly
varying.
Proof. Assume first that lnφ−1 is regularly varying with index α > 0. By
definition of χ,
χ(λ1, . . . , λn) = lim
u→0
max(λ1, . . . , λn) lnu
lnφ−1{φ(uλ1) + · · ·+ φ(uλn)}
= lim
u→0
max(λ1, . . . , λn) lnφ
−1(φ(u))
lnφ−1{φ(eλ1 lnu) + · · ·+ φ(eλn lnu)}
By the inversion theorem for regularly varying functions (Bingham et al., 1989),
the function u 7→ φ(eu) is regularly varying at −∞ with index 1/α. Therefore,
for any ε > 0 and u sufficiently small,
(1− ε)(λ1/α1 + · · ·+ λ1/αn )φ(u) ≤ φ(eλ1 lnu) + · · ·+ φ(eλn lnu)
≤ (1 + ε)(λ1/α1 + · · ·+ λ1/αn )φ(u),
and we conclude using the regular variation of lnφ−1 and the fact that ε is
arbitrary. The proof for the case when lnφ−1 is slowly varying is similar.
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Extreme value copulas The weak lower tail dependence function can be
alternatively represented as follows.
χ(λ1, . . . , λn) = − maxi λi
ln limt→∞ C{(e−λ1)t, . . . , (e−λn)t} 1t
. (10)
Let C be an extreme value copula (De Haan and Ferreira, 2007, chapter 6), that
is, a copula satisfying
C(u
1/m
1 , . . . , u
1/m
n )
m = C(u1, . . . , un), m ∈ N∗, (u1, . . . , un) ∈ [0, 1]n,
where N∗ denotes the set of natural numbers excluding zero. From (10) it follows
that the weak lower tail dependence function of C is given simply by
χ(λ1, . . . , λn) = − maxi λi
lnC(e−λ1 , . . . , e−λn)
.
4 Tail asymptotics of weakly dependent random
vectors
In this section we show how the weak tail dependence function may be used to
characterize the log-scale tail behavior of certain functionals of components of
weakly dependent random vectors.
Our first example shows that under relatively weak assumptions on the mar-
gins, the log-scale asymptotic behavior of the tails of the distribution function
of a weakly dependent random vector may be deduced from the weak tail de-
pendence function.
Theorem 1.
(i) Let X1, . . . , Xn be random variables with values in (a, b), where b ∈ R ∪
{+∞} with marginal survival functions F¯1, . . . , F¯n and survival copula C
satisfying the following assumptions.
– For each k = 1, . . . , n,
ln F¯k(x) ∼ λk ln F¯0(x) as x ↑ b
for some constants λk > 0 and some function F¯0.
– The copula C admits a weak upper tail dependence function χ¯.
Then,
lim
x↑b
ln Pr[min(X1, . . . , Xn) ≥ x]
mini ln Pr[Xi ≥ x] =
1
χ¯(λ1, . . . , λn)
.
(ii) Let X1, . . . , Xn be random variables with values in (a, b), where a ∈ R ∪
{−∞} with marginal distribution functions F1, . . . , Fn and copula C sat-
isfying the following assumptions.
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– For each k = 1, . . . , n,
lnFk(x) ∼ λk ln F¯0(x) as x ↓ a
for some constants λk > 0 and some function F¯0.
– The copula C admits a weak lower tail dependence function χ.
Then,
lim
x↓a
ln Pr[max(X1, . . . , Xn) ≤ x]
mini ln Pr[Xi ≤ x] =
1
χ(λ1, . . . , λn)
.
Proof. We prove only the first part, the proof of the second part being very
similar. First, observe that
Pr[min(X1, . . . , Xn) ≥ x] = Pr[X1 ≥ x, . . . ,Xn ≥ x] = C{F¯1(x), . . . , F¯n(x)}.
By assumption of the theorem, for any ε > 0 and x close enough to b,
F¯0(x)
λk(1+ε) ≤ F¯k(x) ≤ F¯0(x)λk(1−ε), k = 1, . . . , n.
Therefore,
C{F¯0(x)λ1(1+ε), . . . , F¯0(x)λn(1+ε)} ≤ Pr[min(X1, . . . , Xn) ≥ x]
≤ C{F¯0(x)λ1(1−ε), . . . , F¯0(x)λn(1−ε)}
and by definition of the weak lower tail dependence function, for x close enough
to b enough, we then have
F¯0(x)
χ¯−1(λ1,...,λn)(1+ε)2 maxi λi ≤ Pr[min(X1, . . . , Xn) ≥ x]
≤ F¯0(x)χ¯−1(λ1,...,λn)(1−ε)2 maxi λi .
Taking the logarithms and using the fact that ε is arbitrary shows that
lim
x↑b
ln Pr[min(X1, . . . , Xn) ≥ x]
maxi λi ln F¯0(x)
= χ¯−1(λ1, . . . , λn)
and therefore
lim
x↑b
ln Pr[min(X1, . . . , Xn) ≥ x]
ln mini Pr[Xi ≥ x] = χ¯
−1(λ1, . . . , λn).
Under the assumption of slow variation on the log scale of the marginal
distribution functions, the same asymptotic behavior extends to more complex
functionals of the random vector.
Corollary 2.
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• Let A ⊂ [0,∞)n be a measurable set such that there exist 0 < k < K <∞
with [K,∞)n ⊂ A ⊂ [k,∞)n and let X1, . . . , Xn be random variables with
values in (0,∞) with marginal survival functions F 1, . . . , Fn and survival
copula C satisfying the following assumptions.
– For each k = 1, . . . , n, lnF k is slowly varying at +∞ and satisfies
lnF k(x) ∼ λk lnF 0(x) as x ↑ +∞
for some constant λk > 0 and some function F 0.
– The copula C admits a weak upper tail dependence function χ¯.
Then,
lim
x↑+∞
ln Pr[(X1, . . . , Xn) ∈ xA]
mini ln Pr[Xi ≥ x] =
1
χ(λ1, . . . , λn)
.
• Let A ⊂ [0,∞)n be a bounded measurable set such that there exist 0 < k <
K <∞ with [0, k]n ⊂ A ⊂ [0,K]n and let X1, . . . , Xn be random variables
with values in (0,∞) with marginal distribution functions F1, . . . , Fn and
copula C satisfying the following assumptions.
– For each k = 1, . . . , n, lnFk is slowly varying at zero and satisfies
lnFk(x) ∼ λk lnF0(x) as x ↓ 0
for some constant λk > 0 and some function F0.
– The copula C admits a weak lower tail dependence function χ.
Then,
lim
x↓0
ln Pr[(X1, . . . , Xn) ∈ xA]
mini ln Pr[Xi ≤ x] =
1
χ(λ1, . . . , λn)
.
Remark 6. Taking A = {x ∈ Rn : xi ≥ 0, i = 1, . . . , n,
∑
xi ≤ 1} in the second
part, one can, for instance, compute the asymptotics of Pr[X1 + · · ·+Xn ≤ x]
as x→ 0.
The assumption on the marginal distributions covers, e.g., distributions
which are regularly varying at zero as well as those which are slowly vary-
ing at zero. It excludes distributions with very fast decay at zero, such as the
normal inverse Gaussian. Note that when F0 is regularly varying, one can relax
the assumptions on A and only assume that A ∈ (0,∞)n in the first part and
that A is bounded in the second part.
Proof. The proof of the two parts being very similar, we focus on the second
part of the corollary. By the assumptions on A,
Pr[max(X1, . . . , Xn) ≤ xk] ≤ Pr[(X1, . . . , Xn) ∈ xA]
≤ Pr[max(X1, . . . , Xn) ≤ xK].
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On the other hand, since lnF0(x) is slowly varying at zero,
ln Pr[Xi ≤ Kx] ∼ ln Pr[Xi ≤ kx] ∼ ln Pr[Xi ≤ x]
as x→ 0.
Example In this example we show how the asymptotic results obtained in
this note may be used to analyze the tail behavior of a portfolio of options in
the multidimensional Black-Scholes model. It should be emphasized that the
multidimensional Black-Scholes model does not provide an adequate description
of market movements in times of market stress (McNeil et al., 2010). Never-
theless, this model, and more generally the multivariate Gaussian distribution
is still widely used by practitioners for day-to-day risk management and it is
therefore important to understand the tail behavior of portfolios in this model.
Fix a time horizon T and let (X1, . . . , Xn) denote the vector of logarithmic
returns of n risky assets over this time horizon. The asset prices at date T are
then given by Si = e
Xi for i = 1, . . . , n where we have assumed without loss of
generality that the initial values of all assets are normalized to 1. We suppose
that the n risky assets follow the multidimensional Black-Scholes model. This
means that the distribution of the vector (X1, . . . , Xn) is Gaussian, and we
denote by BT its covariance matrix and by µT its mean vector.
We are interested in the tail behavior of a long-only portfolio of European
call options written on n risky assets. To simplify the discussion we assume
that the portfolio contains exactly one option on each of the risky assets, but
the setting can obviously be extended to an arbitrary number of options. The
log-strikes of the options will be denoted by (k1, . . . , kn) and the maturity dates
by (T1, . . . , Tn), where Ti > T for i = 1, . . . , n. Assuming that the interest rate
is zero, the price of i-th option at date T is given by the Black-Scholes formula
(Black and Scholes, 1973):
Pi = e
XiN (d+)− ekiN (d−), d± = Xi − ki
σi
√
Ti − T
± σi
√
Ti − T
2
, σi =
√
Bii,
where N is the standard normal distribution function.
For a real-world risk management application it would of course be too naive
to assume that the volatility σi, which is used to price the option, is constant and
equal to
√
Bii. In practice one needs either to assume a multivariate Gaussian
distribution for both stock returns and volatilities, or to introduce the so-called
implied volatility skew, that is, assume that σi is a (typically decreasing) deter-
ministic function of Si. This example should therefore be seen as a toy example
whose main purpose is to illustrate and motivate the theory of the paper. The
development of a full-scale risk management application of this theory is left to
further research.
The following proposition clarifies the asymptotic behavior of the probability
Pr[P1 + · · · + Pn ≤ z] as z tends to 0. It is surprising that even though the
tails of asset returns are very thin (Gaussian) in the Black-Scholes model, the
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distribution of a portfolio of options has power-law tails. This reflects the fact
that options are much more risky than stocks.
Proposition 5. As z tends to 0,
ln Pr[P1 + · · ·+ Pn ≤ z] ∼ ln z
infw∈∆n w>Σw
,
where Σ is a n× n matrix with elements given by
Σij =
BijT
σiσj
√
(Ti − T )(Tj − T )
.
Proof. P1, . . . , Pn are obviously increasing and continuous functions of the Gaus-
sian random variables (X1, . . . , Xn). Therefore, the copula of (P1, . . . , Pn) is the
Gaussian copula with correlation matrix with elements Rij =
Bij
σiσj
. It remains to
characterize the asymptotic behavior of the distribution functions of P1, . . . , Pn.
Let
X˜i =
Xi − µiT
σi
√
T
for i = 1, . . . , n and define
fi(x) = e
µiT+xσi
√
TN{d+(x)} − ekiN{d−(x)},
d±(x) = x
√
T
Ti − T −
µiT + ki
σi
√
Ti − T
± σi
√
Ti − T
2
.
Then, X˜i is a standard normal random variable. From the well-known equiva-
lence
N (x) ∼ e
− x22
|x|√2pi , x→ −∞,
one easily deduces that
fi(x) ∼ σi(Ti − T )
3
2
x2T
√
2pi
eki−
d2−(x)
2 , x→ −∞. (11)
Taking the logarithm, we obtain
ln fi(x) ∼ − x
2T
2(Ti − T ) , x→ −∞
and
f−1i (u) ∼
√
2
Ti − T
T
ln
1
u
, u→ 0.
Therefore, the distribution function of Pi satisfies
ln Pr[Pi ≤ x] = lnN{f−1i (x)} ∼ −
f−1i (x)
2
2
∼ −Ti − T
T
ln
1
x
, x ↓ 0,
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so that the assumptions of Corollary 2 are satisfied with
λi =
Ti − T
T
and F0(x) = 1/x and the result follows by applying Proposition 2 and Corollary
2.
Numerical illustration Figure 1 plots the distribution function of the port-
folio of three call options written on three different assets, on the log-log scale.
The numerical values of parameters are
B =
 0.2 0.1 0.10.1 0.2 0.1
0.1 0.1 0.2
 , µ =
 − 0.1− 0.1
− 0.1
 .
The time horizon is T = 0.25 (years), the option log-strikes are ki = 0 and the
option maturities are Ti = 0.5 for i = 1, 2, 3. These values can be considered
typical for financial markets.
The graph plots the distribution function of the option portfolio, together
with the straight line with slope
1
infw∈∆n w>Σw
predicted by Proposition 5, in the log-log scale. We observe power-law decay
in the left tail of the distribution function, and the rate of the decay (slope of
the log-log plot) seems to be close to the theoretical prediction. We emphasize
the fact that our results may not be used to actually compute the distribution
function, since they only provide the log-scale asymptotics. Nevertheless, they
provide an adequate idea of the tail behavior of the distribution.
Comparison with hidden regular variation When assets and options are
identical, the left tail behavior of a portfolio of options in the multidimensional
Black-Scholes model can also be analyzed using hidden regular variation. For the
purposes of this illustration, assume that the portfolio contains two options (n =
2), leaving the general case for further research. Let Zi = −1/ ln{1 − N (X˜i)}
for i = 1, 2. It is known (Weller and Cooley, 2014, page 6) that for all z1, z2 > 0,
tPr
[ Z1
b0(t)
> z1,
Z2
b0(t)
> z2
]
→ (z1z2)− 12η as t→∞
where η = (1 + ρ)/2 and b0(t) = U
−1(t) with
U(t) = t1/ηL0(t), L0(t) = (1 + ρ)
3/2(1− ρ)−1/2(4pi ln t)−ρ/(1+ρ). (12)
For all x1, x2 > 0,
Pr[P−11 > tx1, P
−1
2 (tx2)] = Pr[Z1 > g1(tx1), Z2 > g2(tx2)],
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Figure 1: Left tail of the distribution function of the portfolio of three call
options in a multidimensional Black-Scholes model.
where for i = 1, 2,
gi(t) = − 1
ln
[
1−N {f−1i ( 1t )}] .
As t→∞, clearly,
gi(t) ∼ g˜i(t) := 1N {f−1i ( 1t )} .
Moreover, using the equivalent (11), and the asymptotic expansion for N−1
given, e.g., in (Blair et al., 1976, page 828), it is easy to show that
g˜−1i (u) =
1
fi{N−1(1/u)} ∼ Ciu
T
Ti−T (lnu)
1− T
2(Ti−T ) e
−ci
√
2T
Ti−T lnu
where
Ci =
2T
√
2pi
σi(Ti − T )3/2 e
c2i
2 −ki(2
√
pi)
T
Ti−T and ci =
µiT + ki
σi
√
Ti − T
+
σi
√
Ti − T
2
.
In other words,
g˜−1i (u) = u
T
Ti−T Li(u),
where Li is a slowly varying function as u→∞. It follows that
g˜i(t) = t
Ti−T
T L˜i(t),
where L˜i is slowly varying as t → ∞. By asymptotic inversion we can show
that L˜i satisfies the following relationship.
L˜i(t) ∼ C−
Ti−T
T
i
(
Ti − T
T
ln t
) 1
2−
Ti−T
T
eci
Ti−T
T
√
2 ln t, t→∞. (13)
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Now assume that the options and the assets are identical so that T1 = T2,
L˜1 = L˜2 := L˜ and g˜1 = g˜2 := g˜. Then,
Pr[P−11 > tx1, P
−1
2 (tx2)] ∼
(x1x2)
−T1−T2ηT
U{g˜(t)} .
Therefore, we conclude that the couple (P−11 , P
−1
2 ) possesses the hidden regular
variation property, and consequently
Pr[P1 + P2 ≤ z] = Pr[(P−11 , P−12 ) ∈
1
z
A] ∼ 1
U{g˜(1/z)}ν0(A),
where
A = {x > 0, y > 0 : 1
x
+
1
y
≤ 1}
and ν0 is a measure defined by
ν0((x1,∞)× (x2,∞)) = (x1x2)−
T1−T
2ηT .
An easy computation shows that
ν0(A) = γB(1 + γ, 2 + γ),
where B is the Euler beta function and
γ =
T1 − T
2ηT
.
Finally, we have shown that as z → 0,
Pr[P1 + P2 ≤ z] ∼ z
T1−T
ηT
γB(1 + γ, 2 + γ)
L˜(1/z)1/ηL0(z
T−T1
T )
,
where the function L0 is given explicitly in (12) and the function L˜ satisfies the
asymptotic relation (13).
It is easy to see that in this case,
inf
w∈∆n
w>Σw =
ηT
T1 − T ,
so that the leading term of the above formula agrees with Proposition 5. In con-
clusion, in this example, the hidden regular variation theory allows to compute
the sharp asymptotics under a rather restrictive assumption of homogeneous
portfolio, while the methodology of this paper is applicable in the general case
but only enables us to compute the log scale asymptotics.
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