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A new notion of transition systems, called disfributed rransition systems, is introduced, 
where states are sets of processes and transitions specify which processes stay idle. A notion of 
observations based on partial orderings, called concurrent histories, is defined on com- 
putations. Several observational equivalences, e.g., bisimulation, are given on observations. As 
case studies, Petri C/E systems and P/T nets, and Milner’s CCS are translated to distributed 
transition systems. 8) 1987 Academic Press. Inc 
1. INTRODUCTION 
Many models of concurrent and of distributed systems have been proposed in the 
literature. However, some problems are still under discussion. 
One of the issues concerns interleaving versus true concurrency, i.e., the way in 
which the temporal/causal ordering of events is described. In the interleaving 
approach [ 1,2,3, 17, 181, the fact that a set of events may occur concurren- 
tly/independently is described by saying that they may occur in any order. Models 
based on true concurrency [4, 5, 8, 9, 11-16, 21, 22, 24, 25, 271 use instead partial 
orderings to explicitly describe the temporal/causal relations among events. 
When dealing with distributed systems, seen as a collection of spatially dis- 
tributed processes, we prefer the latter approach mainly because the notion of tem- 
poral/causal dependency plays a crucial role in defining important properties. It is 
quite difficult, in fact, to recover causal dependencies in the interleaving models, 
when needed. As a consequence, the treatment of properties such as fairness or star- 
vation may be awkward. 
We think that the above issue cannot be satisfactorily settled unless a precise 
definition is available of what and how to observe out of the computations of a 
model. Unfortunately, most of the proposed approaches based on true concurrency 
are inadequate in this respect. 
This paper aims at defining a simple operational model, which is basically a 
transition system, and a flexible notion of observation through which an abstract 
semantics can be given. A transition system should also be definable through a 
rewriting system. Moreover, we want to be able to distinguish between temporal 
and causal dependencies. In other words, we wish to observe, in a single com- 
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FIG. 1.1. A place/transition (P/T) net showing confusion. 
putation, the causal dependencies among the actions performed by the various 
processes, regardless of the possibility that these actions may have to occur in other 
orders in different computations. 
A classical problem showing the need for the above distinction regards the so- 
called confusion problem in Petri nets. Let us have the place/transition net depicted 
in Fig. 1.1., and assume that we observe, for every event, not only the occurred 
transition, but also the refused transitions, i.e., those in conflict with it. In Fig. 1.2. 
we have the possible observations as defined in this paper. In both Figs. 1.2a, b, the 
two events are causally independent, but temporally dependent. For instance, in 
Fig. 1.2a, the event on the left can only occur after the event on the right, since 
otherwise the refused transition (c) would not be enabled. A similar situation of 
causally independent, but temporally dependent events may also arise when obser- 
vations of non-contact-free condition/event system are considered. 
Causal and temporal dependencies coincide in a class of distributed systems that 
we call completely concurrent. Here, if a causal partial ordering of events is observed 
from a computation, not only its events are generated in a total temporal ordering 
which is sound, i.e., compatible with the causal one (which is always the case), but 
they can also be generated (by other computations) in all temporal orderings which 
are compatible with the causal one, i.e., the transition system is completely con- 
current. Both contact-free condition/event (C/E) systems and place/transition (P/T) 
nets are completely concurrent; in this case, our observations essentially coincide 
with Petri non-sequential processes. However, we have a richer notion of obser- 
vational equivalence, which provides a flexible tool for defining abstract semantics. 
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FIG. 1.3. The transitions of a distributed transition system with a single state consisting of two 
processes, p and q. Four of the transitions are labelled by a and four by b; the processes are represented 
as boxes; pairs of processes related by bijections are connected by a double thin arrow; and a single 
thick arrow connects processes transformed by the transition. 
In our transition systems, called distributed transition systems, states are non- 
intersecting set of process states (processes for short). A transition specifies, through 
a partial bijection, those processes which stay idle in the transition itself; the 
remaining processes are transformed by it. A computation is a finite or infinite 
sequence of both states and transitions. From a computation we define both an 
interleaving observation, which simply consists of the initial and final (if any) states 
and of the sequence of transition labels; and a partial ordering observation, called 
concurrent history. The partial ordering is defined on the processes in the initial and 
final (if any) states and on the transition occurrences: two transitions are related if 
the second uses, directly or transitively, some of the processes generated by the tirst. 
In Fig. 1.3 we see the eight transitions of a transition system with a single state con- 
sisting of two processes, p and q. Four of the transitions are labelled by a and four 
by b. 
In Fig. 1.4 three infinite computations and their partial ordering observations are 
depicted. The computation in (a) is observed as the concurrent history in (b); the 
computations in (c) and (e) are both observed as the concurrent history in (d). 
When considering interleaving observations instead, both computations in (a) and 
(c) are observed as {p, q} (ab)“, while the computation in (e) is observed as 
FIG. 
(d). 
1.4. Three infinite computations, in (a), Cc), and 
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(e); and two concurrent histories, in (b) and 
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FIG. 1.5. Interleaving and partial ordering observations are incomparable. The computations 
included in dotted (continuous) lines have the same interleaving (partial ordering) observations. 
kh d4aaW” ( see Fig. 1.5). Note that the two observational approaches are 
incomparable, i.e., neither is finer than the other: the computation itself provides 
the initial observation. The notion of process identifying transition, as opposed to 
identifications obtained by allowing intersecting states, is essential to define such a 
notion of computation. 
Our notion of computation has no couterpart in P/T net theory, where firing 
sequences and Petri non-sequential processes play the r81e of our interleaving and 
partial ordering observations. Note also that the states of our transition systems are 
essentially markings, and thus do not directly embody any notion of individual 
token. The P/T net corresponding to the transition system of Fig. 1.3 is reported in 
Fig. 5.3. 
Also Milner’s Calculus for Communicating Systems (CCS) can be translated in 
our formalism and given a partial ordering semantics. The resulting transition given 
is completely concurrent, as well. For instance, Fig. 1.6a shows the observation of a 
computation of the CCS term (E,(E, [&)\a, where 
E,=aE,+/?E,; 
E,=aE,+yE,, 
Ez=a-E,. 
In Fig. 1.6b the same computation is observed, but without the events 
corresponding to invisible actions. We prove that the interleaving semantics of two 
b 
FIG. 1.6. Two observations of a computation of the CCS term (&,(E, IEz)\a, where E, = c&, + BE,,; 
E,=aE,+yE,; E,=a-E,. 
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distributed transition systems derived from two CCS terms is the same up to 
bisimulation, according to our definition, if and only if the two terms are obser- 
vationally equivalent, according to Milner. 
In this paper we explictly address fairness issues. It is easy to define many notions 
of fairness for the infinite computations of our transition systems. Besides the 
classical notions of weak and strong fairness [20], which we call local weak and 
local strong since they involve a single process, we also have the notions of global 
weak and global strong fairness, following [IS]. In a globally (weakly/strongly) 
unfair computation, the same set of processes, which can proceed (almost always/ 
infinitely often) all together, is discriminated forever. In other words, global fairness 
assures that a processor is made available to any set of processes requiring it. We 
think that global fairness is an important property of distributed systems; it should 
be firmly requested. Instead, having local fairness is a matter of the particular 
application. 
In this paper we show that none of the above fairness properties is observable in 
the interleaving approach. This is true in the sense that both fair and unfair com- 
putations may be given the same observation, as shown by the computations in 
Figs. 1.4a (unfair) and 1.4~ (fair) which have the same observation {p, q}(ab) %. 
Also in the partial ordering approach local fairness, both weak and strong, is not 
observable. On the other hand, global fairness of distributed transition systems 
derived from rewriting systems is observable and in this case global weak and 
global strong fairness coincide. This result strengthens our believe that global fair- 
ness is a basic notion. 
The paper is organized as follows. Section 2 gives some simple notions on trans- 
ition systems and defines our observation devices, called nondeterministic 
measurement systems (NMSs for short). A NMS is the tree of the nondeterministic 
computations (ordered by prefix) of a given transition system, the nodes of which 
are labelled using an observation function. The label of a node reports what is obser- 
ved on the system up to that point. Several equivalence notions are defined on 
NMSs, among which is bisimulation [19]. 
Section 3 defines the model of distributed transition systems. Abstracting out from 
computations we get our basic partial ordering observations, namely concurrent 
histories. In the same section we also define our notion of complete concurrency 
and prove sufficient a sort of commutativity condition. Complete concurrency is 
characterized by the fact that the interleavings of the partial ordering observations 
are exactly the interleaving observations. 
In Section 4 rewriting systems are introduced; the commutativity property above 
is proved to hold; and global fairness is shown to be observable through concurrent 
histories. 
As a first case study, Section 5 translates C/E systems to distributed transition 
systems and P/T nets into finite rewriting systems and shows that our partial order- 
ing observations essentially coincide with Petri non-sequential processes, whenever 
these are defined. 
Section 6 examines Milner’s CCS and gives a partial ordering semantics for it. 
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This paper was motivated by the need for formalizing the ideas contained in 
[lo]. The original results of the paper concern Sections 3, 4, and 5; a first version 
of concurrent histories is in [8,9]; most of the results reported in Sections 2 and 6 
are taken from [6, 71. 
2. TRANSITION SYSTEMS AND EQUIVALENCES 
We first give some simple notions about transition systems. 
DEFINITION 2.1. A transition system is a quadruple (Q, T, c, q,,), where 
l Q is a countable set of states; 
l T is a countable set of transitions; 
l C: T --) Q x Q is a function giving for every transition the initial and the final 
states; 
l qO E Q is the initial state. 
A computation < is a finite or infinite path (understood as a sequence of occurrences 
of both states and transitions) starting form q,,. 
A transition system is a purely operational, intensional model. To make trans- 
ition systems more extensional, we may simply define an equivalence relation on 
them. To this purpose, the information present in a state is often insufficient, 
typically for concurrent systems, where also the interactions with other systems 
must be considered. Thus it is convenient to derive from a transition system a dif- 
ferent device, called Nondeterministic Measurement System (NMS). 
DEFINITION 2.2. Given a transition system T = (Q, T, c, qO), an observation 
function o is a partial function from the computations of T to a set D, called obser- 
vations. 
DEFINITION 2.3. A NMS is a tree (possibly with limit points on its infinite 
branches) whose nodes are labelled by observations in D. 
Given a NMS, its opened NMS is obtained by erasing all the nodes at infinite 
depth, i.e., its limit points, if any. 
A subtree of a NMS t is a NMS t’ consisting of a node of t, together with all its 
descendents. Sometimes we identify a subtree with its root. 
Given a transition system, a corresponding NMS can be obtained by deciding 
what to observe in any computation. 
DEFINITION 2.4. (from transition systems to NMSs). Given a transition system 
T = (Q, T, c, qO) and an observation function o from the computations of T to a 
set D, the derived NMS t is obtained by unfolding T starting from qO and labelling 
its nodes using o. 
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Note that NMSs derived from transition systems may have an uncountable num- 
ber of nodes. 
Here, the purpose of the observation function is to abstract out the relevant 
information from the whole computation, and not only from the last state. 
One of the uses of function o might be to define a two-step operational semantics, 
filtering out only some (e.g., unfair) computations. . 
EXAMPLE 2.1. (fairness). Let T = ({q), {a, b}, c, q), c(a) = c(b) = (q, q), and 
let o(t) be “undefined” if 5 is infinite and one transition is used only a finite number 
of times (i.e., 5 is unfair), o(r) = 5 otherwise. 
DEFINITION 2.5. Given a transition system T = (Q, T, c, q,,), the free derived 
NMS is the derived NMS of T with o(5) = qouq, where w is the sequence of the 
transitions occurring in r and q is the final state of 5, if any. 
DEFINITION 2.6. Given a transition system T = (Q, T, c, qo), two countable sets 
A and R, and an abstraction partial function abstr 
abstr:(T- A) u (Q- R) 
the abstract derived NMS is the free derived NMS of T, where abstr(o) is sub- 
stituted for every observation u (understanding abstr as homomorphically extended 
to sequences). 
EXAMPLE 2.2 (hiding). Let us consider a transition system and a total abstrac- 
tion function abstr, from T to an alphabet A containing the symbol t. Define the 
partial function abstr’ as abstr, but forgetting all the T’S. In this way, a node at 
infinite depth may get a finite label. 
Note in the example above that, if in the given transition system there is a finite 
number of transitions from every node, and no terminal state, the derived opened 
NMS is a generating tree in the sense of Smyth ([23], where D is a domain). 
Different observation functions permit the observation of different properties of 
the behavior of transition systems. 
DEFINITION 2.7 (observable property). Given a transition system T = 
(Q, T, c, qo) and an abstraction function abstr, let t be the abstract derived NMS 
and let o be the corresponding observation function. A property of the com- 
putations of T, defined by a predicate P, is observable (through t), iF for every pair 
of computations 5, and r2 
45,) = 4tr) implies P(<,) = P(52). 
DEFINITION 2.8 (comparing two NM&). Given a transition system T = 
(Q, T, c, qO) and two observation functions o and o’, let t and t’ be the derived 
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NM%. We say that t is finer than t’ and that t’ is coarser than t iff for every pair of 
computations 5, and l2 
45,) = 452) implies o’(l,) = o’(52). 
It t is neither finer nor coarser than t’, we call them incomparable; if t is both liner 
and coarser than t’, we call them similar. 
The next step addresses the definition of equivalence relations on NM% having 
the same set of observations. We examine only three of them. 
DEFINITION 2.9. Two NMSs are (finite-) structurally equivalent iff their 
(opened) NMSs are isomorphic. 
DEFINITION 2.10 (bisimulution equiualence). 1. Let @ be a function from 
relations to relations on opened NMSs defined as follows: 
@(Rel) = ( (t, u)l (i) the labels of the roots oft and u are the same; 
(ii) for every subtree t’ oft there exists a subtree U’ of u such 
that (t’, u’) E Rel; 
(iii) for every subtree U’ of u there exists a subtree t’ of t such 
that (t’, u’) E Rel}; 
2. z = u (RellRel z @(Rel)}; 
3. two NMSs are bisimulation equivalent iff the pair of their opened NMSs is 
in x. 
PROPOSITION 2.1. We have that 
l @ is monotonic on the lattice of binary relations under inclusion. 
. z is an equivalence relation. 
DEFINITION 2.11. Two NMSs are (finite-) result equivalent iff the sets of the 
labels of their leaves (at finite depth) coincide. 
PROPOSITION 2.2. Finite-structural equivalence implies bisimulation equivalence 
implies finite-result equivalence. 
DEFINITION 2.12. Given two observation functions o and o’, two transition 
systems are (finite-) structurally/bisimulation/(finite-) result equivalent iff their 
derived NMSs (w.r.t. o and 0’) are (finite-) structurally/bisimulation/(finite-) result 
equivalent. 
Of course, many other equivalence relations can be defined. We have considered 
the above three because they have a direct counterpart in the literature. For 
instance, if we consider Example 2.2, two transition systems are finite-structurally 
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equivalent iff they have the same synchronization tree [26]; they are bisimulation 
equivalent if they are observationally equivalent [17]; and they are finite-result 
equivalent if they recognize the same language (here we consider the terminal states 
of the transition system as accepting states). 
DEFINITION 2.13 (observational semantics). Given a transition system T = 
(Q, T, c, qo), an abstraction function abstr, and an equivalence relation E on 
abstract derived NMSs, the semantics of T is its abstract derived NMS defined up 
to GE. 
3. DISTRIBUTED TRANSITION SYSTEMS 
In this section we define a class of transition systems and several NMSs suitable 
for modelling concurrent distributed systems. 
DEFINITION 3.1. A distributed transition system is a quintuple (Q, T, c, Qo, 1 ), 
where 
l (Q, T, c, Qo) is a transition system; 
l the states in Q are finite, pairwise disjoint, sets of processes; 
l function 1 labels a transition u E T with c(u) = (P, Q ) by a partial injective 
function 
l(u)=? P++ Q. 
The elements of P and Q related by i are called idles of 1.4, the non-idle elements of P 
and Q are called beads and tails of U, respectively. 
We use the word process to express in short what could be better called process 
state. 
Figure 3.1 depicts the transition u labelled by i(p,)=p;, k= 1, 2, with 
The heads and the tails of u are { p3} and { p4, p5}; the idles of ZJ in P and in Q are 
{ pl, p2} and {pi, pi >. Processes are represented as boxes; pairs related by i are 
connected by double thin arrows; a single thick arrow relates heads to tails. 
Operationally speaking, the occurrence of a transition instance from P to Q con- 
sists first of splitting P in two disjoint sets, the heads and the idles. State Q is then 
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obtained by joining the tails and the related idles. The relation between heads and 
tails can be seen as a causal dependency relation, in the sense that the heads are the 
input of a step producing as output the tails. Idles are then those processes not 
involved in the step. Therefore, we will treat partial function i as identzyying in a 
computation, but not in the transition system itself, the related subsets of idles in P 
and Q. 
We now carry over the distributed transition systems the semantic notions 
defined for transition systems. 
DEFINITION 3.2. Given a distributed transition system T = (Q, T, c, Qo, 1 ), 
l the free interleaving NMS of T is the free NMS of 
l given an abstraction function abstr. the abstract interleaving NMS of T is 
the abstract NMS of 
l given an abstraction function abstr and an equivalence relation on abstract 
derived NMSs, the interleaving semantics of T is the semantics of 
the transition system (Q, T, c, QO). 
We now examine some notions which apply to computations of distributed trans- 
ition systems. 
DEFINITION 3.3. An infinite computation r of a given distributed transition 
system (Q, T, c, Qo) is called 
l locally weakly (strongly) fair iff no process (up to identifications) occurs, 
from some point onwards, in every state of 5 and is almost always (infinitely often) 
head of a transition in T; 
l globally weakly (strongly) fair iff no set of processes (up to identifications) 
occurs, from some point onwards, in every state of 5 and is almost always (infinitely 
often) the set of the heads of a transition in T. 
The standard notions of weak and strong fairness make reference to a single 
process and thus coincide with out focal notions. 
Unfortunately, none of the notions of fairness defined above is observable when 
the interleaving approach is used. This is shown by the following property, where 
the abstraction function reports the fact that a transition occurred. This is all that is 
needed to talk about fairness. 
PROPERTY 3.1 (fairness is not observable in the interleaving approach). There 
exists a distributed transition system T = (Q, T, c, QO, 1 ), such that no fairness 
property above is observable (see Definition 2.7.) through the abstract interleaving 
NMS with respect to the abstraction function abstr defined as 
abstr(u) = “occurred,” u E r abstr(Q) = Q, for all Q E Q. 
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Proof Let T = (Q, T, c, Qo, 1 ), where 
l e= UPbPZHi 
l T= (u,, u,}; 
l 4u,)=c(%)= ({PI,P21> {PhPZDi 
l Qo= {P I ,PZ} ;  
l l(ul)(PI)=P1, l(u*)(P,)=P*. 
Here both p, and p2 can proceed independently. It is easy to see that the com- 
putation where only p, moves forever has the same observation (i.e., Q. followed 
by the infinite sequence of “occurred”) as the computation where both processes 
move alternately. 1 
Furhter results on fairness will be given in Section 4. We now introduce our 
notion of partial ordering observations, which we call concurrent histories. 
DEFINITION 3.4 (causal independence of adjacent transitions). Given a dis- 
tributed transition system, 
l a transition U, is adjacent to a transition u2 iff the final state of u, is the 
initial state of 24,; 
l given two adjacent transitions ui and u2, u2 is independent of U, iff the idles 
of U, contain, via identifications, the heads of u2. 
PROPERTY 3.2. Given a distributed transition system and a pair of adjacent trans- 
itions u, and u2, u2 independent from u,, it is possible to partition, by composing the 
identtfications i, and i,, the initial state of u, (the final state of u2) in 
l the heads (tails) of u, , 
l the heads (tails) of u2, and 
. the idles of both transitions. 
DEFINITION 3.5 (the partial ordering of causal dependency relation 6 ). Given a 
computation 4 = (QouoQ,ul ... j consider as identified all the processes which are 
related by the partial functions i,, i, ,... . 
The leaves of 5 are either the processes in Q,, n 2 0, if u,- , is the last transition 
of the computation, or the idle processes which stay idle from some transition 
onwards, if the computation is infinite. We partition the processes of Q. and the 
leaves of < in the following three classes, and call 
l heads of < the processes in Q0 which are not leaves; 
l tails of 5 the leaves which are not in QO; 
l idles of 5 the leaves which are in QO. 
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Then we define the following relation R on transition occurrences, heads, tails, and 
idles of 5: 
l pRu, if head p occurs as head of u; 
l ui Ru,, if i <j and there exists a process being both tail of ui and head of uj; 
l uRp, if tail p occurs as tail of U. 
Finally, let < of r be the partial ordering defined as the transitive reflexive closure 
of R. 
Intuitively speaking, through the partial ordering < we intend to represent the 
causal dependencies among different transition occurrences: if u, d u2, transition u2 
uses, directly or transitively, some processes generated by u,. 
We now define our domain of observations as consisting of concurrent histories. 
DEFINITION 3.6. The partially ordered set (I, d ) is finitely preceded iff Vi E Z, 
the set of all its predecessors is finite. 
DEFINITION 3.7. Let A be a countable set of event labels and E be a countable 
set of process labels. Sets A and E are disjoint. 
DEFINITION 3.8. A concurrent history, or history for short, h E H is a triple 
(S, 1, 6 >, where 
l S is a set of subsystems; 
l 1: S -+ A u E is a labelling function; 
. < is a partial ordering relation on S, called causal relation. 
The subsystems with labels in A are called events, those with labels in E are called 
process occurrences, or, once more, simply processes. 
We require that the processes always be minimal or maximal in d , and that the 
pair (S, < ) be finitely preceded. 
The processes which are minimal, but not maximal are called heads, those which 
are maximal, but not minimal are called tails, and those which are both minimal 
and maximal are called idles. Thus we partition processes into heads, tails, and 
idles. 
Two subsystems s1 and s2 are concurrent if neither st 6 s2 nor s2 ~3,. 
Two histories will be identified if isomorphic, i.e., if there is a label- and order- 
preserving bijection between their subsystem. 
In Fig. 3.2 we see two histories h, and h, (in parts (a) and (b)), with A = {a, 6, c} 
and E= (A, B, C]. The causal relations are depicted through their Hasses 
diagrams, growing downwards. Processes (resp. events) are represented as boxes 
(circles). History h, has a single head (labelled by A), three tails (one labelled by A 
and two by B), and no idle. Note that the tail labelled by A is concurrent with the 
other tails and with the greatest event, which in turn causes both tails labelled by B. 
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a b 
FIG. 3.2. Two concurrent histories. 
History h2 has one head, one tail, and one idle (labelled by B, A, and C, respec- 
tively). 
DEFINITION 3.9 (from a distributed transition system to its free NMS) Given a 
distributed transition system (Q, T, c, Qo, 1 >, the free (partial ordering) derived 
NMS is the derived NMS of the transition system T = (Q, T, c, QO) where: 
l the observations are histories, with the transitions in T as event labels and 
the processes in the states of Q as process labels; 
l function o(t) yields the history having as heads, tails, idles, events and < 
the heads, tails, idles, transition occurrences and < of 5; the label of a process 
occurrence (event) is the process (transition) in the original transition system. i 
PROPERTY 3.3 (constructing histories from computations). More operationally, 
history o(t) can be obtained by the following procedure: 
1. for every occurrence (with heads P and tails Q) of a transition u in com- 
putation 5, generate an event e labelled by u and let Pde< Q (understanding e 
larger/smaller than all processes in P/Q); 
2. in computation 4, identify all the processes mapped by functions i in the 
transitions; 
3. close reflexively and transitively 6 ; 
4. erase all the processes which are neither minimal nor maximal in <. 
PROPERTY 3.4 (soundness). Given a computation 4, the total ordering on its 
transition occurrences is sound, i.e., it is compatible with (i.e., larger than or equal to, 
in the set-theoretical sense) the partial ordering < on the events of the concurrent 
history o(4) (seen as transition occurrences). 
Proof. According to Definition 3.5., ui < ui implies i < j. 1 
In Figure 3.3a we see a computation < with three transitions uO, ui, u,; in (b) the 
result of applying steps l-3 above; and in (c) the history observed from <. 
The free derived NMS corresponds to the most complete observation of the 
causal structure which, in our view, is possible for a distributed transition system. In 
fact, we abstracted only out of the total temporal ordering on the sequence of trans- 
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FIG. 3.3a. A computation. (b) An intermediate step in getting the observation. (c) The history obser- 
ved. 
itions, but we kept all the information about which transitions have occurred and 
about the causal dependencies among them. More abstract NMSs can be defined. 
DEFINITION 3.10 (abstract history). Given a concurrent history h = (S, 1, < ) 
with labels in A u E, two alphabets A’ and E’, and an abstraction partial function 
abstr: (A - A’) u (E- E'), 
the abstract history (w.r.t. abstr) is h’ = (s’, l’, < ‘), where 
l S’= {slabstr( l(s)) is defined}; 
. 6 ’ is the restriction of < to S’; 
l 1 ‘(s) = abstr( l(s)). 
Whenever not explicitly stated, we assume abstr to be total and, when restricted on 
E, to be the identity. 
DEFINITION 3.11 (absrract NMS). Given a distributed transition system, hav- 
ing t as its free derived NMS, and an abstraction partial function abstr, the abstract 
(partial ordering) derived NMS (with respect to abstr) is obtained by replacing 
every history h labelling a node of t with the abstract history h’ w.r.t. abstr. 
DEFINITION 3.12 (semantics). Given a distributed system T, an abstraction 
function abstr, and an equivalence relation E on abstract derived NMSs, the 
semantics of T is its abstract derived NMS defined up to =. 
So far, we have studied properties of single computations. We now consider all 
the computations of a distributed transition system. 
DEFINITION 3.13 (complete concurrency). Given a distributed transition system 
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T = (Q, T, c, Qo, 1 ), an abstraction partial function abstr and a concurrent history 
h = (S, 1, 6 ) generated by a computation, let Z be the set of all the computations 
of T having h as an observation in the abstract derived NMS with respect to abstr. 
A distributed transition system T is called completely concurrent with respect to 
abstr iff, for all h, partial ordering d is the intersection (in set-theoretical sense) of 
all the finitely preceded total orderings imposed by the computations in 5 on the 
events of h (seen as transition occurrences). 
Note that the total orderings imposed by the computations in E on the events of 
S are always sound, i.e., finitely preceded total orderings compatible with d, by 
Property 3.4. The inverse property is imposed by our intuition, in order to give full 
meaning to observations of asynchronous concurrent systems, where the causal 
dependencies coincide with the mandatory temporal dependencies, i.e., the intersec- 
tion of the temporal dependencies in all afline computations. Thus, according to 
our definition, only the completely concurrent systems are truly asynchronously 
concurrent. 
An important property of completely concurrent distributed systems follows. 
THEOREM 3.1 (complete concurrency implies that the interleavings of the partial 
ordering observations are the interleaving observations). Given a completely con- 
current distributed transition system w.r.t. an abstraction function abstr, let t and t’ be 
its abstract interleaving and abstract partial ordering NM,% w.r.t. abstr: 
where(i) G’ 
luen an observation QowQ in t, there exists a history h = (S, 1, 6 ) in t’ 
l Q. is the set of the heads and the idles; 
l Q, if any, is the set of the tails and the idles; 
. o is a total ordering compatible with < restricted on the events. 
(ii) Given a history h = (S, 1, < ) in t’, for every finitely preceded total order- 
ing w on the events compatible with <, there exists an observation QooQ in t such 
that 
9 Q. is the set of the heads and the idles; 
l Q, if h is finite, is the set of the tails and the idles. 
Proof: Immediate, from Definition 3.13. 1 
Complete concurrency is guaranteed by a sort of commutativity condition 
defined below, the sufficiency of which is proved by Lemmata 3.1 and 3.2 and 
Theorem 3.3. 
DEFINITION 3.14 (commutativity). Given a distributed transition system 
T = (Q, T, c, Qo, 1) we say that T is commutative with respect to an abstraction 
partial function if for every pair of adjacent transitions U, and u2 from, say, P to Q 
and from Q to R, u2 independent of u1 (see Definition 3.4.), there exists a pair of 
different transitions u; and u’, from P to Q’ to R, u’, independent from u; and 
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l the heads and the tails of uj and u:, i= 1,2, are the same (up to iden- 
tifications); 
l abstr(u,) = abstr(u;) and abstr(u,) = abstr(u;). 
THEOREM 3.2 (commutativity implies global weak = global strong fair- 
ness) Given a distributed transition system T = (Q, T, c, QO, 1) commutative with 
respect to the abstraction function mapping every transition in “occurred,” a com- 
putation is globally weakly fair (see Definition 3.3) ifjf it is globally strongly fair. 
Proof If a set of processes appears in two succesive states of a computation and 
is the set of the heads of a transition in the second, so it is in the first, due to com- 
mutativity. i 
Since the two notions of weak and strong global fairness coincide, when consider- 
ing a commutative transition system, in the sequel we will use simply the term 
“global fairness.” 
LEMMA 3.1 (getting the same history by switching two consecutive independent 
transitions when the abstraction function is total). Given: 
l a distributed transition system T = (Q, T, c, Qo, 1) commutative with 
respect to an abstraction total function abstr; 
l a computation 5={QO~gQI~1...Qk~kQk+I~k+IQk+2...}; 
.  the history h = (S, 1, < ) labelling the node corresponding to 5 in the 
abstract NMS with respect to abstr; and 
. two consecutive transition occurrences uk and uk + , oft corresponding to two 
concurrent events e’ and err of h, respectively, 
there exist two transitions u; and u; + , such that g’ = (Qou,Q, u, . * ’ Qk u; Qb + , 
u;+, Q k+2”’ > is a computation of T generating the same h (i.e., a history 
isomorphic to h), where ub and ub + , originate err and e’, respectively. 
Proof Transition uk + 1 is independent from uk, because e’ and err are concurrent 
and thus the tails of uk and the heads of ukf , in Qk + , are disjoint. By hypothesis, T 
is commutative, therefore there exists a pair of transitions u; and u;, , (u;, 1 
independent from u;) such that [= (Qou,Q,u,...QkuKQh+,ub+1Qk+2... } is a 
computation of T. Finally, the history h’ obtained from 5’ through abstr is 
(isomorphic to) h, because we have abstr(u,) = abstr(u; + 1), abstr(u, + 1 ) = 
abstr(ub), and the causal relation of uk (uk+ , ) with the other transition instances is 
the same as of u; + , (ub), since the heads and the tails of uk (uk+ ,) and u;, , (ub) 
are the same. 1 
LEMMA 3.2 (commutative implies completely concurrent when abstr is 
total). A distributed transition system T = (Q, T, c, QO, 1 ) commutative with 
respect to an abstraction total function abstr is completely concurrent with respect to 
abstr. 
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Proof Let E be the set of all its computations having the same concurrent 
history (S, 1, < ) as observation in the abstract derived NMS. We have to prove 
that the total orderings imposed by the computations in E on the events of S (seen 
as transition occurrences) are exactly the finitely preceded total orderings com- 
patible with d : 
(i) The total orderings imposed by computations in .? are all sound, i.e., finitely 
preceded total orderings compatible with < (see Property 3.4). 
(ii) Every finitely preceded total ordering compatible with d is induced by a 
computation. 
The history h = (S, 1, d ) and a finitely preceded total ordering 0 = {e,, e, ,... } 
on its events compatible with 6 are given, and we must find a computation 5 with 
observation h and inducing 0. Let 5’ be any computation in 5. We construct a 
sequence of computations (iJo, l’,...} all with observation h, as follows. Assume that 
<‘nEE induces an ordering 0’“. If Olfl = 0, the required computation is found. 
Otherwise, assume inductively that Olfl has the same n first elements 0 has and that 
err occurs as the (m + 1)th element, i.e., Ojn = {e,, e, ,..., e,_ , , ek ,..., ek- , , erl ,... }. 
Using Lemma 3.1. it is easy to construct a computation 5’“” with observation h 
and inducing the generation ordering OJn+ I = {e,, e, ,..., e,, , , ek ,..., e,, e; l ,... }. In 
fact, e,, and e;, , are concurrent in h, for they appear in reverse order in 0’” and 0, 
which are both compatible with 6. Performing a total of m-n exchanges we obtain 
Obl+“’ I’= Oin+‘. This proves the inductive step. 
We now define 4 as the computation having Qi = Qhi and ui= uhi, which is 
indeed a computation since uh, = u(~~+“, and ~(j~+‘)~+, are consecutive in com- 
putation c”+‘. Finally, the total ordering induced by < is exactly 0. 1 
THEOREM 3.3 (commutative implies completely concurrent). A distributed 
transition system T = (Q, T, c, Qo, 1) commutative with respect to an abstraction 
partial function abstr is completely concurrent with respect to abstr. 
Proof: We extend abstr by defining a total function abstr’, which evaluates to 
“undejked” whenever abstr was undefined. It is easy to see that T is commutative 
with respect to abstr’, too. 
Given a computation 5, let histories h = (S, 1, < ) and h’= (S’, l’, < ‘) be its 
observations using abstr and abstr’, respectively; and let 0 and 0’ be the finitely 
preceded total orderings on their events induced by c. Recall that h and 0 are 
obained from h’ and 0’ by forgetting the events labelled by “undefined’: 
(i) Since 0’ is compatible with d ’ (Lemma 3.2), it is immediate that 0 is 
compatible with <. 
(ii) Conversely, a finitely preceded total ordering 0 on the events of h com- 
patible with < is given, and we must find a computation 5 with observation h and 
including 0. A history h’ must exist, from which h was abstracted. In order to prove 
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FIG. 3 8.4. A distributed transition system. 
the theorem, is suffices to find an 0’ compatible with 6 ‘, from which 0 can be 
abstracted, since Lemma 3.2 can then be applied. 
Such an 0’ does exist, since the relation R = 0 u 6 ’ is a partial ordering (only 
the events labelled by “undefined” may be unrelated). In fact, a cycle in R would 
imply the existence of a cycle either in 0 or in < ‘, because 0 is compatible 
with <. fi 
EXAMPLE 3.1 (confusion). Consider the distributed transition system in 
Fig. 3.4, which is commutative with respect to the abstraction function 
abstr(u,) = abstr(u&) = a; abstr(u,) = abstr(u;) = 6; abstr(u,) = c. 
As stated by Theorem 3.3, the transition system is completely concurrent. In fact, 
both computations {{P~~PJ u1 ip4,p51 4 {p6,p7H and {{PEPPY u. {P~,P~) 
u; {p6, p7}} (where po, p4; ps, p7; pl, p3; p2, ps have been identified) have as their 
observation the history depicted in Fig. 3.5, and the events labelled by (a) and by 
(b) are generated in both orders. 
Let us now consider a different abstraction function abstr’ which associates to 
every transition a pair (action, refusals). The action is the same as above, and the 
refusals contain the actions labelling those transitions that have the same initial 
state of, and intersecting heads with, the selected transition: 
abstr’(u,) = (a, { } ); 
abstr’(u,) = abstr’(u;) = (b, { } ); 
abstr’(u,) = (c, {u} ). 
abstr’(ub) = (a, {c} ); 
PO PI 
I! 
a b 
P6 p7 
FIG. 3.5. An abstract history (w.r.t abstr) for the system in Fig. 3.4. 
571/34/2-3.19 
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a b 
FIG. 3.6, Two abstract histories (w.r.t. abstr’) for the system in Fig. 3.4. 
It is immediately seen that the transition system is not completely concurrent (and 
thus not commutative) with respect to abstr’. In fact, Fig. 3.6. shows in (a) the 
abstract history which can be generated by the computation { { pO, p, } u, { p4, ps } 
ub (p6, p7} }; in (b) the abstract history which can be generated by the computation 
{ {pO,p,} u,, {p2,p3} u; {p6, p7}}. Notice that the history in Fig. 3.6a cannot be 
generated by any computation where the event labelled by (b, { } ) is generated 
after the event labelled by (a, {c} ); it is analogous for the history in Fig. 3.6b. 
The above example shows that, even in the case of completely concurrent dis- 
tributed systems, the nondeterministic choice among mutually exclusive actions 
may depend on the selected computation. We can formally state this fact as follows. 
PROPERTY 3.5 (choice may be not observable). There exists a distributed trans- 
ition system T = (Q, T, c, Q,,, 1) commutative with respect to an abstraction partial 
function abstr, which, tf we consider 
. an abstraction function abstr’ defined as 
abstr’( u) = (abstr( u), abstr(Z,) ), 
where 
and 
I,= (u’~Tlc(u’)= (P, R), Q#R d an u, u’ have intersecting heads}; 
. the abstract derived NA4Ss t and t’ of T with respect to abstr and abstr’, 
is such that 
(i) T is not completely concurrent with respect to abstr’; 
(ii) t’ is finer than and not similar to t. 
The fact that the nondeterministic choice among mutual exclusive actions may 
be non-objective, here stated in the context of a formal notion of observation, was 
well-known at an informal level (e.g., in the Petri-net framework, where the 
situation of the above example is called confusion [ 111). 
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4. REWRITING SYSTEMS 
A standard way of defining a transition system is starting from a set of rewriting 
rules. The states of the system, to which the rewriting rules apply, are represented as 
sets of processes labelled by elements in a countable set E of process types. More 
precisely, rather than sets of labelled processes we consider hereto equivalence 
classes induced by label-preserving isomorphisms. For every class we choose a stan- 
dard representative, with the only condition that all representatives are pairwise dis- 
joint. 
DEFINITION 4.1. A rewriting system is a countable set Z of rewriting rules, 
labelled by pairs lhs + rhs of finite sets of labelled processes. 
A rewriting rule specifies how a set of processes can evolve, regardless of the 
other processes present in a state. Its left- and right-hand sides can therefore be seen 
as describing the heads and tails of many transitions. Each of these transitions can 
be obtained by embedding the left- (right-) handside in a finite context, i.e., a finite 
set of idles, to obtain its initial (final) state. 
DEFINITION 4.2 (from rewriting systems to distributed transition 
systems). Given a set E of process types, a rewriting system Z, and a finite set Q. 
of E-labelled processes, the derived distributed transition system of Z is the dis- 
tributed transition system (Q, T, c, Qo, 1) where: 
l the states in Q are the finite sets of processes with labels in E (they are the 
standard representatives with respect to label-preserving isomorphism we discussed 
above); 
l given two states P and R, for every rewrite rule z of Z, labelled by lhs + rhs 
with Zhs c P and rhs E R, and for every partial label-preserving bijection i: P -++ R 
with domain P\lhs and range R\rhs, if any, a transition u appears in T. The 
element t is called associated to the transition U; 
l c(u) = (P, R); 
l l(u)=i. 
Let us call use the function mapping a transition to its associated rewriting rule and 
a process to its process type. 
The intuitive notion of asynchrony requires that a set of processes able to make a 
transition must maintain this capability also when merged with any other set of 
processes, which is actually expressed by the above definition. 
DEFINITION 4.3 (from rewriting systems to initial NMSs). Given a set of 
process types E, a rewriting system Z, and a finite set of E-labelled processes QO, 
the initial derived NMS of Z is the abstract derived NMS of the transition system 
derived from E, Z, and Qo, with respect to the abstraction function use. 
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EXAMPLE 4.1. Let us have: {A } as set E of process types (therefore, all 
processes are labelled by A); the rewriting system Z with rules (a) and (b) both 
labelled by {A } + {A }; and a set with two elements as initial state. The derived dis- 
tributed system of Z is T = (Q, T, c, Qo, 1 ), where: 
l e= ( {  >, {d}, {P : ,P : lY . . ,  {P ’ I ?P ; , . . . ,P : } , . . . ) ;  
l T= {u$,lz=a, b; i=O,l,... ;j=l ,..., i; and 71 is a permutation of { l,..., i} }; 
l c(u;.j,)= <{P;,P;,...,Pj), {P’,,P;,...,P:)); 
l Qo = { P : ,  P : } ;  
l l(~;~,,)(p;) =P&), provided that k #j. 
Note that the sets of the heads and of the tails of u;~,~ are the singletons { pj} and 
{JIFFY,}. Finally, we have 
l use( ufJ,,) = 2; 
l use@) = A. 
Figure 1.3 shows the transitions concerning {p:,p:}. Figures 4.la, c, depict two 
computations of T, from which the initial histories in Figs. 4.lb, d, are observed. 
Note that in the abstract interleaving NMS (w.r.t. use) both computations are 
observed as { {p:, p:} u a a... >. 
THEOREM 4.1 (rewriting systems are commutative). Given a set of process types 
E, a rewriting system Z, and a finite set of E-labelled processes Qo, the derived dis- 
tributed transition system of Z is commutative with respect to the abstraction function 
use. 
Proof: Let U, and u2 be two transitions such that u2 is independent from uI, and 
let z, and z2, respectively, be the rewriting rules associated to them. Furthermore, 
let I be the set of the processes which are idle in both U, and u2 and recall that I 
and the heads (tails) of U, and u2 are three disjoint sets of processes by 
Property 3.1. The required pair of transitions u;, u; is immediately constructed tak- 
a d 
FIG. 4.1(a) Two computations of the distributed transition system T of Example 4.1., from which the 
histories in (b) and (d) are observed. All the transitions used are obtained from the same rewriting 
rule a, labelled by A + A. 
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ing as final state of u; (and as initial state of u;) the union of the tails of u2 (i.e., the 
rhs of zJ, the heads of u1 (i.e., the lhs of zr), and the idles I. Clearly, we have 
use(u,) = use(u:) = zi, i=l,2. 1 
COROLLARY 4.1 (rewriting systems are completely concurrent). Given a set of 
process types E, a rewriting system Z, and a finite set of E-lahelled processes Qo, the 
derived transition system of Z is completely concurrent with respect to use. 
Proof Follows from Theorems 4.1 and 3.3. 1 
DEFINITION 4.4 (abstract NA4Ss and semantics). Given a set of process types 
E, a rewriting system Z, a finite set of E-labelled processes Qo, and an abstraction 
partial function 
abstr: (Z++ A) u (E- E’), 
let t be the initial derived NMS of Z. 
l The abstract derived NMS is obtained by replacing any history h labelling 
a node of t with the abstract history with respect to abstr. 
l Given an equivalence relation = on NMSs, the semantics is the abstract 
derived NMS, defined up to =. 
We can now continue the discussion on fairness properties started at the begin- 
ning of Section 3. 
THEOREM 4.2 (detecting global fairness from observations). Given a set of 
process t,ypes E, a rewriting system Z, and a finite set of E-labelled processes QO, let 
T = (Q, T, c, Qo, 1 > be the derived distributed transition system of Z, and let 6 be 
the set of all infinite computations of T having the same concurrent history h as obser- 
ved in the initial derived NMS. Zf the union of the tails and the idles of h contains the 
set lhs of a rule in Z, then all the computations in z are globally unfair. Otherwise, 
they are all globally fair. 
Proof. Let 4 be a globally unfair computation of ,?, if any, and let lhs be the left 
hand-side of a rewriting rule included in the union of the tails and the idles of h. 
The same set lhs must appear in every state of all the computations of ,5’, from some 
point onwards. 1 
COROLLARY 4.2 (global weak = global strong fairness). Given a set of process 
types E, a rewriting system Z, and a finite set of E-labelled processes Qo, let 
T = (Q, T, c, Qo, 1) be the derived distributed transition system of Z. A computation 
of T is globally strongly fair tff it is globally weakly fair. 
Proof Immediate from Theorems 3.2 and 4.1. 1 
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FIG. 4.2. An infinite history. 
COROLLARY 4.3 (global fairness is observable). Giuen a set ofprocess types E, 
a rewriting system Z, and a finite set of E-labelled processes Qo, let 
l T = (Q, T, c, QO, 1 ) be the derived distributed transition system of Z; 
. t be the abstract derived NMS with respect to the abstraction function abstr 
defined as abstr(z) = “applied.” 
Global fairness of the computations of T is observable through t (see Definition 2.7). 
Proof: Immediate from Theorem 4.2, 1 
EXAMPLE 4.2 (fairness). Let us have the set of process types (C, A, A, A’, A’) 
and the rewriting system with rewriting rules a, a’, b, b’, c, c’, labelled 
a by {C,AA}+{D}; b by {A)+{@; c by {~}+{A); 
a’ by {C, A’, A’} + {D}; 6’ by {A’) + {B’}; c’ by (B’) + {A’}. 
Furthermore, let T be the derived distributed transition system having as initial 
state Q. = {C, A, A, A’, A’} ( we simply write the label for the process). 
According to Theorem 4.2, the set .5 of the computations which generate the 
infinite initial history depicted in Fig. 4.2 contain globally fair computations only. 
Furthermore, these computations can be either. 
(i) locally weakly unfair; 
(ii) locally strongly unfair and locally weakly fair; or 
(iii) locally strongly fair. 
Examples of (i)-(iii) are given below, where “C can proceed” means that the trans- 
itions with associated rewriting rules a or a’ are also possible: 
(i) repeat forever 
{C, A, A, A’, A’} apply b C can proceed 
{C, 4 A, A’, A’) apply c C can proceed 
{C, 4 A, A’, A’} apply b C can proceed 
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{C, A B, A’, A’} apply c 
(C, A, A, A’, A’} apply b’ 
{C, A, A, B’, A’} apply c’ 
( C, A, A, A’, A’ > apply 6’ 
{C, A, A, A’, B’} apply c’ 
end repeat 
(ii) repeat forever 
{C, A, A, A’, A’} apply b 
{C, B, A, A’, A’} apply b 
{C, B, B, A’, A’} apply b’ 
{C, B, B, B’, A’} apply b’ 
{C, B, B, B’, B’} apply c 
{C, A, B, B’, B’} apply c 
(C, A, A, B’, B’} apply c’ 
{C, A, A, A’, B’} apply c’ 
end repeat 
(iii) (C, A, A, A’, A’} apply b 
{C, B, A, A’, A’} apply b’ 
repeat forever 
{C, B, A, B’, A’) apply b 
{C, B,B,B’,A’} apply c 
(C, A, B, B’, A’) apply b 
{CB,B,B’,A’) apply c 
{C, 4 A, B’, A’} apply b’ 
{C, B, A, B’, B’} apply c’ 
{C, B, A, A’, B’) apply b’ 
{C, B, A, B’, B’} apply c’ 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
C can proceed 
end repeat 
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COROLLARY 4.4 (local fairness is not observable). There exist a set qf‘process 
types E, a rewriting system Z, and a finite set of E-labelled processes Qo, having 
l T as derived distributed transition system of Z; 
. t as the abstract derived NMS with respect to the abstraction function abstr 
defined as abstr(z) = “applied.” 
Local fairness, both weak and strong, of the computations of T is not observable 
through t (see Definition 2.7). 
Proof. Immediate, by considering Example 4.2 as a counterexample. 1 
5. PETRI NETS 
We now consider Petri nets and compare them with our distributed transition 
systems. A number of models go under the name of Petri nets. Here, we consider 
the two basic ones: condition/event (C/E) systems and marked place/transition 
(P/T) nets. We translate the former to distributed transitions systems and the latter 
to rewriting systems. We briefly introduce the relevant definitions [ 11, 13, 211. 
A net is a triple (S, r; F), where 
9 SnT=@; 
l Fc(SxT)u(TxS). 
Given a net N = (S, T; F), let x, y E S v T, 
l ‘x denotes { yl yFx} and x’ denotes { y[xFy}; 
l x is isolated if ‘x u x’ = 0; 
l N is simple if, whenever ‘x = ‘y and x’ = y’ then x = y; 
. a subset c E S is called case; 
l t  E T is c-enabled iff c is a case and ‘t E c and t’ E S\c. 
Furthermore, given c,, c2 c S and G E T, the step ci [G > c2, is defined if 
l V t  E G, t is c-enabled; 
l V’ t , ,  t , E G ,  t ,  #tz, ‘t, n’tz = t ;  l-7 t ;  = 0; 
l c2 = (c, \‘G) u G’ (understanding. extended on sets). 
A condition/event system (C/E system) is a quadruple C = (B, E; F, C), where 
l (B, E; F) is a simple net with no isolated element and B u E # 0; 
l C s 2’ is an equivalence class of the reachability relation R = (r u r ‘)* 
being r G 2B x 2B, where c,rcz iff 3Gc E such that c1 [G> c,; 
l Ve E E, 3c E C such that e is c-enabled. 
OBSERVING DISTRIBUTED SYSTEMS 447 
DEFINITION 5.1. A C/E system C = (B, E; F, C) is finitely forking if Ve E E, ‘e 
finite implies e’ finite. 
DEFINITION 5.2 (from C/E systems to distributed transition systems). Given a 
finitely forking C/E system C = (B, E; F, C) and a finite initial case cO E C, the 
associated distributed transition system T, is (Q, T, c, Q,,, 1 ), where 
l Q = C, considering the cases as disjoint. Thus, an element of B is associated 
to each process in a state of Q by a function called P_abstr; 
l for every pair of states P, R E Q and for every e E E, such that 
P-abstr(P)[e > P_abstr(R), 
a transition u is in T. 
The element e in E is called associated by P-abstr to transition U: 
. c(u) = (P, R); 
l Qo=co; 
l function 1 (u) = i: P\.e -+ R\e’ identities processes with the same associated 
element of B. 
In our model it is always possible to observe a computation through a history. 
This is not the case for C/E systems, where constact-freeness is required to obtain a 
suitable partial ordering observation. 
A contact-free C/E system is a C/E system (B, E; F, C) in which Ve E E, Vc E C, 
. ‘e c c implies e’ G B\c; 
l e’ E c implies ‘e E B\c. 
The standard notion of partial ordering observation in Petri nets is called a C/E 
process and is defined as follows: 
An occurrence net is a net K = (S, T; F) such that 
l the transitive closure of F, denoted by F+, is irreflexive; 
l VSES, I’sI < 1 and Is.1 d 1. 
Furthermore, 
l S v T is considered as ordered by < , defined as Ff ; 
l the slices of K are the maximal subsets of S which do not contain elements 
related by < ; 
l K is bounded if every A E Su T satisfying both conditions below is finite: 
(i) A is totally ordered; 
(ii) VXE (SW T)\A, 3y~ A such that x k y and y k x. 
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Given a contact-free C/E system L = (B, E; F, C) and a bounded occurrence net 
K = (S’, T’; F’ ), a C/E process of C is a function 
such that 
p:K+C 
l p(S’) E B, p(T) L E; and, for all slice D of K 
l p restricted on D is injective and p(D) E C; 
l p(‘t)=‘p(t) and p(t’)=p(t)’ V’~E T’. 
DEFINITION 5.3. Given a contact-free C/E system C = (B, E; F, C) and a case 
c E C, a C/E process p: K + C is based on c if 
c = { p(s)js E S’ and s is a minimum of < ‘}, where K= (S’, T’; F’). 
DEFINITION 5.4 (processes are almost histories). Given a C/E process p of a 
finitely forking and contact-free C/E system C = (B, E; F, C), 
p: K-+C, 
where K = (S’, T’; F), the corresponding history h = (S, 1, < ) is defined as 
follows: 
l the set of process (event) types is B (E); 
l S=(S’uT’)\{s~S’13t,,t~~T’such that t,<‘s<‘t,}; 
l l(s) = p(s); 
. d is the reflexive closure of < ‘, restricted on S. 
THEOREM 5.1 (contact-free C/E systems are commutative). Gioen a finitely 
forking and contact-free C/E system 2 = (B, E; F, C > and a finite initial case cO E C, 
the associated distributed transition system T, = (Q, T, c, Qo, 1 ) is commutative 
with respect to P-abstr. 
Proof. The proof will be immediate later, so we postpone it. 1 
COROLLARY 5.1 (contact-free C/E systems are completely concurrent). Given a 
finitely forking and contact-free CJE system C = (B, E; F, C> and a finite initial case 
cO E C, the associated distributed transition system T, = (Q, T, c, Q,,, 1) is com- 
pletely concurrent with respect to P-abstr. 
ProoJ: Follows from Theorems 3.3 and 5.1. 
THEOREM 5.2 (the processes of a contact-free C/E system coincide with the 
histories of the corresponding distributed transition system). Given a finitely fork- 
ing and contact-free C/E system C = (B, E; F, C), a finite initial case cO E C, and the 
associated distributed transition system TZ = (Q, T, c, Qo, 1 >, let H be the set of the 
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FIG. 5.1. A non-contact-free C/E system Z. 
histories corresponding to the finite CfE processes of Z based on cO. H coincides with 
the set of the finite observations of the computations of T, in the abstract derived 
NMS with respect to P-abstr. 
Proof It is easy to see that there is a one-to-one correspondence between com- 
putations of T, and the paths (cOeOcl e, . . . }, where ci [ei > ci+ i. This is the case 
since process identifications in the computations of T, are represented in the 
corresponding paths by the intersections of adjacent cases. 
Given a process p, a path o is immediately constructed by taking any total order- 
ing on its events compatible with <. It is easy to prove by induction that the 
history corresponding to p and the history observed from the computation 
corresponding to o are isomorphic. 
The other direction is analogously proved, by noting that from a path it is 
immediate to obtain one process. 1 
We noted above that, when the condition of contact-freeness is relaxed, C/E 
processes are not defined, while computations can still be observed through 
histories. In this case, however, complete concurrency may be not satisfied. 
EXAMPLE 5.1 (Non-contact-free C/E systems may correspond to non-completely 
concurrent distributed transition systems). Let us consider the non-contact-free C/E 
system C depicted in Fig. 5.1, where the initial case is represented through the 
marking. Figure 5.2a shows the corresponding transition system Tz, where 
P_abstr(u,) = ej 
and 
P-abstr(p,) = P-abstr(p,) = b,; 
P-abstr(p,) = P-abstr(p,) = 6, ; 
P-abstr(p,)= P_abstr(p,) = 6,. 
FIG. 5.2(a) 
1 
The transition system 
b 
T,; (b)  A history of T,. 
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T, is not completely concurrent with respect to P-abstr, as shown by history 
h in Fig. 5.2b. Actually, h can be generated only by the computation 
UPO~Pl> UI {P*,P3) uO {p4, p5}}, where pO, pr and pj, ps are identified. 
We can now compare the interleaving and the partial ordering semantics of the 
distributed transition systems derived from C/E systems. 
THEOREM 5.3 (C/E histories are recoverable from interleavings). Given a 
finitely forking C/E system, let us consider its distributed transition system, its 
abstract interleaving NMS t w.r.t. P-abstr, and its initial partial ordering NMS t’. 
Then t is finer than t’ (see Definition 2.8). 
Proof: From an interleaving observation it is immediate to recover the single 
computation generating it. 1 
We consider now P/T nets and show that they can be described in terms of 
rewriting systems and derived distributed transition systems. 
Given a set S, a marking M of S is a function 
M: S-+N, 
where N is the set of the natural numbers. 
PROPERTY 5.1 (markings are labelled sets of processes). There is a one-to-one 
correspondence between the markings of S and the equivalence classes of S-labelled 
processes, under label-preserving isomorphisms. 
A marked place/transition net (P/T net) is a quintuple N = (S, T; F, W, M), bvhere 
9 (S, T; F) is a net, with S and T finite; 
. : F + N assigns a positive weight to each arc; 
l M: S -+ N is the initial marking of N. 
DEFINITION 5.5 (from PIT nets to rewriting systems). Given a P/T net 
N = (S, T; F, W, M), the rewriting system Z, has S as the set of process types and 
contains a rewriting rule z, labelled by lhs -+ rhs, for every element t E T. The (label- 
preserving equivalence class of the) set of labelled processes lhs contains, V’se ‘t, a 
number W( (s, t >) of processes labelled by s. The set of labelled processes rhs con- 
tains, V’s E t‘ a number W( (t, s)) of processes labelled by s. 
DEFINITION 5.6 (from P/T nets to distributed transition systems). Given a P/T 
net N= (S, T; F, W, M), the distributed transition system D, is the distributed 
transition system derived from S, Z, and QO, being Q. the finite set of S-labelled 
processes corresponding to M. 
PROPERTY 5.2 (P/T nets are finite rewriting systems). The correspondence 
defined in the above Definitions 5.5 and 5.6 between PIT nets and distributed trans- 
OBSERVING DISTRIBUTED SYSTEMS 451 
/ 
a  A b 
FIG. 5.3. The P/T net of Example 5.2. 
ition systems derived from rewriting systems with a finite number of rules is one-to- 
one. 
Proof. A triple (S, Z,, Qo), Z, finite, corresponds to both one distributed 
transition system and one P/T net. 1 
EXAMPLE 5.2. According to Property 5.2, the distributed transition system of 
Example 4.1 corresponds to a P/T net N, being generated from a set of two 
rewriting rules Z. More precisely, the net N= (S, T; F, W, M), depicted in Fig. 5.3, 
has 
l S=(A) ;  
l T= (a,b}; 
l AFa, aFA, AFb, bFA; 
l W((A, a))= W((a, A 
l M(A)=2. 1 
>I= W(A,b))= W(b,A))= 1; 
COROLL,ARY 5.2 (P/T nets are completely concurrent). Given a P/T net 
N = (S, T; F, W, M), the distributed transition system D, is completely concurrent 
with respect to function use (see Definition 4.2). 
Proof Immediate from Corollary 4.1. 1 
Proof of Theorem 5.1. A contact-free C/E system C can be seen as a P/T net N, 
which has W constantly 1 and the initial marking M as the characteristic function 
of an initial case. Therefore, the distributed transition system T, is essentially 
isomorphic to the distributed transition system D, and thus T, is commutative 
with respect to P_abstr = use. The only difference is that in T, the states are con- 
veniently the cases, i.e., the reachable subsets of B, while in D, it is necessary to 
have as states all the finite sets of processes with labels in B. Notice that states hav- 
ing more than one process with the same label are certainly not reachable, due to 
the contact-freeness condition. i 
Given a P/T net N = (S, T; F, W, M), a firing sequence of N is 
{MotoM,t,MZ... >, where 
l Mi are markings of S and M, = M; tj E T; 
l MiCti>Mi+l, where M[t > M’ implies that Vse S, M(s) 2 W(s, t) and 
M’(s) = M(s) - W(s, t) + W(t, s). 
One may think that firing sequences in P/T nets play the role of computations in 
452 DEGANOAND MONTANARI 
distributed transition systems. This is not the case: firing sequences are more 
abstract, since they correspond to observations in abstract interleaving NMSs and 
many computations can generate the same observation. 
THEOREM 5.3 (firing sequences coincide with interleaving observations and 
abstract out from computations). Given a P/T net N= (S, T; F, W, M) and its 
distributed transition system D,, let 
l FS be the set of the firing sequences of N; 
l AFS be obtained from FS, by dropping the intermediate markings; 
l IS be the set of the observations of the computations of D, in the abstract 
interleaving NMS of D, with respect to use. 
We have that 
(i) FS and AFS are isomorphic; 
(ii) AFS = IS; 
(iii) more than one computation may have the same observation. 
Proof: (i) The intermediate markings can be recovered by tiring the transitions 
in the order, starting from M. 
(ii) Given an observation o, let 5 be one of the computations of D, 
generating it. From 5, an element ~7 of AFS can be obtained, by listing the initial 
marking, the transition labels, and the last marking, if any. It is easy to show, by 
induction, that w = (T. The converse is symmetric: from o get one of the com- 
putations 5, and from this the observation o. 
(iii) See Examples 4.1 and 5.2, and Fig. 1.4, too. 1 
Given a P/T net N = (S, T; F, W, M) and an occurrence net K = (S’, T’; F ), a 
P/T process of N is a function 
such that 
p:K-+N 
l P(S’)ES, p(T)cT; 
l (S’ u T’, < ’ ) is finitely preceded. Let OK be the set of its minima; 
l VSES, M(s)=Ip-‘(s)n’Kj; 
l Vt’e T, V S E S ,  
(i) W(s,p(t’))= IpP1(s)n’t’I 
(ii) W(p(t’), s)= Ip-l(s)n t”l. 
DEFINITION 5.7 (processes are almost histories). Given a P/T process of a P/T 
net N= (S, T; F, W, M), 
p: K-+xX, 
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where K = (s’, 7”; F ), the corresponding history h = (S, 1, < ) is defined as 
follows: 
l the set of process (event) types is S (T); 
l S=(S’uT’)\{s~S’13t,, t,ET’ such that t,<‘s<‘t,}; 
l 1 b) =p(s); 
.  < is the reflexive closure of < ‘, restricted on S. 
THEOREM 5.4 (the processes of a P/T net coincide with the histories of the 
corresponding distributed transition system). Given a P/T net N and its distributed 
transition system D,, let H be the set of the histories corresponding to the finite P/T 
processes of N. H coincides with the set of the finite observations of the computations 
of D, in the initial derived NMS. 
ProoJ: Given a finite process p: K + N and one of the total orderings 
1 e,, el ,..., en> on the events of p compatible with <, let O.I be 
{D,e,D,e, . ..e.D n + , }, where Di are the slices of p such that Do = OK, 
DiCei>D,+,,D,+, = p. It is easy to construct from o a computation c of D, 
generating a history h. By induction, history h is proved to correspond to p. Con- 
versely, given a history h, let 5 be one of the computations generating it. By apply- 
ing the Steps l-3 defined in Property 3.3 we get, with the obvious modifications, the 
required process. 1 
The notion of firing sequence or, equivalently, the notion of observation in the 
interleaving NMS (Theorem 5.3), is too abstract: it is not possible to recover from 
it a single process or, equivalently, a single history . 
PROPERTY 5.3 (processes are not recoverable from tiring sequences). There 
exists a P/T net N such that, if we consider its distributed transition system D,, its 
abstract interleaving NMS t w.r.t. use, and its initial partial ordering NMS t’, then t 
is incomparable with t’ (see Definition 2.8). 
Proof Examples 4.1 and 5.2 show that t is not finer than t’. By Theorem 3.1, the 
same completely concurrent distributed transition system proves that t’ is not finer 
than t. See also the examples in Figs. 1.3 and 1.4. [ 
DEFINITION 5.8 (observational semantics of PIT nets and CJE systems). Given 
an equivalence relation = on NMSs and an abstraction function abstr from net 
elements to an abstraction domain, the observational semantics of a P/T net (a 
finitely forking C/E system and an initial case) is the abstract derived NMS of the 
distributed transition system D, (of the distributed transition system T,) with 
respect to abstr, defined up to =. 
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6. THE DISTRIBUTED TRANSITION SYSTEM FOR CCS 
In this section we translate Milner’s CCS to distributed transition systems. Recall 
that the concrete syntax of pure CCS is 
where x is a variable; d is a set of unary operators ranged over by ~1, fi, y,...; 
A- = {cr-laEA}; A= A u A- u {T > is the set of basic actions, ranged over by ~1, 
and T $ A u A-, which in turn is ranged over by A; and 4 is a permutation of A 
which preserves T and the operation of complementation. 
The Milner derivation relation E,-p -+ E, is defined as the least relation satisfy- 
ing the following axiom and inference rules: 
(Act) 
@es) 
VW 
(Sum) 
(Corn) 
VW 
pE--p + E 
EC-P + 6 implies E,\c(-p-+E2\ct, p#{(c,~} 
EC--P -+ & implies El Cdl -hL) -+ -4 Cdl 
EC-P + E, implies E, + E-p -+ E, and E+ E,-p+ E, 
ET-CL + 6 implies E,IE--p-+EZ/E and EIEI--p+EE(EZ 
E,-2 -+ E, and E;---p -+ E2 implies E, I E;-T -+ E2 1 E; 
E, [ret x.E,/x]-p --t E, implies ret x. E ,--p -+ E, 
We will use the following conventions: 
. E, = A * E, stands for there exist E’, and E2 such that 
E,-T --t m E;-2 + E;-T +‘I E,, rn,n>,O; 
l E=s+E’, s=/l,...IZ,,, n > 0, stands for there exist E,; 0 d i < n, such that 
E=Eo=J, =z-E,=&=s ... =&=t-E,=E’. 
Two terms E, and E2 are observationally equivalent if they bisimulate, i.e., both 
conditions hold 
(i) whenever E, =s= E’, then, for some E;, 
E, = s * E2 and E’, is observationally equivalent to E2; 
(ii) whenever E, = s 3 E2 then, for some E;, 
E, = s + E’, is observationally equivalent to E’, . 
We now define a distributed transition system for CCS. 
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DEFINITION 6.1 (defining CCS processes). A grape is a term defined by the 
following BNF-like grammar 
G:: = E I id/G 1 Glid I G\a I G[q5], 
where E, \a, [q5] have the standard CCS meaning. 
Intuitively speaking, a grape represents a subterm of a CCS term, together with 
its access path. A CCS term can be decomposed by function dec into a set of 
grapes. 
DEFINITION 6.2 (decomposing a CCS term into its processes). Function dec 
decomposes a CCS term into a set of grapes and is defined by structural induction 
as follows: 
dec(x) = {x} 
decf NIL) = {NIL} 
deck) = {PE) 
dec( E\a) = dec( E)\a 
WEC41) = dec(E)C#l 
dec( E, + E2) = {E, + E2} 
dec(E, IE,) = dec(E,)lid u idldec(E,) 
dec(rec x.E) = {ret x.E}. 
We understand constructors as extended to operate on sets, e.g., 
I\a = { g\al g E I}. Note that the decomposition stops when an action, a sum, or a 
recursion is encountered, since these are considered as single processes. 
EXAMPLE 6.1. 
dec((((recx.ax+/?x)Irecx.ax+yx)lrecx.a-x)\a)= 
{(((ret x.ax + fix)lid(id)\a, ((idlrec x.ax + yx)lid)\a, (idlrec x.a-x)\a}. 
DEFINITION 6.3. A set of grapes Z is complete if there exists a CCS term E such 
that dec( E) = I. 
PROPERTY 6.1. Function dec is injective and thus defines a bijection between CCS 
terms and complete sets of grapes. 
Proof. Immediate by induction. u 
DEFINITION 6.4 (partial ordering derivation relation). The partial ordering 
derivation relation I, - [p, Z3] -+ I, is defined as the least relation satisfying the 
following axiom and inference rules: 
5X/34/2-3-20 
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(act) 
(res) 
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(sum) 
(cam 1 
(rd 
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{PE)--CP~ 01-+ dec(E) 
I,-IPL, 41 -+ 1, implies 1, \-I$ 13\u1 + I,\x, P 4 {r, x ) 
I,--CPU, 131 + 12 implies 1, C4l--COL), 1, C911 -+ 12 [#I 
de@‘, J-h J3 1 -+ 1, implies (E, + E}-[p, 01 -+ I, 
and jE+ Elf-b, 01-+ 1, 
~I+4 131 + 1, 
implies I, lid u idldec(E)-[p, I, lid u.idldec(E)] + I, lid u id(dec(E) 
and id/Z, u dec(E)Iid-[p, idll, u dec(E)lid] + idlZ, u dec(E)lid 
I,-[& Z,] -+ I, and I;-[2 -, TX] + I2 
implies I, (id u id(Z’i-[r, I, lid u id&] + I, lid u idJZ” 
dec(E, [ret xX,/x])-[p, Z,] -+ I, implies {ret x.E, )---[P, 01 + Zz. 
PROPERTY 6.2 Given a quadruple Z&p, Z3] -+ I, 
(i) I, and Z, are complete sets of grapes; 
(ii) Z3cZ, and Z,cZ,. 
Proof Immediate by induction. 1 
THEOREM 6.1 (correspondence between Milner’s and partial ordering 
derivations). We have a derivation E,-p + E, iff there exists a set of idles I, such 
that 
Proof: Given a derivation, use the structure of its deduction to obtain the other 
derivation. 1 
THEOREM 6.2 (idle processes can always be added). Given a derivable 
quadruple Hu I,--[p, Z3] + Tu Z,, and a set I3 such that H u I; is complete, also 
H u Z”-[cl, Z3] -+ Tu 7; is derivable. 
Proof: The proof is by induction on the deduction structure of the quadruple. 
The base step is when the quadruple has been obtained by (act) and is trivial, since 
I; = Z, = 0. Also if the deduction step is an inference of type (sum) or (ret), the 
inductive step is trivial, since Z” = Z3 = 0. If the quadruple has been derived using 
(res), let Z, by inductive hypothesis be the most general set of grapes completing 
both H and T. Then, the most general I; which completes both Hjcr and T\cr is 
exactly Z3\~. The same argument holds in case of (rel). Let us consider now the first 
(corn) rule. The most general I3 completing H/id and Tlid is the union of I, lid (I, 
completes by hypothesis H and T) and of idldec(E). The proof of the remaining 
two (corn) rules is similar. 1 
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DEFINITION 6.5 (from CCS terms no distributed transition systems). Given a 
CCS term E, let Dccs(E) = (Q, T, c, dec(E), 1) be its associated distributed trans- 
ition system, where: 
l the states in Q are the complete sets of grapes, considered as disjoint; 
l the transitions in T are quadruples U: I,-[CL, Z3] + I,; 
l c(u)= ( I I ,  1,); 
l the processes identified by l(u) in I, and I, are the processes in I, (recall 
that I, c I, and Z, c I, by Property 6.2). 
EXAMPLE 6.2. Let us consider the CCS term of Example 6.1, 
E=(((recx.crx+/3x)~recx.ax+yx)~recx.a-x)\ct. 
The distributed transition system Dccs (E) = (Q, T, c, dec(E), 1) has as reachable 
state only the initial state Q. = { pO, p,, pz}, where 
p,=(((recx.c~x+/?x)lidlid)\cl; 
pI = ((idlrec X.UX + yx)lid)\a; 
p2 = (id(rec X.Kx)\cr; 
and the following four transitions: 
1*o:Qo-b&cjl+Qo; 
UI: Qo-CP, bw41 +Qo; 
~2: Qo--CL {PO~PZII -+ Qo; 
~3: Qo-CT, b,)l + Qo. 
DEFINITION 6.6 (standard NMS and standard semantics). Given a CCS term E, 
its distributed transition system D c,--(E), and the abstraction partial function 
M _ abstr defined as 
M-abstr(Z, - [A, ZJ -+ I,) = i 
(note that A. # r and that abstr is not defined on processes/on states), the abstract 
interleaving (partial ordering) derived NMS with respect to M-abstr is called stan- 
dard interleaving (partial ordering) NMS. The standard interleaving (partial 
ordering) semantics of D,,,(E) is its standard interleaving (partial ordering) NMS, 
defined up to bisimulation equivalence (see Definition 2.10). 
LEMMA 6.1 (Milner’s derivations are interleaving observations). Given a CCS 
term E and its distributed transition system Dccs (E), we have that E = s * E’ iff 
there exists a computation of D ccs(E) from dec(E) to dec(E’) with observation s in 
the standard interleaving NMS. 
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Proof: Given a (multiple) derivation E = E,-p, -+ E, ’ E,, ,-p,, -+ E,, = E’ 
such that E = s * E’, a corresponding computation of D,--,(E) can be found 
having the same (via dec) sequence of states and having as transition from states 
dec(E,) and dec(E,+ i) the partial ordering derivation dec(E,)-[p,, , , I,, ,] + 
dec(E,+ ,) having the same deduction structure as E,-pi+ , + Ei+ 1 has; and vice 
versa. 1 
THEOREM 6.3 (interleaving semantics is Milner’s observational equivaien- 
ce). Given two CCS terms E and E’ and their distributed transition systems 
Dccs (E) and Dccs (E’), E is observationally equivalent to E’, according to Milner’s 
definition [17], iff D,,-,(E) and D ccs(E’) have the same standard interleaving 
semantics. 
Proof: Let t and t’ be the standard interleaving NMSs of D,,,(E) and 
D,,s(E’). We have to prove that t and t’ can bisimulate each other according to 
our definition iff E and E’ do according to Mimer. In fact, whenever a step in one of 
the bisimulations takes place, a corresponding step can be found in the other as 
follows. 
If a (multiple) derivation EO-p, + E, ... E,- ,---p,, -+ E, is given or selected in 
Milner’s bisimulation, a corresponding computation can be found by following the 
same (via dec) sequence of states, and by using from states dec(E,) and dec( E, + ,) 
the transition corresponding to the partial ordering derivation having the same 
deduction structure as E,-p;+ , + Ei+ , has, and vice versa. 1 
THEOREM 6.4. The distributed transition system Dccs (E) is commutative (with 
respect to M_ abstr). 
Proof: A pair of adjacent transitions U, and u2, with u2 independent from ui, 
are given. By Property 3.2, we can write them as 
u,:H,uH,uZ-[p,,H,uI]-+T,uH,uI 
and 
u2: T, u H, u I-[p2, T, v Z] -+ T, u T, u I. 
The existence of the required pair of transitions 
u;:H,uH,uI-[pzrH1uI]+H1uT2ul 
is guaranteed by Theorem 6.2 and Property 6.2. # 
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COROLLARY 6.1. Distributed transition system Do,, (E) is completely concurrent 
w.r.t. M- abstr. 
ProoJ Follows from Theorems 6.4 and 3.3. B 
COROLLARY 6.2. Given a finite concurrent history h = (S, 1, d ), let H, I, T be 
the sets qf its heads, idles, and tails. 
Given the CCS term E, let the distributed transition system D,,,(E) have t as its 
standard partial ordering NMS. 
(i) Given a CCS computation with E = s *E’, there exists a computation of 
D,,,(E) having as observation the concurrent history h, where 
l HuI=dec(E) and TuI=dec(E’); 
l s is a total ordering on the events of h compatible with <. 
(ii) Given a computation of Dccs (E) having as observation the finite history h, 
for every total ordering s on the events of h, s compatible with <, there exists 
E = s z- E’, where dec( E) = H u I and dec( E’) = T u I. 
Proof Follows from Theorem 3.1, since D,,,(E) is completely concurrent with 
respect to M-abstr, and by Lemma 6.1. i 
7. CONCLUSIONS 
The paper defined distributed transition systems, a new simple model of dis- 
tributed systems, and a way to observe them. Petri condition/event systems and 
place/transition nets, and Milner’s Calculus of Communicating Systems have been 
translated to distributed transition systems, thus providing formal grounds for a 
precise comparison among different models. 
Many issues have been given little attention here, since we wanted to concentrate 
on setting up our basic model. A first item concerns the relationships between the 
original theories and the new concepts introduced through the translation. An 
interesting point is studying the effects of the introduction of abstract observational 
equivalences in Petri nets, and the relationships between our partial ordering 
semantics for the Calculus of Communicating Systems and Milner’s interleaving 
semantics. In the latter case, a result in [7] shows that partial ordering semantics is 
strictly finer than and reduces to Milner’s when the parallel composition operator is 
not present. Another issue might be discussing synchrony versus asynchrony in our 
framework, e.g., comparing synchronous and asynchronous Calculi of Com- 
municating Systems. 
An important point regards the generation of distributed transition systems in a 
linguistic framework. Our observational equivalence must then be closed with 
respect to all contexts, i.e., a congruence must be defined. 
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A different kind of problem arises when the model is taken as the kernel of a 
specification language. A needed basic interpretation tool consists of growing our 
observations without generating computations first, using graph rewriting systems 
which directly manipulate concurrent histories; this was our starting point 
[4,9,27]. It is easy to prove that observing computations and growing obser- 
vations give the same result, when observations do not hide any transition 
(Greibach rewriting rules). A method for defining limits of observations has been 
developed in [S], following the metric space approach. 
This kernel may be extended in several directions, by adding to it orthogonal 
features which describe different aspects of distributed programs, as proposed in 
[lo]. The first step consists of generating the rewriting rules by synchronizing 
several productions, where a production gives the specification of a stand-alone 
process. A second step adds information about the spatial structure of a distributed 
system by explicitly describing the connections among processes in a graph-like way 
[4, 9,271. A further step may introduce rule schemata parametrized on a Herbrand 
universe. In this way, a first notion of abstract data type can be introduced and a 
logic programming style can be given for specifying concurrent systems (see the last 
example of [lo]). 
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