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Abstract
A generalization from string to trees and from languages to transfor-
mations is given of the classical result that any regular language can be
learned from annotated examples: we show how to learn top-down de-
terministic tree transducers (Dtops) in Gold’s model with polynomial
resources from samples of input-output examples, while assuming a top-
down schema for the input domain. Until now, similar results were known
only for string transducers, sequential tree-to-word transducers, and sim-
ple relabeling tree transducers. Learning of Dtops is more involved be-
cause a Dtop can copy, delete, and permute its input subtrees. Thus,
complex dependencies of labeled input to output paths need to be main-
tained by the algorithm.
First, a Myhill-Nerode theorem is presented for Dtops with top-down
domain inspection, which characterizes the unique normal forms of such
machines from Engelfriet, Maneth and Seidl in 2009, in a purely semanti-
cal manner. This theorem is then used to construct a learning algorithm
for Dtops, for a given top-down domain inspection.
1 Introduction
Xml is a widely used format for exchanging semi-structured data between pro-
grams in various languages, for storing semi-structured data in databases, and
for writing all kinds of documents. Specific Xml schemas where proposed by
various communities for representing their semi-structured data: Xbrl for busi-
ness data, Spl for pharmaceutical products, or Sbml for reaction networks in
systems biology, for example. The Xml format is also omnipresent in Web
pages, given that Html5 is the language supported by all today’s Web navi-
gators. Indeed, Html5 documents are Xml documents satisfying yet another
Xml schema (in contrast to the original Html).
Document processing is an application area of the Xml technology, which
includes the creation of web pages and of software documentations. Such doc-
uments are usually developped on a higher level of abstraction, supported by
tools such as context management systems (Wiki, Plone, Wordpress, etc), or
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by some other document generator (Docbook). A prime idea there is to sep-
arate the document’s content and its layout. The pure content can again be
represented in Xml, but with a different schema that reflects the semantics of
the content. Only for displaying the content of a document by a Web browser,
the content gets enriched by some layout information. This requires to convert
an Xml document satisfying the content’s schema into another Xml document
satisfying the schema of Html5.
As illustrated at the task of Web page publication, the main task to be solved
in the context of Xml is the conversion of Xml documents from one schema
into another. Similarly, Xml transformations need to be defined for composing
two programs in different languages, that support Xml formats for input and
output, or when exporting the result of a query to an Xml database. Xml
transformations can be defined by programing in general purpose programming
languages, or by using dedicated Xml transformation languages such as the the
W3C standards Xslt 3.0. Here, the acronym Xslt stands for Xsl Transfor-
mations, where Xsl means EXtensible Stylesheet Language.
A major drawback of the programming language approach is that program-
ming is accessible only to programmers, but not by arbitrary Web users. How-
ever, imagine a system that is able to automatically infer an Xslt program from
a given set of examples. It would free the web programmer from the tedious
task of Xslt programming, or the usage of fixed transformations as provided
by content management systems. In this paper we present a learning algorithm
that can serve as foundation for building such systems. Under the assumption
that the schema of the domain of the target tree transformation is given, our
algorithm works in a Gold style model in polynomial time and with polynomi-
ally many examples [21]: it takes as an input a finite set of pairs of input and
output trees of a target transformation, and, if the input is rich enough, can
infer a representation of the target.
In order to make this possible, we need to fix a suitable class of machines
for defining tree transformations that we want to learn. Besides (1) decidable
equivalence in the class of machines to be learned we require that the number of
examples needed to to learn an machine of size n is (2) bounded polynomially in n
(polynomial data) and that the learning algorithm (3) infers the machine in time
polynomial in n. All three points are closely related to efficient normalization
of the machines, which is usually based on a Myhill-Nerode like theorem as for
deterministic finite automata (Dfa). Given a word language L, two strings x
and y are called “L-equivalent” if there is no z such that exactly one of xz and
yz is in L. The Myhill-Nerode theorem says that the L-equivalence is of finite
index if and only if L is regular. Moreover, there exist unique minimal Dfa
recognizing L, whose states are exactly the L-equivalence classes.
Since Xslt programs are Turing complete [24, 38], polynomial exact learning
with (1), (2), and (3) can only be expected for subclasses. The navigational core
of Xslt can conveniently be modeled by tree transducers [2, 23, 29, 30]. For
example, macro tree transducers (Mtts) [19, 29] are a very expressive class of
top-down tree transducers than can model a substantial amount of Xslt tree
transformations. This expressiveness, however, comes at a huge computational
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cost: the equivalence problem is a long-standing open question on this class.
One of the only progress made in that domain is decidability of a fragment
of this class [17, 16], through a non-elementary translation into Mso-definable
transformations, and the decidability of (deterministic) top-down tree-to-word
transducers with concatenantion [40] which can be simulated by Mtts.
The most well-known and largely-studied class of tree transducer for which
equivalence is decidable [20] is that of deterministic top-down tree transducers
(DTops). Engelfriet, Maneth and Seidl [18] showed recently that DTops have
a unique normal form, under the condition that the domain of input trees is
checked externally. For this, they consider DTops with top-down inspection,
where the schema of input trees is checked by an external deterministic top-down
tree automaton. The unique normal form a DTops with top-down inspection
can be computed by a sequence of syntactic normalization steps. First, these
machines are synchronized with the top-down automaton that decsribes their
domain (uniform). Second, all of their states are made earliest in the output
production. Finally, their number of states is minimized.
Results on symbolic learning algorithms for transducers are few and far
between. The Ostia algorithm [37] allows to learn deterministic (subsequential)
string transducers in their earliest minimal normal form [10], in the learning
model with polynomial resources. As for trees, if bottom-up tree automata
[36, 8] in their minimal deterministic normal form can be learned in this model,
very few results exists for the learning of tree transformation. However, these
pre-existing results can be seen to have enough of a pattern to hope an extension
to the DTop class: once a Myhill-Nerode theorem is found, some Rpni-like
algorithm allows for symbolic learning from a finite sample. The main problem
with adapting the normalization procedure of [18] in a Myhill-Nerode theorem is
the syntactic nature of the properties considered for normalization: uniformity
is defined through the inspection automata, and earliestness is defined state by
state in the transducer. It was unclear whether such a normal form can be
inferred from a finite sample of input-ouput examples, by generalizing the Rpni
algorithm.
In the present paper, we show that this is indeed the case. For this, the
following contributions are given:
1. Present a Myhill-Nerode theorem for DTops with top-down inspection,
which recasts their unique normal forms in a purely semantical terms.
2. For a fixed top-down inspection L, provide a learning algorithm for DTops
with inspection by L that satisfies Gold’s learning model with polynomial
resources.
Our results are a breakthrough in transducer learning: previous work only
considered non-copying and non-swapping transducers (such as word transduc-
ers, sequential tree-to-word transducers, or relabeling tree transducers). In con-
trast, DTops have the power to delete, exchange, and copy their input subtrees.
Note that many practical Xslt programs make use of deletion and copying of
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subtrees. These results can indeed be applied to the learning of Xml trans-
formations, as shown in [26], onto which this article extends. In this case, the
top-down inspection is defined by either a Dtd or an Xml Schema.
Compared to previous work of Engelfriet, Maneth, and Seidl [18] we consider
in this article DTops with general domain inspection, rather than top-down in-
spection by top-down deterministic tree automata. This enables us to introduce
the notion of compatible DTops with inspection, a semantic generalization of
uniform DTops with top-down inspection. We then show that any DTop with
regular inspection can be made compatible and earliest (while generalizing the
previous analogous result for top-down inspection). The normal form we present
for DTops here remains restricted to top-down inspection.
Compared to [26], we present a generalized and fully independent proof,
rather than a reduction to the results of [18]. At the same time, we generalize
many of the intermediate results from top-down to regular inspection. While
the additional generality is of interest on its own right and lies the foundation for
the results of [5], this approach also yields shorter and simpler proofs, basically
due to the usage of the notion of compatibility instead of uniformity.
Related Work
In the context of Xml, there has been some work on learning node selection
queries [8, 34, 6, 7, 41], but only very few on learning tree transformations.
The only work on learning Xslt programs that we are aware of is the “Xslt
Inference Tool” (part of the Word 2003 SDK by Microsoft). It can infer very
restricted types of Xslt programs from a only a single example input and
output document pair. The most related work is XLearner [32]. XLearner is a
practical system that infers XQuery programs. It uses Angluin’s algorithm [1] in
order to infer path Dfa’s, from which it then constructsXPath expressions. For
typical XQueries, the system needs a large number of user interactions (in the
hundreds). It seems that the classes of XQuery that are learned by XLearner
are incomparable to the class of programs the we infer. As mentioned in [32],
there exists interesting work on inferring schema mappings, e.g., LSD [12] and
Clio [39]. It will be interesting to see if an implementation of our results can
be useful for automatic inference of Xml schema mappings, and if so, how it
compares to the such existing systems. There is a large amount of work on
learning of Dtds and Schemas, see, e.g., [3] and the references given there. It is
easily possible to combine any Dtd inference algorithm with our work, by simply
first inferring input (and output) Dtds, and then executing our algorithm to
infer a transformation.
For finite-state transducers, algorithms exist for learning of subsequential
string transducers [37]. They are based on minimal earliest transducers, which
were formally introduced for strings by Mohri [31], see [10] for a survey. A
learning algorithm and experimental results for deterministic Mealy machines is
presented in [35]. Note that our result, applied to tree translations over monadic
trees, also allows to infer minimal string transducers. For tree transducer, the
only existing work deals with node selecting queries [8], which, in our context can
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be seen as simple relabelings (that is, DTops without copying and permuting
of input variables). Previous work on induction of weighted tree transducers
compute optimal weights for the rules of a fixed given tree transducer [22].
Outline
In Section 2 we start with an illustration of the learning algorithm and its
relationship to the Myhill-Nerode theorem that we want to develop. In Section
3, we recall some preliminaries on tree languages and tree automata.In Section
4, we introduce the class of top-down tree transducers with general inspection
(DTopI). In Section 5 we define the syntactic alignment computed by a DTopI,
as a relation that matches paths of input trees to the corresponding output paths
as produced by a DTopI. Then, Sections 6 and 7 will introduce for all DTopI
with regular inspection two important normalization steps: compatibility, which
ensures that the states of a transducer are as specific as they can be on the input
tree they expect, and earliestness, which ensures that a transducer produces its
output as early as possible. Section 8 provide a semantic counterpart to the
syntactic alignment. It lies the basis for a Myhill-Nerode type theorem for
DTopI with top-down inspection. The minimal normal form that results of
this Myhill-Nerode type theorem is presented in Section 9. Finally, Section 10
presents a sample-based learning algorithm of this normal form.
2 Illustration of Ideas
Before starting with a formalization, we illustrate informally, how we want to
learn DTops from input-output examples. In a first step we need to find a
Myhill-Nerode Theorem, i.e., that is unique normal form for DTops based on a
semantic characterization. For this we will have to give a semantic justification
to the unique normal forms for DTops proposed by Engelfriet, Maneth and
Seidl [18].
2.1 Myhill-Nerode Theorem for DTops
A DTop has rules of the form q(f(x1, . . . , xk))→ t which say that if the trans-
ducer is in state q and processes an input node labeled f , then it should output
the tree t. The tree t is over output symbols, and may also contain “state
calls” of the form q′〈xi〉 at its leaves. Such a call means to insert the result
of translating in state q′ the i-th subtree of the current input node. Thus, a
DTop can be seen as a particular left-linear term rewriting system. Note that
a variable xi may occur many times in t (“copying”), or may not appear at all
(“deletion”). If for every state q and input symbol f there is at most one rule,
then the transducer is deterministic and realizes a partial function from trees
to trees.
How can we define the analog to R-equivalence (mentioned before), for func-
tions τ realized by DTops? Roughly speaking, we will chop τ into pieces, by
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considering functions from certain input subtrees to certain output subtrees. If
there are only finitely many different such functions for τ , then τ can be realized
by a DTop. More precisely, consider an input tree s and a node π of s. The
states of a DTop that process the node π are uniquely determined by the edge
path from the root of s to π (an edge path is the concatenation of pairs of node
label and child-number on the path from the root to π). For a pair of edge paths
p = (u, v) we define the residual p−1τ as all pairs (s′, t′) such that there are s, t
with τ(s) = t, u is an edge path in s to the subtree s′, and v is an edge path in
t to the subtree t′. Two pairs p1, p2 of edge paths are τ -equivalent if and only
if p−11 τ = p
−1
2 τ . Our Myhill-Nerode theorem says that for particular pairs of
paths for input respectively output trees, τ -equivalence is of finite index if and
only if τ can be realized by a DTop.
2.2 Example Transformation
Let us consider an example. We want to exchange a list of A-nodes with a list of
B-nodes. The lists are represented in the first-child-next-sibling encoding, while
the empty list is represented by #. Thus, we want to transform
P(A(#, A(#, . . . A(#, #) . . . ))︸ ︷︷ ︸
n
, B(#, B(#, . . . B(#, #) . . . ))︸ ︷︷ ︸
m
)
into the tree obtained by exchanging the P’s two subtrees.
P(B(#, B(#, . . . B(#, #) . . . ))︸ ︷︷ ︸
m
, A(#, A(#, . . . A(#, #) . . . ))︸ ︷︷ ︸
n
)
Since this transformation τflip is partial, there are exactly 4 different τflip-
equivalence classes; the shortest representatives for these classes are the follow-
ing pairs of paths for input respectively output trees:
q1 = (ε, P1),
q2 = (ε, P2),
q3 = (P2, P1),
q4 = (P1, P2)
.
These path pairs in this order correspond exactly to the states q1, . . . , q4 of the
unique minimal earliest uniform DTop Mflip below. It starts with the axiom
P(q1〈x0〉, q2〈x0〉) and has the following rules:
q1(P(x1, x2)) → q3〈x2〉
q2(P(x1, x2)) → q4〈x1〉
q3(#) → #
q3(B(x1, x2)) → B(#, q3〈x2〉)
q4(#) → #
q4(A(x1, x2)) → A(#, q4〈x2〉)
Note that a minimal earliest uniform DTops as defined in [18] always comes
together with a (minimal) deterministic top-down tree automaton recognizing
the domain. In our example, consider the (q4,A)-rule. It deletes the first subtree;
without domain automaton this means that any tree would be accepted here,
but we want only the tree # there.
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Learning Algorithm
Using our Myhill-Nerode theorem for DTops, we show that for any given top-
down tree transformation a characteristic sample set can be computed in poly-
nomial time (with respect to the size n of the minimal DTop). Given a char-
acteristic sample set (or a superset), the learning algorithm correctly infers the
desired transducer. The characteristic sample set for the example τflip of before
consists of only four pairs of trees:
[ P(#, #) / P(#, #),
P(A(#, #), #) / P(#, A(#, #)),
P(#, B(#, #)) / P(B(#, #), #),
P(A(A(#, #), #), B(B(#, #), #)) / P(B(B(#, #), #), A(A(#, #), #)) ]
Note that a DTop can transform a monadic input tree (of height n) into a full
binary tree of height n. This implies that the trees in a characteristic sample set
can have exponential size with respect to n. This can be avoided by representing
output trees by their minimal DAGs; DAG representation of the output tree of
a DTop can be computed in linear time with respect to the size of the input
tree (see [28]).
Inference of XML Transformations
Xml documents are naturally modeled by unranked trees. There have been sev-
eral proposal of tree transducers for unranked trees [30, 29]. These models are
more expressive than to use a classical ranked DTop on the “first-child/next-
sibling” (fc/ns) encoding of the unranked trees. For instance, consider the
transformation Xmlflip of a root node labeled P with n children labeled A fol-
lowed bym children labeled B, into a root node with first them B-nodes followed
by the n A-nodes. This example can easily be realized by the unranked trans-
ducers of [30, 29], however, cannot be realized by any ranked DTop on fc/ns
encoded trees. The reason is that a DTop cannot change the order of nodes on
a path.
Unfortunately, the added expressive power of unranked transducers comes at
a price: we do not know whether deterministic unranked top-down tree trans-
ducers have decidable equivalence. In fact, since such transducers can com-
pletely flatten their output, they include the (classical) top-down tree-to-string
translations. The equivalence problem for deterministic top-down tree-to-string
transducers was recently proven to be decidable [40] with a co-randomized poly-
nomial algorithm for the linear case.
Are there other ranked tree encodings of unranked trees, so that a DTop
can realize Xmlflip? We claim “yes”. In fact, in the context of Xml we believe
that one should require the presence of input and output Dtds, before running
the learning algorithm. We can use these Dtds to construct encodings that
overcome restrictions of the fc/ns encoding. For instance, assume the following
Dtd for the input documents of Xmlflip:
<!ELEMENT P (A*,B*) >
<!ELEMENT A EMPTY >
<!ELEMENT B EMPTY >
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And the same Dtd, with A∗ and B∗ interchanged in the first line, for the output
documents. Our idea of Dtd-based encoding is to group elements from the same
regular sub-expression, under a new tree node. In our example, we will have
labels “(A*,B*)” (binary) and “A*”, “B*” (unary). With this encoding, the
input tree P(A,A,B) is represented as
P(“(A*,B*)”(“A*”(A, “A*”(A, “A*”(#, #))), “B*”(B, “B*”(#, #)))
As we have seen before, a simple DTop similar to Mflip can translate this tree
into
P(“(B*,A*)”(“B*”(B, “B*”(#, #)), “A*”(A, “A*”(A, “A*”(#, #))))).
Thus, if we supply adequately Dtd-encoded trees to our learning algorithm,
then it can infer a ranked transducer for Xmlflip. This transducer has twelve
states and sixteen rules, but can still be inferred by four examples, as for τflip.
The transducer we obtain can, modulo syntax, be seen as an Xslt program for
unranked trees, i.e., XML documents: rules correspond to apply-templates
with the mode corresponding to the state. Note that the class of unranked tree
transformations realized by DTops over Dtd-encoded trees is strictly included
in the unranked top-down translations of [30, 29]; to see this, observe that the
latter class contains both the Dtd-encoding and the Dtd-decoding.
3 Preliminaries
A partial function from a set A to a set B is a subset τ ⊆ A×B such that for
any a ∈ A there exists at most one b ∈ B such that (a, b) ∈ τ . In this case we
write τ(a) = b. The domain dom(τ) is the set {a | ∃b. (a, b) ∈ τ}.
An alphabet is a finite set. A word over an alphabet A is a possibly empty
sequence of letters a1 . . . an ∈ A∗. We denote the empty word by ε and the
concatenation of two words u and u′ as uu′.
A ranked alphabet is an alphabet F together with a total function rankF :
F → N0. If rankF (f) = k, we say that f is of rank k, which means it expects k
children exactly. For k ≥ 0 we denote by F (k) the set {f ∈ F | rankF (f) = k}.
We often write f (k) to indicate that f is of rank k.
3.1 Trees and Paths
Let F be a ranked alphabet. The set of (ordered, finite) trees over F is the set of
ground terms over F and denoted by TF . This is the least set such that for any
f ∈ F (k), k ≥ 0, and s1, . . . , sk ∈ TF , the term f(s1, . . . , sk) belongs to TF . For
a one-node tree f(), where f is a constant, we simply write f . For a finite set
X disjoint from F we define TF (X) as TF∪X where any x ∈ X has rank 0. We
define an F -path to be a word with alphabet F∪N in {fi | f ∈ F (k), 1 ≤ i ≤ k}∗.
Note that constants of F cannot appear in F -paths. We will always identify
nodes of a tree s ∈ TF with the unique F -path that leads to them:







Figure 1: The F -path u = f2f ′′1 and the node that it addresses. The F -npath






Figure 2: The tree s and its subtree at path f2, denoted by f2−1s.
- If a node of s is labeled by f ∈ F (k) and reached by the F -path u, then
its ith child is reached by the F-path ufi, where 1 ≤ i ≤ k.
An example for a node of a tree s and its corresponding F -path u is given in
Fig. 1. In this case, we say that u belongs to s and write:
s |= u
The set of all paths that belong to s is denoted by paths(s). If s |= u, then we
denote the label of the node addressed by u with s[u] and the subtree of s at u
by u−1s. An example for a subtree is given in Fig. 2.
It should be noticed that an F -path does not state anything about the label
of the node to which it leads. We introduce node paths for this purpose as
follows. An F -node-path, or F -npath is a word uf starting with an F -path u
and ending with a symbol f ∈ F of arbitrary arity. Note that uf points to a
leaf in some tree if and only if f is a constant. We say that s |= uf if s |= u
and s[u] = f .
We define two types of substitution on trees. For s1, ..., sn not being a subtree
of one another, we denote by τ = [s1/t1, . . . , sn/tn] the finite transformation
that maps input trees si ∈ TF to output trees ti ∈ TF for all 1 ≤ i ≤ n. For
any t ∈ TF , we write tτ ∈ TF for the tree obtained from t by substituting
subtrees si by ti. For s1, ..., sn not being a subtree of one another, we denote
by α = [u1/s1, . . . , un/sn] the substitution that maps F -paths ui to trees si for
all 1 ≤ i ≤ n. For any tree s ∈ TF , we write sα ∈ TF for the tree obtained from
s by replacing the subtrees at paths ui by the trees si.
Definition 1. A tree language L ⊆ TF is called path-closed if, for any two
trees s, s′ ∈ L with s |= u and s′ |= u, it holds that s[u/u−1s′] ∈ L.
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In other words, for any two trees of a path-closed language, one can exchange
their subtrees at the same path and remain in the language. For instance, the
language {f(a, a), f(a′, a′), f(a, a′), f(a′, a)} is path-closed, as opposed to the
language
{f(a, a), f(a′, a′)}.
3.2 Tree Automata
We recall the notion of top-down tree automata, their notion of determinism
and the relationship with path-closed languages.
Definition 2. A (nondeterministic top-down) tree automaton is a triple A =
(F,Q,QI ,∆) composed of a finite ranked signature F , a finite set Q of states, a
finite set QI ⊆ Q of initial states, and a binary relation ∆ ⊆ ∪k≥0(Q×F (k))×
Qkof transitions.
Transitions of ∆ are denoted as q f−→ (q1, . . . , qn). For all states q we define
membership to the language JAKq accepted by A when started at q by induction
on the structure on trees, such that for all k ≥ 0, f ∈ F (k) and s1, . . . , sk ∈ TF :
f(s1, . . . , sk) ∈ JAKq ⇔def q
f−→ (q1, . . . , qk) and si ∈ JAKqi for all 0 ≤ i ≤ k
We define the language that A accepts by JAK = ∪q∈QI JAKq. A tree language
L is called regular if L = JAK for some tree automaton A.
Definition 3. We call a top-down tree automaton A deterministic or equiva-
lently a Dtta, if its set of initial states QI contains at most one element and
if its transition relation ∆ is a partial function.
Note that top-down determinism translates the fact that for any given tree,
the automaton always has at most one choice for labelling the nodes of a tree
when processing it from the root to the leaves. It is well-known that not all
regular languages can be recognized by deterministic top-down tree automata
(in contrast to deterministic bottom-up tree automata, see e.g. [11]). But since
we deal with top-down tree transducers in the present paper, working with top-
down automata does suits our needs better than working with bottom-up tree
automata.
We now introduce some terminology to reason on the different labellings a
node can get in a tree from a top-down tree automaton: For any tree automaton
A and path u for the signature of A, we define the set of states Qu that A assigns
to node u as follows by induction on the length of u as follows: we set Qε = QI
and Qufi = {qi | q
f−→ (q1, . . . , qk), q ∈ Qu}. If A is deterministic, then for every
u the set Qu is either empty or a singleton.
We call a tree automaton A trimmed if any states q ∈ Q can be reached
from QI and satisfies that JAKq is nonempty. Every tree automaton can be
made trimmed in linear time by removing all useless states, i.e., those that
cannot be reached from QI and those for which JAKq is empty. Therefore, we
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can assume that all tree automata are trimmed whenever this will be needed in
what follows. For any trimmed tree automaton A and path u, note that Qu is
a singleton if and only if u ∈ paths(JAK).
We next state a simple but fundamental lemma on top-down tree automata.
Lemma 4. Let A be a top-down tree automaton. Then any path u satisfies
u−1JAK = ∪q∈QuJAKq.
Proof. This proof work by recursion on the size of u. For ε, we have ε−1JAK =
JAK, which is ∪qI∈QI JAKqI . For starting the induction, we note that Qε = QI ,
so that ε−1JAK = ∪q∈QεJAKq. For the induction step, let ufi be a path of F .
We have u−1JAK = ∪q∈QuJAKq by induction hypothesis. From there, we have
to search for all fi-subtrees. If q f−→ (q1 · · · qn) is in ∆, then to build a tree of
u−1JAK we have to choose for all j, any tree of JAKqj . Since A is trimmed, these
JAKqj are nonempty. In particular, all JAKqi is in ufi−1JAK. Since this is true
for all q ∈ Qu and all (q, f) rule, we have ∪q∈QufiJAKq ⊆ ufi−1JAK. Conversely,
any tree in u−1JAK that contains the path fi starts its run with a (q, f)-rule
q
f−→ (q1 · · · qn) such that q ∈ Qu. Its subtree at fi is in qi. Since q ∈ Qu,
qi ∈ Qufi. This gives us ufi−1JAK ⊆ ∪q∈QufiJAKq. 
Lemma 5. Any language accepted by some Dtta is path-closed.
Proof. Let A be a trimmed Dtta, u ∈ paths(JAK), and s ∈ JAK such that s |= u.
We know that Qu is a singleton {q}. As seen in Lemma 4, we can replace u−1s
by any other tree t in JAKq, and have s[u/t] ∈ JAK. Since u−1JAK ⊆ JAKq, we
obtain that JAK is path-closed. 
The converse of Lemma 5 does not hold. But it is true that a language is
recognizable by some Dtta if and only if it is regular and path closed.
4 Top-Down Tree Transducers
We study deterministic top-down tree transducers on ranked trees [14], since
these can be used to model a subclass of Xslt transformations [29, 25], while
being sufficiently restrictive to conserve some good algorithmic properties, such
as decidability of equivalence [18].
4.1 Top-Down Tree Transducers
We fix notations and present the standard definition of top-down tree transduc-
ers, together with some basic results.
We fix an infinite set X = {x0, x1, x2, . . . } of input variables, and, for every
k ≥ 0 define the set Xk = {x1, . . . , xk}, so that X0 = ∅ in particular.
Definition 6. A deterministic top-down tree transducer (DTop) is a tuple
M = (Q,F,G,Ax, rhs) where:
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- Q is a finite set of states,
- F and G are ranked alphabets of input and output symbols, respectively,
- Ax ⊆ TG(Q× {x0}) is a set with at most one element called the axiom,
- rhs is a partial function, which for any k ≥ 0 maps elements from Q×F (k)
to trees in TG(Q×Xk).
Note that the pair (q, xi) will be noted q〈xi〉. We define the transformations
JMKq for all states q by mutual recursion and on induction of the size of the
tree s = f(s1, . . . , sk) ∈ TF :
JMKq(f(s1, . . . , sk)) = rhs(q, f) [q′〈xi〉/JMKq′(si) | q′ ∈ Q, 1 ≤ i ≤ k]
The transformation defined by M is the partial function JMK from TF to
TG such that for all s ∈ TF for which the expression on the right is defined for
some axiom ax ∈ Ax:
JMK(s) = ax[q〈x0〉/JMKq(s) | q ∈ Q]
In the rest of the paper , unless specified differently, F and G always denote
(arbitrary) input and output alphabets, respectively. A DTop can be seen as a
particular confluent and terminating term rewrite system, with left-linear rules.
In fact, it is often intuitive to think of the rewrite rules that are induced by the
family of right-hand sides of the transducer. If t = rhs(q, f) for a DTop M ,
then q(f(x1, . . . , xk))→ t is called the (q, f)-rule of M .
As an additional remark, the particular case Ax = ∅, while necessary to
provide stability properties, describes the empty transduction τ = ∅. This case
will often be ignored in this paper , as for most of these proofs the empty case
is trivial and cumbersome. We note M = (Q,F,G, ax, rhs) (with ax instead of
Ax) a transducer with exactly one axiom.
In the following two examples, we present two transducers that flip, copy,
and delete subtrees.
Example 7. We consider the transformation τflip which flips pairs of A-lists on
the left and of B-lists on the right. An example for an input-output pair of τflip
is given in Fig. 3. The signatures are F = G = {P(2),A(1),B(1),#(0)}, where P
is the pair constructor and # the end marker for lists. Transformation τflip can
be defined by the DTop M7 with axiom q0〈x0〉 and the following transitions:
(1) q0(P(x1, x2))→ P(qb〈x2〉, qa〈x1〉)
(2) qa(A(x1))→ A(qa〈x1〉) (3) qa(#)→ #
(4) qb(B(x1))→ B(qb〈x1〉) (5) qb(#)→ #
The transducer M7 has axiom q0〈x0〉, so it starts in state q0 without producing
any initial output. It then applies transition rule (1) to the root, which flips its
two children. From there, the state qa copies any A-list using rules (2) for A’s
and (3) for #. Similarly, the state qb copies any B-list using rules (4) for B’s














Figure 3: An input-output pair of transformation τflip flipping pairs of A-lists
and B-lists.
We next present an equivalent transducers that produces its output in an
earlier manner, while copying and deleting instead of flipping subtrees.
Example 8. The new DTop M8 starts with the axiom P(q2〈x0〉, q1〈x0〉) and
then applies the following transition rules:
(0) ax = P(q2〈x0〉, q1〈x0〉)
(1) q1(P(x1, x2))→ qa〈x1〉 (2) q2(P(x1, x2))→ qb〈x2〉
(3) qa(A(x1))→ A(qa〈x1〉) (4) qa(#)→ #
(5) qb(B(x1))→ B(qb〈x1〉) (6) qb(#)→ #
This transducer M8 outputs the root right away (possible as it is always labeled
P). The input tree is copied twice. One copy of the tree is read by q2 which
deletes its left son and send the right one to qb using rule (2). The other is read
by q1 which deletes its right son and send the left one to qa using rule (1). From
there, as in M7 the state qa copies any A-list using rules (3) for A’s and (4) for
#. Similarly, the state qb copies any B-list using rules (5) for B’s and (6) for
#.
4.2 Top-Down Domains
The domain of a transducer M is the set of input trees s for which JMK(s) is
well-defined, i.e., domJMK. It is folklore [15] that the domain of any DTops is
accepted by some Dtta, as restated in the following lemma.
Lemma 9. The domain of any DTop is recognizable by some Dtta.
Proof. Let M = (Q,F,G, {ax}, rhs) be a DTop and s an input tree (note that
if M has no axiom, dom(JMK) = ∅, which is obviously recognized by a Dtta).
Intuitively, s is in dom(JMK) if M has an axiom, and at no point during the
construction of JMK(s) do we call JMKq on a subtree u−1s such that s[u] = f ,
but rhs(q, f) is undefined. However, unlike for Dttas, a DTop may visit the
same subtree u−1s several times and in different states during a computation.
In this case, such a subtree must belong to the domain dom(JMKq) for all such
q. Therefore, we need to reason about the subsets of states of M that visits
u−1S.
We define the automaton A = (F, P, pI ,∆) recognizing dom(M) as follows.
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- The states P = {Q′ | Q′ ⊆ Q}.
- The initial state is pI = QI = {q | q〈x0〉 occurs in ax}.
- For Q′ ∈ P , and f ∈ F (k) such that for all q ∈ Q′, rhs(q, f) is defined,
then the rule of ∆ on (Q′, f) is Q′ f−→ (Q1, . . . , Qk), where for all i from 1
to k, Qi =
⋃
q∈Q′{q′ | q′〈xi〉 occurs in rhs(q, f)}.
We next prove that JAKQ′ = ∩q∈Q′dom(JMKq). This is done by induction on
the input tree s. For s = f(s1, . . . , sk), we have s ∈ ∩q∈Q′dom(JMKq) if and
only if for every q ∈ Q′, rhs(q, f) is defined, and for every q′〈xi〉 occuring
in rhs(q, f), si ∈ dom(JMKq′). In other words, for every q ∈ Q′, rhs(q, f)
is defined, and for every i from 1 to k, for all q′ such that q′〈xi〉 occurs in
a rhs(q, f), q ∈ Q′, then si ∈ dom(JMKq′). For every i, these q′ describe
exactly the set Qi in our construction such that Q′
f−→ (Q1, . . . , Qk). Since
by recursion, si ∈ ∩q′∈Qidom(JMKq′) is the same as si ∈ JAKQi , we have that
s ∈ ∩q∈Q′dom(JMKq) if and only if for all q ∈ Q′, rhs(q, f) is defined, and for
i from 1 to k, si ∈ JAKQi . Since Q′
f−→ (Q1, . . . , Qk) is a rule of ∆, so this is
equivalent to s ∈ JAKQ′ .
From there, we justify the choice of QI as an initial state. By definition of
JMK, s ∈ dom(JMK) if and only if for all q such that q〈x0〉 occurs in ax, then
s ∈ dom(JMKq). This is equivalent to say that s ∈
⋂
q∈QI dom(JMKq) which, as
seen above, is equivalent to s ∈ JAKQI . Hence, JAK = JAKQI = dom(JMK). 
4.3 Domain Inspection
We note an important weakness of DTops: they are not closed under domain
restrictions by Dttas, since they cannot traverse or check those subtrees of the
input tree that do not produce any output.
Example 10. The finite partial function τ10 = [f(c, a)/a, f(c, b)/b] cannot be
defined by any DTop. This problem is that any DTop must produce the output
at the second leaf of the input trees, since the constant that is output depends on
which is this leaf. And since nothing else may be output, nothing may be output
at the first leaf. Therefore, the first subtree of the input tree cannot be traversed
by any DTop defining τ10, so it cannot be checked whether the first subtree is a
c leaf. Nevertheless, there exists a DTop M10 such that if s ∈ dom(τ10), then
JM10K(s) = τ10(s). M10 has two states q1, q2, an axiom q0〈x0〉 and the following
transition rules:
(1) q0(f(x1, x2))→ q1〈x2〉 (2) q1(a)→ a (3) q1(b)→ b
Futhermore, dom(τ10) = {f(c, a), f(c, b)} is Dtta-definable. Therefore, this
example shows that the class of DTops is not closed under top-down inspection,
i.e., by domain inspection with Dttas.
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In order to resolve this problem, we follow the approach of [18], and extend
DTops with domain inspection. In contrast to there, however, we will not
only consider domain inspection by Dttas, but permit more general devices for
defining tree languages.
Definition 11. A DTopI is a DTop with domain inspection, i.e., a pair N =
(M,D) where M is a DTop with input signature F and D ⊆ TF a set of input
trees.
The semantics of a DTopI is defined by domain restriction, i.e., JNK =
JMK|D. Claerly, dom(JNK) = dom(JMK) ∩ D. Note that we admit nonregular
tree languages D as inspection domains, so that the domain of the transforma-
tion of a DTopI may be nonregular too.
Definition 12. A DTopIreg is a DTopI whose inspection domain is regular
and a DTopItd is a DTopI whose inspection domain is recognizable by some
top-down deterministic tree automata (i.e. it is regular and path-closed).
Example 13. We can define the transformation τflip by the DTopI N13 =
(M13, dom(τflip)) such that M13 flips arbitrary pairs, and not only pairs of A-
list and B-lists as done by the DTops M7 and M8 from Examples 7 and 8. For
this, a single state q is sufficient. Furthermore, M13 has the axiom q〈x0〉 and
the following transition rules:
(1) q(P(x1, x2))→ P(q〈x2〉, q〈x1〉) (2) q(A(x1))→ A(q〈x1〉)
(3) q(B(x1))→ B(q〈x1〉) (4) q(#)→ #
Clearly, dom(τflip) is strictly subsumed by dom(M13), so that external domain
inspection is needed to define τflip properly with these more generic rules.
Proposition 14. For any DTopI N = (M,D), the domain and inspection
domain are related as follows:
- if D is regular then dom(JNK) is regular
- if D is path-closed then dom(JNK) is path-closed
So if D is definable by some Dtta then dom(JNK) is definable some Dtta too.
Proof. Lemma 9 shows that dom(JMK) is always definable by a Dtta, and thus
path-closed and regular. Therefore, the Proposition follows from dom(JNK) =
dom(JMK)∩D, and the fact that both path-closedness and regularity are closed
under intersection. 
5 Syntactic Equivalence
We introduce a notion of syntactic alignment computed by DTopIs, that relate
the paths of input trees to the paths of output trees that they produce. We then
define a equivalence relation on syntactically aligned pairs of paths, stating that
the DTopIs performs the same transformation there.
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5.1 Syntactic Alignment
We define a notion of syntactic alignment for transducers, to track which paths
of output trees are produced by which paths of input trees.
The judgements u ∼qq′ v and u ∼q v we aim to define describe which in-
put subtrees produce which output subtrees in which states for a DTopI N .
PairsSuccN (u, v) can thus be understood as the pairs at the "next step" in the
computation of an image JNK(s), where s |= u.
Definition 15. Let N = (M,D) be a DTopI. We define judgements u ∼qq′ v
stating that an input path u is aligned to an output path v in state q′ when
starting from state q, by the following inferences rules where f (k) ∈ F and
1 ≤ i ≤ k:
true
ε ∼qq ε









Furthermore, we define judgements u ∼q′ v, stating that u is syntactically
aligned to v in state q′ (or that the pair (u, v) is syntactically aligned in state
q′), when starting with the axiom:







Note that the notion of syntactic alignment for N = (M,D) depends only
of the DTop M , so it is independent of the domain inspection D.
Example 16. We reconsider the two transducers defining the function τflip.
For transducer M7 from Example 7, which was not earliest, the pair ε ∼q0 ε,
P1 ∼qb P2, and P2 ∼qa P1. For the earliest transducer M8 from Example 8, we
have ε ∼qb P1, ε ∼qa P2, P1 ∼qa P2A1, and P1B1 ∼qb P2B1.
We define the notion of syntactic successors of a syntactically aligned pair p
in a top-down manner.
Definition 17. Let N = (M,D) a DTopI, M = (Q,F,G, ax, rhs), p = (u, v)
a pair syntactically aligned in a state q ∈ Q. For any f ∈ F such that rhs(q, f)
is defined, and any path v′ such that v′−1rhs(q, f) = q′〈xi〉 for some q′ ∈ Q we
define:
- indN (p, f, v′) = i the index of p, f, v′ and
- succN (p, f, v′) = (ufi, vv′) the successor of p, f, v′.
Furthermore, we define SuccN (p) as the set of all syntactic successors of p with
respect to N and some f, v′, i.e.:
SuccN (p) = {succN (p, f, v′) | f ∈ F, q, q′ ∈ Q, v′−1rhs(q, f) = q′〈xi〉}
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Corollary 18. Let N = (M,D) a DTopI, p = (u, v) a pair syntactically
aligned in a state q ∈ Q. Then all pairs of SuccN (p) are syntactically aligned
in some state q′ ∈ Q.
Proof. Let M = (Q,F,G, ax, rhs). Since p = (u, v) is syntactically aligned in
q ∈ Q, there exists v0, v1 and a state q0 ∈ Q such that v = v0v1, u ∼q0q v1 and
v−10 ax = q0〈x0〉. A pair (ufi, vv′) = succN (p, f, v′) if rhs(q, f) is defined, and
v′−1rhs(q, f) = q′〈xi〉. This means that ufi ∼q0q′ v1v′, and thus ufi ∼q′ vv′. 
The following proposition states the general relevance of syntactic alignment
for the transformation defined by a transducer.
Proposition 19. Let N = (M,D) be a DTopI, q a state of M , and (u, v) a
pair of input-output paths. If u ∼q v and s ∈ dom(JNK) is an input tree with
s |= u, then v−1(JNK(s)) = JMKq(u−1s).
Proof. We first show for all u, v, q, q′′ that if u ∼qq′′ v then any s ∈ dom(JMKq)
with s |= u satisfies v−1(JMKq(s)) = JMKq′′(u−1s). The proof is by induction
on the definition of judgements u ∼qq′′ v.
- In the first case, the judgement u ∼qq′′ v is derived by the initial rule:
true
ε ∼qq ε
Hence, u = v = ε and q = q′′. The output tree JMKq(s) is trivially well-
defined for all s ∈ dom(JMKq). Furthermore, it is equal to ε−1(JMKq(s)) =
JMKq(ε−1s).
- In the second case, the syntactic alignment u ∼qq′′ v is defined as follows,
where u = u′fi, f (k) ∈ F , 1 ≤ i ≤ k, and v = v′v′′:
u′ ∼qq′ v′ rhs(q′, f) |= v′′q′′〈xi〉
u′fi ∼qq′′ v′v′′
The induction hypothesis applied to u′ ∼qq′ v′ shows that v′
−1JMKq(s) =
JMKq′(u′−1s). Since s |= u, we have u′−1s = f(s1, . . . , sk) for some
s1, . . . , sk. The recursive definition of JMKq′ yields:
JMKq′(u′
−1
s) = rhs(q′, f) [q̃〈xj〉 ← JMKq̃(sj) | q̃ ∈ Q, 1 ≤ j ≤ k] .




s) = JMKq′′(si) = JMKq′′(u−1s)
In order to prove the proposition, we recall that for any s ∈ dom(JNK):
JNK(s) = JMK(s) = ax[q̃〈x0〉 ← JMKq̃(s) | q̃ ∈ Q].
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The judgement u ∼q v must be derived as follows where v = v′v′′:
ax |= v′q〈x0〉 u ∼qq′ v′′
u ∼q′ v′v′′
Since ax |= v′q〈x0〉, we have v−1N(s) = v′′−1JMKq(s). From u ∼qq′ v′′ the above
claim shows v′′−1JMKq(s) = JMKq′′(u−1s) and thus v−1N(s) = JMKq′′(u−1s). 
5.2 Trimmed Transducers
The notion of syntactic alignments leads to a proper notion of trimmed DTopIs:
Definition 20. A DTopI N is called trimmed if it does not contain any useless
states and rules, where:
- a state q of N is called useless if there is no pair p = (u, v) aligned in q
such that s |= u for some tree s ∈ dom(JNK), and
- a transition rhs(q, f) is called useless if there exists no pair (u, v) aligned
in q such that s |= uf for some s ∈ dom(JNK).
A trimmed version of a DTopI N is the DTopI trim(N) that is obtained
from N by removing useless states, useless transitions, and all terms with useless
states from the set of axioms.
Lemma 21. Any DTopIreg is equivalent to some trimmed DTopIreg and any
DTopItd is equivalent to some trimmed DTopItd.
Proof. If N is a DTopIreg then trim(N) is an equivalent trimmed DTopIreg,
and if N is a DTopItd then trim(N) is an equivalent trimmed DTopItd. 
The computation of trim(N) from N requires to identify the useless states
and rules of N , which is less obvious. The actual construction is given in the
appendix.
5.3 Origins of Output Constructors
The notion of syntactic alignment allows to define the "origin" of any constructor
of an output tree produced by a DTop, i.e., the unique path of the input tree,
at which the DTop produced that label.
Proposition 22. Let M be a DTop and s ∈ dom(M) an input tree. Then
for any output path vg such that JMK(s) |= vg, either ax |= vg or there exist a
unique decomposition v = v′v′′, an input path u′f , and a state q′ such that:
- s |= u′f ,


















Figure 4: A pair of τflip on the left, and a pair of its residual at (P1,P2) on the
right.
- rhs(q′, f) |= v′′g.
The intuition is that each constructor of the output tree is created by the
DTop in a production step at a unique input node, where the correspondence
between input and output nodes is captured by the notion of syntactic align-
ments.
The formal proof is given in the appendix. It is not difficult but a little
cumbersome since it requires an equivalent bottom-up definition of syntactic
alignments.
5.4 Syntactic Equivalence
Residuals play a central role in Myhill-Nerode theorems, as known from the cases
of deterministic finite word automata [33] and of subsequential transducers [37].
Therefore, we would like to define a notion of residuals of tree transformations,
independent of the transducers that might compute it, that state what transfor-
mation remains to be done at the current “event” of a top-down transduction
process. Such events are pairs of paths p = (u, v), stating that path u of the
input tree was read, for producing the output tree until path v.
Definition 23. The residual p−1τ of a partial function τ ⊆ TF × TG at a pair
p = (u, v) of an F -path and a G-path, is the relation p−1τ ⊆ TF × TG with:
p−1τ = {(u−1s, v−1t) | (s, t) ∈ τ, s |= u, t |= v} .
Example 24. For the transformation τflip and the pair of path p = (P1,P2),
the residual p−1(τflip) is the identity on A-lists (see Fig 5.4).
In general, each transformation can have an infinite number of different
residuals for the infinitely many possible pairs p of paths. However, we only
consider very particular pairs of paths. For instance, we do not care about p’s
such that p−1τ is not a function. This happens if the node v was generated
by an input subtree that is disjoint (i.e., in a different subtree) with u. For
example, for τflip, the residual of (P1,P1) is not functional. We also do not care
about pairs p = (u, v) for which the residual p−1τ is empty. This happens if
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u does not belong to any input tree s ∈ dom(τ), or if v is not a node of any
τ(s) where s ∈ dom(τ). For example, for τflip, this happens for the pairs with
u = P1B1 or v = P1A1.
The next lemma shows for any DTopI N = (M,D) that if a pair of paths
p is aligned to q in a transducer N as in Definition 15 then p−1JNK is a partial
function depending on state q and on the residual of the domain.
Lemma 25. Let N = (M,D) be a DTopI with state q. If p = (u, v) satisfies
the syntactic alignement u ∼q v, then p−1JNK = JMKq |u−1dom(JNK).
Proof. Proposition 19 gives us v−1JNK(s) = JMKq(u−1s). By definition of
p−1JNK, v−1JNK(s) = p−1JNK(u−1s). We then have p−1JNK(u−1s) = JMKq(u−1s)
for all s ∈ dom(JNK). By definition, u−1dom(JNK) = {u−1s | s ∈ dom(JNK), s |=
u}. We then have p−1JNK(t) = JMKq(t) for all t ∈ u−1dom(JNK). 
Definition 26. Let N = (M,D) be a DTopI. We define the congruence relation
≡N on pairs p1 and p2 of labeled paths that are syntactically aligned by N as
follows:
p1 ≡N p2 iff p−11 JNK = p
−1
2 JNK
Corollary 27. The syntactic congruence ≡N of a DTopIreg N = (M,D) has
finite index.
Proof. Let p = (u, v) be a pair of paths such that u ∼q v. Lemma 25 implies
that p−1JMK = JMKq|u−1dom(JNK). The domain dom(JNK) is dom(JMK) ∩ D.
Since both sets are regular it follows that dom(JNK) is regular to. Let A be
a trimmed nondeterministic tree automaton (with state set R) that recognizes
dom(JNK). Lemma 4 shows that u−1dom(JNK) = ∪r∈RuJAKr. Hence, p−1JMK
is characterized by a state q of M and a subset Ru of states of A. Since there
are finitely many choices for both, there exists only finitely many possible values
of p−1JMK for all aligned paths p. 
This corollary is a kind of Myhill-Nerode theorem, but has the disadvantage
that the congruence relation ≡N is defined on objects that depend on the trans-
ducer N , rather than only on the transformation JNK. Therefore, it does not
immediately lead us to a unique minimal normal form of the transformation.
For example, the two transducers presented for τflip in Examples 7 and 8 both
have no redundant states, but their equivalences are incomparable: neither is a
refinement of the other.
6 Compatible Transducers
Equivalent DTopIs may check the membership of an input tree to the domain
of the transformation in many different manners. In the one extreme case,
where no output is to be produced, the job can be entirely done by the domain
inspection. In the other extreme case, the domain can be entirely checked by
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the underlying DTop. In general case, the DTop and the domain inspection
have to share the job in some way or another.
Example 28. We first consider a DTopI which mostly leaves the membership
test of the input tree to the domain inspection. It is the DTopI (M13, dom(τflip))
from Example 13. This DTopI defines the transformation τflip which flips any
pair of A-lists and B-lists. Its DTop (M13, dom(τflip)) has a single state q
and the pairs (P1,P2) and (P2,P1) are both aligned in q. Even though aligned
in the same state, the residuals of these pairs differ in their domains. The
domain of the residual (P1,P2)−1τ is the set of A-lists, that is P1−1D where
D = dom(τflip), while the domain of the residual (P2,P1)−1τ is the set of all
B-lists, that is P2−1D.
This example illustrates that the residual of a pair p = (u, v) aligned in
state q by a DTopI N = (M,D) may still depend on u−1dom(JNK) as stated in
Lemma 25, and not only on JMKq and D as one might hope for. In a canonical
DTopI this should not be the case.
Definition 29. We call a DTopI N = (M,D) compatible if D = dom(JNK),
and if dom(p−1JNK) coincides for all pairs p that are syntactically aligned in
the same state of N .
The notion of compatible DTopI is a semantic counterpart of the syntactic
notion of uniform DTopI by Engelfriet, Maneth and Seidl [18]. It is not
only much simpler but also more general: While the notion of uniform DTopI
depends on the Dtta that defines the inspection domain and is thus restricted
to top-down inspection, the notion of compatibility applies to general DTopI.
Each state of a compatible DTopI N indeed corresponds to an equivalence
class of the syntactic equivalence ≡N , which is determined by the state to which
the pairs in this equivalence class are aligned:
Lemma 30. Let N be a compatible DTopI. If two pairs p and p′ are syntacti-
cally aligned in the same state, then p ≡N p′.
Proof. Let p = (u, v) and p′ = (u′, v′) be both syntactically aligned in the same
state of N , say q. Lemma 25 then shows that p−1JNK = JMKq |u−1dom(JNK) and
p′
−1JNK = JMKq |u′−1dom(JNK). By compatibility, the residuals of the domain
are the same: u−1dom(JNK) = u′−1dom(JNK). Therefore, the residuals of the
transducer are the same: p−1JNK = p′−1JNK, that is p ≡N p′. 
We next show that any DTopIreg can be made compatible. The intuition
is that a compatible transducer should check as many domain restrictions as
possible by itself, rather than delegating this job to the domain inspection. In
order to do so, it should run in parallel with its DTop some Dtta that tests
membership to the path-closure of the inspection domain, i.e., to the least path-
closed tree language subsuming the inspection domain
Example 31. We reconsider the DTop M13 from Example 28 which defines
τflip. When making M13 compatible, we will obtain the DTopI (M7, D) where
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D = dom(τflip). The single state q of M13 will be split into the 3 different states
q0, qa and qb of M7. In order to see how this works, we consider the following
top-down tree automaton A recognizing D:
p0





Note that this tree automaton is top-down deterministic, which simplifies the
example a little bit. The general construction, however, can be done also be
lifted to nondeterminstic top-down tree automata recognizing D. It should also
be noticed that the result of the construction depends of which tree automaton
was chosen.
The states of the compatible DTopI that we obtain with Dtta A will be the
pairs of a state ofM7 and a state of A, that is the pairs q0 = (q, p0), qa = (q, pa),
and qb = (q, pb). The transition rules will be obtained by pairing transitions of
the DTop of M7 and the tree automaton A in the obvious manner. Indeed, the
resulting DTopI is (M7, D), which is compatible.
We next prove that any DTopIreg or DTopItd can be made compatible.
Proposition 32. There exists an algorithm that given a DTop M and a top-
down tree automaton A computes in time O(|M | 2|M |+|A|) a compatible DTopI
equivalent to the DTopI (M, JAK). Furthermore, if A was top-down determin-
istic then the resulting DTopI is a DTopItd.
Proof. Let D = JAK, N = (M,D) a DTopIreg, and D′ = dom(JNK) By
Lemma 9, we can construct in time O(|A| 2|M |) a top-down tree automaton A′
that recognizes D′. Note that if A is top-down deterministic, then A′ is as well.
In the general case, however, A′ may be nondeterministic. This is a problem
since it may be impossible to run A deterministically in a top-down manner, so
that no DTop may not be able to check membership to D′ exactely. What a
DTop may still do is to compute at any path the set of states that A′ reaches,
while ignoring the dependencies between the states of siblings.
The first idea is to build a DTop M ′ that runs M while computing the set
of reachable states of A′ in parallel. The states of M ′ are pairs (q, P ) where q
is a state of M and P is a subset of states of A′. The axiom of M ′ is obtained
from the axiom of M by replacing q〈x0〉 by (q, PI)〈x0〉 where PI is the set of
initial states of A. The rules rhs′((q, P ), f) are obtained from the rules rhs(q, f)
of M , by replacing any leaf of the form q′〈xi〉 for some q′ by (q′, P ′)〈xi〉, where
P ′ = {pi | p ∈ P, p
f−→ (p1, . . . , pi, . . . , pn) a rule of A′}. It is not difficult to see
that N ′ = (M ′, D′) is equivalent to N . We now argue that N ′ is compatible.
We claim that if u ∼(q,P ) v in M ′ then P is the set of states reached by A over
u, starting at PI in the axiom and progressing step by step in the rules. Hence,
in this case we have u−1D′ = u−1JA′K = ∪p∈P JA′Kp by Lemma 4 . This shows
that the dependence of the residual u−1D′ on u is limited to a dependence on
P and thus on the state of M ′ to which (u, v) is aligned. So if also u′ ∼(q,P ) v′
then u′−1D′ = ∪p∈P JA′Kp and thus u−1D′ = u′−1D′ as required.
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However, the construction of M ′ may require double-exponential time, since
it requires exponential time in the size of A′, which itself may be exponential
in the size of M . We thus need to improve the construction. For this we note
that D′ = JAK∩ JA′′K where A′′ is the tree automata that recognizes dom(JMK)
from Lemma 9. We note that A′′ is top-down deterministic and of size at most
O(2|M |). Unfortunately, we cannot always make A top-down deterministic. So,
rather than computing states reachable by the intersection of A and A′′, the
second idea is sufficient to compute the unique state reached by A′′ and the
subset of states reached by A. We thus construct a DTopI M ′′ that runs M in
parallel with computing the reachable states of A and the state reached by A′′.
The states of M ′′ are thus triples (q, p′′, P ) where q is a state of M , p′′ is a state
of A′′ and P a subset of states of A. The construction of M ′′ can be done simi-
larly to before but now in time O(|M | |A′′| 2|A|). Clearly the DTopI (M ′′, D′)
is equivalent to (M ′, D′), and it is not difficult to see that it is compatible too. 
Corollary 33. Any DTopI is equivalent to some trimmed compatible DTopI.
Proof. This follows from Proposition 32, since for any compatible DTopI N ,
the DTopI trim(N) is compatible too, and trivially trimmed. 
7 Earliest Transducers
We introduce earliest transducers in order to normalize the output production
and thereby to find some kind of unique minimal transducers for a given transfor-
mation. The idea is to produce the output as early as possible, as first proposed
for subsequential transducers by Choffrut [9, 10] and extended to any DTopItd
by Engelfriet, Maneth and Seidl [18]. Our approach is yet more general in that it
applies to any DTopIreg, i.e. we capture regular domain inspection in addition.
This generalization requires a more flexible notion of earliest DTopIs, that is
independent from the notion of uniform transducers. We do so by considering
the output production of aligned pairs (here the inspection domain intervenes),
and not only the production of the state to which the pair is aligned.
We have to define what it means for a DTopI to maximize its output pro-
duction. The definition will be based on the notion of largest common tree
prefixes. For two trees t, t′ ∈ TG we define their largest common prefix tree
t u t′ ∈ TG({⊥}) as follows:
g(t1, . . . , tk)ug′(t′1, . . . , t′k′) =
{
g(t1 u t′1, t2 u t′2, . . . , tk u t′k) if g = g′
⊥ otherwise.
The u operator is associative and commutative, so that it can be easily lifted
to finite sets of trees D = {t1, . . . , tn}, by defining
d
D = t1 u t2 u · · · u tn
independently of the ordering of the trees in D.
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Let τ be a partial function and u a input path u in paths(dom(τ)). We define
τ ’s maximal output at u as:
outτ (u) =
l
{τ(s) | s |= u, s ∈ dom(τ)}
For any partial function τ 6= ∅, we call outτ (ε) the “global common prefix”
of the range of τ . Similarly, we define the maximal output at a npath uf by
outτ (uf) =
d
{τ(s) | s |= uf, s ∈ dom(τ)}. Note that outτ (u) is undefined if
there does not exist any tree s ∈ dom(τ) such that s |= u.
Example 34. For τflip, outτflip(ε) = f(⊥,⊥), as every tree in the range of
τflip has the form f(s1, s2) for some input trees s1 and s2. For the input path
u = f1a1a, we have outτflip(u) = f(⊥, a(a(⊥))), since all inputs having this path
u must be of the form f(a(a(s1), s2) for some input trees s1 and s2.
We now consider earliest transducers, that always produce output construc-
tors as soon as possible.
Definition 35. A DTopI N = (M,D) is earliest if for any pair p that is
syntactically aligned by M , the residual p−1JNK satisfies outp−1JNK(ε) = ⊥.
Example 36. We reconsider the transducers defining τflip. It can be defined
by the DTop M8 which is earliest, and by the DTop M7 which is not. In
order to see the later, note that M7 aligns the pair of paths p = (ε, ε), while
outp−1τflip(ε) = outτflip(ε) = P(⊥,⊥). This shows that M7 does not output
P at the root as soon as possible. For similar reasons, the DTopI N13 =
(M13, dom(τflip)) is not earliest. The DTop M13, however, is earliest, since
the range of JM13K contains #, so that any early output of P(. . . , . . .) would not
be correct.
Note that without domain inspection, earliest DTops are less expressive
than DTops in general. The next example shows that domain inspection is
needed in order to make some DTops earliest.
Example 37. The identity function with domain {f(c, a), f(c, b)} can be com-
puted by some DTop. However, if we want this DTop to be earliest, then its
axiom must produce f(c,⊥) right away. It remains to represent the residual
at the pair (ε, f2), which is the partial function {(f(c, a), a), (f(c, b), b)}. This
residual can be recognized by some DTopI, as shown in Example 10, but not by
any DTop without inspection. Therefore, the above partial identify function is
not definable by any earliest DTop without inspection, i.e., domain inspection
may be required for making DTops earliest.
Our aim is to restate Theorem 11 of [18], that shows that every DTopItd
is equivalent to some earliest DTopItd1, but also extend it to the more general
DTopIreg case.
1This may take doubly exponential time in the worst case, but only quadratic time if the
given transducer is total.
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In order to do so, we start with a lemma that shows that the axioms and
transition rules of earliest DTopIs have a specific form depending on the largest
common outputs of the transformation and its residuals at syntactically aligned
paths.
Lemma 38. Let N = (M,D) be an earliest DTopI, with τ = JNK, and M =
(Q,F,G, {ax}, rhs). Then:
(1) if τ 6= ∅, outτ (ε) = ax[q〈x0〉/⊥ | q ∈ Q]
(2) for every (q, f) such that rhs(q, f) is defined and any pair p syntactically
aligned in q, we have outp−1τ (f) = rhs(q, f)[q〈xi〉/⊥ | q ∈ Q, xi ∈ X]
Proof. The proof basically relies on the definitions of syntactic alignment and
earliestness, and Proposition 19. It should be noticed that both statements
would go wrong without assuming trimmedness. Note that useless rules in M
may have any form without preventing N from being earliest.
(1) For any s ∈ dom(τ), we have τ(s) = ax[q〈x0〉/JMKq(s) | q ∈ Q]. This
means that for all v such that ax |= v, for all s ∈ dom(τ), τ(s) |= v.
Hence, outτ (ε) |= v. This would also be true for a npath vf , for f ∈ F .
For v such that v−1ax = q〈x0〉, then ε ∼q v. Since N is earliest,
out(ε,v)−1τ (ε) = ⊥. Hence, v−1outτ (ε) = ⊥.
(2) Let p = (u, v) syntactically aligned in q, and a tree s ∈ dom(τ) such that
s |= u. Proposition 19 gives that v−1τ(s) = JMKq(u−1s). If s |= ufi, i.e.
u−1s = f(s1 . . . sk), then by definition of JMKq,
JMKq(f(s1, ..., sn)) = rhs(q, f)[q′〈xi〉/JMKq′(si) | q′ ∈ Q, xi ∈ X].
This means that if for all paths v′ such that rhs(q, f) |= v′, for all
s′ = f(s1, ..., sn) ∈ u−1dom(JMKq), then JMKq(s′) |= v′. From Lemma 25,
we know that for all s′ ∈ dom(p−1τ), p−1τ(s′) = JMKq(s). Hence,
outp−1τ (f) |= v′. This would also be true for a npath v′f , for f ∈ F .
Furthermore, if v′−1rhs(q, f) = q′〈xi〉, then (ufi, vv′) is syntactically
aligned in state q′. Since N is earliest, out(ufi,vv′)−1τ (ε) = ⊥. That
is to say, v′−1out(u,v)−1τ (fi) = ⊥. Hence, if v′−1rhs(q, f) = q′〈xi〉,
v′−1outp−1τ (f) = ⊥.

We next show that any DTopIreg can be made in an equivalent earliest
trimmed compatible DTopIreg. This result is an extension of what can be
found in [18], which demonstrated a similar result for the particular case of
DTopItd.
Proposition 39. Every DTopIreg N = (M,D) is equivalent to some compatible
earliest DTopIreg N ′ = (M ′, D′). Every DTopItd N = (M,D) is equivalent to







Figure 5: Updating the advance of a state [q, v′] after reading f
Proof. Let N = (M,D) where τ = JNK and M = (Q,F,G, {ax}, rhs). Corol-
lary 33 tells us that we can suppose w.l.o.g that N is a trimmed compati-
ble transducer. For any state q of N we define the transformation JNKq by
JNKq = JMKq|u−1dom(JNK) where (u, v) is some pair aligned in q. Such a pair p
exists for all q since N is trimmed. Which pair p aligned in q is chosen does not
matter since N is compatible.
We prove both cases by the same construction of N ′ = (Q′, F,G, {ax ′}, rhs′)
fromN . We define the inspection domain ofN ′ byD′ = dom(τ). Proposition 14
shows that, (1) D′ is regular if D was, and (2) that D′ is Dtta-recognizable
if D was. In order to prove the proposition, it is thus sufficient to construct a
DTop M ′ such that N ′ = (M ′, D′) is compatible, earliest, and JN ′K = τ .
The idea behind the construction of M ′ is to produce states of M that
produces their output "in advance". If state q of M is not earliest (i.e. if
outJNKq (ε) is not ⊥), we want to create states [q, v′] where v−1outJNKq (ε) = ⊥,
such that if (u, v) are aligned in q for N , (u, vv′) are aligned in [q, v′] in N ′.
Since N ′ must be earliest, the axiom and rules of M ′ must have a special
form as stated by Lemma 38. In particular,
ax ′ = outJNK(ε)Φ
for some substitution Φ that maps F -paths leading to ⊥-leafs to Q′ × {x0}. To
know how to replace a ⊥-leaf under path v, we say that if v−1outτ (ε) = ⊥,
then there exists v0, v1 such that v = v0v1, and v−10 ax = q〈x0〉 for some state
q ∈ Q. It is easy to see that v−11 JNKq = (v0v1)−1τ = ⊥. Then in M ′, we choose
v−1ax ′ = [q, v1]〈x0〉.
Motivated by Lemma 38, if rhs(q, f) exists, we define the rule rhs′([q, v′], f)
of M ′ as follows:
rhs′([q, v′], f) = v′−1outJNKq (f)Φ
for some substitution Φ that maps F -paths leading to ⊥-leafs to Q′ ×X. For
a path v′′ such that (v′v′′)−1outJNKq (f) = ⊥, we want to know what state to
call under v′′ in rhs′([q, v′], f). We say that in rhs(q, f), there is a path v0 such
that v0 is a prefix of v′v′′, and v−10 rhs(q, f) = q′〈xi〉 (see Figure 7). When
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the earliest transducer M ′ produces v′′ on top of its advance of v′, the original
transducer M only produces v0 in rule rhs(q, f). This leaves an advance of v1,




We then have v′′−1rhs′([q, v′], f) = [q′, v1]〈xi〉.
For the correctness of the construction, we prove that we indeed constructed
a transducer that produces its output "ahead" of N . We will prove by induction
that JN ′K[q,v′] = v′−1JNKq.
For a tree s = f(s1, ..., sn), we will show that for all output paths v′′′, if we
have JN ′K[q,v′](s) |= v′′′, then JNKq(s) |= v′v′′′. We differentiate two cases.
If rhs′([q, v′], f) |= v′′′, then v′−1outJNKq (f) |= v′′′, which means outJNKq (f) |=
v′v′′′. By definition of out, this implies JNKq(s) |= v′v′′′.
If rhs′([q, v′], f) 6|= v′′′, there are paths v′′, v[q′,v1] such that v′′′ = v′′v[q′,v1]
and v′′−1rhs′([q, v′], f) = [q′, v1]〈xi〉. This means that JN ′K[q′,v1](si) |= v[q′,v1].
We use the same notations as above and in Figure 7: there exists v0 a prefix of
v′v′′, such that v−10 rhs(q, f) = q′〈xi〉, and v0v1 = v′v′′. By induction hypothesis,
we have JN ′K[q′,v1](si) = v
−1
1 JNKq′(si). Since JN ′K[q′,v1](si) |= v[q′,v1], we have
JNKq′(si) |= v1v[q′,v1]. Since v
−1
0 rhs(q, f) = q′〈xi〉, and from the definition of
JNKq, we have JNKq(s) |= v0v1v[q′,v1]. Since v0v1 = v′v′′ and v′′′ = v′′v[q′,v1], we
have JNKq(s) |= v′v′′v[q′,v1], and thus JNKq(s)v′v′′′.
Note that this also proves thatN ′ is earliest: for the state [q, v′], we have that
v′−1outJNKq (ε) = ⊥. Since JNK′[q,v′] = v′−1JNKq, we have that outJN ′K[q,v′](ε) =
v′−1outJNKq (ε) = ⊥. This is true for all states of M ′. This means that N ′ is
compatible: if two pairs p, p′ are syntactically aligned in [q, v′] have the same
residual v′−1JNKq. Furthermore, N ′ is earliest: if a pair p is syntactically aligned
in [q, v′], its residual is p−1τ = v′−1JNKq. Since v′−1outJNKq (ε) = ⊥, we have
outp−1τ (ε) = ⊥. 
In contrast to Proposition 39, there exists DTopI with inspection by path-
closed domains, that cannot be made earliest. Indeed, if the domain is path-
closed but not regular, the finiteness statement from Corollary 27 may not hold.
This can be seen in the following counter-example.
Example 40. We consider the partial identity function with the path-closed
nonregular domain D = {a(a(a(...(#)))) | 2n symbols a, n ≥ 0}. This partial
function is definable by some DTopI (M,D) where JMK is the total identity
function. However, it cannot be defined by any earliest DTopI with inspection
by some path-closed domain. Indeed, suppose that such an earliest transducer
reads the 2k + 1’th symbols a for some k. It then has to produce 2k symbols a at
once. But no DTop can do this for all k, since it would need a different state
for all k, of which there are infinitely many.
Note that earliest and compatibility are not enough to obtain a normal form
on DTopIreg: the earliest transducer constructed in the proof of Proposition 39
depends heavily on initial choice of a DTopI defining the transformation.
Example 41. We consider the partial function which maps maps f(a, a) to a
and f(b, b) to b. This partial function can be defined by two different earliest
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DTopIreg by domain D = {f(a, a), f(b, b)}, which is not path-closed so that it
is not definable by any Dtta. The first DTop outputs the subtree at path f1
and the second DTop outputs the subtree at path f2. For the first transducer,
the pair (f1, ε) is syntactically aligned but not the pair (f2, ε), while it is the
converse for the second transducer.
This example shows that the same transformation can be defined by two
different earliest compatible DTopIs with the same regular inspection domain,
so that the same output is produced from two different input paths. In this case,
the syntactically aligned pairs differ for these two earliest DTopIs. As we will
see later on, this problem cannot appear for earliest DTopItd. For this reason,
the normal form and learning algorithm that we will develop are restricted to
the class DTopItd.
8 Semantic Equivalence
We introduce a semantic notion of aligned paths that applies to transformations
rather than transducers. The intuition of this semantic alignment is that a pair
is semantically aligned if it is susceptible to be a syntactically aligned pair in
an earliest transducer. This leads us to a semantic equivalence relation ≡JNK
which depends only on the transformation and not on the transducer.
We will show for any DTopItd that semantic and syntactic alignments are
identical. This will leads us to a Myhill-Nerode type Theorem in the more
restricted case of top-down inspection.
8.1 Semantic Alignments
We introduce a notion of semantically aligned pairs. We make this notion to
identify potential candidates for being syntactically aligned pairs in an earliest
DTopI. In essence, if p = (u, v) is to be a syntactically aligned pair, it should
at have a functional residual, and for it to be a syntactically aligned pair in an
earliest transducer, it should additionally verify that v is as much of the output
as one can guess from reading u in the input.
Definition 42. A pair p = (u, v) is said to be (semantically) aligned for a partial
function τ if the residual p−1τ is a partial function, and v−1outτ (u) = ⊥.
We now prove a useful equivalence, to define semantically aligned pairs in
another equivalent way.
Lemma 43. For any pair p = (u, v) and transformation τ :
v−1outτ (u) = ⊥ if and only if outτ (u) |= v and outp−1τ (ε) = ⊥.
Proof. We first prove the implication from the left to the right. For this we
assume v−1outτ (u) = ⊥. Then clearly, outτ (u) |= v. Furthermore, there must
exist two trees s1, s2 ∈ dom(τ) such that s1 |= u, s1 |= u, and v−1τ(s1) u
v−1τ(s2) = ⊥. By definition, p−1τ contains the pairs (u−1s1, v−1τ(s1)) and
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(u−1s2, v−1τ(s2)). This means that outp−1τ (ε) 6 v−1τ(s1)uv−1τ(s2), and thus
outp−1τ (ε) = ⊥.
We next prove the inverse implication. We assume outτ (u) |= v and outp−1τ (ε) =
⊥. There must exist two trees s′1, s′2 ∈ u−1dom(τ), such that (p−1τ)(s′1) u
(p−1τ)(s′2) = ⊥. By definition, this means that there exists two trees s1, s2 ∈
dom(τ) such that u−1s1 = s′1, u−1s2 = s′2, and v−1τ(s1) = (p−1τ)(s′1), v−1τ(s2) =
(p−1τ)(s′2). This means that τ(s1) u τ(s2) |= v⊥. Hence, outτ (u) 6 v⊥.
However, since we assumed outτ (u) |= v, we have outτ (u) |= v⊥, and thus,
v−1outτ (u) = ⊥. 
While the definitions of v−1outτ (u) and outp−1τ (ε) seem similar, they are not
equivalent without the supposition that outτ (u) |= v. The following example
show that the inverse of the Lemma 43 would not hold without assuming so.
Example 44. Let F = G and τ be the identity transformation on TF , i.e.
τ(s) = s for all s ∈ TF . All pair (u, u) are semantically aligned and have
same residual which is τ . We next consider pairs p = (u, v) where u = ε and
v 6= ε. First note that outτ (u) = outτ (ε) = ⊥. Hence, v−1outτ (u) is undefined
since we assumed v 6= ε. However, outτ (u) = ⊥, so that outτ 6|= v, i.e. p is
not semantically aligned. Nevertheless, the residual p−1τ is the partial function
which maps all the trees s ∈ TF that satisfy s |= v to their subtree v−1s. The
image of this partial function is the set TF , so that outp−1τ (ε) = ⊥. This shows
that the inverse of the Lemma 43 would not hold without assuming outτ (u) = ⊥.
Note that Lemma 43 implies for all pairs p semantically aligned for τ that
their residual is nonempty, since outp−1τ (ε) = ⊥.
Lemma 45. For any earliest DTopI N , any two paths that are syntactically
aligned in some state of N are semantically aligned for JNK.
Proof. Let p be a pair of paths that are syntactically aligned in some state of
N . Since p is syntactically aligned, Lemma 25 shows that p−1JNK is a partial
function, and that outJNK(u) |= v. Thus Lemma 43 yields v−1outJNK(u) = ⊥.
Furthermore, Since N is earliest, it follows that outp−1JNK(ε) = ⊥. Hence, p is
semantically aligned for JNK. 
In the case of DTopIreg in general, however, not all semantically aligned
pairs of a transformation τ are realized into syntactically aligned pairs by an
earliest DTopI computing τ .
Example 46. We reconsider the partial function from Example 41, i.e. the
function [f(a, a)/a, f(b, b)/b]. It semantically aligns the pairs (ε, ε), (f1, ε),
and (f2, ε). Two earliest DTopIs with regular inspection defining this partial
function were given in Example 41. The first produces the output at the input
path f1 so the paths (ε, ε) and (f1, ε) are syntactically aligned, but not (f2, ε).
The second DTopI produces its output at path f2. It aligns (ε, ε) and (f2, ε)
syntactically, but not (f1, ε). This shows that not all semantic alignments need








syntactically aligned in q
semantically aligned
Figure 6: Input path u′ that produces the node at output path v = v′v′′.
8.2 Semantic Equivalence
For any transformation τ , we define an equivalence relation ≡τ between pairs
p1 and p2 of paths that are semantically aligned by τ , as follows:
p1 ≡τ p2 iff p−11 τ = p
−1
2 τ.
Lemma 47. For N an earliest DTopI and p1, p2 two pairs syntactically aligned
in some state of N , syntactic equivalence p1 ≡N p2 implies semantic equivalence
p1 ≡JNK p2.
Proof. If p1 ≡N p2 then p1 and p2 are syntactically aligned, so they are also
semantically aligned by Lemma 45, since N is earliest. Furthermore, syntactic
equivalence requires p−11 JNK = p
−1
2 JNK, so that semantic equivalence follows. 
We now endeavour to obtain a Myhill-Nerode type Theorem for the DTopIs
with top-down inspection, that is for the class of DTopItd. Most of the
results that will follow would fail for more general regular inspection.
We wish to prove that the semantic equivalence ≡JNK has finite index, and
know from Corollary 27 that the syntactic equivalence ≡N has finite index.
Therefore, we will show that the classes of syntactic and semantic equivalence
classes coincide for any earliest DTopItd.
Theorem 48. For any earliest DTopItd N , every semantically aligned pair p
is syntactically aligned.
Proof. Suppose that p = (u, v) is a semantically aligned pair that is not syn-
tactically aligned. We now consider a tree s such that s |= u. We consider the
syntactic alignment that produce the node under v when the transducer N com-
putes JNK(s), as described by Proposition 22. This is the alignment p′ = (u′, v′)
where the node under v is not produced yet, but will be after reading the node
under u′ in s. Formally, this means that p′ is syntactically aligned in state q,
such that s |= u′f for some f ∈ F , JNK(s) |= v′g for some g ∈ G, v′ is a prefix
of v such that v = v′v′′, and rhs(q, f) |= v′′g.
Since N is earliest, and p′ is syntactically aligned, it follows that p′ is seman-
tically aligned by Lemma 45, and thus we have that v′−1outτ (u′) = ⊥. Since
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p is semantically aligned, we have that v−1outτ (u) = ⊥. We will prove this
situation to be impossible by distinguishing 4 cases: u = u′, u is a prefix of u′,
u′ is a prefix of u, or the last possible case: u and u′ are disjoint.
u equals u′ Assume that u′ = u. We have v−1outτ (u) = ⊥, and v′−1outτ (u) =
⊥. Since v′ is a prefix of v, this implies that v′ = v. Hence, p = p′. This
means that p is syntactically aligned, which is in contradiction with our
assumption.
u is a prefix of u′ Suppose that u is a strict prefix of u′. Then by the recursive
definition of syntactic alignments, there exists a syntactically aligned pair
(u, v′′) for some prefix v′′ of v′, and therefore, of v. Since we supposed
N earliest, (u, v′′) is semantically aligned, which means v′′−1outτ (u) = ⊥.
Since (u, v) is semantically aligned, we also have v−1outτ (u) = ⊥. This
means that v′′ = v, and thus that p is syntactically aligned, which is in
contradiction with our assumption.
u′ is a prefix of u Suppose that u′ is a strict prefix of u. Hence u′f is a
prefix of u too. From the assumption that rhs(q, f) |= v′′g, we have that
outτ (u′f) |= v′v′′g. Since u′f is a prefix of u, we have outτ (u) |= vg. This
means that v−1outτ (u) 6= ⊥, which is in contradiction with the assumption
that p is semantically aligned.
u and u′ are disjoint This case leads to a contradiction to the path-closedness
of the domain. Since dom(JNK) is recognized by a Dtta, it is path-
closed. This means that we can change s by replacing u−1s by any tree
s′ ∈ u−1dom(JNK) while staying in the domain. However, since p′−1JNK
is functional, and u′−1s did not change, we have that v′−1JNK(s[u/s′]) =
v′−1JNK(s). Notably, v−1JNK(s[u/s′]) = v−1JNK(s). Hence, p−1JNK(u−1s) =
p−1JNK(s′). Since this is true for all s′ ∈ u−1dom(JNK), we have that
p−1JNK is constant. However, since p is a semantically aligned, this is a
contradiction, as it would prevent outp−1JNK(ε) = ⊥.
Since all cases are impossible, our assumption is impossible. Hence, there is no
semantic aligned pair p that is not syntactically aligned. 
This theorem leads us directly to our desired Myhill-Nerode type Theorem
for semantically aligned pairs:
Corollary 49. For any DTopItd N , the number of equivalence classes of the
semantic equivalence relation ≡JNK is finite.
Proof. This is an immediate consequence of Theorem 48 on the coincidence of
syntactic and semantic alignments for earliest DTopItd, and the fact that the




In analogy to Definition 17 of syntactic successors, we now define a notion of
semantic successors. However, as shown in Example 46, there may be several
semantic successors for a single triple (p, f, v′):
Definition 50. Let N = (M,D) be a DTopI and τ = JNK. For any seman-
tically aligned pair p = (u, v) of τ , input symbol f ∈ F and output path v′
with v′−1outp−1τ (f) = ⊥, we define the sets of semantic indexes and semantic
successors as follows:
- Indτ (p, f, v′) = {i | (ufi, vv′) semantically aligned},
- Succτ (p, f, v′) = {(ufi, vv′) | i ∈ Indτ (p, f, v′)}.
Furthermore, we define Succτ (p) as the set of all semantic successors of p with
respect to τ and some f and v′, that is:
Succτ (p) = {p′ ∈ Succτ (p, f, v′) | f ∈ F, v′−1outp−1τ (f) = ⊥}
Proposition 48 give valuable informations on semantically aligned pairs:
since they are exactly the syntactically aligned pairs of an equivalent earli-
est compatible transducer, all the properties of syntactically aligned pairs can
be lifted to semantically aligned pair. The following corollary shows a useful
property that transducers with top-down inspection share, that allows for a
characterization of their normal form, and later, their learning algorithm.
Corollary 51. For any earliest DTopItd N , if (ufi, v) is a semantically aligned
pair of JNK, then there is no index j different from i such that (ufj, v) is a
semantically aligned pair of JNK.
Proof. Let ufi and ufj be disjoint input paths. If both (ufi, v) and (ufj, v)
were semantically aligned, then for all s such that s |= uf , v−1JNK(s) depends
functionally of both ufi−1s and ufj−1s. As seen in the proof of Proposition 48,
this leads to a contradiction. 
We can thus equate syntactic and semantic successors.
Lemma 52. For any earliest DTopItd N defining τ = JNK, any semantically
aligned pair p = (u, v) of τ , input symbol f ∈ F , and output path v′ such that
v′−1outp−1τ (f) = ⊥.
- Indτ (p, f, v′) = {indN (p, f, v′)}
- Succτ (p, f, v′) = {succN (p, f, v′)}
Proof. Since p is semantically aligned, Proposition 48 ensures that it is also
syntactically aligned in some state q of N . Lemma 38 then gives us that
outp−1JNK(f) = rhs(q, f)[q〈xi〉/⊥ | q ∈ Q, xi ∈ X]. This means that v′−1outp−1τ (f) =
⊥ if and only it v′−1rhs(q, f) = q′〈xi〉 for some state q′. This in turns means that
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(ufi, vv′) ∈ Succτ (p, f, v′) if and only if (ufi, vv′) = succN (p, f, v′). Since Corol-
lary 51 indicates that i is the only index such that (ufi, vv′) ∈ Succτ (p, f, v′),
we also get that i ∈ Indτ (p, f, v′) if and only if i = indN (p, f, v′). 
In the case of top-down inspection, we thus have unique semantic indexes
and successors that we can denote by indτ (p, f, v′) and succτ (p, f, v′).
Another important consequence of top-down inspection is that Succτ can be
obtained from SuccN , so that Succτ inherits the inductive nature of SuccN .
Lemma 53. Let τ be a DTopItd transformation, p = (u, v) be a semantically
aligned pair of τ . Then either u = ε, or there exists a semantically aligned pair
p′ of τ such that p ∈ Succτ (p′).
Proof. Let N an earliest DTopItd such that JNK = τ . Proposition 48 implies
that since p is a semantically aligned pair, then there is a state q in N such that
u ∼q v. The recursive nature of syntactically aligned pairs presented in Defi-
nition 15 implies that if u = u′fi, then there exists v′, v′′ such that v = v′v′′,
u′ ∼q′ v′, and v′′−1rhs(q′, f) = q〈xi〉. By applying Proposition 48 again we get
that p′ is semantically aligned, and p is a successor of p′. 
The combination of Proposition 48 and 22 has an interesting consequence:
the image of any output in a tree of τ(s) can be semantically linked to a unique
input path, i.e. any output node has a unique top-down origin.
Proposition 54. Let τ be a DTopItd transformation and s ∈ dom(τ) an input
tree. Then for any output path vg such that τ(s) |= vg, either outτ (ε) |= vg or
there exist a unique decomposition v = v′v′′, an input path u′f , such that:
- s |= u′f ,
- (u′, v′) semantically aligned pair, and
- outp′−1τ (f) |= v′′g.
Proof. Let N be an earliest DTopItd such that JNK = τ . Proposition 54
ensures that for any output path vg such that τ(s) |= vg, either ax |= vg or
there exist a unique decomposition v = v′v′′, an input path u′f , such that:
- s |= u′f ,
- (u′, v′) is syntactically aligned in some state q of N , and
- rhs(q, f) |= v′′g.
Since N is earliest, Lemma 38 ensures that outτ (ε) = ax. This means that
outτ (ε) |= vg if and only if ax |= vg. Otherwise, Proposition 48 ensures that
(u′, v′) is semantically aligned. Finally, since N is earliest, Lemma 38 ensures
that outp′−1τ (f) |= vg if and only if rhs(q, f) |= vg.
The uniqueness of such a pair is also ensured by Proposition 48: Suppose
that there is another pair p′′ = (u′′, v′′) such that:
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- s |= u′f ,
- (u′, v′) semantically aligned pair, and
- outp′−1τ (f) |= v′′g.
Then by Proposition 48, (u′′, v′′) is syntactically aligned in some state q′. Since
N is earliest, Lemma 38 ensures that outp′′−1τ (f) |= vg if and only if rhs(q′, f) |=
vg. This means that p′′ fits the criteria of Proposition 54, which is a contradic-
tion, as we know p′ is the unique pair to fit those criteria. 
9 Unique Normal Forms
The finiteness index Theorem 49 for the semantic equivalence relation allows
us to define a normal form for any transformation definable by some DTopItd.
Up to having taken a semantic approach to top-down inspection, this normal
form coincides with the one from [18]. But in contrast to there, it will here be
obtained from a Myhill-Nerode type characterization. We will then show that
the normal form of a transformation τ definable by a DTopItd is indeed the
minimal earliest trimmed compatible DTopItd defining τ , and that this normal
form is unique up to state renaming.
Given a transformation τ definable by some DTopItd, the equivalence re-
lation ≡τ has only a finite number of classes. Therefore, we can define the
normal DTopItd can(τ) as follows. Note that in this part, we will denote the
equivalence class of a pair p in ≡τ by [p]τ .
Definition 55. Let τ a transformation definable by some DTopItd. We the de-
fine its canonical DTopItd can(τ) as N = (M, dom(τ)), whereM = (Q,F,G, ax, rhs)
such that:
- Q is the set of classes [p]τ of τ such that p−1τ 6= ∅.
- ax = outτ (ε)[v/[(ε, v)]τ 〈x0〉 | v−1outτ (ε) = ⊥].
- For fixing the rules, we define for all p = (u, v) such that [p]τ ∈ Q and for
all f ∈ F such that uf−1dom(τ) 6= ∅:
rhs([p]τ , f) = outp−1τ (f)[v′/[(ufi, vv′)]τ 〈xi〉 | v′−1outp−1τ (f) = ⊥
and i = indτ (p, f, v′)]
Our next objective is to show that can(τ) is the unique minimal earliest
compatible trimmed DTopI that defines τ . In order to do so, we will prove
that Jcan(τ)K = τ , and that can(τ) is compatible, trimmed and earliest. Then,
to prove its minimality, we will consider another earliest compatible trimmed
DTopItd that defines τ , and note that it uses equivalent states. Since can(τ)
has no redundant states (no two states equivalent), this will prove that can(τ)
is the unique minimal earliest compatible trimmed DTopI that defines τ .
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Proposition 56. For any transformation τ definable by some DTopItd, can(τ)
is a DTopItd defining τ that is compatible, trimmed, and earliest.
Proof. Suppose that τ = JNK for some DTopIreg N = (M,D). Let can(τ) =
N ′ = (M ′, dom(τ)). We will first prove that N ′ defines τ . Then, we will show
it is also compatible, trimmed, and earliest.
The first step is to show that JN ′K[p]τ = p−1τ . We prove for the input tree
s = f(s1, ..., sn) that:
JN ′K[p]τ (s) = outp−1τ (f)[v
′/JN ′K[(ufi,vv′)]τ (si) |v
′−1outp−1JNK(f) = ⊥
and i = indτ (p, f, v′)]
This is done by induction on the input tree s. By induction hypothesis,
JN ′K[(ufi,vv′)]τ (si) = (ufi, vv′)−1τ(si) = v′−1p−1τ(s). We then prove JN ′K[p]τ (s) =
p−1τ(s). All paths v′′ such that outp−1τ (f) |= v′′ are both in p−1τ(s) and
in JN ′K[p]τ (s). Plus, for v′ such that v′−1outp−1τ (f) = ⊥, v′−1JN ′K[p]τ (s) =
v′−1p−1τ(s).
We add the axiom on top of these production to show that τ = JN ′K.
For a tree s ∈ dom(τ) we have that JN ′K(s) = outτ (ε)[v/JN ′K[(ε,v)]τ (s) |
v−1outτ (ε) = ⊥]. We can then prove JN ′K(s) = τ(s). All paths v′ such
that outτ (ε) |= v′ are both in τ(s) and in JN ′K(s). Plus, for v such that
v−1outτ (ε) = ⊥, v−1JN ′K(s) = v−1τ(s).
To show that JN ′K is compatible and earliest, we prove that if a pair p =
(u, v) is syntactically aligned, then u ∼[p]τ v. This can be proven by induction
on the length of u. If u = ε, then ε ∼[p′]τ v if and only if v
−1ax = [p′]τ 〈x0〉.
From Definition 55, this means v−1outτ (ε) = ⊥, and that [(ε, v)]τ = [p′]τ .
If u = u0fi, and u0 ∼[p0]τ v0, and u ∼[p′]τ v, then there exists v0, v1 such
that v1rhs′([p0]τ , f) = [p′]τ 〈xi〉. By induction, we know that [(u0, v0)]τ = [p0]τ .
From Definition 55, v−11 rhs
′([p0]τ , f) = [p′]τ 〈xi〉means that v−11 out(u0,v0)−1τ (ε) =
⊥, and that [(u0fi, v0v1)]τ = [p′]τ .
To show that JN ′K is trimmed, we prove that every state [p]τ and every rule
rhs′([p]τ , f) is useful. If [p]τ is a state of Q′, then p is a semantically aligned
pair of τ . Proposition 48 ensures that p is syntactically aligned in some state
of N ′. As seen above in this proof, this means that p is syntactically aligned in
[p]τ . Hence, [p]τ is useful. Furthermore, since rhs′([p]τ , f) exists if and only if
p = (u, v) and uf−1dom(τ) 6= ∅, every rule is also useful. 
Now that we have shown that all DTopItd have an equivalent earliest
trimmed compatible DTopItd, we will prove that for all DTopItd, can(τ) is
the unique minimal earliest trimmed compatible DTopItd to define τ , up to
state renaming. To this end, we will prove that two equivalent earliest trimmed
compatible DTopItd have the same syntactically aligned pairs, which means
they use equivalent states. Then, we will consider clean transducers with no
two equivalent states and prove that the only clean earliest trimmed compatible
DTopItd to define τ is min(τ), up to states renaming.
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We start by proving that two equivalent trimmed earliest compatible DTopItd
have the same syntactically aligned pairs.
Theorem 57. Let N = (M,D) and N ′ = (M ′, D) be two equivalent trimmed
earliest compatible DTopItd. For all p syntactically aligned pair of N , p is a
syntactically aligned pair of N ′.
Proof. Let M = (Q,F,G, ax, rhs) and M ′ = (Q′, F,G, ax ′, rhs′). This proof
is made by induction on the size of u. If u = ε then for some state q of N ,
ax |= vq〈x0〉. Since M is earliest, Lemma 38 gives that v−1outJNK(ε) = ⊥.
For the same reason, since v−1outJN ′K(ε) = ⊥, we have that for some q′ of N ′,
ax ′ |= vq′〈x0〉. Hence (u, v) if a syntactically aligned pair of N ′.
If u = u′fi, then there exists v′, v′′ such that v = v′v′′, u′ ∼q0 v
′, and for
some state q of N , rhs(q0, f) |= vq〈xi〉. By induction, there exists a state q′0
of N ′ such that u′ ∼q0 v
′. This means that JNKq0 = JN ′Kq′0 , and since N and
N ′ are both trimmed and compatible, if rhs(q0, f) is defined, then rhs′(q′0, f) is
defined. Since M is earliest, Lemma 38 gives that v′′−1outJNKq0 (f) = ⊥. For
the same reason, since v′′−1outJN ′Kq′0
(f) = ⊥, we have that for some q′ of N ′,
for some index j, ax ′ |= vq′〈xj〉. The fact that i = j is due to the fact that both
are equal to indτ ((u′, v′), f, v′′). 
This important theorem allows us to ensure that a DTopItd will have as
few states as possible when it has exactly one state per semantic class [p]τ .
To ensure this, we define clean transducers as transducers with no redundant
states.
Definition 58. We say a compatible DTopI N is clean if it is trimmed, and
for q and q′ two distinct states of N , JNKq 6= JN ′Kq′ .
Note that just like for trimmed DTopI, it is easier to prove the existence of
a clean DTopI equivalent to some DTopI N than to actually compute it.
Lemma 59. For N an earliest compatible DTopI there exists an equivalent
clean earliest compatible DTopI.
Proof. The existence of a trimmed DTopI has already been argued in Lemma 21:
if a state or a rule is useless, it can be deleted without changing the semantics
of N , or its earliest compatible nature. Similarily, if there exists two equiva-
lent states q, q′ such that JNKq = JNKq′ , then one can delete q′ and its rules
rhs(q′, f), nd replace every occurence of q′〈xi〉 by q〈xi〉 in ax and rhs. Since
both states are equivalent, this substitution can be done without changing the
semantics of N , or its earliest compatible nature. We can thus delete redun-
dant states until none are left, and end up obtaining a clean earliest compatible
DTopI equivalent to N . 
We show that our definition of clean implies a minimal number of states:
since two equivalent earliest compatible trimmed DTopItd have identical syn-
tactically aligned pairs, it is easy to show that they use equivalent states.
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Lemma 60. For N = (M,D) a trimmed earliest compatible DTopItd, and
N ′ = (M ′, D) an equivalent clean earliest compatible DTopItd. There exists an
onto function φ from the states of N to the states of N ′ such that for all q state
of N , JN ′Kφ(q) = JNKq.
Proof. If q is a state of N , a trimmed DTopI, there exists (u, v) such that
u ∼q v. From Theorem 57 we conclude that there exists a state q′ of N ′ such
that u ∼q′ v. For such a q′, we would have JNKq = JN ′Kq′ . We note φ(q)
the only state q′ of the clean DTopItd such that JNKq = JN ′Kq′ . This func-
tion is onto through a symmetrical reasoning: if q′ is a state of N ′, a trimmed
DTopItd, there exists (u, v) such that u ∼q′ v. From Theorem 57 we conclude
that there exists a state q of N such that u ∼q v. For such a q, we would have
JNKq = JN ′Kq′ , hence φ(q) = q′. 
In the following theorem, we will prove that there only exists one clean
earliest compatible DTopItd, up to state renaming, that is to say that if two
DTopItd N and N ′ are equivalent, clean, earliest and compatible, then there
exists a one-to-one function φ from the states of N to the states of N ′ such that
if every occurrence of every state q of N is replaced by its image φ(q), we obtain
exactly N ′.
Lemma 61. If N and N ′ are two equivalent clean earliest compatible DTopItd,
then N = N ′, up to state renaming.
Proof. From Lemma 60, we know that there exists a one-to-one correspondence
φ between the states of N and the states of N ′ such that JNKq = JN ′Kφ(q). We
now show that this one-to-one correspondence is indeed a state rewriting be-
tween N and N ′. For that, it just remains to prove that the rules of q and
φ(q) are identical up to state renaming. First of all, since JNKq = JN ′Kφ(q) and
both N and N ′ are trimmed, we know that for all input letter f , there exist a
rule rhs(q, f) if and only if there is a tree of root f in dom(JNKq), if and only
if there is a tree of root f in dom(JN ′Kφ(q)), if and only if there exist a rule
rhs′(φ(q), f). Furthermore, since both N and N ′ are earliest, from Lemma 38,
we know that rhs(q, f)Ψ = outJNKq (f) and rhs
′(φ(q), f)Ψ′ = outJN ′Kφ(q)(f)
for some Ψ, Ψ′. Since JNKq = JN ′Kφ(q), all that remains to show is that if
v−1rhs(q, f) = q′〈xi〉, then v−1rhs′(φ(q), f) = φ(q′)〈xi〉. Since JNKq = JN ′Kφ(q),
we have that if v−1rhs(q, f) = q′〈xi〉, then v−1rhs′(φ(q), f) = q′′〈xj〉. Since N
is trimmed, there exists (u0, v0) such that u0 ∼q v0 in N (and hence u0 ∼φ(q) v0
in N ′). This means that for N , i = indJNK((u0, v0), f, v), and u0fi ∼q′ v0v.
Hence for N ′, i = indJN ′K((u0, v0), f, v), and u0fi ∼q′′ v0v. This means that
if v−1rhs(q, f) = q′〈xi〉, then v−1rhs′(φ(q), f) = q′′〈xj〉, with q′′ = φ(q′) and
i = j. 
This finally proves our normal form theorem:
Theorem 62. For N = (M,D) a DTopIreg, there exists a unique equivalent
compatible earliest DTopItd with a minimal number of states, up to state re-
naming.
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Proof. The existence of such a DTopI is proven by Lemma 59, its uniqueness
by Lemma 61. 
10 Learning from Examples
We next show how to learn transducers of the class DTopItd for a given in-
put domain. Since Dttas are themselves learnable [36], this is a reasonable
assumption to make.
10.1 Learning Model
We fix ranked alphabet F and G. Since we suppose the domain of our trans-
formation to be previously known, we define the class of all DTopI that share
the same domain D:
Definition 63. For any top-down domain D ⊆ TF , we define the transfor-
mation class DTopItd(D) that contains all transformations τ from TF to TG
definable by some DTopItd with dom(τ) = D.
A sample is a finite partial function S ⊆ TF × TG. A sample S is called
compatible with D if dom(S) ⊆ D. A sample S for a transformation τ is a finite
subset of S ⊆ τ .
Definition 64. We say that the class of DTopItd(D) is learnable if there are:
- an algorithm learnD defining a partial function that maps samples com-
patible with D to DTopItd(D) in normal form, and
- a function char that maps DTopItd(D) N in normal form to samples of
transformation JNK.
We require for any DTopItd(D) N and any sample S for JNK containing char(N)
that learnD(S) = N .
There are several parameters to consider when describing the complexity of
learning algorithms:
- Sample complexity describes the number of examples in char(N) as a
function of the size of N .
- Time complexity describes the complexity of the learning algorithm learnD
as a function of the size of its input sample.
We say a class is learnable with polynomial ressources if the the number of
examples in char(N) is polynomial as a function of the size of N , and the
learning algorithm learnD is in polynomial time as a function of the size of its
input sample.
Theorem 65. For any D definable by some Dtta, the class DTopItd(D) is
learnable with polynomial resources.
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Proof. The proof captures the rest of this section. It will follow from Proposi-
tions 73 and 79. 
Since the exact domainD of the target DTopItd(D)N = (M,D′) is assumed
to be known, and since the target transducer will be in normal form, know have
that D = D′, so that we only have to learn the DTop M .
Finally, we will assume that D 6= ∅, since the case D = ∅ is easy to treat.
10.2 Characteristic Samples
The purpose a characteristic sample to provide enough information to describe
a DTopItd(D) N in normal form, where D is recognized by a Dtta. Since
normal forms can be characterized in terms of the finitely many equivalence
classes of residuals of JNK, the objective is to present the required information
on finitely many pairs p of paths such that the residuals p−1JNK represent all
relevant classes.
The first question is by which pair p to represent a residual p−1JNK. The
idea is to choose the least pair p′ that defines the same residual as p with respect
to the following total order. If p = (u, v) and p′ = (u′, v′) the we define p < p′
if and only if:
- if |u| < |u′|,
- if |u| = |u′| and u <lex u′,
- if u = u′ and |v| < |v′|, or
- if u = u′, and |v| = |v′| and v <lex v′.
This order is interesting for two reasons. The first one is that contrary to
simple simple lexical order, which can produce infinite sets with no minimals
(e.g. the language a∗b if a <lex b), this order has a well-defined notion of
minimals in sets. Furthermore, it has interesting properties, chief amongst them
being stability by composition.
Lemma 66. If p = (u, v), p′ = (u′, v′) two pairs such that p <lex p′, then for
every pair (u′′, v′′), (uu′′, vv′′) <lex (u′u′′, v′v′′).
To properly define the notion of a sample S containing enough information
to learn a DTopItd(D) N , we will establish what semantically aligned pairs
of τ are of relevance, and what S should teach on them. Our first move is to
define minimal pairs and their boundary, i.e. all the semantically aligned pairs
a sample should have information about in order to learn N .
Definition 67. For any transformation τ and any semantically aligned pair p
of τ , we define minpτ (p) = min{p′ | p′ ≡τ p}. By extension, we define the set
of minimal semantically aligned pairs of τ as:
minp(τ) = {p | p least semantically aligned pair for τ with residual p−1τ}
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Note that for any DTopItd(D) N the set of residuals of JNK is finite by
Theorem 49. This means minp(τ) is finite too.
To find all minimal pairs, our algorithm will explore aligned pairs starting at
the axiom, and continue repeatedly with all new pairs that are detected. Hence,
the aligned pairs that will be explored do not only contain those in minp(τ),
but also their successors, as well as all the aligned pairs of the axiom.
Definition 68. For any transformation τ we define the boundary of the minimal
semantically aligned pairs of τ as:
minp+(τ) ={(ε, v) | v−1outτ (ε) = ⊥}∪
{p′ ∈ Succτ (minp(τ))}
The following lemma shows for transformations τ defined by DTopItd’s,
all elements of minp(τ) are in fact part of the axiom, or successors of of some
element of minp(τ):
Lemma 69. Let N be a DTopItd, and JNK = τ . Then minp(τ) ⊆ minp+(τ)
Proof. We consider p = (u, v) ∈ minp(τ). We will prove that it is either of
form (ε, v) | v−1outτ (ε) = ⊥ or a successor of p′ ∈ minp(τ).
If u = ε, then since all elements of minp(τ) are semantically aligned, this
means that v−1outτ (ε) = ⊥.
If u = u′fi for some u′, f, i, then Lemma 53 shows the existence of a pair
p′ = (u′, v′) such that p is a successor of p′. Let v′′ such that v = v′v′′. Suppose
p′ = (u′, v′) 6∈ minp(τ). Then there exists p0 = (u0, v0) such that p0 < p′ and
p0 ≡τ p′. Notably, (u0fi, v0v′′) < (u′fi, v′v′′) and (u0fi, v0v′′) ≡τ (u′fi, v′v′′).
This is in contradiction with the fact that p ∈ minp(τ). Hence, p′ ∈ minp(τ).

The set minp(τ) can be seen as having one unique representative for each
class of ≡τ . In this sense, it can be seen as representing the states of can(τ).
As a matter of fact, we will define repcan(τ) the state renaming of can(τ) where
each state [p]τ is represented by the unique pair p′ = minpτ (p).
Definition 70. Let N a DTopItd(D), and τ = JNK. We define repcan(τ) the
representative of can(τ) as the DTop M = (Q,F,G, ax, rhs) where:
- Q = minp(τ)
- ax = outτ (ε)[v ← minpτ (ε, v)〈x0〉 | v−1outτ (ε) = ⊥]
- For p = (u, v) ∈ minp(τ), f such that uf−1D 6= ∅,
rhs(p, f) = outp−1τ (f)[v′ ←minpτ (ufi, vv′)〈xi〉
| v′−1outp−1τ (f) = ⊥, i = indτ (p, f, v′)]
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We remember that Lemma 52 ensures that for p = (u, v) semantically
aligned, and f, v′ such that v′−1outp−1τ (f) = ⊥, indτ (p, f, v′) is unique, and
(ufi, vv′) = succτ (p, f, v′). This repcan(τ) is the actual target of our algorithm.
We now consider our sample S, and establish what kind of information
it needs to contain for our learning algorithm to be able to retro-engineer
repcan(τ). To this end we will notably have to be able to identify equivalent
pairs for ≡τ . In order to show that p 6≡τ p′ by a sample S for τ , we will require
that p and p′ are in contradiction with respect to S in the following sense:
Definition 71. Given a sample S for a transformation τ , we say that two
semantically aligned pairs p and p′ are in contradiction with respect to S and
write p ∦S p′ if p−1S ∪ p′−1S is not functional.
In this case, S contains a counter example for p 6≡τ p′. We now use this
definition to formalize what it means for a sample S to be characteristic for τ .
Definition 72. Let N be a DTopItd(D) and τ = JNK. A sample S for τ is
called characteristic if:
(1) outS(ε) = outτ (ε)
(2) for all p ∈ minp(τ) and f ∈ F : outp−1S(f) = outp−1τ (f),
(3) for p = (u, v) ∈ minp(τ), f (k) ∈ F , for all j ∈ {1, . . . , k}, if (ufj, vv′)−1τ
is not functional, then (ufj, vv′)−1S is not functional.
(4) for all p ∈ minp+(τ), and all p′ ∈ minp(τ) such that p−1D = p′−1D, and
p 6≡τ p′: p ∦S p′.
Points (1) and (2) ensure that S contains enough information to build the
axiom and rules of our target transducer, as seen in Lemma 38. Point (3) ensures
we never explore pairs that are not semantic alignments. Point (4) ensures we
are able to tell which aligned pairs are equivalent to which minimal pairs.
Note that if a sample S for τ is characteristic, then any larger sample for
τ is characteristic too. It remains to show that for all DTopItd(D) N , there
exists a characteristic sample for JNK.
Proposition 73. Let D be definable by a Dtta. For any DTopItd(D) N ,
where JNK = τ , there exists a characteristic sample for τ with a number of
examples polynomial in the number of equivalence classes in ≡τ .
Proof. We will show that a polynomial number of examples is required for each
point (1-4) of Definition 72.
For point (1), we want to ensure that outS(ε) = outτ (ε). First, we need
at least one example in to ensure that outS(ε) is defined. Note that such an
example always exists, as we supposed dom(τ) = D 6= ∅. We fix sε ∈ dom(τ)
arbitrarily and add (sε, τ(sε)) to S. Then, since S ⊆ τ will be guaranteed,
the only concern is that outS(ε) is bigger than outτ (ε). To this end, we will
provide one example per equivalence class [p]τ of ≡τ , where p = (ε, v) is an
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aligned pair of τ . For each such class [p]τ , there exists a tree s[p]τ such that
v−1τ(s[p]τ ) u v−1τ(sε) = ⊥. If (sε, τ(sε)) ∈ S and for all equivalence class
[p]τ of ≡τ , where p = (ε, v) is an aligned pair of τ , (s[p]τ , τ(s[p]τ )) ∈ S, then
outpS(ε) = outτ (ε).
Point (2) works in a similar fashion. We want to ensure that for all p =
(u, v) ∈ minp(τ), for all input letter f , outp−1S(f) = outp−1τ (f). First, we
need at least one example such that sp,f |= uf to ensure that outp−1S(f) is
defined. We call this example (sp,f , τ(sp,f )). Then, since S ⊆ τ , the only
concern is that outp−1S(f) is bigger than outp−1τ (f). We shall ensure that there
exists enough examples in S so that for all v′ such that v′−1outp−1τ (f) = ⊥,
v′−1outp−1S(f) = ⊥. To this end, we will provide one example per equivalence
class [p′]τ of ≡τ , where p′ ∈ Succτ (p). For each such class [p′]τ , there exists a
tree s such that p′−1τ(s)u p′−1τ(v−1sp,f ) = ⊥. We then choose a tree sp,f,[p′]τ ,
such that u−1sp,f,[p′]τ = s. If (sp,f , τ(sp,f )) ∈ S and for all v′−1outp−1τ (f) = ⊥,
p′ ∈ Succτ (p), (sp,f,[p′]τ , τ(sp,f,[p′]τ )) ∈ S, then outp−1S(f) = outp−1τ (f).
Point (3) is ensured by providing an explicit counterexample for every pair
p′ = (ufj, vv′) we want to prove is not functional. If p′−1τ is not functional,
then there exists sp′ , s′p′ input trees such that ufj−1sp′ = ufj−1s′p′ but either
vv′−1τ(sp′) 6== vv′−1τ(s′p′) or τ(sp′) |= vv′ but τ(s′p′) 6|= vv′. Hence, if S
contains (sp′ , τ(sp′)) and (s′p′ , τ(s′p′)), then p′−1S is not functional. Note that
there is a polynomial number of those pairs: for p = (u, v) ∈ minp(τ), for f an
input letter, all paths v′ such that v′−1outp−1τ (f) = ⊥ are in rhs(q, f) where q is
the state of N that computes p−1τ . Since j ≤ rank(f), this leaves a polynomial
number of pairs to consider.
Point (4) works in a similar fashion. For p = (u, v), p′ = (u′, v′) two non-
equivalent semantic alignments, if p−1D = p′−1D, then there exists s an in-
put tree such that p−1τ(s) 6= p′−1τ(s). We take two input trees sp,p′ , s′p,p′
such that u−1sp,p′ = u′−1s′p,p′ = s. Hence, if S contains (sp,p′ , τ(sp,p′)) and
(s′p,p′ , τ(s′p,p′)), then p′−1S is not functional. Note that there is a polynomial
number of those cases to consider, since minp(τ) and minp+(JNK) are of poly-
nomial size themselves.
By taking all examples needed to ensure points (1-4), we built a character-
istic sample for τ in polynomial size. 
Example 74. For the transduction τflip of Example 7, there are four residuals.
The first is the residual of the minimal pair (P1,P2), the identity on lists of A,
the second is the residual of the minimal pair (P2,P1), the identity on lists of
B, and the others are the residuals of the two semantic aligned pairs from the
earliest axiom, (ε,P1) and (ε,P2).
minp(τflip) = {(ε,P1), (ε,P2), (P1,P2), (P2,P1)}
The boundary contains the aligned pairs from the axiom, and those directly ex-
tending the pairs in minp(τflip):
minp+(τflip) = minp(τflip) ∪ {(P1A1,P2A1), (P2B1,P2B1)}
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To satisfy point (1), a characteristic sample would need enough information
to deduce outτflip(ε). As seen in Proposition 73, this means that we need a
first example (sε, τflip(sε)), and another example for all equivalence classes of
aligned pairs of form (ε, v). In τflip there are two, [(ε,P1)]τflip and [(ε,P2)]τflip .
We choose sε = P(#,#). For [(ε,P1)]τflip , we choose s[(ε,P1)]τflip = P(#,B(#)).
For [(ε,P2)]τflip , we choose s[(ε,P2)]τflip = P(A(#),#).
To satisfy point (2), a characteristic sample would need enough information
to deduce outp−1τflip(f) for all relevant pairs p and f . As seen in Proposition 73,
this means that for all p = (u, v) ∈ minp(τflip), f an input letter, we choose an
example (sp,f , τflip(sp,f )).
Then, for all equivalence classes [p′]τflip where p′ ∈ Succτflip(p) we pick an-
other example sp,P,[p′]τflip to ensure v
′−1outp−1S(P) = ⊥.
For p = (ε,P1), the only letter that can be read is f , which leads to the only suc-
cessor p′ = (P2,P1). We choose sp,P = P(#,#), and sp,P,[p′]τflip = P(#,B(#)).
For p = (ε,P2), the only letter that can be read is f , which leads to the only suc-
cessor p′ = (P1,P2). We choose sp,P = P(#,#), and sp,P,[p′]τflip = P(A(#),#).
For p = (P1,P2), two letters can be read: A which leads to the only succes-
sor p′ = (P1A1,P2A1), and #, which leads to no successor. For A, we choose
sp,A = P(A(#),#), and sp,A,[p′]τflip = P(A(A(#)),#). For #, we only need to
choose sp,# = P(#,#)
For p = (P2,P1), two letters can be read: B which leads to the only succes-
sor p′ = (P2B1,P1B1), and #, which leads to no successor. For B, we choose
sp,B = P(#,B(#)), and sp,B,[p′]τflip = P(#,B(B(#))). For #, we only need to
choose sp,# = P(#,#).
To satisfy point (3), a characteristic sample would need enough informa-
tion to deduce which pairs (ufi, vv′) extending a minimal pair p are semantic
alignments. As seen in Proposition 73, this means that for all p = (u, v) ∈
minp(τflip), and an extension p′ = (ufi, vv′) that is not a semantic alignment,
we need two examples to ensure p′−1S is not functional. In τflip, there are only
two such pairs we need to consider, (P1,P1) and (P2,P2). For (P1,P1), we
choose the pair of examples (P(#,#),P(#,#)) and (P(#,B(#)),P(B(#),#)).
For (P2,P2), we choose (P(#,#),P(#,#)) and (P(A(#),#),P(#,A(#))).
To satisfy point (4), a characteristic sample would need enough information
to differentiate pairs p ∈ minp(τflip) ∪ minp+(τflip) from their non-equivalent
counterpart of p′ ∈ minp(τflip) of same domain. As seen in Proposition 73, this
means that for all such pair of alignments p, p′, we need one example to ensure
p ∦S p′. In τflip, only (ε,P1) and (ε,P2) are of same domain but not equivalent.
We choose the example (P(#,B(#)),P(B(#),#)).
Hence, a complete characteristic sample would be the transformation:
S = [ P(#,#)/P(#,#) ,
P(A(#),#)/P(#,A(#)) , P(#,B(#))/P(B(#),#) ,
P(A(A(#)),#)/P(#,A(A(#))) , P(#,B(B(#)))/P(B(B(#)),#) ]
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10.3 Learning Algorithm
We describe the algorithm learnD. The goal is to create a minimal leftmost
earliest DTopItd(D), which means creating earliest states with no redundancy,
their rules, and the axiom. The idea is to try to fold any new aligned pair we
find to an existing state. If no equivalent state can be found, we create a new
one.
In this algorithm we build a DTopItd(D) learnD(S) = (M,D), where
M = (Q,F,G, ax, rhs). For simplicity’s sake, our states will be pair (u, v).
Those states will be divided in two disjoint sets: Qsafe for pairs that minimally
represent an equivalence class, and therefore represent a state in learnD(S), and
Qtemp, for pairs that have not yet been examined by the algorithm, and are still
susceptible to be equivalent to an existing pair in Qsafe. Rules of rhs are only
created for states of Qsafe, but leaves in these rules or the axiom can temporarily
be pairs p〈xi〉, where p is still an "unapproved" pair of Qtemp.
From Definition 72, we know that if S is characteristic, p−1τ is functional if
and only if p−1S is functional. Furthermore, p ≡τ p′ if and only if p−1D = p′−1D
and ¬p ∦S p′. Procedure integrate-state describes how, given a DTopI N and
a sample S, to test if a pair p ∈ Qtemp is equivalent to an existing state in
Qsafe and, if it is not, how to create a new state and its rules. Note that in
these rules, pfi〈xi〉 can appear for pairs that are not yet confirmed to be original
states. These pairs are added to Qtemp. The creation of the axiom works in a
similar manner to the way we create a rule in Procedure integrate-state. From
there, the full algorithm goes as described in Figure 7.
Example 75. We try to learn a transducer for τflip, with the characteristic
sample we found in Example 74.
Our end goal in this part is to prove the correctness of our algorithm, i.e.
that if N is a DTopItd(D), τ = JNK, S is a characteristic sample for τ and
min(τ) = (Mτ , D), then learnD(S) is equal to repcan(τ).
To this end, we will show that at each intermediary step of the algorithm, we
will learn a "partially unfolded" version of repcan(τ): before calling integrate-state
on a pair p, all states p′ < p should be in Qsafe, all pairs (ε, v) ∈ minp+ or
Succτ (Qsafe) should have appeared in Qtemp, but all such pair smaller than p
should already be integrated. This leads to a transducer that has some defini-
tive states in Qsafe, some unexplored temporary states in Qtemp, and some calls
in ax and rhs possibly pointing to a safe state or a temporary state, depending
on their lexical order relative to p.
To formalize this notion of partially unfolded rules, we first define what
pairs should be replaced, what pairs should still be unexplored, and we define
the p-truncated version of repcan(τ).
Definition 76. Let N be a DTopItd(D), τ = JNK, and p an aligned pair of τ .
For p′ ∈ minp+(τ), we call minreppτ (p′) the p-truncated representative of p′:
- minreppτ (p′) = p′′ the unique element of minp(τ) such that p′′ ≡τ p′ if
p′ < p,
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// l e t F and G be ranked s i g n a t u r e s
// and D ⊆ TF the l anguage o f some Dtta
fun learnD(S) // S ⊆ D × TG f i n i t e p a r t i a l f u n c t i o n
Qtemp := {(ε, v) | v−1outS(ε) = ⊥}
ax = outS(ε) [v ← (ε, v)〈x0〉 | (ε, v) ∈ Qtemp]
Qsafe := ∅
rhs := ∅
M = (Qsafe ∪Qtemp, F, G, ax, rhs)
proc integrate-state(p) = // f u s i o n temporary s t a t e p with
// some s a f e s t a t e i f p o s s i b l e o r make p s a f e
// and c r e a t e i t s t r a n s i t i o n r u l e s .
Qeq = {p′ ∈ Qsafe | p−1D = p′−1D and not p ∦S p′}
(u, v) = p
i n
case Qeq // Qeq may c o n t a i n at most 1 e l ement
of {p′} then r e p l a c e a l l o c c u r r e n c e s of p in M by p′
Qtemp := Qtemp\{p}
of ∅ then
Qsafe := Qsafe ∪ {p}
Qtemp := Qtemp \ {p}
f o r f ∈ F where uf−1D 6= ∅ do
V ′ = {v′ | v′−1outp−1S(f) = ⊥}
fun i(v′) // where v′ ∈ V ′
unique index i s.t. (ufi, vv′)−1S is functional
// e x i s t s by Corollary 51 s i n c e
// D i s d e f i n e d by a Dtta .
end
fun state(v′) // where v′ ∈ V ′
(uf i(v′), vv′)
end




Qtemp := Qtemp ∪ {state(v′) | v′ ∈ V ′}










retu rn (M, D)
end



















































































































































































































































































































































































































































































































































































Figure 8: Example of a run of the algorithm of Figure 7
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- minreppτ (p′) = p′ itself if p′ > p
Definition 77. Let N be a DTopItd(D), τ = JNK, with its canonical DTop
repcan(τ) = (Q,F,G, ax, rhs), and p an aligned pair of τ . We define the p-
truncated form of repcan(τ), repcanp(τ) = (Qsafe(p) ∪Qtemp(p), F,G, axp, rhsp),
where:
- The p-truncated safe states Qsafe(p) = {p′ ∈ Q | p′ < p}
- The p-truncated temporary states
Qtemp(p) =
(
{(ε, v) | v−1ax = q〈x0〉} ∪ Succτ (Qsafe(p))
)
∩ {p′ | p′ > p}
- The p-truncated axiom
axp = ax [v ← minreppτ (ε, v)〈x0〉 | v−1ax = q〈x0〉]
- The p-truncated rules rhsp are defined so that if p′ = (u′, v′) ∈ Qsafe(p),
and f a letter such that rhs(p′, f) is defined, then
rhsp(p′, f) = rhs(p′, f) [v′′ ←minreppτ (u′fi, v′v′′)〈xi〉
| v′′−1rhs(p′, f) = q〈xi〉]
Note that the p-truncated form "develops" as p grows, to finally become
repcan(τ) itself if p > max(minp+(τ)).
Corollary 78. Let N be a DTopItd(D), τ = JNK, Nτ = (Mτ , D) the canonical
form of N , p semantically aligned for τ such that p > max(minp+(τ)). Then
repcanp(τ) = repcan(τ).
Proof. By construction, if p > max(minp+(τ)), for all pairs p′ ∈ minp+(τ), we
have minreppτ (p′) = minpτ (p′). Furthermore, Qsafe(p) = minp(τ), Qtemp(p) = ∅
hence repcanp(τ) and repcan(τ) have same states. Finally, the only difference
between the definition of the axiom and rules of repcanp(τ) and repcan(τ) is
that the former uses minreppτ and the latter uses minpτ . Since they are both
identical for all pairs of minp+(τ), we have that repcanp(τ) and repcan(τ) have
same axioms and rules. 
We prove the correctness of learnD if the sample S is characteristic. To this
end, we show that right before each call to integrate-state(p), the transducer M
created by learnD is exactly Mp.
Proposition 79. Let N be a DTopItd(D), τ = JNK, and S a characteristic
sample of τ . Then learnD(S) = repcan(τ).
Proof. We prove the following invariant: if Qtemp 6= ∅ and p = min(Qtemp),
then Qsafe = Qsafe(p), Qtemp = Qtemp(p), ax = axp and rhs = rhsp.
After the initialization, Qsafe = ∅ and Qtemp = {(ε, v) | v−1outS(ε) = ⊥}.
Since S is characteristic, this means Qtemp = {(ε, v) | v−1outτ (ε) = ⊥}. If
Qtemp 6= ε, we call p = min(Qtemp). p is the smallest aligned pair of τ . This
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means that Qsafe(p) = minp ∩ {p′ | p′ < p} is empty, and therefore Qsafe(p) =
Qsafe. This gives us that Qtemp(p) = {(ε, v) | v−1outτ (ε) = ⊥} ∩ {p′ | p′ > p}.
Since all aligned pairs are bigger than p, we have Qtemp(p) = Qtemp.
Since p is the smallest aligned pair, minreppτ is the identity function. This
means that axp = outτ (ε) [v ← (ε, v)〈x0〉 | v−1outτ (ε) = ⊥]. The current
axiom in learn is ax = outS(ε) [v ← (ε, v)〈x0〉 | v−1outS(ε) = ⊥]. Since S is
characteristic, axp = ax. As for rules, none have been created yet, which means
rhs = rhsp = ∅.
For the inductive case, we consider p = (u, v) the minimal element of Qtemp.
We have Qsafe = Qsafe(p), Qtemp = Qtemp(p), ax = axp and rhs = rhsp. We call
the new values after integrate-state(p) Q′safe, Q′temp, ax ′ and rhs
′. If Q′temp 6= ∅,
we call p′ its minimum. p is added to Qsafe if and only if for all p′′ ∈ Qsafe,
p ∦S p′′. Since S is characteristic, Qsafe ⊆ minp(τ) and p ∈ minp+(τ), this
means that for all p′′ ∈ Qsafe(p), p 6≡τ p′′. Hence, p is added to Qsafe if and only
if p ∈ minp(τ). For the same reason, states are added to Qtemp if and only if
p ∈ minp(τ). If S is characteristic, then V ′ = {v′ | v′−1outτ (f) = ⊥}, and for
each v′ ∈ V ′, then i(v′) is the unique i such that (ufi, vv′)−1τ is functional, i.e.
i(v′) = indτ (p, f, v′). This means that the new temporary states of Q′temp are
{state(v′) | v′ ∈ V ′} = Succτ (p). In all cases p is removed from Qtemp. This
means that regardless of weather p was added or not, Q′safe = minp(τ) ∩ {p′′ |
p′′ 6 p} and Q′temp = {(ε, v) | v−1outτ (ε) = ⊥} ∩ {p′′ | p′′ > p}. This means
that Q′safe and Q′temp are Qsafe(p′′) and Qtemp(p′′) for some pair p′′ right after
p. Since p′ = min(Qtemp), there is no element of minp+(τ) between p and p′.
Thus, Q′safe = Qsafe(p′), and Q′temp = Qtemp(p′).
If p is not a new state, then minreppτ is different from minrepp
′
τ only for p,
which has to be replaced by the only p′′ ∈ Qsafe such that p′′ ≡τ p. As
integrate-state(p) replaces every state call p〈xi〉 by p′′〈xi〉, we have ax ′ = axp′
and rhs′ = rhsp′ . However, if p is a new state, then minrepp
′
τ = minreppτ , and
thus ax ′ = axp′ , but new rules have to be added. integrate-state(p) adds new
rules. For p = (u, v), we have that for each f such that uf−1D 6= ∅, we create the
rule rhs′(p, f) = outp−1S(f) [v′ ← call(v′) | v′ ∈ V ′]. As previously mentioned,
V ′ = {v′ | v′−1outτ (f) = ⊥}, and i(v′) = indτ (p, f, v′). This means that
rhs′(p, f) = outp−1τ (f) [v′ ← (ufi, vv′)〈xi〉 | (ufi, vv′) = succτ (p, f, v′), v′ ∈
V ′]. For all (ufi, vv′) in Succτ (p), we know that (ufi, vv′) > p, and thus
p′′ = minrepp′τ (p′′). Hence, rhs′ = rhsp′ .
It remains to show that the last step that eventually empties Qtemp leads
to repcan(τ). If Qtemp starts as ∅, this means outS(ε) has no ⊥-leaf. Since S
is characteristic, this means outτ (ε) has no ⊥-leaf. This is only possible if τ
is a constant transduction that sends all trees of D to the same image t. In
this case, learnD(S) produces a transducer with no states and no rules, and
an axiom ax = t, which is indeed the canonical form of τ . In all other cases,
we consider p the last pair to be integrated by integrate-state(p). Since it is
the last considered pair, we have that p = max(minp+(τ)). As seen in this
proof, after this last integrate-state(p), we have learnD(S) = repcanp′(τ), where
p′ is the pair right after p in lexical order. Thus, Corollary 78 gives us that
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learnD(S) = repcan(τ). 
11 Conclusions
Deterministic top-down tree transformations can be semantically characterized
by studying semantic alignment, i.e. the dependencies between input and output
paths when producing the output as early as possible. This notion of seman-
tically aligned pairs allows for a definition of residual transformations. From
there, there exists a Myhill-Nerode theorem on DTops. The normal form of
[18] coincides with the minimal normal form that comes from our Myhill-Nerode
theorem. This normal form can be inferred by a Gold-style learning algorithm,
polynomial in data and time.
For an extension of this result to wider classes, a first step would be to
allow for DTops with regular domains: if semantic alignments and the notion
of compatible and earliest transducers extend to regular inspections, the Myhill-
Nerode theorem presented here relies on properties that would not extend to top-
down tree transformations with regular domains. Another wider still interesting
and robust class are top-down tree transducers with regular look-ahead [15].
Such a transducer is allowed to first execute a bottom-up finite-state relabeling
over the input tree, and then run the top-down translation on the relabeled
tree. This extension, however, is more ambitious, for two main reasons. First,
no normal form is known on this class. For string transducers with look-ahead
[13], this normal form is composed of a look-ahead as coarse as possible, paired
with the minimal transducer on the relabelling. We know this method cannot
extend to tree transducers as is, since there is not a unique look-ahead as coarse
as possible in the general case. Furthermore, even if a normal form is found,
Gold-style learning algorithms encounter particular hurdles when dealing with
look-ahead. For the learning problem on string transducers with look-ahead [4]
, the normal form provided by the Myhill-Nerode algorithm is difficult to infer
in polynomial time: polynomial inference is possible for another, different, more
ad-hoc normal form.
As another possible avenue of extension, most Gold-style learning algorithms
can be used as core in an interactive learner in Angluin-style [1], similar to [8].
One might wonder if the algorithm presented in this paper can be changed
into an Angluin-style learning algorithm, with a polynomial number of learner-
teacher interactions.
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A Remaining Proofs
A.1 Trimming a DTopI
We describe the construction of a trimmed compatible DTopI from a DTopI.
The existence of such a DTopI is argued in Proposition 21.
Proposition 21. Any DTopIreg is equivalent to some trimmed DTopIreg and
any DTopItd is equivalent to some trimmed DTopItd.
Proof. Let N = (M,D) be a DTopIreg, M = (Q,F,G, ax, rhs). We call
D′ = dom(JNK), and consider a trimmed nondeterministic tree automaton A =
(F, P, PI ,∆) such that JAK = D′.
We want to find for each state q ∈ Q the set Pq of states of P reached by q:
Pq = {p ∈ P | ∃(u, v) | u ∼q v and u reaches p}
.
We can compute Pq recursively, as shown by this equivalent mutually recur-
sive definition. The sets Pq are the smallest subsets of P such that:
- if q〈x0〉 occurs in ax, then PI ⊆ Pq.
- if p ∈ Pq, p
f−→ (p1, ..., pi, ..., pn) a rule of A, and q′〈xi〉 occurs in rhs(q, f),
then pi ∈ Pq′ .
The equivalence between those two definitions can be proven by recursion on the
length of the input path u required to access a state q ∈ Q at the same time as a
state p ∈ P . For u = ε, a pair (u, v) is aligned in q if and only if v−1ax = q〈x0〉.
Conversely, ε reaches exactly PI the set of initial states of A. For the recursion,
p ∈ Pq means that there exists a pair (u, v) such that u ∼q v and u reaches p. If
q′〈xi〉 occurs in rhs(q, f), there exists v′ such that v′−1rhs(q, f) = q′〈xi〉. This
means ufi ∼q′ vv′. Meanwhile in A, if there is a rule p
f−→ (p1, ..., pi, ..., pn), and
u reaches p, then ufi reaches pi, which means pi ∈ Pq′ .
From there, selecting useful states and rules is immediate. A state q is useful
if and only if Pq 6= ∅. A rule rhs(q, f) is useful if and only if there exists a state
p ∈ Pq with a rule p
f−→ (p1, ..., pi, ..., pn). 
A.2 Origins of Output Constructors
We want to prove Proposition 22, that states that when computing an image of
a DTop, each constructor of the output tree is produced either by the axiom
or when rewriting the subtree at a unique input path.
In order to do this, we will need an alternative characterization of syntactic
alignments. It deals with the fact that the definition of judgements u ∼qq′









Figure 9: Constructor g at the output node v = v′v′′ is produced by JMKq
from the f -rooted subtree located at node u′ of the input tree. This is justified
by the syntactic alignment u′ ∼qq′ v′ and rhs(q′, f) |= v′′g.
characterization is given by the following equivalent judgements u ·∼
q
q′ v that


























Proof. We can show that u ∼qq′ v if and only if there exists a sequence q0, ..., qn
such that q0 = q, qn = q′, u = f0i0...fn−1in−1, v = v0...vn−1, and for all j
from 0 to n − 1, rhs(qj , fj) |= vjqj+1〈xij 〉. This comes from a simple proof
by induction. The first definition adds an additional state after qn, an input
letter after fn−1in−1, and output path after vn−1. The second definition adds
an additional state before q0, an input letter before f0i0, and output path after
v0. 
We next show that any constructor of an output tree produced by JMKq
comes from a syntactic alignment starting in state q. This is illustrated in
Fig. 9 and formalized in Lemma 81.
Lemma 81. LetM be a DTop and s ∈ dom(JMKq) an input tree for some state
q of M . Then for any output path v and letter g ∈ G such that JMKq(s) |= vg
there exist a decomposition v = v′v′′, an input path u′f , and a state q′ such
that:
- s |= u′f ,
- u′ ∼qq′ v′, and








Figure 10: The f -subtree at input path u′ produces the g-constructor at output
path v′v′′ by M . This is justified by the syntactic alignment starting with the
axiom u′ ∼q′ v′ and rhs(q′, f) |= v′′g.
Proof. The proof is by induction on the structure of s. Let s = f ′(s1, . . . , sk)
for some f ′(k) ∈ F and trees s1, . . . , sk. The definition of JMKq yields:
JMKq(s) = rhs(q, f ′)[q̃〈xj〉 ← JMKq̃(si) | q̃ ∈ Q, 1 ≤ i ≤ k].
- Case rhs(q, f ′) |= vg. In this case, we choose u′ = v′ = ε, f = f ′, and
q′ = q. Clearly, s |= u′f , u′ ∼qq v′, and rhs(q′, f) |= v′′g.
- Case rhs(q, f ′) |= v′0q̃〈xi〉 for some decomposition v = v′0v′′0 , 1 ≤ i ≤ k, and
state q̃′. Hence, v′0
−1JMKq(s) = JMKq̃(si), so that si ∈ dom(JMKq̃) and
JMKq̃(si) |= v′′0 g. By induction hypothesis, there exist a decomposition





and rhs(q′, f) |= v′′g. Hence, s |= f ′iu′1f so we can choose u′ = f ′iu′1 in






so that we can apply the inference rule:














Lemma 80 the other way around yields u′ ∼qq′ v′0v′1, so we can choose v′ =
v′0v
′
1 to show the second condition. The third condition rhs(q′, f) |= v′′g
is also satisfied as shown above.

We next lift the previous Lemma to how a constructor of the output tree may
be produced by JMK instead of JMKq. There are two cases. Either the output
constructor is produced by the axiom, or else it has its origin at some node of
the input tree, as illustrated in Fig. 10 and formalized in the next proposition.
Proposition 22. Let M be a DTop and s ∈ dom(M) an input tree. Then
for any output path vg such that JMK(s) |= vg, either ax |= vg or there exist a
unique decomposition v = v′v′′, an input path u′f , and a state q′ such that:
- s |= u′f ,
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- u′ ∼q′ v′, and
- rhs(q′, f) |= v′′g.
Proof. If ax |= vg then the first case is satisfied. Otherwise, by Definition
of JMK(s), the axiom produces some call q〈x0〉 at a prefix of v. This means
that there is a decomposition v = v′0v′′0 such that ax |= v′0q〈x0〉, v′0
−1JMK(s) =
JMKq(s), and that JMKq(s) |= v′′0 g. We can now apply Lemma 81 to JMKq(s) |=
v′′0 g, which shows that there exist a decomposition v′′0 = v′1v′′, an input path
u′f , and a state q′ such that s |= u′, u′ ∼qq′ v′1 and rhs(q′, f) |= v′′g. In this
case, we can apply the following inference rule:






With v′ = v′0v′1 we have the second condition u′ ∼q′ v′, while the first condi-
tion s |= u′ and the third condition rhs(q′, f) |= v′′g were show already above. 
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