Abstract-This paper proposes a large-number images processing model based on Hadoop platform. According to this model, the task allocation strategies are investigated for largenumber image processing on the isomorphic Hadoop clusters and heterogeneous Hadoop clusters. Firstly, a series of different experiments is performed on the isomorphic Hadoop clusters. The obtained results show that the equal allocation of all images to each node is proved to be an efficient approach. For the heterogeneous clusters, the genetic algorithm is used as a task allocation strategy to optimize the processing task allocation for a large-number of images. Experimental results show that the GAbased optimization can significantly speed up the image processing so that the proposed approach is promising to apply to process big data of images.
I. INTRODUCTION
As images from surveillance systems and medical image domain become a source of big data, more and more scientists pay an attention to cloud computing for image processing.
Hadoop is an open source distributed computing platform [1] . Derived from an implementation of Google's MapReduce [2] , Hadoop consists of two chief components: Hadoop MapReduce and Hadoop Distributed File System (HDFS). HDFS and MapReduce as the core of Hadoop provide users with transparent bottom details of the distributed system infrastructure. Hadoop clusters' distributed storage and distributed computing have high reliability, expandability and efficiency. The architecture of Hadoop file system is suitable for storing and managing large volume of medical images [3] . Hadoop is also used in massive image retrieval works. The massive image retrieval system based on Hadoop in dealing with large data retrieval, compared with the single-node retrieval system, can effectively reduce the search time, and improve the retrieval speed [4] . This paper is based on the proposed large-number image processing model on Hadoop platform. Through the model, we can process large-number images efficiently compared with single node. At first, we do some experiments on the isomorphic Hadoop cluster, and get some results. Besides, as the Hadoop cluster nodes can be heterogeneous, thus the computing speed of each node may different. If the huge number images to be processed are still equably assigned to the heterogeneous cluster, the slowest node in the computing will determine the entire job processing time. In order to save the task operating time, this paper presents task allocation strategy based on genetic algorithm. And using the strategy in the heterogeneous cluster can make the cost time of cluster nodes convergence, save the entire job time.
Genetic Algorithm (GA) is a simulation mechanism of Darwinian's natural selection and genetics computational models of biological evolution process of biological evolution, the process is a way to search the optimal solution by simulating natural evolution, which was originally proposed by J.Holland professor from Michigan University at 1975 [5] . GA is begin with the representation of a population containing potential solutions, and then a certain number of individuals via genes coding consist of the population, each individual is actually entity with chromosomes characteristics [6] . GA is a constantly iterative process [7] . After the initial population generated, the whole population in accordance with the rules of survival of the fittest, through continuous genetic and evolution, eventually produce a near optimal solution of the problem [8, 9] .
II. THE EXPERIMENTAL PLATFORM
Due to the limited experimental conditions, this paper is simulated on virtual machines.
A. Simulation Using Virtual Machines
In this paper, the platform is composed of six machines, including one NameNode and five DataNode. The 6-nodes International Conference on Artificial Intelligence and Industrial Engineering (AIIE 2015) cluster configuration information is shown in the following tables: The Hadoop cluster is isomorphic. The configurations of the DataNode nodes are all the same. This cluster is used to do the first experiment get a best task assignment strategy under the isomorphic Hadoop cluster.
III. THE CORE TECHNOLOGY USED IN THE PROGRAM
This program uses the Hadoop Streaming technology. Hadoop Streaming technology can help users to create and run a special kind of map/reduce jobs. These special jobs can be performed through an executable file or script file which acts as a mapper or reducer. The program is to use a shell script file to act as a mapper implementation. The shell script can call executable files of image processing. The image files are used as input data for the executable file to process and then the processing results are uploaded to file system HDFS [10] .
In the program, image files to be processed should be uploaded to the HDFS at first, and then a filelist is made in a specified directory of Hadoop Streaming's input. The directory contains a set of filelist, files in which the contents are the HDFS paths of image files to be processed, and each line in the file is an image path. Inputsplit is a text file, which is regarded as the input of mapper. The shell script mapper contains the file read-line operation, read the path of the image and get an image, and then call the image processing executable file to deal with the image. Finally, the image processing result is saved back to HDFS. In general, reducer is used for combining the output from mapper, and then exports the final results. In this scenario, mapper is the shell script. The output of mapper is no longer intermediate results. Shell script already contains the operations of getting image files from HDFS, image processing, and upload the results to HDFS and other operations. The map can directly manipulate the image processing results, so the task number of reduce can be set to 0.
IV. THE EXPERIMENTAL RESULTS AND ANALYSIS

A. The experimental process on isomorphic Hadoop cluster
The experimental data are one thousand BMP format image files; each image size is 256×256. The job is to perform binary processing for all images (this job can be replaced with cancer image identification or people recognition in videos). The binary image processing is compiled by the C language. Virtual machine cluster contains six nodes. A JobTracker node is responsible for scheduling the work, and other five TaskTracker nodes are responsible for performing the calculations. The images are assigned to nodes through one file in filelist directory. The file stored 1000 lines text, each line is an image file path. The inputformat is set NLlineInputFormat in the experiment (default value of N is 1), which represents input by line. The document file is the input of job; we can change the size of N by setting the value of linespermap. For instance, if we set linespermap=2, it indicates that every two image files' path severed as an input slice which will be allocated to the idle node. It also represents that each map has to process two image files. In this paper, we use the same dataset of the images to do the experiments. Each time we set a different value of linesmap. Analyzed the experimental results, we obtained a better assignment strategy. The experimental results are shown in the following table and figure: To make full use of the resources of five DataNode, the number of map tasks is not less than the amount of the calculated nodes. Experimental results show that, when the value of linespermap is small, there are a lot of map tasks. And each map task process small amounts of images so as to the image processing accounted for only a small proportion time of the whole task. It means that map task assignment and its start time take up most of the job time, which makes the job inefficient. While increasing the linespermap, the number of map is decreasing, and the job time is shrinking. When the value of linespermap is 200, the job's finished time is shortest. At this time, the job has five map tasks, each slave machine is allocated one, and each task is gonging to process 200 images. The result indicates that when dealing with large quantities of images on the isomorphic Hadoop cluster, equably assigned to the cluster is more efficient than the way divided the task too thin.
B. Optimization of Task Allocation By Ga on Heterogeneous
Hadoop Cluster As the Hadoop architecture is succinct. Using the common computers can be built as Hadoop clusters. It can be that some nodes in the cluster have better calculate ability than the others. It means that if the task equably assigned to the cluster's DataNode, the job may not be efficient.
In order to verify that the GA can optimize task allocation, we build a heterogeneous Hadoop cluster. The cluster also includes 5 DataNode nodes, the hardware configuration of these nodes are not exactly the same. The cluster configuration information is shown in the following tables: Wherein, Slave1~Slave4 contain two processor, Slave5 has only one processor. The rest of the configuration is identical. The experimental data is 1000 BMP format image files which are the same as former experiment. The job is also to perform binary processing for all images. In this experiment, filelist directory has five files, each file contains 200 images' path respectively. The task is equably assigned to the heterogeneous cluster. The experimental result before optimization is showing in the following table. The average cost time of 5 DataNode process an image can be calculated from the experiment. According to the Hadoop Map/Reduce Administration pages, to complete the job costs 559 seconds totally in this experiment.
This paper uses genetic algorithm to optimize the allocation. The encoding mode is using unsigned binary integer to represent the number of images distributed to the 5 DataNode. In this experiment, the initial population is generated by the programs, then after the operation of selection, crossover and mutation, we get the optimized chromosome: The job finished in 486 seconds in this experiment.
Experimental results show that in the heterogeneous cluster, using the optimization of GA can make the processing time of nodes more balanced, improve the problem of fast nodes waiting for the slow one a long time to complete the job. And the job time saves 13% compared with unoptimized.
V. SUMMARY AND FUTURE WORK
This paper is based on the proposed large-number images processing model on Hadoop platform. We study the task allocation strategy for large-number image processing on the isomorphic Hadoop cluster and heterogeneous Hadoop cluster. Firstly, do experiments on the isomorphic Hadoop cluster. The results show that the average allocation of all images to each node is more efficient. As the heterogeneous cluster, this paper presents a task allocation strategy using GA to optimize the allocation of large-number images processing. Experimental results show that the optimization can significantly speed up the image processing.
