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Ultrashort electron bunches are crucial for an increasing number of applications, however, diag-
nosing their longitudinal phase space remains a challenge. We propose a new method that harnesses
the strong electric fields present in a laser driven plasma wakefield. By transversely displacing driver
laser and witness bunch, a streaking field is applied to the bunch. This field maps the time informa-
tion to a transverse momentum change and, consequently, to a change of transverse position. We
illustrate our method with simulations where we achieve a time resolution in the attosecond range.
PACS numbers: 29.27.-a,41.75.Ht,41.85.-p,52.38.-r
The production of ultrashort electron bunches is cru-
cial for many applications such as ultrafast electron
diffraction [1] or short pulse free-electron laser (FEL) op-
eration [2], as the bunch length and consequently X-ray
radiation pulse length determines the achievable time res-
olution and can circumvent limitations from sample dam-
age. Complementary to RF-based accelerators [3, 4], sev-
eral novel acceleration techniques promise to create elec-
tron bunches around or below the few femtosecond (fs)
length, such as laser-plasma accelerators (LPA) [5–7] or
dielectric structures [8]. However, established methods
to measure the longitudinal phase space suffer from se-
vere limitations. The temporal resolution of electro-optic
monitors is limited to 50 fs [9, 10]. Coherent transition
radiation measurements are able to diagnose ultrashort
bunch lengths, yet this is an indirect method that, due
to the lack of phase information, provides no unique so-
lution for the reconstructed bunch shape [7, 11].
Typically, the longitudinal phase space is measured
with a transverse deflecting structure (TDS) [12, 13].
Similar to a streak camera, a TDS uses an RF cavity to
imprint a linear transverse momentum change along the
bunch. In a subsequent drift or imaging beam optic this
momentum change transfers the longitudinal information
into a transverse position. In order to achieve resolutions
down to 1 fs [14–17] these cavities are typically several
meters long. This limits their applicability to compact
accelerators like LPA or to bunches that undergo a short
temporal focus [18, 19], and increases detrimental effects
such as accumulated energy chirp or induced beam offset
[20].
Here, we propose a novel technique that applies a laser-
driven wakefield to streak the electron bunch. We achieve
resolutions well below 1 fs, owing to the high field ampli-
tude and frequency of the plasma wake. Precise knowl-
edge of the electron phase space could then be used to
optimize a compression scheme, or, in the case of LPA,
to gain information and control over the injection mech-
anism.
In the following, we review the theoretical treatment
of transverse deflecting structures [14, 20] and apply it
to laser-driven wakefields. We then discuss two differ-
ent experimental setups: a collinear geometry with co-
propagating electron bunch and laser, and a setup with
an angle between laser and electron beam path. We illus-
trate our method with particle in cell (PIC) simulations,
and discuss limitations on the resolution from beam load-
ing and energy spread.
The transverse momentum change imprinted by a TDS
can be written as
py(ξ) =
eV
c
sin (kξ + Ψ0), (1)
where V is the effective voltage given by the integral
of the transverse electric and magnetic field components
over the structure length, k is the wavenumber, ξ the
longitudinal internal bunch coordinate and Ψ0 defines
the phase of the bunch with respect to the field. Ide-
ally, the bunch is situated at the zero-crossing of the field
(Ψ0 = 0), so that the bunch centroid remains unaffected
and the imprinted deflection is nearly linear along the
bunch. The linearized angular deflection of the beam per
unit length is
S =
∂py
pz∂ξ
=
ekV
cpz
. (2)
Assuming the optimum case of an imaging optic with 90◦
phase advance between TDS and screen, a criterion for
the longitudinal resolution ∆ξ can then be defined as the
angular deflection along the length ∆ξ being larger than
the intrinsic divergence of the unstreaked beam
∆ξ ≥ y
σy,eS
=
ycpz
σy,eekV
. (3)
Here, y is the geometric emittance and σy,e is the rms
bunch size at its focus, which is at the streaking position.
Note that the resolution does not depend on the beam
energy but only on the normalized emittance ny, as the
numerator can be rewritten to ycpz = nymec2.
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Figure 1. Layout of the proposed streaking setup. A short-
pulse laser drives a linear wakefield in a plasma target. The
electron bunch is situated off-axis at the transverse maximum
and longitudinal zero-crossing of the transverse fields. In a
drift or imaging optic after the interaction, the imprinted
momentum change is translated into a change of transverse
position carrying the time information.
Consider a wakefield driven by a Gaussian laser pulse
defined as a2 = a20 exp
(−r2/(2σ2r)) exp (−ζ2/(2σ2z)),
with r2 = x2 + y2, where a = eA/mec2 is the normalized
laser vector potential and σr and σz are the transverse
and longitudinal rms width of the laser intensity, respec-
tively. In the linear regime (a20  1), the electric fields
far behind the laser are given by [5, 21]
Ez(r, ζ) = Ez0 exp
(
− r
2
2σ2r
)
cos (kpζ), (4)
Er(r, ζ) = −Ez0 r
kpσ2r
exp
(
− r
2
2σ2r
)
sin (kpζ), (5)
with Ez0 the amplitude of the longitudinal field com-
ponent and kp =
(
ne2/me0c
2
)1/2
= 2pi/λp the plasma
wavenumber. Here, ζ = z − vgt is the comoving variable
(ζ = 0 at the laser peak) and vg the laser group velocity.
We can realize a TDS-like streaking field using Er(r, ζ).
Transversally, the bunch should be placed at the maxi-
mum of Er, which is at r = σr. If the driver laser and
the bunch propagate collinearly, the delay must be cho-
sen as a multiple of λp/2 to position the bunch at the
longitudinal zero-crossing of Er. The setup is illustrated
in figure 1.
We will assume that the bunch is displaced by σr in y
with respect to the laser. Assuming a constant wakefield
amplitude over a uniform plasma target of length l, the
transverse momentum change is
∆py =
1
c
∫
eEy
∣∣∣
y=σr
dz =
eV
c
sin (kpζ), (6)
with
V =
Ez0l
kpσr
exp
(
−1
2
)
. (7)
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Figure 2. Bunch crossing the streaking wakefield at an an-
gle α in the x-z-plane and at a displacement of σr in the
y-direction. The colors represent the amplitude of Ey from a
PIC simulation, and the electron beam is Gaussian, for illus-
tration. The shown field slice is indicated by the dashed box
on top. Please see text for details.
The longitudinal resolution is then given by equation (3),
with V as in eq. (7).
The transversally quadratic dependence of Ey around
y = σr will result in a spread in the transverse momentum
change and a loss of longitudinal resolution, such that
∆ζ &
√
5
2
(
σy,e
σr
)2
|ζ|. (8)
Therefore σy,e  σr is favorable.
A collinear geometry of laser and electron bunch is di-
rectly applicable to external injection experiments. Here,
an electron bunch from either an RF-driven electron gun
[3, 22], or from a previous plasma target in a staged
setup, is injected into a plasma target for further accel-
eration. With a simple transverse displacement of target
and laser, the plasma target can also act as a bunch di-
agnostic. Our concept is straightforward to implement
in experiments, as only one additional screen is required
to monitor the dispersed beam.
The transverse deflecting plasma stage (TDP) can also
be operated with an angle between the electron beam
and the laser driving the plasma wave. This provides
flexibility, especially space for mirrors needed to couple
the laser in and out of the electron beam path.
The geometry of such a setup can be seen in figure 2.
If the bunch crosses the wakefield in the x-z-plane an off-
set needs to be introduced in the y direction to ensure
a crossing at the maximum amplitude of Ey. vz,e = βc
is defined along the direction of movement of the bunch
in the lab frame, while ζ now is rotated by the angle α
with respect to ~vz,e. In a frame co-moving with the laser,
the bunch moves transversely through the wakefield. The
3direction of movement of the bunch in this frame is in-
dicated by the dashed line in fig. 2. We require the im-
printed streaking signal ∆py, which is proportional to
the integration of Ey along this line, to be only depen-
dent on the longitudinal bunch coordinate and not on the
transverse position in the bunch. Consequently, this line
needs to be perpendicular to ~vz,e. Otherwise, electrons
at the same longitudinal position within the bunch but at
different transverse coordinate will experience a different
change of momentum, smearing out the streaking trace.
The crossing angle α can be found between the bunch
velocity ~vz,e and the phase velocity ~vph of the wakefield
at the bunch position. This implies a condition on vph as
vph = vz,e/ cosα.
For relativistic beams vz,e ≈ c, so that a phase velocity
vph larger than c is necessary. This can be achieved by
introducing a plasma upramp that leads to the desired
phase velocity at the bunch position. Under the assump-
tion that the laser travels at approximately the speed of
light, the plasma ramp can be calculated by solving the
differential equation [23]
dn
dz
=
(
c
vph
− 1
)
2n
ζe
. (9)
The dependence of the bunch position ζe on z can be
calculated as ζe(z) = ζ0 + (vz,e/vgr cosα− 1)z, with the
laser group velocity vgr.
In the following, we illustrate our concept with simu-
lations. The SINBAD linac [24] is a proposed machine
currently being designed at DESY for external injection
experiments, that has an operation mode for the gener-
ation of few- and sub-fs electron bunches. We perform
start-to-end simulations of the plasma-streaked SINBAD
beam: The acceleration in the linac is simulated with the
space charge tracking code Astra [25], followed by the
plasma interaction simulated with the PIC code Warp
[26]. The subsequent tracking of the electron bunch along
the drift to the screen is again performed with Astra.
We consider a beam of 0.5 pC charge that is com-
pressed to a few fs bunch length by means of velocity
bunching [27] and accelerated to 110 MeV. The result-
ing current profile strongly depends on the phase in the
accelerating cavities. Here we choose a detuned phase
that creates a spiky current profile of 7.5 fs rms length
to show the capability of our method as a diagnostic or
even feedback to tune the phase. In its focus after the
acceleration, where the plasma target is placed, the beam
has a transverse size of σx,e = σy,e = 17µm, normalized
emittance of nx = ny = 0.09 mm.mrad, and 0.17 % rms
energy spread. A large electron beam size is desirable as
it reduces the divergence, which in turn determines the
background to the imprinted streaking signal.
The laser intensity needs to be chosen low enough so
that the wavefront curvature caused by wakefield nonlin-
earities is negligible. A strong curvature of the wavefronts
causes an additional correlation of Ey with y that can
smear out the streaking trace. On the other hand, a high
laser intensity is desirable as it increases the wakefield
amplitude. We choose a laser of a0 = 0.3, λl = 0.8µm,
41 fs fwhm length and σr = 75µm focal spot size (3 J
pulse energy). The laser spot size needs to be signifi-
cantly larger than the electron beam size to minimize the
influence of the quadratic dependence of Ey on x and y at
the streaking offset, as indicated by eq. (8). The laser is
polarized in x and is focused into the middle of a plasma
target of 3.5mm length and flat top plasma density of
1 · 1018 cm−3. A high density increases the resolution in
two ways, first by increasing kp, and second by increasing
the voltage V .
The beam is injected externally into the wake at an
offset of yoff = σr = 75µm and at a distance behind the
driver of ζ = −λp = −34µm.
To model the plasma interaction we useWarp in 3D in
the boosted frame (γboost = 10). The simulation box size
is 84 µm x 750 µm x 750 µm with 3150 x 375 x 375 cells
and one particle per cell. During the interaction with the
wakefield the bunch accumulates a change of transverse
momentum ∆py that is correlated with the longitudinal
coordinate, as can be seen in figure 3(a).
At the head and the tail of the bunch the streaking
trace is smeared out. This loss of resolution is caused
by the quadratic dependence of Ey on x and y (see eq.
(8)). Also at head and tail, the curvature caused by the
sine-like dependence of Ey on ζ is visible. Consequently,
for streaking longer bunches, a lower plasma density and
longer plasma wavelength would be desirable.
For the sake of simplicity we do not use an imaging
optics after the plasma. In our specific case, the phase
advance introduced by the drift of 1m amounts to 50◦,
giving rise to a resolution degradation of 23% compared
to the ideal 90◦. The transverse profile of the beam is
then binned to the y axis of a simulated screen, which
gives the longitudinal current profile (see figure 3(b)).
The theoretical resolution calculated from equations
(3) and (7) is 96 as, with kp = 1.9 · 105 m−1 and V =
0.5 MV. This idealized resolution estimate is only valid
in the bunch center as it does not account for the second-
order correlations of Ey given by eq. (8). The resolution
also profits from the low emittance of the electron bunch.
For illustration, another simulation is shown for a ge-
ometry where the laser pulse propagates at an angle of
5◦ in the x-z-plane with respect to the electron beam.
Electron and laser beam parameters are the same as
above. In contrast, the plasma profile is 6.5 mm long
and the density rises linearly from 0.26 · 1018 cm−3 to
1.9·1018 cm−3. This is a linear approximation to the ideal
density profile calculated by numerically solving equation
(9). The electron beam is displaced in the y direction by
yoff = σr = 75µm. After the interaction the beam is
propagated for 1 m as in the collinear geometry. The
longitudinal current profile is obtained again by binning
to the y axis, and is given in blue in fig. 3(b).
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Figure 3. Top: Angular deflection py/pz depending on the
initial longitudinal position zini within the bunch after the
interaction with the streaking wakefield. In a drift or imag-
ing optic, this correlation translates to a correlation of y with
zini. Bottom: Screen image at 1 m drift after the interaction
with the wakefield. The black line is the current profile, re-
constructed by binning the screen image to the y axis. The
initial current profile is given in dashed red for comparison.
For reference, zini corresponding to y on screen is given at the
left axis. The blue line (displaced for visibility) is the current
profile reconstructed from the interaction geometry featuring
a 5◦ angle between laser and electron beam path (see text).
Transverse deflecting structures are intrinsically lim-
ited either in the achievable temporal or energy spread
resolution [14]. The TDP follows exactly the same rea-
soning: At the position of maximum Ey field y = σr,
the longitudinal electric field of the linear wakefield Ez
decays to first order linearly with y. This imprints an ad-
ditional energy spread on the bunch, thereby limiting the
slice energy spread resolution achievable by sending the
streaked bunch into a spectrometer. The accumulated
energy spread is [14]
σE
E
=
eV kpσy,e
pc
. (10)
In the example with collinear geometry shown above, the
beam exits the plasma with 1.4 % rms energy spread,
which agrees with the 1.4 % predicted by the eq. (10).
In our examples, the low bunch charge, which was re-
quired to suppress space charge effects at the accelerator
gun and to achieve the short bunch length, at the same
time also reduces beam loading effects in the plasma.
For higher bunch charge, however, beam loading could
hamper the resolution by overlaying the transverse field
of the laser-driven wake with the beam-driven wakefield.
Equation (6) is then modified by the transverse field of
the beam-driven wake to
∆py =
eV
c
sin (kpζ) +
el
c
(Ey,b(r, ζ) + cBx,b(r, ζ)) . (11)
Following ref. [28], the transverse wake of a Gaussian
beam for (kpσy)2  1 may be approximated as
Ey,b + cBx,b = E0
y
kpσ2y,e
exp
(
− r
2
2σ2y,e
)
Z(ζ), (12)
where E0 = mec2kp/e and Z(ζ) =∫ ζ
∞ kpnˆb/n exp
(−ζ ′2/(2σ2z,e)) sin (kp(ζ − ζ ′))dζ ′. For
an offset beam with respect to the laser, y → y − σr.
According to equ. (11) the mean momentum change is
〈py〉 = eV/c sin (kpζ), and the rms transverse momentum
caused by beam loading is
σpy =
elE0
3kpσy,ec
Z(ζ). (13)
The resolution will then be reduced to ∆ξ >
σpy (eV kp/c)
−1. Owing to the ζ dependence in Z the
impact of beam loading will increase along the bunch
and the bunch head will remain mostly unaffected. For
a longitudinally Gaussian beam, and other beam param-
eters as in the simulations shown above, the resolution
limit at the center of the bunch given by beam loading is
small with only ∆ξ/c > 66 as. However, for higher charge
of 10 pC it increases to 1.3 fs, which dominates over the
theoretical resolution of 96 as from eq. (3). For parame-
ter ranges where beam loading is expected to play a role,
PIC simulations are necessary to study the influence in
depth, since the approximate analytical expressions over-
estimate the effect.
Resolution degradation from beam loading could be
counteracted by increasing the spot size of both laser
and beam while keeping a0 constant, as this decreases the
beam density and therefore the amplitude of the beam
driven wakefield. ∆ξ can also be improved by increasing
a0 and consequently V . Both options call for higher laser
pulse energy.
The plasma target length l can be limited by the onset
of relativistic self-focusing of the laser or by slippage be-
tween the beam and laser. If the laser power P is above
the critical power for relativistic self-focusing Pc(GW) ≈
17.4 (ωl/ωp)
2, the plasma target length should be signif-
icantly shorter than the effective Rayleigh length, i.e.,
l2  z2r/(P/Pc − 1), to avoid strong self-focusing of the
laser [5]. For the parameters above, the Rayleigh length
is zR = 8.8 cm and P/Pc ≈ 2, and this condition is well
satisfied. To neglect slippage effects requires l  λ3p/λ2l ,
which is also well-satisfied for the example considered.
The longitudinal resolution is also influenced by the
plasma density. By tuning the density and consequently
5the plasma wavelength, the resolution and maximum re-
solvable bunch length can be flexibly adjusted to suit
the expected bunch parameters. The required synchro-
nization between laser and bunch also scales with the
density. A jitter of 10 % of the plasma wavelength at
n = 1 · 1018 cm−3 requires a synchronization on the 10 fs
level, which has already been demonstrated at large scale
FEL facilities [29]. Also other error sources like pointing
and positioning jitters could hamper the resolution.
To demonstrate the feasibility of a TDP deflection cal-
ibration in the presence of jitters, simulations are per-
formed with the space charge particle tracking code As-
tra [25]. Astra employs the linear wakefield model ac-
cording to eqs. (4) and (5). The laser evolution is defined
analytically and slippage effects are included, as well as
phase changes due to changes of density. It does not in-
clude beam loading. We use the same parameters as in
the collinear case discussed above, and study first an ar-
rival time jitter between driver laser and witness bunch
of 10 fs rms, and also its combination with a positioning
and pointing jitter of the electron beam of 75 µm and
500 µrad rms, respectively. This is a conservative esti-
mation of the jitters we expect for external injection ex-
periments in combination with a state-of-the-art 100 TW
class laser system. The jitter is imprinted on the electron
beam instead of the laser, though the laser is likely more
prone to these errors. This is an upper estimation of the
jitter influence as a pointing jitter of the electron beam
leads to an additional steering on top of the signal which
is not the case for a pointing jitter of only the laser. To
calibrate the TDP, we perform a delay scan around the
optimal delay of ζ/c = −33µm/c in 0.5µm/c intervals
and simulate 50 shots at each delay. The deflection of the
bunch centroid at the screen at 1 m behind the plasma
target can be seen in figure 4. To reduce the influence
of the curvature of Ey(x, y, ζ), which causes an asym-
metric bunch profile on the screen, we use the median
of the distribution to calculate the centroid rather than
its mean. The calibration, i.e. S, can be calculated from
the plasma wavelength and the voltage. The wavelength
is reconstructed by fitting a sine function (solid red) to
again the median of each 50 shots (dashed blue). For the
voltage the maximum positive and negative deflections of
all samples is used. The calibration obtained from these
jitter-affected simulations differs by -6 % (or +3 % for
the combination) from the one obtained from a linear fit
to the phase space shown in fig. 3(a), which is used in
fig. 3(b). Experimentally, the calibration can eliminate
uncertainties from unknown parameters. For example,
both the exact plasma profile as well as the transverse
laser profile are not important as long as they are stable,
since the imprinted streaking signal is given by the inte-
grated field along the plasma profile. Deviations from the
theoretical shape will then be included in the calibration.
In conclusion, we present a new technique that allows
to directly diagnose ultrashort electron bunches with a
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Figure 4. Astra simulations of a delay scan including an
arrival time jitter of 10 fs rms between driver laser and witness
bunch (a) or 10 fs timing jitter as well as 500 µrad pointing
and 75 µm positioning jitter (b). For each delay 50 shots are
simulated. Plasma, laser and bunch parameters are like in the
PIC simulation from fig. 3. The gray dots show the median
of each bunch profile in y on the screen. The wavelength is
reconstructed from a sine fit (solid red) to the median of all
shots at each delay (dashed blue) to (a) 32µm or (b) 35µm.
The deflection amplitude is obtained from the minimum and
maximum deflections to (a) 4.0mm or (b) 4.8mm.
resolution well below 1 fs. It harnesses the strong trans-
verse fields in a linear plasma wakefield to map the
longitudinal bunch profile into a transverse momentum
change. Compared to TDS cavities, the increase in reso-
lution is owed to the high field strength and to the short
scale of the plasma wavelength.
For optimum resolution, the electron bunch needs to
be focused to spot sizes much smaller than the driver
laser. The method therefore is well-suited for accelerators
intrinsically featuring small beam sizes, such as laser-
plasma accelerators or injectors for LPA booster stages.
The technique presented here also drastically shortens
the structure length from several meters to millimeters.
Such a short interaction length is crucial for applications
where the bunch shape changes quickly, which is the case
for ultrashort bunches produced by ballistic bunching
[18]. Especially for the diagnostic of laser-plasma acceler-
ated bunches this technique also intrinsically offers good
synchronization and therefore jitter tolerance, since parts
of the same laser pulse could be used to first generate and
then diagnose the bunch.
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