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Exotic symmetric space over a finite field, III
Toshiaki Shoji and Karine Sorlin∗
Abstract. Let X = G/H × V , where V is a symplectic space such that G =
GL(V ) and H = Sp(V ). In previous papers, the authors constructed character
sheaves on X , based on the explicit data. On the other hand, there exists a
conceptual definition of character sheaves on X based on the idea of Ginzburg in
the case of symmetric spaces. Our character sheaves form a subset of Ginzburg
type character sheaves. In this paper we show that these two definitions actually
coincide, which implies a classification of Ginzburg type character sheaves on X .
Introduction
Let k be an algebraic closure of a finite field Fq with odd characteristic. Let
V be a 2n-dimensional vector space over k and let G = GL(V ). There exists an
involutive automorphism θ on G such that H = Gθ ≃ Sp2n. Put Gιθ = {g ∈ G |
θ(g) = g−1}, which is isomorphic to the symmetric space G/H . We consider the
variety X = Gιθ × V on which H acts diagonally. In [SS], [SS2], the intersection
cohomology complexes associated to H-orbits on X were studied. In particular, the
set of character sheaves X̂ on X was defined in [SS] as a certain set of H-equivariant
simple perverse sheaves on X . We consider the Fq-structure on X with Frobenius
map F : X → X , and denote by X̂ F the set of F -stable character sheaves A ∈ X̂ (i.e.
such that F ∗A ≃ A). It was shown in [SS2] that the set of characteristic functions of
character sheaves in X̂ F forms a basis of the space Cq(X ) of HF -invariant functions
on X F , as far as q is large enough.
Our definition of character sheaves on X was based on the explicit data of sim-
ple perverse sheaves on X . However, there exists a more conceptual approach for
defining character sheaves. In fact, Ginzburg [Gi] defined character sheaves on sym-
metric spaces in a way independent of the classification, which is a generalization of
Lusztig’s definition of character sheaves, and Grojnowski [Gr] classified thus defined
character sheaves in the case of G/H . As pointed out by Henderson and Trapa
[HT], it is possible to extend Ginzburg type definition of character sheaves on the
symmetric space G/H to our variety X ≃ G/H × V . We denote the set of thus
defined character sheaves by X̂ ′, tentatively. Then we have X̂ ⊂ X̂ ′, and in fact,
X̂ corresponds to the so-called principal series part of X̂ ′. As an analogue of the
theory of character sheaves on reductive groups, it is natural to expect that the set
of F -stable character sheaves X̂ ′F will produce a basis of Cq(X ). So we conjectured
in [SS2] that X̂ = X̂ ′. The aim of this paper is to show that the equality holds true.
∗supported by ANR JCJC REPRED, ANR-09-JCJC-0102-01.
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On the other hand, for any finite dimensional vector space V over k, we consider
the variety X1 = G × V with G = GL(V ), on which G acts diagonally. The set
of character sheaves on X1, which is a certain set of G-equivariant simple perverse
sheaves on X1, was introduced by Finkelberg, Ginzburg and Travkin [FGT]. We de-
note it as X̂ ′1. They call these character sheaves as mirabolic character sheaves. Also
a certain explicitly classified subset X̂1 of X̂ ′1 was introduced in [FGT], and studied
extensively by them in connection with affine Grassmannian and Hall algebras, and
by Achar and Henderson [AH] in connection with the geometry of the enhanced
nilpotent cone. They conjecture that X̂ ′1 = X̂1 in [FGT, Conjecture 1]. In this
paper, we prove their conjecture, and give a positive answer to Lusztig’s question
whether X̂ ′F1 will produce a basis of Cq(X1).
Our strategy is quite similar to the case of character sheaves developed by Lusztig
[L3, I]. We consider a variety X which is a direct product of various X ,X1 as above
and of various GL2m/Sp2m, GLm. We construct induction functors and restriction
functors on a certain category related to X , and define a cuspidal character sheaf as
in the case of original character sheaves, by making use of restriction functors. We
show that in our case cuspidal character sheaves only occur in the case where G is
a torus, and that any character sheaf in X̂ ′ is obtained as a simple direct summand
of the induction from the Borel subgroup. This gives the required identity X̂ = X̂ ′.
The authors would like to thank the referees for valuable suggestions, especially
for informing them about Braden’s theorem, which contributed to improve the con-
tent of the paper.
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0. Preliminaries on perverse sheaves
0.1. In this section, we list up some known properties of perverse sheaves which
will be used later (mainly after Section 3). The basic references for them are [BBD]
and [BL]. Let k be an algebraic closure of a finite field Fq. For an algebraic variety
X over k, let DX = Dbc(X, Q¯l) be the bounded derived category of constructible
Q¯l-sheaves. Let DX
≤0 be the full subcategory of DX whose objects are those K
in DX such that, for any integer i, dim supp HiK ≤ −i. Let DX≥0 be the full
subcategory of DX whose objects are those K such that DK ∈ DX≤0, where DK
is the Verdier dual of K. The category of perverse sheaves MX is defined as the
full subcategory of DX whose objects are those K ∈ DX≤0 ∩ DX≥0. Hence MX
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is the heart of the t-structure of DX defined by (DX≤0,DX≥0), and is an abelian
category in which all objects have finite length.
We put DX≤n = DX≤0[−n] and DX≥n = DX≥0[−n] for an integer n. The
inclusion DX≤n → DX has a right adjoint pτ≤n : DX → DX≤n, and the inclusion
DX → DX≥n has a left adjoint pτ≥n : DX≥n → DX . We have a cohomological
functor pH0 := pτ≥0
pτ≤0 ≃ pτ≤0pτ≥0 : DX → MX . The perverse cohomology
functor pH i : DX →MX is defined by pH iK = pH0(K[i]) for i ∈ Z. For K ∈ DX ,
a simple perverse sheaf A ∈ MX is said to be a perverse constituent of K if A is
isomorphic to a simple constituent of some pH iK.
(0.1.1) Let K ∈ DX . Then K belongs to DX≤n if and only if pH iK = 0 for i > n.
A similar results holds also for DX≥n.
(0.1.2) Let F be a functor from DX to DY between triangulated categories. Let
K ∈MX , and assume that F (A) ∈ DY ≤n for any simple constituent A of K. Then
we have F (K) ∈ DY ≤n. Similar results hold also for DY ≥n and for MY .
(0.1.3) Assume that A ∈ DX≤0 and B ∈ DX≥1. Then
Hom(A,B) = 0.
In fact this follows from the adjointness property of pτ≤0.
0.2. Let f : X → Y be a morphism between algebraic varieties X and Y . We
have functors f∗, f! : DX → DY and f
∗, f ! : DY → DX which satisfy the following
adjointness properties; for any A ∈ DX,B ∈ DY ,
Hom(f ∗B,A) = Hom(B, f∗A),(0.2.1)
Hom(f!A,B) = Hom(A, f
!B).(0.2.2)
If f is proper, f∗ = f!. If f is smooth with connected fibres of dimension d, f
! =
f ∗[2d]. In this case, we set f˜ = f ∗[d].
Assume that f is smooth with connected fibres of dimension d. The following
properties are well-known (see [BBD, 4.2.5]); let K ∈ DY . Then K ∈ DY ≤0 if and
only if f˜K ∈ DX≤0, and K ∈ DY ≥0 if and only if f˜K ∈ DX≥0. Hence K ∈MY if
and only if f˜K ∈ MX . Moreover, the perverse cohomology functor pH i commutes
with f˜ . We have
(0.2.3) If K ∈ DY ≤0, K ′ ∈ DY ≥0, then
HomDY (K,K
′) = HomDX(f˜K, f˜K
′).
In particular, f˜ :MY →MX is fully faithful.
0.3. If G is an algebraic group acting on X , we denote by DG(X) the G-
equivariant derived category on X in the sense of Bernstein and Lunts [BL], which
is a triangulated category with t-structure. As its heart, we have a categoryMG(X)
of G-equivariant perverse sheaves. We have forgetful functors DG(X) → DX ,
MG(X)→MX . If G is connected, MG(X)→MX is fully faithful.
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If G acts on X, Y , and f : X → Y is a G-equivariant map, the functors f! :
DX → DY , f ∗ : DY → DX can be lifted to the functors between DG(X) and
DG(Y ), which we denote by the same symbols f!, f ∗. If f is a principal G-bundle,
then f ∗ : DG(Y ) → DG(X) factors through an equivalence DY ∼−→D
G(X) by [BL,
2.2.5]. We denote by f♭ : DG(X)→ DY the inverse of this equivalence.
0.4. Let T be a torus acting freely on X , and L be a local system of T of rank
one. We denote by DL(X) the full subcategory of DX whose objects are complexes
K such that a∗K ≃ L ⊠K ∈ D(T ×X), where a : T ×X → X is the action of T .
DL(X) inherits the t-structure of DX , and we denote its heart byML(X). We have
forgetful functors DL(X) → DX , ML(X) → MX , and the latter is fully faithful.
These properties come from [BL]. If an algebraic group G acts on X , commuting
with the action of T , then one can define DGL (X) and M
G
L(X) in an obvious way.
The following remark ([Gr, 0.6]) is basic.
(0.4.1) Let T be a functor DX → DY which sends distinguished triangles in
DX to those in DY , and commutes with degree shift (such as the composite of
f!, f
∗, f♭ and degree shift). Take K ∈ DX . If A is a perverse constituent of T (K),
then A is a perverse constituent of T (A′) for some perverse constituent A′ of K.
In fact, this follows easily from the perverse cohomology long exact sequence
associated to the distinguished triangle (T (K1), T (K2), T (K3)), where
(K1, K2, K3) = (
pH iK[−i], pτ≥iK,
pτ≥i+1K)
is the distinguished triangle obtained by applying the functor pτ≥0 to the distin-
guished triangle (pτ≤0(K[i]), K[i],
pτ≥1(K[i])).
0.5. Assume that Gm acts on a variety X . An object K ∈ D(X) is called
weakly equivariant if K ∈ DL(X) for some local system L on Gm, where DL(X) is
defined as in 0.4, without assuming the freeness of the action. Let X0 be the closed
subvariety of X consisting of fixed points by Gm. We define varieties
X+ = {x ∈ X | lim
t→0
t · x ∈ X0}
X− = {x ∈ X | lim
t→∞
t · x ∈ X0}.
Let i± : X0 →֒ X± and p± : X± →֒ X be the inclusion maps. The following result
of Braden is crucial for later discussions.
Theorem 0.6 (Braden [B, Theorem 1, Theorem 2]). Assume that X is a normal
variety with Gm-action. For a weakly equivariant object K in D(X), there exists a
natural isomorphism
(i+)!(p+)∗K ≃ (i−)∗(p−)!K.
Moreover, if K is a weakly equvariant simple perverse sheaf on X, then (i+)!(p+)∗K
is a semisimmple complex on X0.
The following lemma is also useful to apply Braden’s theorem to our setting in
later discussions (see also Braden [B, Lemma 6]).
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Lemma 0.7 (Springer [Sp, Proposition 1]). Let q : Y → Z be a vector bundle
with Gm-action, where Gm acts trivially on Z. Assume that Gm acts linearly on
each fibre of q with strictly positive weights. Let i : Z →֒ Y be the inclusion of the
zero section. Then for a weakly equivariant object K ∈ D(Y ), there exists natural
isomorphisms i!K ∼−→ q!K, q∗K ∼−→ i
∗K.
1. Intersection cohomology on Gιθ × V -revisited
1.1. We follow the notation in [SS]. In particular, G = GL(V ) with dimV = 2n,
and θ : G→ G is an involutive automorphism onG such thatH = Gθ ≃ Sp2n. Let B
be a θ-stable Borel subgroup of G containing a θ-stable maximal torus T . As in [SS],
put X = Gιθ × V on which H acts diagonally, where Gιθ = {g ∈ G | θ(g) = g−1},
which coincides with the set {gθ(g)−1 | g ∈ G}. Let M0 ⊂ M1 ⊂ · · · ⊂ M2n = V
be the total flag in V stabilized by B, here M0 ⊂ · · · ⊂ Mn is the isotropic flag
corresponding to Bθ, and we have Mn+i = M
⊥
n−i for i = 1, . . . , n. Extending the
notations in [SS, 3.1], we define, for any integer 0 ≤ m ≤ 2n,
X˜m = {(x, v, gB
θ) ∈ Gιθ × V ×H/Bθ | g−1xg ∈ Bιθ, g−1v ∈Mm},
Xm =
⋃
g∈H
g(Bιθ ×Mm),
Y˜m = {(x, v, gB
θ) ∈ Gιθreg × V ×H/B
θ | g−1xg ∈ Bιθreg, g
−1v ∈ Mm},
Ym =
⋃
g∈H
g(Bιθreg ×Mm),
where Gιθreg, B
ιθ
reg are as in [SS, 1.8]. We consider the diagram
(1.1.1) T ιθ
α(m)
←−−− X˜m
π(m)
−−−→ Xm,
where π(m)(x, v, gBθ) = (x, v) and α(m)(x, v, gBθ) = p(g−1xg) (p : Bιθ → T ιθ is
the projection). For a tame local system E on T ιθ, consider the complex Km =
Km,T,E = (π
(m))∗(α
(m))∗E [dimXm]. In the case where m = n, the structure of Kn
was described in [SS, Theorem 4.2]. In this section, we shall extend it to the case
Kn′ where n
′ is any integer 0 ≤ n′ ≤ 2n.
1.2. First we consider the case where n′ ≤ n. (What we need in later
discussions is the case where n′ ≥ n. We include the case n′ < n just for the
reference.) We fix an integer n′ ≤ n, and write Xn′ ,Yn′, π(n
′), etc. as X ′,Y ′, π′,
etc. Let ψ′ : Y˜ ′ → Y be the restriction of π′ on Y˜ ′. As in [SS, 3.2], for each subset
I ⊂ [1, n′] such that |I| = m, we define a subsetMI ofMn′ , and a map ψI : Y˜I → Y0m,
where Y0m = Ym\Ym−1 and
Y˜I = H ×
Bθ∩ZH (T
ιθ) (T ιθreg ×MI).
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Then Y˜I can be identified with a subset of Y˜ ′. Put (Y˜+m)
′ = (ψ′)−1(Y0m). We define
W = NH(T
ιθ)/ZH(T
ιθ) ≃ Sn, and let W
′ be a subgroup of W corresponding to the
subgroup Sn′ × Sn−n′ of Sn. Then W ′ acts naturally on (Y˜+m)
′, and we have as in
[SS, (3.4.1)]
(Y˜+m)
′ =
∐
I⊂[1,n′]
|I|=m
Y˜I =
∐
w∈W ′/W ′
m
w(Y˜[1,m]),
whereW ′
m
is the stabilizer of [1, m] inW ′ (i.e.,W ′
m
≃ Sm×Sn′−m×Sn−n′). We denote
by ψ′m : (Y˜
+
m)
′ → Y0m the restriction of ψ
′ on (Y˜+m)
′. Then ψ′m is W
′-equivariant with
respect to the trivial action of W ′ on Y0m. Let α0 (resp. αI) be the restriction of
α : X˜ → T ιθ to Y˜ (resp. to Y˜I). Let E be a tame local system on T ιθ. Then as in
[SS, (3.4.2)], we have
(ψ′m)∗α
∗
0E|Y˜ ′ ≃
⊕
I⊂[1,n′]
|I|=m
(ψI)∗α
∗
IE .
In the following discussion, we denote the restriction of α∗0E on various subvarieties
such as Y˜ ′, (Y˜+m)
′ etc. simply by α∗0E if there is no fear of confusion.
1.3. By [SS, 3.2], the map ψI is factorized as
ψI : Y˜I
ξI−−−→ ŶI
ηI−−−→ Y0m,
and the map ξI is a locally trivial fibration with fibre isomorphic to (SL2/B2)
I′ ≃
PI
′
1 , and the map ηI is a finite Galois covering with Galois groupWI , where I
′ is the
complement of I in [1, n], and WI is the stabilizer of I in W, i.e., WI ≃ Sm×Sn−m.
The map αI is factored as αI = βI ◦ ξI by the map βI : ŶI → T ιθ. Let EI = β∗IE
be a local system on ŶI , and WEI the stabilizer of EI in WI . We put WEI = Wm,E
if I = [1, m]. Then by [SS, (3.4.3)] and by the remark below (3.4.3), we have
End((ηI)∗EI) ≃ Q¯l[WEI ], the group algebra of WEI , and (ηI)∗EI is decomposed as
(ηI)∗EI ≃
⊕
ρ∈W∧
EI
ρ⊗Lρ,
where Lρ = Hom(ρ, (ηI)∗EI) is a simple local system on Y
0
m.
Put W˜ ′ =W ′⋉ (Z/2Z)n
′
, which is the direct product of the Weyl group of type
Cn′ and Sn−n′. Let W ′E =W
′ ∩WE and W ′m,E =W
′ ∩WEI for I = [1, m]. We define
W˜ ′E =W
′
E ⋉ (Z/2Z)
n′, W˜ ′
m,E =W
′
m,E ⋉ (Z/2Z)
n′. Then by a similar argument as in
[SS, 3.5], we see that
(1.3.1) (ψ′m)∗α
∗
0E ≃ H
•(Pn−n
′
1 )⊗
⊕
ρ∈W
∧
m,E
Ind
W˜ ′
E
W˜ ′
m,E
(H•(Pn
′−m
1 )⊗ ρ)⊗ Lρ,
where ρ is considered as a W ′
m,E -module by the restriction, and then is extended
to W˜ ′
m,E -module (trivial extension), and H
•(Pn
′−m
1 ) is regarded as an Sn′−m ⋉
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(Z/2Z)n
′−m-module through the Springer action of (Z/2Z)n
′−m and the Sn′−m ac-
tion arising from permutations of factors in Pn
′−m
1 . We extend ρ to a W˜
′
m,E -module
ρ˜ in such a way that the i-th factor Z/2Z acts trivially on ρ˜ if i ≤ m, and acts
non-trivially otherwise. We define a W˜ ′E -module V˜
′
ρ by V˜
′
ρ = Ind
W˜ ′
E
W˜ ′
m,E
ρ˜. Note that
V˜ ′ρ is not necessarily irreducible. The formula (1.3.1) can be rewritten as
(1.3.2) (ψ′m)∗α
∗
0E ≃
( ⊕
ρ∈W∧
m,E
V˜ ′ρ ⊗ Lρ
)
[−2(n−m)] +N ′m,
where N ′m is a sum of various Lρ[−2i] for ρ ∈ W
∧
m,E with 0 ≤ i < n − m (cf.
Appendix (a)).
For each m ≤ n′, let ψ
′
m be the restriction of ψ
′ on (ψ′)−1(Ym). We show
the following formula, which is an analogue of (3.6.1*) in Appendix. Note that
dm = dimYm.
(ψ
′
m)∗α
∗
0E ≃
⊕
0≤m′≤m
⊕
ρ∈W∧
m
′,E
V˜ ′ρ ⊗ IC(Ym′,Lρ)[−2(n−m
′)] +N
′′
m,(1.3.3)
where N
′′
m is a sum of various IC(Ym′,Lρ)[−2i] for ρ ∈ W
∧
m
′,E with 0 ≤ i < n−m
′.
We show (1.3.3) by induction on m. In the case where m = 0, (ψm)∗α
∗
0E
coincides with (ψm)∗α
∗
0E . Hence (1.3.3) holds by (1.3.2). Assume that (1.3.3) holds
for m− 1. Here Ym−1 is a closed subset of Ym and Y0m = Ym\Ym−1. The restriction
of (ψ
′
m)∗α
∗
0E on Y
0
m (resp. on Ym−1) coincides with (ψ
′
m)∗α
∗
0E (resp. (ψ
′
m−1)∗α
∗
0E).
Since (ψ
′
m)∗α
∗
0E is a semisimple complex, it is a direct sum of various A[i], where A
is a simple perverse sheaf. As in the discussion in the proof of (3.6.1*) in Appendix,
if supp A ∩ Y0m 6= ∅, such A can be given by the formula for (ψ
′
m)∗α
∗
0E in (1.3.2). If
supp A ∩ Y0m = ∅, then supp A ⊂ Ym−1, and such A can be given by the formula
(1.3.3) by induction hypothesis. Now take A such that supp A ∩ Y0m 6= ∅. As
discussed in Appendix, if there is no contribution of A|Ym−1 to the former factors
of (1.3.3) for (ψ
′
m−1)∗α
∗
0E , we obtain the formula (1.3.3) for m. But by comparing
(1.3.1) and (3.5.2) in Appendix (or in [SS]), such A is exactly the same A appearing
in the decomposition of (ψm)∗α
∗
0E . Then by the discussion in the proof of (3.6.1*) in
Appendix, we see that A|Ym−1 gives no contribution to the former factors in (3.6.1*)
for (ψm−1)∗α
∗
0E . Hence it gives no contribution for the former factors of (1.3.3) as
asserted. This proves (1.3.3) for m.
By considering the case where m = n′, we obtain the following result, which is
an analogue of Proposition 3.6 in [SS] (see Appendix).
Proposition 1.4. (ψ′)∗α
∗
0E [dn′] is a semisimple complex on Y
′, equipped with W˜ ′E-
action, and is decomposed as
ψ′∗α
∗
0E [dn′] ≃
⊕
0≤m≤n′
⊕
ρ∈W
∧
m,E
V˜ ′ρ ⊗ IC(Ym,Lρ)[dm − 2(n− n
′)] +N
′
n′,
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where N
′
n′ is a sum of various IC(Ym,Lρ)[dm− 2i] for ρ ∈ W
∧
m,E with m− n
′ ≤ i <
n− n′.
The following result is a generalization of Theorem 4.2 in [SS].
Theorem 1.5. Assume that n′ ≤ n and let Kn′,T,E = π′∗α
∗E [dn′]. Then under the
notation in Proposition 1.4, we have
Kn′,T,E ≃
⊕
0≤m≤n′
⊕
ρ∈W∧
m,E
V˜ ′ρ ⊗ IC(Xm,Lρ)[dm − 2(n− n
′)] +M′n′,
where Mn′ is a sum of various IC(Xm,Lρ)[dm− 2i] for ρ ∈ W∧m,E with m−n
′ ≤ i <
n− n′.
Proof. Let X 0m = Xm\Xm−1. Put X˜
+
m = (π
(n))−1(X 0m) and (X˜
+
m)
′ = (π′)−1(X 0m).
Hence (X˜+m )
′ is a closed subvariety of X˜+m . In [SS, 4.3], for each subset I of [1, n]
such that |I| = m, a subset XI of X˜+m was introduced, and it was proved in [SS,
Lemma 4.4] that X˜+m is a disjoint union of X˜I , where I runs over the set of subsets
of [1, n] such that |I| = m, and X˜I gives an irreducible component of X˜+m . This
argument can be applied also for the case of (X˜+m )
′, and we have
(1.5.1) (X˜+m)
′ =
∐
I⊂[1,n′]
|I|=m
X˜I ⊂
∐
I⊂[1,n]
|I|=m
X˜I = X˜
+
m .
In particular, the first equality gives the decomposition of (X˜+m)
′ into (a disjoint
union of) irreducible components.
Let πm be the restriction of π on X˜
+
m , and π
′
m that of π
′ on (X˜+m )
′. As in the
case α∗0E , we denote the restriction of α
∗E on various varieties such as X˜ ′, (X˜+m)
′,
etc. by α∗E . Then the decomposition of X˜+m into irreducible components implies
that (πm)∗α
∗E ≃
⊕
I(πI)∗α
∗E , where πI : X˜I → X 0m is the restriction of π to X˜I for
each I ⊂ [1, n]. Then it follows from (1.5.1) that
(1.5.2) (π′m)∗α
∗E is a direct summand of (πm)∗α
∗E .
The following formula is an analogue of Proposition 4.8 in [SS].
(1.5.3) (π′m)∗α
∗E ≃ H•(Pn−n
′
1 )⊗
⊕
ρ∈W∧
m,E
H•(Pn
′−m
1 )⊗ V
′
ρ ⊗ IC(X
0
m,Lρ).
(Here V ′ρ = Ind
W ′
E
W ′
m,E
ρ is regarded as a vector space, ignoring the W ′E -module struc-
ture, which coincides with V˜ ′ρ as a vector space.) We show (1.5.3). Y
0
m is an open
dense smooth subset of X 0m, and the restriction of (π
′
m)∗(α
′)∗E on Y0m coincides with
(ψ′m)∗(α
′
0)
∗E . By (1.3.1), we have a similar formula as (1.5.3) for (ψ′m)∗(α
′
0)
∗E . Note
that (π′m)∗(α
′)∗E is a semisimple complex. Hence, in order to show (1.5.3), it is
enough to see that supp A ∩ Y0m 6= ∅ for any direct summand A[i] (A: simple per-
verse sheaf) of (π′m)∗(α
′)∗E . But by (1.5.2), and Proposition 4.8 in [SS], we see that
EXOTIC SYMMETRIC SPACE, III 9
any simple perverse sheaf appearing in the decomposition of (π′m)∗(α
′)∗E is of the
form IC(X 0m,Lρ) up to shift, hence its support has a non-trivial intersection with
Y0m. Thus (1.5.3) is proved.
Let π′m be the restriction of π
′ on (π′)−1(Xm). By a similar discussion as in
the proof of (1.3.3), by using (1.5.3) and (Appendix (4.9.1*)) instead of (1.3.1)
and (Appendix (3.6.1*)), one can show the following formula for any m such that
0 ≤ m ≤ n′.
(π′m)∗α
∗E [dm]
≃
⊕
0≤m′≤m
⊕
ρ∈W∧
m
′,E
V˜ ′ρ ⊗ IC(Xm′ ,Lρ)[dm′ − 2(n−m)] +M
′
m,(1.5.4)
where M′m is a sum of various IC(Xm′ ,Lρ)[dm′ − 2i] for ρ ∈ W
∧
m
′,E with m
′ −m ≤
i < n−m. The theorem follows from (1.5.4) by putting m = n′. 
1.6. We consider the case where n′ > n. By fixing such an n′, we consider
the objects X ′,Y ′, π′, ψ′, etc. as before. Mn′ can be written as Mn′ = M⊥n0 for an
integer n0, and if we choose a suitable symplectic basis {e1, . . . , en, f1, . . . , fn} of V
consisting of eigenvectors for T , we have Mn′ =〈e1, . . . , en0 , en0+1, fn0+1, . . . , en, fn〉.
For each I ⊂ [1, n0], J ⊂ [n0 + 1, n], we define a subset MI,J of Mn′ by
MI,J =MI ×
∏
j∈J
〈ej , fj〉
∗
whereMI is as in 1.2, and〈ei, fi〉
∗ =〈ei, fi〉 \{0}. Then MI,J is a Bθ∩ZH(T ιθ)-stable
subset of Mn′. We have a partition Mn′ =
∐
I,J MI,J , and
⋃
g∈H g(T
ιθ
reg×MI,J) ⊂ Y
0
m
for m = |I|+ |J |. Put
Y˜I,J = H ×
Bθ∩ZH (T
ιθ) (T ιθreg ×MI,J).
Then Y˜I,J can be identified with a subset of Y˜. Put (Y˜+m)
′ = (ψ′)−1(Y0m) for 0 ≤
m ≤ n. Then we have
(Y˜+m)
′ =
∐
|I|+|J |=m
Y˜I,J .
One can check that Y˜I,J are irreducible, and this gives a decomposition of (Y˜+m)
′ into
irreducible components. But note that Y˜I,J are not equidimensional. As in 1.2, we
denote by ψ′m : (Y˜
+
m)
′ → Y0m the restriction of ψ
′ on (Y˜+m)
′, and ψI,J : Y˜I,J → Y0m the
restriction of ψ′ on Y˜I,J . Then under a similar notation as in 1.2, we have
(1.6.1) (ψ′m)∗(α
′
0)
∗E ≃
⊕
I⊂[1,n0],J⊂[n0+1,n]
|I|+|J |=m
(ψI,J)∗α
∗
I,JE .
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For I ⊂ [1, n0], we define a parabolic subgroup ZH(T ιθ)I of ZH(T ιθ) as in [SS,
3.2]. Then MI,J is ZH(T
ιθ)I-stable, and one can define
ŶI,J = H ×
ZH (T
ιθ)I (T ιθreg ×MI,J).
As in [SS, (3.2.1)], the map ψI,J is decomposed as
ψI,J : Y˜I,J
ξI,J
−−−→ ŶI,J
ηI,J
−−−→ Y0m,
where ξI,J is a locally trivial fibration with fibre isomorphic to P
I′
1 ≃ P
n−|I|
1 . Here
we consider the variety
ŶI∪J = H ×
ZH (T
ιθ)I∪J (T ιθreg ×MI∪J)
and the map ηI∪J : ŶI∪J → Y0m as in [SS, 3.4], which is a finite Galois covering with
group WI∪J . Note that MI∪J ⊂ MI,J and ZH(T ιθ)I∪J ⊂ ZH(T ιθ)I . It follows that
the inclusion T ιθreg ×MI∪J →֒ T
ιθ
reg ×MI,J induces a map ϕ : ŶI∪J → ŶI,J such that
ηI∪J = ηI,J ◦ ϕ. Here we have
ŶI∪J ≃ H/P1 × T
ιθ
reg, ŶI,J ≃ H/P2 × T
ιθ
reg,
where P1 = ZZH (T ιθ)I∪J (z), P2 = ZZH (T ιθ)I (z) for z ∈ T
ιθ
reg×MI∪J . Since P1 = P2, we
see that ϕ gives an isomorphism ŶI∪J ∼−→ŶI,J . The map βI,J : ŶI,J → T
ιθ is defined
similarly to βI∪J as in [SS, 3.4]. We put EI,J = β∗I,JE and EI∪J = β
∗
I∪JE . Then we
have
(1.6.2) (ηI,J)∗EI,J ≃ (ηI∪J)∗EI∪J .
Thus as in (3.5.2) in [SS], we have by (1.6.1) and (1.6.2),
(1.6.3) (ψ′m)∗(α
′
0)
∗E|(Y˜+m)′ ≃
⊕
I,J
|I|+|J |=m
⊕
ρ∈W∧
I∪J,E
H•(PI
′
1 )⊗ ρ⊗ Lρ.
1.7. For each 1 ≤ m ≤ n, let X 0m = Xm\Xm−1 as before. For each (x, v) ∈
Gιθ × V , one can associate a subspace W (x, v) of V as in [SS, 4.3], and we have by
[SS, (4.3.3)]
X 0m = {(x, v) ∈ G
ιθ × V | dimW (x, v) = m}.
Put (X˜+m )
′ = (π′)−1(X 0m). For (x, v, gB
θ) ∈ (X˜+m )
′, we define its level (I, J) (I ⊂
[1, n0], J ⊂ [n0 + 1, n]) as follows; assume that (x, v) ∈ B
ιθ ×Mn′ and that x = su,
the Jordan decomposition of x with s ∈ T ιθ. V is decomposed into eigenspaces
of s as V = V1 ⊕ · · · ⊕ Vt. Then v ∈ Mn′ can be written as v = v1 + · · · + vt
with vi ∈ Mn′ ∩ Vi since Mn′ is s-stable. Let ui be the restriction of u on Vi.
Thus (ui, vi) ∈ (Gi)
ιθ
uni × Vi with Gi = GL(Vi). Now Mn′ ∩ Vi has a basis which
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is a subset of the basis {e1, . . . , en, f1, . . . , fn}. By using this basis, we decompose
Mn′ ∩ Vi = E ′i ⊕E
′′
i with E
′
i =Mn0 ∩ Vi. Let vi be the image of vi in (Mn′ ∩ Vi)/E
′
i,
and ui the linear map on (Mn′ ∩ Vi)/E ′i induced from ui. Let mi = dimk[ui]vi and
m′′i = dim k[ui]v
′
i, where k[ui]vi = 〈vi, uivi, u
2
i vi, . . .〉, and similarly for k[ui]v
′
i. We
have m′′i ≤ mi, and
∑
imi = m since (x, v) ∈ X
0
m. Put m
′
i = mi − m
′′
i . Then
m′i = dim(k[ui]vi ∩ E
′
i). The basis of Vi is given by {ej , fj | j ∈ Ki} for a subset
Ki of [1, n]. Then the basis of E
′
i is given by {ej | j ∈ K
′
i} and the basis of E
′′
i
is given by {ej , fj | j ∈ K ′′i } for subsets K
′
i = [1, n0] ∩ Ki, K
′′
i = [n0 + 1, n] ∩ Ki.
As in [SS, 4.3], we define a subset Ii of [1, n0] as the first m
′
i letters in K
′
i, and put
I =
∐
i Ii. Similarly, we define a subset Ji of [n0 + 1, n] as the first m
′′
i letters in
K ′′i , and put J =
∐
i Ji. From the construction, we have I ⊂ [1, n0], J ⊂ [n0 + 1, n]
and |I| + |J | = m, and the attachment (x, v) 7→ (I, J) depends only on the Bθ-
conjugate of (x, v). Thus we have a well-defined map (x, v, gBθ) 7→ (I, J). We
define a subvariety X˜I,J of (X˜+m)
′ by
X˜I,J = {(x, v, gB
θ) ∈ (X˜+m )
′ | (x, v, gBθ) 7→ (I, J)}.
Then Y˜I,J is an open dense subset of X˜I,J for each I, J . The following lemma can
be proved in a similar way as [SS, Lemma 4.4].
Lemma 1.8.
(X˜+m )
′ =
∐
I⊂[1,n0],J⊂[n0+1,n]
|I|+|J |=m
X˜I,J .
1.9 As in [SS, 4.5] we consider the spaces W0 = Mm, V 0 = W
⊥
0 /W0, and put
G1 = GL(W0), G2 = GL(V 0). Then V 0 has a natural symplectic structure, and G2
is identified with a θ-stable subgroup of G. Let B1 be a Borel subgroup of G1 which
is the stabilizer of the flag (Mk)0≤k≤m, and B2 be a θ-stable Borel subgroup of G2
which is the stabilizer of the flag (Mm+1/Mm ⊂ · · · ⊂ M⊥m/Mm) in G2. Put
G˜1 = {(x, gB1) ∈ G1 ×G1/B1 | g
−1xg ∈ B1},
G˜ιθ2 = {(x, gB
θ
2) ∈ G
ιθ
2 ×G
θ
2/B
θ
2 | g
−1xg ∈ Bιθ2 },
and define maps π1 : G˜1 → G1, π
2 : G˜ιθ2 → G
ιθ
2 by first projections. For a fixed
m ≤ n, we consider the varieties
G0m = {(x, v,W ) | (x, v) ∈ G
ιθ × V,W =W (x, v), dimW = m} ≃ X 0m,
H0m = {(x, v,W, φ1, φ2) | (x, v,W ) ∈ G
0
m,
φ1 : W ∼−→W0, φ2 :W
⊥/W ∼−→V 0 (symplectic isom.) },
and morphisms
q1 : H
0
m → G
0
m, (x, v,W, φ1, φ2) 7→ (x, v,W ),
σ1 : H
0
m → G1 ×G
ιθ
2 , (x, v,W, φ1, φ2) 7→ (φ1(x|W )φ
−1
1 , φ2(x|W⊥/W )φ
−1
2 ).
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Extending the discussion in [SS, 4.8], we define a subset X˜♠I,J of (X˜
+
m)
′ as follows;
For (x, v) ∈ Gιθ ×Mn′ with x = su ∈ Gιθ such that s ∈ T ιθ, the subsets Ki, K ′i, K
′′
i
of [1, n] are defined as before. We define X˜♠I,J as the set of all H-conjugates of
(x, v, wγB
θ) ∈ (X˜+m )
′ such that |w−1γ (K
′
i)∩ I| = m
′
i and |w
−1
γ (K
′′
i )∩J | = m
′′
i for each
i and for all the possible choice of (x, v) and wγ ∈ WH , where wγ is the distinguished
representative of the coset γ ∈ Γ = WH,s\WH . Then X˜
♠
I,J is a closed subset of
(X˜+m)
′ containing X˜I,J . (X˜I,J coincides with the H-conjugates of (x, v, wγBθ) such
that w−1γ (K
′
i) ∩ I consists of the first m
′
i letters in w
−1
γ (K
′
i) and that w
−1
γ (K
′′
i ) ∩ J
consists of the first m′′i letters in w
−1
γ (K
′′
i )). We define a map ϕI,J : X˜
♠
I,J → G
0
m by
(x, v, gBθ) 7→ (x, v,W (x, v)). Define a variety
Z♠I,J = {(x, v, gB
θ, φ1, φ2) | (x, v, gB
θ) ∈ X˜♠I,J , φ1 : U ∼−→W0, φ2 : U
⊥/U ∼−→ V 0},
where U = W (x, v), and define maps
qI,J : Z
♠
I,J → X˜
♠
I,J , (x, v, gB
θ, φ1, φ2) 7→ (x, v, gB
θ),
ϕ˜I,J : Z
♠
I,J →H
0
m, (x, v, gB
θ, φ1, φ2) 7→ (x, v,W (x, v), φ1, φ2).
We define a map σI,J : Z
♠
I,J → G˜1× G˜
ιθ
2 , (x, v, gB
θ, φ1, φ2) 7→ ((x1, g1B1), (x2, g2Bθ2))
as follows; let U = W (x, v), and put x1 = φ1(x|U)φ
−1
1 ∈ G1, x2 = φ2(x|U⊥/U )φ
−1
2 ∈
Gιθ2 . Let (Mk)0≤k≤2n be the total flag in V as before, and let (Ui) be the total flag in
U obtained from (U∩g(Mk))0≤k≤2n. This defines an x1-stable total flag inW0 via φ1,
and we denote the corresponding element in G1/B1 by g1B1. Thus (x1, g1B1) ∈ G˜1.
Contrast to the case in [SS, 4.5], g(Mn) is not necessarily contained in U
⊥, but one
can check that (g(Mn)∩U⊥) +U/U is a maximal isotropic subspace in U = U⊥/U .
Hence we obtain an isotropic flag (U j) on U from ((g(Mk)∩U⊥)+U/U)0≤k≤n. This
defines an x2-stable isotropic flag in V 0 via φ2, and (x2, g2B
θ
2) ∈ G˜
ιθ
2 is determined
from this. Thus σI,J is defined.
We have a commutative diagram
(1.9.1)
G˜1 × G˜ιθ2
σI,J
←−−− Z♠I,J
qI,J
−−−→ X˜♠I,J
π1×π2
y yϕ˜I,J yϕI,J
G1 ×G
ιθ
2
σ1←−−− H0m
q1
−−−→ G0m,
where the right hand square is a cartesian square. We consider the fibre product Cm
of G˜1 × G˜ιθ2 with H
0
m over G1 × G
ιθ
2 , and let cI,J : Z
♠
I,J → Cm be the natural map
obtained from the diagram (1.9.1). Note that Cm is the same variety given in [SS,
4.8]. Let Cm =
∐
α Cα be the α-partition of Cm defined in [loc. cit.]. We show by a
similar argument as in the proof of [SS, (4.8.2)] that
(1.9.2) The restriction of cI,J on c
−1
I,J(Cα) is a locally trivial fibration over Cα.
EXOTIC SYMMETRIC SPACE, III 13
In fact, under the notation in [SS, 4.8], for z = (x, v, φ1, φ2, (U i)) ∈ Cα with x :
unipotent, the fibre c−1I,J(z) is given as
c−1I,J(z) ≃ {(Vk) ∈ F
θ
x(V ) | Vn0 ⊂ U
⊥, ((Vk ∩ U
⊥) + U/U)→ (U j)}.
(In this case, I = [1, m′1] and J = [n0 + 1, n0 + m
′′
1] with m = m
′
1 + m
′′
1.) Then
as in [SS, 4.8], c−1I,J(Cα,uni) → Cα,uni gives a locally trivial fibration, where Cα,uni is
the restriction of Cα to its unipotent part. On the other hand, under the general
setting, take (x, v, U, φ1, φ2) ∈ H0m and (x1, g1B1) ∈ G˜1, (x2, g2B
θ
2) ∈ G˜
ιθ
2 so that it
gives an element z ∈ Cα. Then γ1 ∈ Γ1 is determined from (x1, g1B1) and γ2 ∈ Γ2
is determined from (x2, g2B
θ
2), where Γ1, Γ2 are given by the semisimple part s1, s2
of x1, x2. Now γ ∈ Γ is determined from (γ1, γ2) as follows; we assume that the
semisimple part s of x is contained in T ιθ. The sets K ′i, K
′′
i are determined as
before. Put KI =
∐
iK
′
i ∩ I and KJ =
∐
iK
′′
i ∩ J . Put K
+ = KI ∪KJ and let K−
be the complement of K+ in [1, n]. Then wγ1 (resp. wγ2) is regarded via φ1 (resp.
φ2) as a permutation on K
+ (resp. K−). We define a permutation w ∈ Sn by
w−1(j) =
{
w−1γ1 (j) if j ∈ K
+,
w−1γ2 (j) if j ∈ K
−.
We take γ = WH,sw ∈ WH,s\WH . Then wγ satisfies the condition that |w−1γ (Ki) ∩
I| = m′i and |w
−1
γ (Ki) ∩ J | = m
′′
i for each i. We have a bijection between (γ1, γ2)
arising from G˜1 × G˜ιθ2 and γ arising from Z
♠
I,J . Then for such z ∈ Cα, c
−1
I,J(z) is
contained in Fγu (V ), and by using the argument in the unipotent case, we see that
c−1I,J(Cα)→ Cα is a locally trivial fibration. Hence (1.9.2) is proved.
By using a similar argument as in the proof of Proposition 4.8 in [SS1], it follows
from (1.6.3) that
Proposition 1.10. (π′m)∗(α
′)∗E|(X˜+m)′ [dm] is a semisimple complex and is decom-
posed as
(π′m)∗(α
′)∗E|(X˜+m)′ [dm] ≃
⊕
I,J
|I|+|J |=m
⊕
ρ∈W∧
I∪J,E
H•(PI
′
1 )⊗ ρ⊗ IC(X
0
m,Lρ)[dm].
We can now prove
Theorem 1.11. Assume that n′ > n and let Kn′,T,E = π
′
∗(α
′)∗E [dn′]. Then Kn′,T,E is
a semisimple complex in D(X ), and its simple summands (up to shift) are contained
in the set
⋃
0≤m≤n{IC(Xm,Lρ)[dm] | ρ ∈ W
∧
m,E}.
Proof. For each 0 ≤ m ≤ n, let π′m be the restriction of π
′ on (π′)−1(Xm). Since π
′
m
is proper, (π′m)∗(α
′)∗E [dm] is a semisimple complex. Since (π
′
n′)∗(α
′)∗E [dn′] coincides
with Kn′,T,E (note that d
′
n = dn if n
′ > n), it is enough to show that its simple
summands (up to shift) are contained in the set
⋃
0≤m′≤m{IC(Xm′ ,Lρ)[dm′ ] | ρ ∈
W∧
m
′,E}. But this is proved by a similar discussion as in [SS, 4.9] (see also Appendix,
II), thanks to Proposition 1.10. 
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Although the explicit decomposition of Kn′,T,E is complicated in general, Kn′,T,E
has a simple description for n′ = 2n as follows.
Proposition 1.12.
K2n,T,E ≃ H
•(Pn1)⊗
⊕
ρ∈W∧
E
ρ⊗ IC(Xn,Lρ)[dimXn],
where WE is the stabilizer of E in W ≃ Sn, and Lρ is a simple local system on an
open dense subset of Xn = X . Moreover, we have
IC(Xn,Lρ) ≃ IC(G
ιθ,L′ρ)⊠ (Q¯l)V ,
where L′ρ is a simple local system on an open dense subset of G
ιθ, and (Q¯l)V is a
constant sheaf Q¯l on V .
Proof. We consider the map π(2n) : X˜2n → X2n = X as in 1.1. We consider a variety
G˜ιθ = {(x, gBθ) ∈ Gιθ ×H/Bθ | g−1xg ∈ Bιθ}
and the diagram
T ιθ
α(0)
←−−− G˜ιθ
π(0)
−−−→ Gιθ,
where π(0) : (x, gBθ) 7→ x, α(0) : (x, gBθ) 7→ p(g−1xg). Then X˜2n ≃ G˜
ιθ × V , and
π(2n) can be identified with the map π(0)×id. HenceK2n,T,E ≃ K0,T,E⊠(Q¯l)V [dimV ],
where K0,T,E = π
(0)
∗ (α(0))∗E [dimGιθ]. By Grojnowski [Gr, Lemma 7.4.4], we know
the decomposition of the semisimple complex K0,T,E (see Theorem 1.16 and (1.15.2)
in [SS]). In particular, we have
(1.12.1) K2n,T,E ≃ H
•(Pn1)⊗
⊕
ρ∈W∧
E
ρ⊗ IC(Gιθ,L′ρ)[dimG
ιθ]⊠ (Q¯l)V [dim V ].
It follows that K2n,T,E is a semisimple complex such that each simple summand (up
to shift) has its support X = Xn. By Theorem 1.11, any simple summand in K2n,T,E
is of the form IC(Xm,Lρ) up to shift for some 0 ≤ m ≤ n. Hence it should be
IC(Xn,Lρ). Under the notation in [SS, 3.4], we have a commutative diagram
Y˜+n
ψn
−−−→ Y0n
f˜
y yf
G˜ιθreg
ψ0−−−→ Gιθreg,
where f˜ , f are natural projections. Since ψn, ψ0 are Galois coverings with Galois
group Sn, this square is a cartesian square. It follows that
f ∗(IC(Gιθ,L′ρ)|Gιθreg) ≃ IC(Xn,Lρ)|Y0n.
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This shows that IC(Gιθ,L′ρ) ⊠ (Q¯l)V |Y0n ≃ IC(Xn,Lρ)|Y0n, which implies the second
assertion. The first assertion follows from this by (1.12.1). The proposition is
proved. 
1.13. We fix s ∈ T ιθ. Let U be the unipotent radical of B. We consider a
variety
Z = {(x, v,gBθ, g′Bθ) ∈ Gιθ × V ×H/Bθ ×H/Bθ
| g−1xg ∈ (sU)ιθ, g−1v ∈Mn, g
′−1xg′ ∈ (sU)ιθ, g′
−1
v ∈Mn},
where (sU)ιθ := sU ∩Gιθ. We consider a partition H/Bθ×H/Bθ =
∐
w∈Wn
Xw into
H-orbits, and put Zw = p−1(Xw), where p : Z → H/Bθ × H/Bθ is the projection
onto the last two factors. Recall that νH = dimU
θ. The following result will be
used later.
Proposition 1.14. Let O be an H-orbit in X , and put c = dimO.
(i) We have dim(O ∩ ((sU)ιθ ×Mn)) ≤ c/2.
(ii) For z = (x, v) ∈ O, we have
dim{gBθ ∈ H/Bθ | g−1xg ∈ (sU)ιθ, g−1v ∈Mn} ≤ νH − c/2.
(iii) dimZw ≤ 2νH for all w ∈ Wn. Hence dimZ ≤ 2νH .
Proof. First we show (iii). The projection p is H-equivariant. A representative of
the H-orbit Xw is given by (B
θ, wBθ). Hence in order to show (iii), it is enough to
see that
dim{(x, v) ∈ (sU)ιθ×Mn | (w˙
−1xw˙, w˙−1v) ∈ (sU)ιθ ×Mn}
≤ 2νH − dimXw
(1.14.1)
for each w ∈ Wn, where w˙ is a representative of w in H . Then x ∈ Bιθ∩wBιθ can be
written as x = su = s′u′ with u ∈ U , s′ = wsw−1 ∈ T , u′ ∈ wU . Hence s′ = s and
u = u′ ∈ U ιθ ∩wU ιθ. Moreover v ∈Mn∩w(Mn). It follows that the left hand side of
(1.14.1) is less than or equal to dim(U ιθ ∩wU ιθ)+dim(Mn∩w(Mn)). One can check
that dim(Mn∩w(Mn)) = ♯{i ∈ [1, n] | w−1(i) > 0}. On the other hand, if we denote
the set of positive roots of type Cn by ∆
+ = {εi±εj(1 ≤ i < j ≤ n), 2εi(1 ≤ i ≤ n)},
we see that dim(U ∩ wU)θ = dim(U ∩ wU)ιθ + bw, where
bw = ♯{2εi ∈ ∆
+ | w−1(2εi) > 0}.
It is easy to see that bw = dim(Mn ∩ w(Mn)). Hence we have dim(U ∩ wU)ιθ +
dim(Mn∩w(Mn)) = dim(U ∩
wU)θ. Since dimXw = 2νH−dim(U ∩
wU)θ, we obtain
(1.14.1). Thus (iii) follows.
Next we show (ii). Let q : Z → Gιθ×V be the projection to the first two factors.
For each H-orbit O, we consider q−1(O). We may assume that q−1(O) is non-empty,
since otherwise the variety in (ii) is empty. By (iii), we have dim q−1(O) ≤ 2νH .
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On the other hand, let Yz be the variety given in (ii). Then for each z ∈ O,
q−1(z) ≃ Yz × Yz. Hence dim Yz = (dim q−1(O) − dimO)/2 ≤ νH − c/2, and (ii)
follows.
Finally we show (i). Consider the variety
(1.14.2) XO = {(x, v), gB
θ) ∈ O ×H/Bθ | g−1xg ∈ (sU)ιθ, g−1v ∈Mn},
and let α : XO → O be the projection onto O-factor, and β : XO → H/Bθ the
projection onto H/Bθ. Then for each z ∈ O, the fibre α−1(z) is isomorphic to the
variety Yz given in (ii). Hence dimXO = dim Yz + dimO ≤ νH + c/2. On the other
hand, each fibre of β is isomorphic to the variety O ∩ ((sU)ιθ ×Mn). Hence
dim(O ∩ ((sU)ιθ ×Mn)) = dimXO − dimH/B
θ ≤ c/2,
and (i) holds. The proposition is proved. 
Corollary 1.15. Let O be an H-orbit in X containing z0 = (x0, v0). Let x0 = su
be the Jordan decomposition. Assume that s ∈ T ιθ, u ∈ U ιθ and that v0 ∈Mn. Then
we have
dim(O ∩ ((sU)ιθ ×Mn)) =
1
2
dimO.
Proof. Let XO be the variety defined in (1.14.2). We follow the notation in the proof
of Proposition 1.14. In particular, c = dimO. By Proposition 1.14 (ii), we have
dimYz ≤ νH − c/2 for any z = (x, v) ∈ O. We want to show that
(1.15.1) dimYz = νH − c/2.
Let L = ZG(s), and consider XL = L
ιθ × V . Let πL1 : (X˜L)uni → (XL)uni be the
map π1 defined in [SS, 2.4] with respect to XL. We have XL ≃
∏
iG
ιθ
i × Vi, where
Gi = GL2ni and dimVi = 2ni. Here (u, v0) ∈ (XL)uni, and we consider (π
L
1 )
−1(u, v0).
Let O0 be the Lθ-orbit of (u, v0) in (XL)uni. In the proof of Theorem 5.4 in [SS], it
was shown that dim π−11 (z) = νH − dimO
′/2 for any H-orbit O′ in Xuni containing
z. Applying this to our setting, we have
dim(πL1 )
−1(u, v0) = νLθ − dimO0/2
= (dimZLθ(u, v0)− rank L
θ)/2
= (dimZH(z0)− rank H)/2
= νH − dimO/2.
Here Yz contains a variety isomorphic to (π
L
1 )
−1(u, v0) for z = z0. Since dimYz is
constant for any z ∈ O, this implies that dimYz ≥ νH − c/2. Hence (1.15.1) holds.
Now the corollary follows by a similar argument as in the proof of Proposition 1.14
(i). 
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2. Intersection cohomology on GL(V )× V
2.1. In this section, we assume that V is an n-dimensional vector space over k,
and G = GL(V ). We consider the variety X = G × V on which G acts diagonally.
Put Xuni = Guni × V . Then Xuni is a closed G-stable subset of X isomorphic to the
enhanced nilpotent cone gnil × V studied extensively by Achar and Henderson [AH]
and Travkin [T]. The following fact was proved independently by [AH] and [T].
Proposition 2.2 ([AH, Proposition 2.3], [T, Theorem 1]). The set of G-orbits of
gnil × V is in bijection with Pn,2, the set of double partitions of n.
2.3. The explicit correspondence is given as follows; for x ∈ gnil, put Ex =
{g ∈ End(V ) | gx = xg}. Then Ex is an x-stable subspace of End(V ). For
(x, v) ∈ gnil × V , E
xv is an x-stable subspace of V . Assume that the Jordan type
of x is ν, a partition of n. Let λ(1) be the Jordan type of x|Exv and λ(2) the Jordan
type of x|V/Exv. Then ν = λ(1) + λ(2), and we have λ = (λ(1), λ(2)) ∈ Pn,2. The
correspondence (x, v) 7→ λ gives the above bijection. We denote by Oλ the G-orbit
in gnil × V (or the G-orbit in Xuni) corresponding to λ ∈ Pn,2. Note that the orbit
containing (x, 0) corresponds to λ = (∅, λ(2)). In that case, Oλ coincides with Oν ,
the G-orbit containing x in gnil, with ν = λ
(2).
Proposition 2.4 ([AH, Theorem 3.9]). For λ,µ ∈ Pn,2, Oµ ⊆ Oλ if and only if
µ ≤ λ, where µ ≤ λ is the partial order on Pn,2 given in [SS, 1.7].
Recall that a(λ) = 2 · n(λ) + |λ(2)| (cf. [SS2, 5.1]).
Proposition 2.5 ([AH, Proposition 2.8]). Let λ = (λ(1), λ(2)) ∈ Pn,2, and put
ν = λ(1) + λ(2). Let (x, v) ∈ Oλ. Then we have
(i) ZG(x, v) is a connected algebraic group of dimension a(λ).
(ii) dimOλ = dimOν + |λ(1)| = n2 − a(λ), where Oν is the G-orbit in gnil
containing x.
2.6. Let B = TU be a Borel subgroup of G, with a maximal torus T and the
unipotent radical U . Let M0 = {0} ⊂ M1 ⊂ M2 ⊂ · · · ⊂ Mn−1 ⊂ Mn = V be the
total flag stabilized by B. We fix a basis {e1, . . . en} of V such thatMm =〈e1, . . . , em〉
for any m, and that ei are weight vectors for T . Let W = NG(T )/T be the Weyl
group of G. Then W ≃ Sn is identified with the permutation group of the basis
{e1, . . . , en}. We define a subset M[1,m] of Mm as before, i.e.,
M[1,m] = {v =
m∑
j=1
ajej ∈Mm | aj 6= 0 for any j}.
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For any 0 ≤ m ≤ n, we define varieties
X˜m = {(x, v, gB) ∈ G× V ×G/B | g
−1xg ∈ B, g−1v ∈Mm},
Xm =
⋃
g∈G
g(B ×Mm),
Y˜m = {(x, v, gT ) ∈ G× V ×G/T | g
−1xg ∈ Treg, g
−1v ∈M[1,m]},
Ym =
⋃
g∈G
g(Treg ×M[1,m]),
where Treg is the set of regular semisimple elements in T . In the rest of this section,
we fix m, and define maps π : X˜m → Xm by π(x, v, gB) = (x, v), ψ : Y˜m → Ym by
ψ(x, v, gT ) = (x, v). Since Y˜m ≃ G× T (Treg×M[1,m]), Y˜m is smooth and irreducible.
Let W
m
be the stabilizer of {e1, . . . , em} in W . Hence Wm ≃ Sm × Sn−m. Then
the map ψ : Y˜m → Ym is a finite Galois covering with group Wm, thus Ym is also
smooth irreducible. We have
(2.6.1) dim Y˜m = dimYm = dimG+m.
Note that X˜m ≃ G×
B(B×Mm) is smooth and irreducible, and the map π : X˜m → Xm
is proper, surjective. Hence Xm is a G-stable irreducible closed subvariety of X .
Since Xm ⊃ Ym, and dimYm = dim X˜m, we see that
(2.6.2) The closure Ym of Ym coincides with Xm.
Let Xm,uni = Xm ∩ Xuni, and put X˜m,uni = π−1(Xm,uni). Let π1 : X˜m,uni → Xm,uni
be the restriction of π. Since X˜m,uni ≃ G×B (U ×Mm), X˜m,uni is smooth, irreducible
with dim X˜m,uni = dimGuni +m. Moreover, π1 is surjective. We note that
(2.6.3) Xm,uni = Oλ for λ = ((m), (n−m)).
In fact, by the explicit correspondence given in 2.3, we see that Oλ ⊂ Xm,uni. Since
ν = (m)+ (n−m) = (n), x is a regular unipotent element. Thus by Proposition 2.5
(ii), dimOλ = dimGuni +m. This implies that dim X˜m,uni = dimOλ ≥ dimXm,uni,
and so dimOλ = dimXm,uni. Since Xm,uni is irreducible, the claim follows.
Proposition 2.7. Let µ = (µ(1), µ(2)) ∈ Pn,2 be such that |µ
(1)| = m, |µ(2)| = n−m.
Then Oµ ⊂ Xm,uni, and for (x, v) ∈ Oµ, we have
dim π−11 (x, v) =
1
2
(dimXm,uni − dimOµ)
=
1
2
(dimGuni +m− dimOµ).
Proof. If we put λ = ((m), (n−m)), then µ ≤ λ. Hence by Proposition 2.4 and by
(2.6.3) we have Oµ ⊂ Oλ = Xm,uni. Here we have µ
(1) ≤ (m), µ(2) ≤ (n −m) with
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respect to the dominance order of partitions. Note that our map π1 : X˜m,uni → Xm,uni
coincides with the map πλ : F˜λ → Oλ for λ = ((m), (n − m)) given in [AH, 3.2].
Hence by Proposition 4.4 (1) in [AH] we have dim π−11 (x, v) = (dimOλ−dimOµ)/2.
The proposition follows. 
2.8. We consider the diagram
T
α0←−−− Y˜m
ψ
−−−→ Ym,
where α0(x, v, gT ) = p(g
−1xg) (p : B → T is the projection). Let E be a tame local
system on T . Let W
m,E be the stabilizer of E in Wm. Since ψ is a finite Galois
covering with Galois group W
m,E , ψ∗α
∗
0E is a semisimple local system on Ym, and is
decomposed as
(2.8.1) ψ∗α
∗
0E ≃
⊕
ρ∈W∧
m,E
ρ⊗ Lρ,
where Lρ is a simple local system on Ym.
We consider the diagram
T
α
←−−− X˜m
π
−−−→ Xm,
where α(x, v, gB) = p(g−1xg). We consider the complex Km,T,E = π∗α
∗E [dimXm].
In the case where E = Q¯l, the structure of Km,T,E was described by Finkelberg and
Ginzburg [FG, Corollary 5.4.2]. The general case is done in a similar way, namely
we have the following result.
Theorem 2.9. Km,T,E is a semisimple perverse sheaf on Xm equipped with Wm,E-
action, and is decomposed as
π∗α
∗E [dimXm] ≃
⊕
ρ∈W∧
m,E
ρ⊗ IC(Xm,Lρ)[dimXm].
Proof. Ym is an open dense smooth subset of Xm, and π−1(Ym) ≃ Y˜m. Hence
the restriction of π∗α
∗E on Ym coincides with the local system ψ∗α∗0E . In Propo-
sition 5.4.1 (i) in [FG], it was proved that the map π : X˜m → Xm is small, in
the sense that there exists a stratification Xm =
∐
i≥0Xi such that X0 = Ym and
that dim π−1(x, v) < (codim Xi)/2 for (x, v) ∈ Xi if i > 0. Then π∗α
∗E [dimXm]
is a semisimple perverse sheaf, and is isomorphic to the intersection cohomology
IC(Xm, ψ∗α∗0E)[dimXm]. Thus the theorem follows from (2.8.1). 
2.10. We consider the case where E = Q¯l. Then π∗α∗Q¯l = π∗Q¯l, and
π∗Q¯l|Xm,uni ≃ (π1)∗Q¯l. Moreover Wm,E = Wm. Since π1 is semismall by [FG,
Corollary 5.4.2], and π1 is G-equivariant, (π1)∗Q¯l[d
′
m] (d
′
m = dimXm,uni) is a G-
equivariant semisimple perverse sheaf on Xm,uni. Since the number of G-orbits in
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Xm,uni is finite, and the isotropy subgroup of each orbit is trivial, we can write as
(2.10.1) (π1)∗Q¯l[d
′
m] ≃
⊕
O⊂Xm,uni
ρO ⊗ AO,
where AO = IC(O, Q¯l)[dimO] and ρO = Hom(AO, (π1)∗Q¯l[d
′
m]) is a Wm-module.
Note thatW
m
≃ Sm×Sn−m, andW∧m is parametrized by the set Pn,2(m) = {(λ, µ) ∈
Pn,2 | |λ| = m, |µ| = n − m}. We denote by V(λ,µ) = Vλ ⊗ Vµ the (standard)
irreducible W
m
-module corresponding to (λ, µ) ∈ Pn,2(m), We have the following
result as stated in 3.9 (11) in [FGT].
Theorem 2.11 (Springer correspondence). (i) (π1)∗Q¯l[d
′
m] is a semisimple per-
verse sheaf on Xm,uni equipped with Wm-action, and is decomposed as
(π1)∗Q¯l[d
′
m] ≃
⊕
µ∈Pn,2(m)
Vµ ⊗ IC(Oµ, Q¯l)[dimOµ]
(ii) For each µ ∈ Pn,2(m), let Lµ = Lρ be the simple local system on Ym corre-
sponding to ρ = Vµ ∈ W∧m. Then we have
IC(Xm,Lµ)|Xm,uni ≃ IC(Oµ, Q¯l)[a],
where a = dimOµ − dimXm,uni.
Proof. The following argument was inspired by [FGT, Theorem 1] and [AH, Propo-
sition 4.6]. Put
Gm = {(x, v,W ) |W ⊂ V, dimW = m, v ∈ W,x(W ) ⊂W}.
Then π : X˜m → Xm is factored as π = π′′ ◦ π′, where π′ : X˜m → Gm, (x, v, gB) 7→
(x, v, g(Mm)), π
′′ : Gm → Xm, (x, v,W ) 7→ (x, v). Put V = V/Mm, and G1 =
GL(Mm), G2 = GL(V ). Let B1 be a Borel subgroup of G1 which is the stabilizer
of the flag M1 ⊂ · · · ⊂ Mm in G1, and B2 a Borel subgroup of G2 which is the
stabilizer of the flag Mm+1/Mm ⊂ · · · ⊂ V/Mm = V in G2. Put G˜i = {(x, gBi) ∈
Gi × Gi/Bi | g−1xg ∈ Bi} and pi : G˜i → Gi, (x, gBi) 7→ x for i = 1, 2. We consider
the commutative diagram
(2.11.1)
G˜1 × G˜2 ←−−− Zm −−−→ X˜m
p1×p2
y y yπ′
G1 ×G2
s
←−−− Hm
q
−−−→ Gmyπ′′
Xm,
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where
Hm = {(x, v,W,φ1, φ2) | (x, v,W ) ∈ Gm,
φ1 : W ∼−→Mm, φ2 : V/W ∼−→V },
and q is the projection on the first three factors, s is the map defined by
s : (x, v,W, φ1, φ2) 7→ (φ1(x|W )φ
−1
1 , φ2(x|V/W )φ
−1
2 ).
Zm is the fibre product of X˜m and Hm over Gm, which is isomorphic to the fibre
product of G˜1 × G˜2 and Hm over G1 × G2. One can check that q is a principal
bundle with group G1 × G2, and that s is a locally trivial fibration with smooth
connected fibre of dimension n2 +m. Let Ki = (pi)∗Q¯l[dimGi] for i = 1, 2. Then it
is well-known that
K1 ≃
⊕
λ∈Pm
Vλ ⊗ IC(G1,Lλ)[dimG1](2.11.2)
K2 ≃
⊕
µ∈Pn−m
Vµ ⊗ IC(G2,Lµ)[dimG2],
where Vλ is the irreducible Sm-module, and Lλ is a simple local system defined on
(G1)reg corresponding to λ ∈ Pm, and similarly for G2. We consider the complex
K1 ⊠K2 on G1 ×G2. By the property of the maps s, q (see 0.2, 0.3), there exists a
unique semisimple perverse sheaf Am on Gm such that
(2.11.3) q∗(Am)[m
2 + (n−m)2] ≃ s∗(K1 ⊠K2)[n
2 +m].
Then by using the fact that π is small, the following formula can be proved by a
standard argument.
(2.11.4) π′′∗(Am) ≃ π∗Q¯l[dimXm].
Now Am can be decomposed by (2.11.2) as
Am ≃
⊕
µ∈Pn,2(m)
Vµ ⊗ Aµ,
where Aµ is a simple perverse sheaf on Gm defined as in (2.11.3), but by replacing
Ki by IC(Gi,Lµ(i))[dimGi]. By Theorem 2.9, we have
π∗Q¯l[dimXm] ≃
⊕
µ∈Pn,2(m)
Vµ ⊗ IC(Xm,Lµ)[dimXm].
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By considering the restriction of the diagram (2.11.1) to the regular semisimple part
(cf. [SS, Lemma 4.7]), (2.11.4) implies that
(2.11.5) (π′′)∗Aµ ≃ IC(Xm,Lµ)[dimXm]
for any µ ∈ Pn,2(m).
On the other hand, by considering the restriction of the diagram (2.11.1) to the
unipotent part, one gets the diagram
(G1)uni × (G2)uni
s1←−−− Hm,uni
q1−−−→ Gm,uni
π′′1−−−→ Xm,uni.
As in the above case, for µ = (µ(1), µ(2)) ∈ Pn,2(m) one can define a simple perverse
sheaf Bµ on Gm,uni by the condition that
q∗1Bµ[m
2 + (n−m)2] ≃ s∗1
(
IC(Oµ(1) , Q¯l)[cµ(1) ]⊠ IC(Oµ(2) , Q¯l)[cµ(2) ])
)
[n2 +m],
where cλ = dimOλ for a partition λ. It was proved by [AH, Proposition 4.6] that
(2.11.6) (π′′1)∗Bµ ≃ IC(Oµ, Q¯l)[dimOµ].
By the Springer correspondence for GLn, the restriction of IC(Gi,Lµ(i)) on (Gi)uni
coincides with IC(Oµ(i) , Q¯l), up to shift, for i = 1, 2. Thus by comparing (2.11.5)
with (2.11.6), one sees that the restriction of IC(Xm,Lµ) on Xm,uni coincides with
IC(Oµ, Q¯l), up to shift. This proves (ii), up to shift. Then (i) follows. The degree
shift a in (ii) can be easily computed from (i). 
Remark 2.12. By applying Theorem 4.5 in [AH] to the case πλ : F˜λ → Xm,uni
with λ = ((m), (n−m)), one gets
(π1)∗Q¯l[d
′
m] ≃
⊕
µ∈Pn,2(m)
Vµ ⊗ IC(Oµ, Q¯l)[dimOµ],
where Vµ is regarded as a multiplicity space ignoring the Wm-action. By comparing
this with (2.10.1), we obtain
(π1)∗Q¯l[d
′
m] ≃
⊕
µ∈Pn,2(m)
ρOµ ⊗ IC(Oµ, Q¯l)[dimOµ],
where dim ρOµ = dimVµ. However, in order to show that ρOµ = Vµ, one needs some
additional arguments.
2.13. For z = (x, v) ∈ Xm, put
B(m)z = {gB ∈ G/B | x
−1gx ∈ B, g−1v ∈Mm}.
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Then π−1(z) ≃ B(m)z . Since Hiz(π∗Q¯l) ≃ H
i(B(m)z , Q¯l), H i(B
(m)
z , Q¯l) is equipped with
the W
m
-module structure, called the Springer representation of W
m
. By taking the
stalk in the formula in Theorem 2.11 (i), we have, for z ∈ Xm,uni,
H i(B(m)z , Q¯l) ≃
⊕
µ∈Pn,2(m)
Vµ ⊗H
i−dimXm,uni+dimOµ
z IC(Oµ, Q¯l).
By Proposition 2.7, dimB(m)z = (dimXm,uni − dimOµ)/2 for z ∈ Oµ with µ ∈
Pn,2(m). . Put dµ = dimB
(m)
z . It follows from the above formula that
H2dµ(B(m)z , Q¯l) ⊃ Vµ ⊗H
0
z IC(Oµ, Q¯l) ≃ Vµ
since H0(x,v) IC(Oµ, Q¯l) ≃ Q¯l. Let cµ be the number of irreducible components
of B(m)z , for z ∈ Oµ, of maximum dimension. By the above formula, we have
dimVµ ≤ cµ. By a similar argument as in [SS, Lemma 3.5 (iii)], one can show∑
µ∈Pn,2(m)
c2µ ≤ |Wm|.
It follows that dimVµ = cµ. Thus we have an analogue of the original Springer
correspondence.
(2.13.1) The top cohomology H2dµ(B(m)z , Q¯l) gives rise to an irreducibleWm-module
Vµ, and the map z 7→ Vµ gives a bijective correspondence
Xm,uni/G↔ (Sm × Sn−m)
∧.
We consider the special case where µ = ((1m), (1n−m)). Take z = (x, v) ∈ Oµ.
We may assume that z ∈ U × Mm. Then (x − 1)|Mm = 0, (x − 1)|V = 0 and
(x − 1)V = Mm. It follows that B
(m)
z turns out to be a closed subvariety of G/B
consisting of flags {(V1 ⊂ · · · ⊂ Vn−1 ⊂ V )} such that Vm =Mm, which is isomorphic
to B1 × B2, where Bi = Gi/Bi is the flag variety of Gi under the notation in the
proof of Theorem 2.11. Now H•(B(m)z , Q¯l) is a graded Wm-module, and H•(Bi, Q¯l)
are graded Sm, Sn−m-modules for i = 1, 2. Then we have an isomorphism of graded
Sm × Sn−m-modules,
(2.13.2) H•(B(m)z , Q¯l) ≃ H
•(B1, Q¯l)⊗H
•(B2, Q¯l).
2.14. We fix s ∈ T and an integer m ≥ 0. We consider a variety
Z = {(x, v,gB, g′B) ∈ G× V ×G/B ×G/B
| g−1xg ∈ sU, g−1v ∈Mm, g
′−1xg′ ∈ sU, g′
−1
v ∈Mm}.
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We consider a partition G/B × G/B =
∐
w∈Sn
Xw into G-orbits, and put Zw =
p−1(Xw), where p : Z → G/B × G/B is the projection onto the last two factors.
Recall that νG = dimU .
The following result is an analogue of Proposition 1.14 to the enhanced case.
Proposition 2.15. Let O be a G-orbit in X , and put c = dimO.
(i) We have dim(O ∩ (sU ×Mm)) ≤ (c+m)/2.
(ii) For z = (x, v) ∈ O, we have
dim{gB ∈ G/B | g−1xg ∈ sU, g−1v ∈Mm} ≤ νG − (c−m)/2.
(iii) dimZw ≤ 2νG +m for all w ∈ Sn. Hence dimZ ≤ 2νG +m.
Proof. First we show (iii). The projection p is G-equivariant. A representative of
the G-orbit Xw is given by (B,wB). Hence in order to show (iii), it is enough to
see that
dim{(x, v) ∈ sU×Mm | (w˙
−1xw˙, w˙−1v) ∈ sU ×Mm}
≤ 2νG +m− dimXw
(2.15.1)
for each w ∈ Sn, where w˙ is a representative of w in G. Then x ∈ B ∩ wB can be
written as x = su = s′u′ with u ∈ U , s′ = wsw−1 ∈ T , u′ ∈ wU . Hence s′ = s and
u = u′ ∈ U ∩ wU . Moreover v ∈ Mm ∩ w(Mm). It follows that the left hand side of
(2.15.1) is less than or equal to dim(U∩wU)+dim(Mm∩w(Mm)) ≤ dim(U∩wU)+m.
Since dimXw = 2νG − dim(U ∩ wU), we obtain (2.15.1). Thus (iii) follows.
The proof of (ii) and (i) is completely similar to the proof of (ii) and (i) of
Proposition 1.14. 
2.16. Let O be a G-orbit containing (su, v0) ∈ X , where su = us, s: semisim-
ple, u: unipotent. Let L = ZG(s). Then L ≃
∏t
i=1Gi, and L × V ≃
∏
i(Gi × Vi),
where V = V1⊕· · ·⊕Vt is a decomposition of V to eigenspaces of s, and Gi = GL(Vi)
for each i. Let O0 be the L-orbit containing (u, v0) in L × V . Then under the de-
composition of L × V as above, O0 is isomorphic to
∏
iOi, where Oi is a Gi-orbit
in (Gi)uni × Vi. Under the natural parametrization in Proposition 2.2, one can
write Oi = Oλi for λi ∈ Pni,2, where ni = dimVi. Recall that m(λ) = |λ
(1)| for
λ = (λ(1), λ(2)) ∈ Pn,2 ([SS, 5.3]). For each G-orbit O in X as above, we define an
integer µ(O) by µ(O) =
∑
im(λi). As a corollary to Proposition 2.15, we have the
following.
Corollary 2.17. Let O be a G-orbit in X containing (su, v0) as in 2.16. Assume
that s ∈ T, u ∈ U and that v0 ∈ Mm for m = µ(O). Then we have
dim(O ∩ (sU ×Mm)) = (dimO +m)/2.
Proof. The proof is similar to the proof of Corollary 1.15. Let XO be the variety
defined similar to (1.14.2). Let c = dimO. By Proposition 2.15 (ii), we have
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dimYz ≤ νG − (c−m)/2 for any z = (x, v) ∈ O, where Yz is the variety appearing
there. We want to show that
(2.17.1) dimYz = νG − (c−m)/2.
Let πL1 : (X˜L)m,uni → (XL)m,uni be the map π1 defined in 2.6 with respect to XL =
L× V . Since XL ≃
∏
i(GLni × Vi), Proposition 2.7 implies that dim(π
L
1 )
−1(u, v0) =
νG−(c−m)/2. Here Yz contains a variety isomorphic to (πL1 )
−1(u, v0) for z = (su, v0).
This implies that dimYz ≥ νG− (c−m)/2. Hence (2.17.1) holds. Now the corollary
follows by a similar argument as in the proof of Proposition 2.15 (i). 
3. Definition of character sheaves
3.1. Let V˜ be a vector space over k of the form V˜ = V0 ⊕
⊕k
i=1(Vi ⊕ Vi),
where dim V0 = 2n0 and dimVi = ni for i ≥ 1. We consider a subgroup G =
G0×
∏k
i=1(Gi×Gi) of GL(V˜ ), where Gi = GL(Vi) for i ≥ 0. Let θ be an involutive
automorphism of G, where θ preserves G0 such that G
θ
0 ≃ Sp2n0 and that θ acts as a
permutation on the factor Gi×Gi for each i. Let B be a θ-stable Borel subgroup of G
containing a θ-stable maximal torus T . We denote by U the unipotent radical of B.
Let V = VI be a subspace of V˜ of the form V =
⊕
i∈I Vi, where I is a subset of [0, k].
Let H = Gθ. We have H ≃ Sp2n0 ×
∏k
i=1GLni . Put G
ιθ = {g ∈ G | θ(g) = g−1},
which is isomorphic to G/H . Let X = Gιθ × V ≃ G/H × V , on which H acts
diagonally. We call X an exotic symmetric space. We have
(3.1.1) X ≃ (GL2n0/Sp2n0 × V
ε
0 )×
k∏
i=1
(GLni × V
ε
i ),
where V εi = Vi or {0} according to i ∈ I or not. We say that X is of pure exotic type
if X ≃ GL2n0/Sp2n0×V0, and of enhanced type or of mirabolic type if X ≃ GLni×Vi.
Note that the pure exotic type X was studied by Kato [Ka1], [Ka2] in connection
with the exotic nilpotent cone, and by [SS], [SS2] in connection with character
sheaves, and the enhanced type X was studied by Achar and Henderson [AH],
Finkelberg, Ginzburg and Travkin [FGT] in connection with the enhanced nilpotent
cone and mirabolic character sheaves.
3.2. The notion of character sheaves was generalized to the case of symmetric
spaces by Ginzburg [Gi]. Grojnowski [Gr] studied the character sheaves on X =
GL2n/Sp2n in connection with the representation theory of the associated Hecke
algebra due to Bannai, Kawanaka and Song [BKS]. The character sheaves on the
mirabolic type X were introduced by [FG], [FGT]. In [HT], Henderson and Trapa
proposed to define (unipotent) character sheaves on the pure exotic type X . In what
follows, we shall define character sheaves on X based on those ideas.
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Put B = G/B, B˜ = G/U . Then T acts freely on B˜ by (t, gU) 7→ gt−1U , and the
natural map q0 : B˜ → B is a principal T -bundle. We consider a diagram
(3.2.1) (B˜ × V )× B˜
r
←−−− (G× V )× B˜
q
−−−→ (G× V )× B
p
−−−→ G× V,
where p is the projection on the first two factors, q = id×q0, and r is defined by
r(x, v, gU) = (xgU, v, gU). Then p is proper, q is a principal T -bundle and r is
smooth with fibre isomorphic to U . Following [HT], we define an action of H ×H
on these varieties; for (h1, h2) ∈ H ×H ,
on G× V by (x, v) 7→ (h1xh
−1
2 , h1v),
on (G× V )× B by (x, v, gB) 7→ (h1xh
−1
2 , h1v, h2gB),
on (G× V )× B˜ by (x, v, gU) 7→ (h1xh
−1
2 , h1v, h2gU),
on (B˜ × V )× B˜ by (g′U, v, gU) 7→ (h1g′U, h1v, h2gU).
Then the maps p, q, r are H ×H-equivariant.
We define an action of T on B˜ × V so that T acts trivially on V (and acts on
B˜ as before). Let L be a tame local system on T . We define an action of T on
(G×V )×B˜ so that T acts on B˜ as before, and acts trivially on other factors. Then
r is equivariant with respect to the action of T on (G × V ) × B˜, and the action of
∆(T ) on (B˜ × V )× B˜, where ∆(T ) is the diagonal subgroup of T × T .
We now consider the category DL⊠L−1(B˜×V ×B˜). By the above observation, r
∗
gives a functor from DL⊠L−1(B˜ × V × B˜) to D
T (G× V × B˜). Thus one can define a
functor Ch : DL⊠L−1(B˜ × V × B˜)→ D(G× V ) by Ch(K) = p!q♭r
∗K[dimU − dimT ]
for K ∈ DL⊠L−1(B˜×V ×B˜). Since the diagram (3.2.1) is compatible with the action
of H ×H , Ch lifts uniquely to a functor
(3.2.2) Ch : DH×HL⊠L−1(B˜ × V × B˜)→ D
H×H(G× V ).
Let Θ : G × V → Gιθ × V = X be a map defined by (x, v) 7→ (xθ(x)−1, v).
Then Θ is smooth with connected fibre, where the fibre is isomorphic to H . Thus
Θ˜ = Θ∗[dimH ] gives rise to a fully faithful functor MH(X ) → MH×H(G × V ).
For a tame local system L on T , we define X̂L as the set of isomorphism classes of
H-equivariant simple perverse sheaves A such that Θ˜A is isomorphic to a perverse
constituent of ChK for some K ∈ DH×HL⊠L−1(B˜×V ×B˜). We define a set X̂ as a union⋃
L X̂L, where L runs over the set of tame local systems on T . An H-equivariant
simple perverse sheaf A on Gιθ × V is called a character sheaf if A ∈ X̂ .
3.3. Assume that L is a tame local system on T such that L⊗m ≃ Q¯l. Then
L is T -equivariant with respect to the action of T on itself by t0 : t 7→ tm0 t. Let
Z(G) = Z0(G) be the center of G. We define an action of Z(G) on (B˜ × V ) × B˜
by z : (g1U, v, g2U) 7→ (z
mg1U, v, g2U). We also define an action of Z(G) on G by
z : g 7→ zmg, and define actions on (G× V )× B˜, etc. so that Z(G) acts trivially on
factors different from G. Then all the maps in (3.2.1) are Z(G)-equivariant, which
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commute with the action of H × H . Since Z(G) is a subtorus of T , L is Z(G)-
equivariant. Hence any object in DH×HL⊠L−1(B˜×V ×B˜) is Z(G)×(H×H)-equivariant,
and we have a refinement of (3.2.2),
(3.3.1) Ch : DH×HL⊠L−1(B˜ × V × B˜)→ D
Z(G)×H×H(G× V ).
We define an action of Z(G)ιθ × H on X by (z, g) : (x, v) 7→ (zmgxg−1, gv).
(Note that Z(G)ιθ is a subtorus of Z(G)). Then Θ is Z(G)ιθ ×H-equivariant, and
we have the following.
(3.3.2) Any character sheaf A ∈ X̂L is Z(G)ιθ ×H-equivariant.
3.4. Assume that G = T is a torus such that T ≃ T0 × T0 and θ is the
permutation of two factors. Thus T is a maximal torus of GL(V˜ ), where V˜ ≃ V ⊕V
for a T0-stable subspace V . We consider the variety X = XT,V = T ιθ × V with
diagonal T θ-action. Let E be a tame local system on T ιθ, and put L = Θ∗TE , where
ΘT : T → T ιθ, t 7→ tθ(t)−1. Then L is a tame local system on T . For each T θ-stable
subspace V1 of V , let E˜V1 be the constructible sheaf on X which is the extension by
zero of the local system E ⊠ Q¯l on XT,V1 = T
ιθ × V1. We note that
(3.4.1) X̂L = {E˜V1[dimXT,V1] | Θ
∗
TE ≃ L, V1 ⊂ V : T
θ-stable}.
In fact, in the case where G = T , B˜ × V coincides with T × V on which T θ
acts by the left multiplication on T and by the action of T θ ≃ T0 on V . Similarly,
T θ acts on B˜ = T by the left multiplication. Take A ∈ X̂L. By definition, Θ˜A is a
perverse constituent of ChK for some K ∈ DT
θ×T θ
L⊠L−1(T ×V ×T ). By (0.4.1), we may
assume that K is a T θ×T θ-equivariant simple perverse sheaf on (T ×V )×T . Thus
K can be written as K = K1 ⊠K2, where K1 (resp. K2) is a simple perverse sheaf
contained in DT
θ
L (T ×V ) (resp. in D
T θ
L−1(T )). Since L is a T
θ-equivariant sheaf on T ,
K2 coincides with L−1[dimT ]. Since K1 ∈ DT
θ
L (T × V ), the support of K1 is given
by T × V1 for a T θ-stable subspace V1 of V . It follows that K1 is a constructible
sheaf, up to shift, obtained by the extension by zero from the local system L ⊠ Q¯l
on T × V1. By applying Ch following (3.2.1), we see that ChK is an extension by
zero of the local system L⊠ Q¯l on T × V1, up to shift. (3.4.1) follows from this.
If we replace X by X ′ = T ιθ×V ′, where V ′ is a T θ-stable subspace of V , X ′ also
fits to the definition of (3.1.1), and the set of character sheaves X̂ ′L is given by all
those E˜V1[dimXT,V1] such that V1 ⊂ V
′. The variety X in (3.1.1) for the case G = T
coincides with one of those X ′.
For X = XT,V , we define a subset X̂ 0 of X̂ by
(3.4.2) X̂ 0 = {A ∈ X̂ | supp A = T ιθ × {0}}.
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4. Induction
4.1. Induction functors and restrictions functors for character sheaves in the
case of symmetric spaces are introduced by Grojnowski [Gr, Section 2]. Hender-
son reformulated the induction functors in [H1]. In this section, we generalize the
induction functors so that it fits to our setting.
Let P = LUP be a θ-stable parabolic subgroup of G containing B, where L is
a θ-stable Levi subgroup of P containing T and UP is the unipotent radical of P .
Then L is a group of the same type as G given in 3.1. Let VL be a L
θ-module such
that XL = Lιθ×VL gives rise to a similar variety as X . We assume that VL = V ′/V
−
L ,
where V ′ is a P θ-stable subspace of V and V −L is a P
θ-stable subspace of V ′. Hence
the action of Lθ on VL can be extended to the action of P
θ.
4.2. Put
X˜ P = {(x, v, gP θ) ∈ X ×H/P θ | g−1xg ∈ P ιθ, g−1v ∈ V ′}.
We consider a diagram
(4.2.1) XL
τ
←−−− H × P ιθ × V ′
σ
−−−→ X˜ P
ρ
−−−→ X ,
where τ is the map (g, p, v) 7→ (p, v) (p 7→ p is the natural projection P ιθ → Lιθ, and
v is the projection V ′ → VL). σ is the map (g, p, v) 7→ (gpg−1, gv, gP θ), and ρ is the
projection to the first and second factors. Note that X˜ P is canonically isomorphic
to H ×P
θ
(P ιθ × V ′), and σ gives rise to a principal P θ-bundle. Now
H × Lθ acts on XL by (h, ℓ) : (x, v) 7→ (ℓxℓ−1, ℓv),
H × P θ acts on H × P ιθ × V ′ by (h, p) : (g, x, v) 7→ (hgp−1, pxp−1, pv),
H acts on X˜ P by h : (x, v, gP θ) 7→ (hxh−1, hv, hgP θ).
Here σ, ρ are H-equivariant. The action of Lθ on Lιθ can be lifted to the action of P θ
by the projection P θ → Lθ. We consider the diagonal action of P θ on XL = Lιθ×VL.
Then τ is H × P θ-equivariant. We define a functor Ind = IndXXL,V ′,P : D
P θ(XL) →
DH(X ) by
(4.2.2) IndK = ρ!σ♭τ
∗K[a] (K ∈ DP
θ
(XL)),
with a = dimUP + dimV
−
L . (The funtor Ind depnends on the choice of V
′ even if
XL, P are fixed. However, we often write it as Ind
X
XL,P
if there is no fear of confusion.)
We note that
dim(fibre of τ)− dim(fibre of σ) = dimH + dimU ιθP + dim V
−
L − dimP
θ
= dimUP + dimV
−
L .
We also define a functor Ind•K = ρ!σ♭τ
∗K by removing the degree shift.
Let P ⊂ Q be two θ-stable parabolic subgroups of G containing B, with θ-stable
Levi subgroups L ⊂ M containing T . Then PM = P ∩M is a θ-stable parabolic
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subgroup of M with Levi subgroup L. Put VM = V
′/V −M for a Q
θ-subspace V ′ of
V , and let VL be the quotient of V
′
M , where V
′
M is a a P
θ
M -stable subspace of VM .
Then V ′M = V
′′/V −M for a P
θ-stable subspace V ′′ of V ′. We consider the varieties
XL = L
ιθ × VL, XM = M
ιθ × VM as in the case of X . One can define functors
IndXMXL,V ′M ,PM
: DP
θ
M (XL) → DM
θ
(XM), and Ind
X
XM ,V ′,Q
: DQ
θ
(XM) → DH(X ). Since
VL is a quotient of V
′′, IndXXL,V ′′,P : D
P θ(XL) → DH(X ) can be defined. We obtain
the following transitivity of inductions. The proof is similar to the proof of the
transitivity of induction for character sheaves [L3, Proposition 4.2], and we omit it.
Proposition 4.3. Let K ∈ DP
θ
(XL) be such that Ind
XM
XL,V
′
M
,PM
K ∈ DQ
θ
(XM). Then
there is an isomorphism
Ind•XXL,V ′′,PK ≃ (Ind
•X
XM ,V ′,Q
◦ Ind•XMXL,V ′M ,PM
)K.
In particular, a similar transitivity holds for IndXXL,P .
4.4. We consider a diagram
(4.4.1)
L× VL
τ ′
←−−− H × P × V ′ ×H
σ′
−−−→ Z˜P
ρ′
−−−→ G× V
ΘL
y yΘ1 yΘ2 yΘ
XL
τ
←−−− H × P ιθ × V ′
σ
−−−→ X˜ P
ρ
−−−→ X ,
where P θ × P θ acts on H × P × V ′ ×H by
(p1, p2) : (g1, x, v, g2) 7→ (g1p
−1
1 , p1xp
−1
2 , p1v, p2g2),
and Z˜P = H ×P
θ
(P × V ′)×P
θ
H is the quotient of H × P × V ′ ×H by P θ × P θ.
Here the maps are defined by
τ ′ : (g1, x, v, g2) 7→ (x, v), where x is the image of x under P → L,
σ′ : the quotient map by P θ × P θ,
ρ′ : g1 ∗ (x, v) ∗ g2 7→ (g1xg2, g1v),
Θ1 : (g1, x, v, g2) 7→ (g1, xθ(x)−1, v),
Θ2 : g1 ∗ (x, v) ∗ g2 7→ g1 ∗ (xθ(x)
−1, v),
where we denote by g ∗ (x, v) ∈ X˜ P the image of (g, x, v) ∈ H × P ιθ × V ′ by the
quotient by P θ, and we use a similar notation also for the quotient of H×P×V ′×H
by P θ × P θ.
NowH×H acts onH×P×V ′×H by (h1, h2) : (g1, x, v, g2) 7→ (h1g1, x, v, g2h
−1
2 ),
and this action commutes with the action of P θ×P θ. The action of H×H on Z˜P is
defined similarly. Then σ′, ρ′ are H×H-equivariant, and τ ′ is (H×H)× (P θ×P θ)-
equivariant (Lθ ×Lθ acts on L as in the case of G, which can be lifted to the action
of P θ × P θ by the projection P θ → Lθ, and the action of Lθ on VL can be lifted to
the action of P θ as in 4.2), and H ×H acts trivially on L× VL. Then ΘL, Θ1, Θ2, Θ
are compatible with those actions on the upper row and the previous actions on the
lower row.
30 SHOJI AND SORLIN
Since σ′ is a principal (P θ × P θ)-bundle, one can define in a similar way as the
functor Ind, a functor I˜nd = I˜nd
G×V
L×VL,P
: DP
θ×P θ(L× VL)→ DH×H(G× V ) by
(4.4.2) I˜ndK = ρ′!σ
′
♭(τ
′)∗K[a′] (K ∈ DP
θ×P θ(L× VL)),
where a′ = 2(dimH − dimP θ) + dimUP + dimV
−
L . Here we have
dim(fibre of τ ′)− dim(fibre of σ′)
= 2(dimH − dimP θ) + dimUP + dimV
−
L .
One can check that the rightmost square in the diagram (4.4.1) is a cartesian
square. Since σ, σ′ are both principal bundles, and Θ1, Θ2 are smooth with connected
fibre, we have an isomorphism of functors
(4.4.3) I˜nd ◦ Θ˜L ≃ Θ˜ ◦ Ind .
4.5. Put BL = B ∩L, UL = U ∩L. Then BL is a θ-stable Borel subgroup of L,
and UL is the unipotent radical of BL such that BL = TUL. Put BL = L/BL and
B˜L = L/UL. The action of L on B˜L can be lifted to the action of P by the projection
P → P/UP ≃ L. Hence we have actions of P θ on B˜L and on B˜L × V ′. We consider
a diagram
(4.5.1)
(B˜L × VL)× B˜L
τ ′′
←−−− (H × B˜L × V
′)× (H × B˜L)
σ′′
−−−→ C˜L
ρ′′
−−−→ (B˜ × V )× B˜,
where C˜L = (H ×P
θ
(B˜L × V ′))× (H ×P
θ
B˜L) with the action of P θ × P θ,
(p1, p2) : ((g1, ℓ1UL, v), (g2, ℓ2UL)) 7→ ((g1p
−1
1 , p1ℓ1UL, p1v), (g2p
−1
2 , p2ℓ2UL))
and σ′′ is the quotient map by P θ × P θ, τ ′′ is the projection on the factors except
H ×H , ρ′′ is defined by
(g1 ∗ (ℓ1UL, v), g2 ∗ ℓ2UL) 7→ (g1ℓ1U, g1v, g2ℓ2U).
Then σ′′ is a (P θ×P θ)-principal bundle, τ ′′ is (H×H)× (P θ×P θ)-equivariant, and
σ′′, ρ′′ are H ×H-equivariant with respect to the obvious actions of Lθ × Lθ and of
H×H . Moreover, all the maps in the diagram are (T ×T )- equivariant with respect
to the actions induced from the action of T on B˜L and B˜. Thus as in the previous
cases, one can define a functor I : DP
θ×P θ
L⊠L−1 (B˜L× VL× B˜L)→ D
H×H
L⊠L−1(B˜ × V × B˜) by
(4.5.2) I(K) = ρ′′! σ
′′
♭ (τ
′′)∗K[a′′], (K ∈ DP
θ×P θ
L⊠L−1 (B˜L × VL × B˜L)),
where a′′ = a′−dimUP . Note that in this case, dim(fibre of τ ′′)−dim(fibre of σ′′) =
a′′.
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We define a functor ChL : D
Lθ×Lθ
L⊠L−1(B˜L × VL × B˜L)→ D
Lθ×Lθ(L× VL) similar to
Ch. Then ChL induces a functor D
P θ×P θ
L⊠L−1 (B˜L × VL × B˜L) → D
P θ×P θ(L × VL) in an
obvious way, which we denote by the same symbol ChL.
Proposition 4.6. Under the notation above, we have an isomorphism of functors
Ch ◦I ≃ I˜nd ◦ ChL .
Proof. The degree shift for the functor Ch is given by b = dimU − dimT , and that
for ChL is given by bL = dimUL− dim T . Since a′′ + b = a′ + bL, we may ignore the
degree shift for proving the formula. We have the following commutative diagram
(B˜L × VL)× B˜L
τ ′′
←−−− (H × B˜L × V ′)× (H × B˜L)
σ′′
−−−→ C˜L
ρ′′
−−−→ (B˜ × V )× B˜
rL
x xr1 xr2 xr
(L× VL)× B˜L
τ2←−−− (H × P × V ′)× (H × B˜L)
σ2−−−→ C˜PL
ρ2−−−→ (G× V )× B˜
qL
y yq1 yq2 yq
(L× VL)× BL
τ1←−−− (H × P × V ′)× (H × BL)
σ1−−−→ Z˜PL
ρ1
−−−→ (G× V )× B
pL
y yp1 yp2 yp
(L× VL)
τ ′
←−−− (H × P × V ′)×H
σ′
−−−→ Z˜P
ρ′
−−−→ G× V.
Here P θ × P θ acts on (H × P × V ′)× (H × B˜L) by
(p1, p2) : ((g1, x, v), (g2, ℓUL)) 7→ ((g1p
−1
1 , p1xp
−1
2 , p1v), (p2g2, p2ℓUL)),
and C˜PL = H×
P θ (P×V ′)×P
θ
(H×B˜L) is the quotient of (H×P ×V ′)×(H×B˜L) by
P θ×P θ, and Z˜PL = H ×
P θ (P ×V ′)×P
θ
(H ×BL) is defined similarly. The first row
is the diagram (4.5.1), the fourth row is the upper row of the diagram (4.4.1). The
fourth column is the diagram (3.2.1), and the first column is the diagram (3.2.1)
defined by replacing G by L. The map r1 is defined by
r1 : ((g1, x, v), (g2, ℓUL)) 7→ ((g1, xℓUL, v), (g
−1
2 , ℓUL)).
r1 is (P
θ×P θ)-equivariant with respect to the above action on (H×P×V ′)×(H×B˜L)
and the action on (H × B˜L × V ′) × (H × B˜L) defined in 4.4. Hence it induces the
map r2 : C˜PL → C˜L. The maps σ1, σ2 are the quotient maps by P
θ × P θ. The map
ρ2 is defined by
ρ2 : g1 ∗ (x, v) ∗ (g2, ℓUL) 7→ (g1xg2, g1v, g
−1
2 ℓU),
and ρ1 is defined similarly. The maps q1, q2 are principal T -bundles, and the maps
p1, p2 are obvious projections. One can check that the bottom left, bottom center,
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center right, and top right squares are cartesian squares. Then the proposition
follows from the standard diagram chase. 
4.7. In the rest of this section, we assume that X is of pure exotic type or
of enhanced type. We consider the varieties XL = Lιθ × VL as in the following
special type. In the pure exotic case, take L such that Lθ ≃ Sp2n′ × (GL1)n−n
′
. Let
V = V −L ⊕V
+
L ⊕ (V
′
L⊕V
′′
L ) be a decomposition of V into L
θ-stable subsapces, where
V +L is a subspace with dimV
+
L = 2n
′ corresponding to Sp2n′ , and V
−
L , V
′
L ⊕ V
′′
L are
subspaces with dimV −L = dimV
′
L ⊕ V
′′
L = n − n
′ corresponding to (GL1)
n−n′. We
assume that V ′ = V −L ⊕ V
+
L ⊕ V
′
L and V
−
L are P
θ-stable. Put VL = V
′/V −L .
In the enhanced case, we take L such that Lθ ≃ GLn′ × (GL1)n−n
′
. Let V =
V −L ⊕ V
+
L ⊕ (V
′
L ⊕ V
′′
L ) be a decomposition of V into L
θ-modules, where V +L is a
subspace with dimV +L = n
′ corresponding to GLn′ , and V
−
L ⊕V
′
L⊕V
′′
L is a subspace
with dim V −L + dim V
′
L + dimV
′′
L = n − n
′ corresponding to (GL1)
n−n′. We assume
that V ′ = V −L ⊕ V
+
L ⊕ V
′
L and V
−
L are P
θ-stable. Put VL = V
′/V −L .
We denote by S(X ) the set of such XL for a given X . In either case, V
+
L is
regarded as a subspace of VL. If V
′
L = {0}, then VL ≃ V
+
L and the induced action of
P θ on VL coinicides with the lift of the L
θ-action on V +L , namely U
θ
P acts trivially
on VL. We define X̂ 0L as the set of A ∈ X̂L such that the support of A is contained in
Lιθ×V +L . In the case of L = T , X̂
0
L coincides with the previous definition in (3.4.2).
Note that if A ∈ X̂ 0L, A turns out to be P
θ-equivariant. We prove the following
proposition.
Proposition 4.8. Assume that XL ∈ S(X ). Then for any A ∈ (X̂L)0L, IndA is a
semisimple complex such that each direct summand is contained in X̂L up to shift.
Proof. Take A ∈ (X̂L)0L. By definition, Θ˜LA is a perverse constituent of ChL(K)
for some K ∈ DL
θ×Lθ
L⊠L−1(B˜L × VL × B˜L). By our assumption, we may assume that
K ∈ DL
θ×Lθ
L⊠L−1(B˜L × V
+
L × B˜L). Hence K turns out to be P
θ × P θ-equivariant, and
so ChL(K) is P
θ × P θ-equivariant. By (0.4.1), we may further assume that K is a
simple perverse sheaf. Since pL is proper, ChL(K) is a semisimple complex by the
decomposition theorem, and Θ˜LA is a direct summand of ChL(K), up to shift. Since
an additive functor on additive categories preserves the direct sum decompositon,
we see that I˜nd◦Θ˜LA is a direct summand of I˜nd◦ChL(K), up to shift. This implies
that if A1 is a perverse constituent of I˜nd ◦ Θ˜LA, then A1 is a perverse constituent
of I˜nd ◦ChL(K). By Proposition 4.6, we have I˜nd ◦ChL(K) ≃ Ch ◦I(K). Hence A1
is a perverse constituent of Ch(K1) with K1 = I(K) ∈ D
H×H
L⊠L−1(B˜ × V × B˜).
On the other hand, by (4.4.3) we have Θ˜ ◦ IndA ≃ I˜nd ◦ Θ˜LA. Hence Θ˜ ◦ IndA
is a semisimple complex whose simple objects are of the form A1 = Θ˜A
′ for a simple
perverse sheaf A′ contained in IndA up to shift. Then the above argument shows
that A′ ∈ X̂L. The semisimplicity of IndA is clear from the decomposition theorem
since ρ in (4.2.1) is proper. This proves the proposition. 
4.9. We consider the case where L = T . We follow the notation in 3.4. A
character sheaf A on XT can be written as A = E˜V1 with V1 ⊂ V . If V1 is B
θ-stable,
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then A turns out to be Bθ-equivariant, and so IndXXT ,B A can be defined. We denote
by X̂ ps the set of character sheaves in X̂ appearing in the perverse constituents
of IndXXT ,B A for various A = E˜V1 (V1 : B
θ-stable), and call them principal series
character sheaves. Clearly, the determination of X̂ ps is reduced to the case where X
is of pure exotic type or of enhanced type. We shall describe X̂ ps in each case.
First assume that X = Gιθ×V is of pure exotic type with dimV = 2n. (We also
consider the case where X = Gιθ, in which case we use the notation ĜιθL , (Ĝ
ιθ
L )
ps, etc.)
We consider XT = XT,VT = T
ιθ×VT , where VT = Mm′/Mn for m′ ≥ n. Consider the
diagram (4.2.1) for the case P = B,
XT
τ
←−−− H × Bιθ ×Mm′
σ
−−−→ X˜B
ρ
−−−→ X .
We consider the character sheaf A = E˜V1[dimXT,V1] for a B
θ-stable subspace
V1 = Mm/Mn for some n ≤ m ≤ m′. Let X˜m be as in 1.1. Then X˜m is a closed
subvariety of X˜B. We see that the support of σ♭τ
∗A is contained in X˜m, and σ♭τ
∗A
coincides with (α(m))∗E [dimXT,V1 ] under the notation in 1.1. In this case, a =
dimU + n = dim X˜m −m. Since dim X˜m = dimXm + (m− n), we have
dimXT,V1 + a = dimXm + (m− n).
Hence we see that IndXXT ,B A ≃ Km,T,E [m− n] under the notation in Theorem 1.11.
Note that m = n if A ∈ X̂ 0T . Km,T,E is a semisimple complex on X , and the
decomposition of Km,T,E into simple constituents was given in Theorem 1.11. In the
case where m = n, Kn,T,E = KT,E is a semisimple perverse sheaf by Theorem 4.2
in [SS]. In particular, by comparing Theorem 1.11 with Theorem 4.2 in [SS], we see
that any simple component appearing in Km,T,E , up to shift, is already contained in
KT,E . It follows that
(4.9.1) Assume that X is of pure exotic type. For any Bθ-stable A ∈ X̂T , Ind
X
XT ,B
A
is a semisimple complex in DH(X ). If A ∈ X̂ 0T , then Ind
X
XT ,B
A ∈ M(X ). Moreover
X̂ psL coincides with the union of simple constituents of KT,E for various E such that
Θ∗TE = L, namely
X̂ psL = {IC(Xm,Lρ)[dimXm] | ρ ∈ W
∧
m,E , 0 ≤ m ≤ n,Θ
∗
TE ≃ L}
under the notation in Theorem 1.5. Moreover the set (ĜιθL )
ps coincides with the
subset of X̂ psL consisting of those IC(Xm,Lρ)[dimXm] such that m = 0.
Next assume that X is of enhanced type, namely, X = Gιθ × V , where G =
GL(V ) × GL(V ) with dimV = n. (We also consider the case where X = Gιθ, in
which case, we use the notation ĜL, Ĝ
ps
L , etc.). Let XT = T
ιθ × VT with VT =
Mm′′/Mm′ for m
′′ ≥ m′. A Bθ-stable character sheaf on XT is given as A =
E˜V1[dimXT,V1] with V1 = Mm/Mm′ with m
′ ≤ m ≤ m′′. Let X˜m be the variety
defined in 2.6. Then X˜m is a closed subvariety of X˜
B. Since dim X˜m = dimXm by
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2.6, we have
dimXT,V1 + a = dim X˜m = dimXm.
Let Km,T,E be the complex on Xm defined in 2.8. By a similar argument as before,
we see that IndXXT A ≃ Km,T,E . Note that if m
′ = m′′, we have XT = T ιθ×{0}. Thus
for each 0 ≤ m ≤ n, Km,T,E is realized as Ind
X
XT ,V ′,B
A0 for A0 ∈ X̂ 0T by choosing V
′
so that m′ = m′′ = m. Now by Theorem 2.9, Km,T,E is a semisimple perverse sheaf,
and its simple components are completely described there. Thus we have
(4.9.2) Assume that X is of enhanced type. Then for any Bθ-stable A ∈ X̂T ,
IndXXT ,B A is a semisimple perverse sheaf on X . Under the notation of Theorem 2.9,
we have
X̂ psL = {IC(Xm,Lρ)[dimXm] | ρ ∈ W
∧
m,E , 0 ≤ m ≤ n,Θ
∗
TE ≃ L}.
Any element in X̂ psL is obtained as a simple component of some Ind
X
XT
A0 for A0 ∈ X̂ 0T .
Moreover, (as is well-known) the set ĜpsL is given as the subset of X̂
ps
L consisting of
those IC(Xm,Lρ)[dimXm] with m = 0.
Remark 4.10. In the pure exotic case, the set of character sheaves X̂ was defined
in [SS, 4.1], [SS2, 6.4]. In fact, the set X̂ given there is nothing but X̂ ps in the present
notation. Later in Section 6, we prove that those two definitions coincide with each
other, namely, we show that X̂ = X̂ ps. In the enhanced case, X̂ ps coincides with a
subset of mirabolic character sheaves introduced in [FGT, Conjecture 1].
5. Restriction
5.1. In this section we shall construct the restriction functors, and show the
main properties based on the idea of [Gr, Section 2]. Here we follow the notation
in 4.1, i.e., VL = V
′/V −L for P
θ-stable subspaces V ′, V −L . Let j : P
ιθ × V ′ →֒ X be
the inclusion map, and πP : P
ιθ × V ′ → XL be the projection (p, v) 7→ (p, v). Then
j and πP are P
θ-equivariant with respect to the obvious actions of P θ. We define a
restriction functor Res = ResXXL,V ′,P : D
H(X )→ DP
θ
(XL) by
(5.1.1) ResK = (πP )!j
∗K (K ∈ DH(X )).
We consider θ-stable parabolic subgroups P ⊂ Q of G. We follow the notation
in 4.2. In particular, VM = V
′/V −M for a Q
θ-subspace V ′ of V , VL is a quotient of V
′
M
for a P θM -stable subspace V
′
M of VM , and V
′
M = V
′′/V −M for a P
θ-stable subspace V ′′
of V ′. Then VL is a quotient of V
′′ as P θ-module. The following transitivity holds.
Proposition 5.2. Let K ∈ DH(X ). Then there is an isomorphism in DP
θ
(XL)
ResXXL,V ′′,P K ≃ (Res
XM
XL,V ′M ,PM
◦ResXXM ,V ′,Q)K.
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M ιθ × VM ✛ Qιθ × V ′ ✲ Gιθ × V
✻
j′jPM
πQ jQ
πPM
π′
Q
P ιθM × V
′
M
✻
✛ P ιθ × V ′′
❄
Lιθ × VL
✑
✑
✑
✑
✑✸
✑
✑
✑
✑
✑✰
jP
πP
Proof. We consider the following commutative diagram.
where j′ is the inclusion map, and π′Q is the projection. Note that the upper left
square is a cartesian square. Then the proposition follows from a simple diagram
chase. 
5.3. We consider a commutative diagram
(5.3.1)
L× VL
π′P←−−− P × V ′
j′
−−−→ G× V
ΘL
y yΘP yΘ
XL
πP←−−− P ιθ × V ′
j
−−−→ X ,
where j′ is the inclusion map, π′P is the projection (p, v) 7→ (p, v), and ΘP is the map
(p, v) 7→ (pθ(p)−1, v). H ×H acts on G× V , and Lθ × Lθ acts on L× VL as in 3.2.
P θ×P θ also acts on P×V ′ by the restriction of the action on G×V . Then j′, π′P are
P θ×P θ-equivariant. We define R˜es = R˜es
G×V
L×VL,P
: DH×H(G×V )→ DP
θ×P θ(L×VL)
by R˜esK = (π′P )!(j
′)∗K. As in the case of induction functors, we have
Lemma 5.4. There is an isomorphism of functors
Θ˜L ◦ Res ≃ R˜es ◦ Θ˜.
Proof. Since the square in the left hand side of (5.3.1) is not a cartesian square, we
need a special care. Let Z be the fibre product of L×VL and P ιθ×V ′ over XL, and
α : P × V ′ → Z be the natural projection. We have β ◦ α = π′P and γ ◦ α = ΘP .
L× VL
β
←−−− Z
α
←−−− P × V ′
ΘL
y yγ
XL
πP←−−− P ιθ × V ′
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Since the projection P ιθ → Lιθ is a vector bundle with fibre U ιθP , α turns out to be a
vector bundle with fibre isomorphic to UθP . Hence α!α
∗ ≃ id[−2d] with d = dimUθP ,
and so α!Θ
∗
P ≃ α!α
∗γ∗ ≃ γ∗[−2d]. It follows that
(π′P )!Θ
∗
P ≃ β!α!Θ
∗
P ≃ β!γ
∗[−2d] ≃ Θ∗L(πP )![−2d].
The lemma follows from this. 
5.5. For K ∈ DH×HL⊠L−1(B˜ × V × B˜), we want to investigate the perverse con-
stituents of R˜es ◦ Ch(K). Consider a commutative diagram
(B˜ × V )× B˜
r
←−−− (G× V )× B˜
q
−−−→ (G× V )× B
p
−−−→ G× V
j1
x xj0 xj′
(P × V ′)× B˜
q0−−−→ (P × V ′)× B
p′
−−−→ P × V ′yπ′P
L× VL,
where j0, j1 are inclusions, and put r0 = r ◦ j1, p0 = π
′
P ◦ p
′. Since both squares are
cartesian squares, we see that
(5.5.1) R˜es ◦ Ch(K) ≃ (p0)!(q0)♭r
∗
0K, (up to shift).
Let W = NG(T )/T be the Weyl group of G, and WP the Weyl subgroup of W
corresponding to P . We consider the partition B =
∐
w∈WP \W
BPw , B˜ =
∐
w∈WP \W
B˜Pw
into P -orbits, where BPw = PwB/B, B˜
P
w = PwU/U . We consider a diagram
(B˜ × V )× B˜
rw←−−− (P × V ′)× B˜Pw
qw
−−−→ (P × V ′)× BPw
pw
−−−→ L× VL,
where rw, qw, pw are the maps induced from r0, q0, p0 by the inclusions BPw →֒ B, B˜
P
w →֒
B˜. By considering the perverse cohomology long exact sequence, we see that
(5.5.2) The perverse constituents of (p0)!(q0)♭r
∗
0K are contained in the perverse
constituents of (pw)!(qw)♭r
∗
wK for some w ∈ WP\W .
We show the following lemma.
Lemma 5.6. For K ∈ DH×HL⊠L−1(B˜×V ×B˜), the perverse constituents of R˜es◦Ch(K)
are contained in the perverse constituents of ChL(K1) for some K1 ∈ D
Lθ×Lθ
w∗L⊠w∗L−1(B˜L×
VL × B˜L) with w ∈ WP\W .
Proof. Let B′L = wBw
−1 ∩ L be a Borel subgroup of L, and U ′L = wUw
−1 ∩ L be
its unipotent radical, for a fixed w ∈ WP\W . Put B
′
L = L/B
′
L and B˜
′
L = L/U
′
L. We
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consider a commutative diagram
(5.6.1)
(P × V ′)× B˜Pwyf1
Zw
α
−−−→ (B˜Pw × V
′)× B˜Pw
iw−−−→ (B˜ × V )× B˜
β
y yδw
(L× VL)× B˜′L
rL−−−→ (B˜′L × VL)× B˜
′
L,
where
f1 : (p1, v, p2wU) 7→ (p1p2wU, v, p2wU),
iw : the inclusion map,
δw : (p1wU, v, p2wU) 7→ (p1U
′
L, v, p2U
′
L),
Zw : the fibre product of (L× VL)× B˜
′
L and B˜
P
w × V × B˜
P
w
over (B˜′L × VL)× B˜
′
L.
Let f2 : (P × V ′)× B˜PW → (L× VL)× B˜
′
L be the map (p1, v, p2wU) 7→ (p1, v, p2U
′
L).
Then δw ◦ f1 = rL ◦ f2, and so we have a map f : (P × V ′) × B˜Pw → Zw such that
f1 = α◦f, f2 = β ◦f . We note that f is an affine space bundle with fibre isomorphic
to UP ∩ wUw
−1.
One can check that the following diagram commutes.
(5.6.2)
L× VL
pw
←−−− (P × V ′)× BPw
qw
←−−− (P × V ′)× B˜Pw
id
y β′y yf2
L× VL
pL←−−− (L× VL)× B′L
qL←−−− (L× VL)× B˜′L,
where β ′ : (p1, v, p2wB) 7→ (p1, v, p2B
′
L). Moreover, the right square is a cartesian
square. Note that the maps pL, qL and rL are independent of the choice of B
′
L, U
′
L
under the isomorphism B˜′L ≃ B˜L,B
′
L ≃ BL.
Take K ∈ DH×HL⊠L−1(B˜ × V × B˜). Since rw = iw ◦ f1, we have r
∗
wK ≃ f
∗α∗i∗wK by
(5.6.1). By (5.6.2), we have
(pw)!(qw)♭r
∗
wK ≃ (pL)!(qL)♭(f2)!r
∗
wK
≃ (pL)!(qL)♭β!f!(f
∗α∗i∗wK).
Since f is an affine space bundle of rank d = dim(UP ∩ wUw−1), we have
β!f!f
∗α∗i∗wK ≃ β!α
∗i∗wK[−2d]
≃ r∗L(δw)!i
∗
wK[−2d].
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It follows that
(pw)!(qw)♭r
∗
wK ≃ (pL)!(qL)♭r
∗
L((δw)!i
∗
wK[−2d])(5.6.3)
= ChL((δw)!i
∗
wK[−2d]).
Note that (δw)!i
∗
w is a functor from D
H×H(B˜ × V × B˜) to DL
θ×Lθ(B˜L × VL × B˜L)
since iw, δw are L
θ × Lθ equivariant. Moreover, T × T acts, for (t1, t2) ∈ T × T ,
on (B˜ × V )× B˜ by (g1U, v, g2U) 7→ (g1t
−1
1 U, v, g2t
−1
2 U),
on (B˜Pw × V
′)× B˜Pw by (p1wU, v, p2wU) 7→ (p1w(t
−1
1 )wU, v, p2w(t
−1)wU),
on B˜′L × VL × B˜
′
L by (ℓ1U
′
L, v, ℓ2UL) 7→ (ℓ1w(t
−1
1 )U
′
L, v, ℓ2w(t
−1
2 )U
′
L),
and iw, δw are T × T -equivariant with respect to those actions. This shows that
(δw)!i
∗
w : D
H×H
L⊠L−1(B˜ ×V × B˜)→ D
Lθ×Lθ
w∗L⊠w∗L−1(B˜L×VL× B˜L). Now the lemma follows
from (5.5.1), (5.5.2) and (5.6.3). 
Proposition 5.7. For any A ∈ X̂ , the perverse constituents of ResA are all con-
tained in
⋃
w∈WP \W
(X̂L)w∗L.
Proof. Take A ∈ X̂L and let A′ be a perverse constituent of ResA. Then by
Lemma 5.4, Θ˜LA
′ is a perverse constituent of R˜es(Θ˜A). By definition, Θ˜A is a
perverse constituent of ChK for some K ∈ DH×HL⊠L−1(B˜ ×V ×B˜). By (0.4.1), we may
assume that K is a simple perverse sheaf. Since p is proper, ChK is a semisimple
complex by the decomposition theorem. Since Θ˜A is a simple constituent of ChK,
it is a direct summand of ChK, up to shift. Hence R˜es(Θ˜A) is a direct summand
of R˜es(ChK), up to shift. Thus Θ˜LA
′ is a perverse constituent of R˜es(ChK). The
proposition now follows from Lemma 5.6. 
5.8. We consider a special case where X is of pure exotic type or of enhanced
type, and assume that XL ∈ S(X ) as in 4.7. Under the notation in 4.7, we further
assume that VL = V
+
L , i.e., V
′
L = {0}. Thus V can be decomposed as V = V
−
L ⊕
V +L ⊕ V
′′
L with V
′ = V −L ⊕ V
+
L . Write T as T = T1 × T2, where T
θ
1 (resp. T
θ
2 ) is a
maximal torus of GL(V +L ) (resp. GL(V
−
L ⊕ V
′′
L ) according to the decomposition of
V . We define a cocharacter ϕ = (ϕ1, ϕ2) : Gm → T θ ≃ T θ1 × T
θ
2 by the condition
that ϕ1 : Gm → T θ1 is trivial, and ϕ2 : Gm → T
θ
2 is regular with respect to P
ιθ,
namely, the weights of Gm on V
−
L (resp. on V
′′
L ) are strictly positive (resp. stricitly
negative) and that it gives strictly positive weights on the space U ιθP . (In fact, in the
enhanced case, it is easy to find such ϕ2. In the pure exotic case, since Imϕ2 ⊂ T θ2 ,
if we define ϕ2 so that ϕ2(a) acts on V
−
L with strictly positive weights, then ϕ2(a)
automatically acts on V ′′L with strictly negative weights). Now T
θ acts on X as the
restriction of the action of H . Through the action of T θ, Gm acts on X . Let P−
be the opposite parabolic subgroup of P so that P ∩ P− = L. We consider the
setting for Braden’s theorem in 0.5 for the Gm-variery X = X . It follows from
the definition of the cocharacter ϕ, X0 coincides with Lιθ × VL. Moreover, we have
X+ = P ιθ × (V −L ⊕ V
+
L ) and X
− = (P−)ιθ × (V +L ⊕ V
′′
L ). We show the following
result.
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Proposition 5.9. Assume that XL ∈ S(X ) and that VL = V
+
L . Then for any
A ∈ X̂ , ResA is a semismple complex. More precisely, ResA is a direct sum of
complexes of the form A1[i] with A1 ∈ X̂ 0L.
Proof. Since A is H-equivariant, A is Gm-equivariant. By Braden’s theorem (The-
orem 0.6), i!j∗A is a semisimple complex, where i : Lιθ × VL → Gιθ × V ′ is the
inclusion map for V ′ = V −L ⊕ V
+
L . On the other hand, πP : P
ιθ × V ′ → Lιθ × VL is
a vector bundle with Gm-action, where Gm acts trivially on L
ιθ × VL, and acts on
each fibres with strictly positive weights. Since j∗A is Gm-equivariant, by Lemma
0.7, i!j∗A ≃ (πP )!j∗A = ResA. The proposition is proved. 
6. Classification of character sheaves
6.1. In this section, we assume that X is of pure exotic type or of enhanced
type. Following the idea in [L3, I, 3.10], we introduce the notion of cuspidal character
sheaves on X .
We consider the variety XL = Lιθ × VL associated to a θ-stable parabolic sub-
group P and its θ-stable Levi subgroup L as before. Recall that S(X ) is as in 4.7.
For XL ∈ S(X ), we define an integer cXL by
(6.1.1) cXL = dimU
θ
P − dimU
ιθ
P − dimV
−
L .
Hence cXL = 0 if X is of pure exotic type, and cXL = − dim V
−
L if X is of enhanced
type.
A character sheaf A ∈ X̂ is said to be cuspidal if for any XL ∈ S(X ) and for any
V ′, we have ResA[−cXL − 1] ∈ DX
≤0
L , or equivalently, dim supp H
i(ResA[−cXL ]) <
−i for all i, where Res = ResXXL,V ′,P .
6.2. Let x = xsxu be the Jordan decomposition of x ∈ Gιθ, where xs is
semisimple and xu is unipotent. Then xs, xu ∈ Gιθ, and L0 = ZG(xs) is a θ-
stable Levi subgroup of a (not necessarily θ-stable) parabolic subgroup of G. Hence
xs ∈ Z(L0)
ιθ and xu ∈ (L0)
ιθ
uni. We define Z(L0)reg = {x ∈ Z(L0) | ZG(x) = L0}.
Let L be the smallest θ-stable Levi subgroup of a θ-stable parabolic subgroup P
of G containing Lιθ0 such that XL ∈ S(X ). Here we assume that V = V
♯
L ⊕ V
−
L ,
where V ♯L is an L
θ-stable subspace, and V −L is a P
θ-stable subspace of V , such that
V ♯L ≃ VL = V/V
−
L as L
θ-modules. (In the pure exotic case, L0 ≃
∏
iGL2ni so that
Lθ0 =
∏
i Sp2ni. Then L = GL2n′ × (GL1)
2n−2n′ , where n′ is the sum of ni such
that ni > 1, since GL
ιθ
2 is a torus. Here V
−
L = Mn−n′ and dimV
♯
L = n + n
′. In the
enhanced case, Lθ0 ≃
∏
iGLni, and L
θ ≃ GLn′ × (GL1)
n−n′, where n′ is the sum
of ni such that ni > 1. Here V
−
L = Vm for m ≤ n − n
′ and dimV ♯L = n − m.)
Let Σ = Z(L0)
ιθ × O for an Lθ0-orbit O in (L0)
ιθ
uni × V
♯
L. (Note that V
♯
L can be
regarded as a vector space VL0 attached to L0, and so XL0 = (L0)
ιθ × VL0 is a
similar variety as X .) For such a pair (L,Σ), we define Σreg = Z(L0)ιθreg × O, and
Y(L,Σ) =
⋃
g∈H g(Σreg). We claim that
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(6.2.1) X =
⋃
(L,Σ) Y(L,Σ), where (L,Σ) runs over all such pairs up to H-conjugacy,
gives a partition of X into finitely many locally closed smooth irreducible varieties
stable by H .
In fact, since Y(L,Σ) ≃ H×L
θ
0Σreg, Y(L,Σ) is smooth, irreducible and locally closed.
It is clear from the definition that Y(L,Σ) are mutually disjoint. So we have only to
show that
⋃
(L,Σ) Y(L,Σ) = X . For this it is enough to consider the pure exotic case,
i.e, where G = GL2n, H = Sp2n and X = Gιθ × V . Take (x, v) ∈ X . By (a variant
of ) [SS, Lemma 2.1], we may assume that xu ∈ U, v ∈M ′n, and xs ∈ T , by replacing
(x, v) by its H-conjugate, where M ′n is the maximal isotropic subspace of V stable
by T such that V =Mn ⊕M ′n. Put L0 = ZG(xs). Then (xu, v) ∈ (L0)
ιθ
uni × V
♯
L since
v ∈M ′n ⊂ V
♯
L by our choice of V
♯
L. This shows that (x, v) ∈ Σreg = Z(L0)
ιθ
reg ×O for
an Lθ0-orbit O in (L0)
ιθ
uni×V
♯
L containing (xu, v), and the claim follows. Thus (6.2.1)
holds.
Proposition 6.3. Assume that G is not a torus. Then X̂ does not contain a cuspidal
character sheaf.
Proof. Assume that G is not a torus. Take A ∈ X̂ . Let U be a locally closed
smooth irreducible subvariety of X such that A ≃ IC(U , E)[dimU ]. Since A is H-
equivariant, we may assume that U is H-stable. Since U is irreducible, by (6.2.1),
there exists a unique piece Y(L,Σ) such that U∩Y(L,Σ) is open dense in U . Since Y(L,Σ)
is H-stable, we may assume that U ⊂ Y(L,Σ). Take (x, v) ∈ U , and let x = xsxu be
the Jordan decomposition of x. Let L0 = ZG(xs) and O0 be the Lθ0-orbit of (xu, v)
so that Σreg = Z(L0)
ιθ
reg × O0. Let O be the H-orbit of (x, v). Put δ = dimO and
d = dimU .
First assume that X is of pure exotic type Gιθ×V with G = GL2n (n ≥ 1). We
consider a restriction ResA = ResXXT ,V ′,B A, where XT = T
ιθ × {0} with V ′ = V −L =
Mn. For z1 = (xs, 0) ∈ XT , we have π
−1
P (z1) = (xsU)
ιθ×Mn. Then by Corollary 1.15,
we haveHδc (π
−1
P (z1)∩O, Q¯l) 6= 0. Since π
−1
P (z1)∩U = π
−1
P (z1)∩O, and the restriction
of E on π−1P (z1) ∩ O is a non-zero constant sheaf, we have H
δ
c (π
−1
P (z1) ∩ U , E) 6= 0,
and so Hδ−dc (π
−1
P (z1) ∩ U , A) 6= 0. It follows that H
δ−d
z1 ((πP )!j
∗A) 6= 0. This implies
that
TU × {0} ⊂ supp H
δ−d(ResA),
where TU = {xs ∈ T ιθ | (x, v) ∈ U}. Let ω1 : X → T ιθ/Sn be the Steinberg map
on X (cf. [SS2, (1.6.2)]) which associates the semisimple class of xs to (x, v). We
denote by ω the restriction of ω1 on U . Then for each xs ∈ ω(U), ω−1(xs) have the
same dimension dimO. Since TU/Sn = ω(U), we have
dimTU = dimω(U) = dimU − dimO = d− δ.
Hence we have dim supp Hδ−d(ResA) ≥ d− δ. But if A is cuspidal, A must satisfy
the condition
dim supp Hδ−d(ResA) < d− δ.
(Here cXT = 0.) Thus A is not cuspidal.
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Next assume that X = G × V is of enhanced type with G = GLn (n ≥ 2).
Put m = µ(O0) (see 2.16 for the definition), and we consider a restriction ResA =
ResXXT ,V ′,B, where XT = T
ιθ×{0} with V ′ = V −L =Mm. Hence for z1 = (xs, 0) ∈ XT ,
we have π−1P (z1) = xsU ×Mm. Thus by Corollary 2.17, we have H
δ+m
c (π
−1
P (z1) ∩
O, Q¯l) 6= 0. As in the previous case, this implies that
d− δ ≤ dim supp Hδ+m−d(ResA).
But if A is cuspidal, we must have
dim supp Hδ+m−d(ResA) < (d− δ −m)− cXT = d− δ.
(Here cXT = −m). Hence A is not cuspidal. The proposition is proved. 
In the discussion below, we write IndXXL,P A as IndA and similarly for ResA if
there is no fear of confusion. The following results are variants of [L3, I, Theorem
4.4].
Theorem 6.4. Let X be of pure exotic type or of enhanced type, and XL ∈ S(X ).
Recall the notation X̂ 0L in 4.7.
(i) Assume that G 6= T . For any A ∈ X̂ , there exists A0 ∈ X̂
0
T such that A is a
direct summand of IndA0.
(ii) If A1 ∈ X̂ 0L, then IndA1 ∈M(X ).
(iii) Assume that VL = V
+
L . If A ∈ X̂ , then ResA[−cXL ] ∈ D
≤0(XL).
(iv) Assume that VL = V
+
L . If A ∈ X̂ and K ∈ M
Lθ(XL) is such that any simple
constituent of K is contained in X̂L, then
HomD(XL)(ResA[−cXL ], K) ≃ HomD(X )(A, IndK).
Remark 6.5. If XL satsifies the assumption VL = V
+
L , we have X̂L = X̂
0
L. Hence
the condition in (ii) is automatic.
As a corollary, we obtain a classification of character sheaves on X , namely we
have
Corollary 6.6. The set X̂ psL coincides with X̂L for each tame local system L on T .
In particular, if X is of pure exotic type or of enhanced type, the set of character
sheaves X̂L is given by (4.9.1) or (4.9.2), respectively.
6.7. The rest of the paper is devoted to the proof of the theorem. We prove it
following the strategy of the proof of Theorem 4.4 in [L3]. When G is a torus, the
theorem is obvious. So we assume that G is not a torus, and that the theorem is
already proved for XG′ for a smaller rank group G′. We shall prove them for X = XG
by using the inductive argument.
First we show that
(6.7.1) Theorem 6.4 (ii) holds for X .
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We assume that P 6= G. If L = T , the assertions hold by (4.9.1) and (4.9.2).
So we may assume that L 6= T . We consider the case where X is of pure exotic
type. The proof for the enhanced case is similar. Then XL ≃ X ′L × X
′′
L , where
X ′L = GL
ιθ
2n′ × V
+
L and X
′′
L = (GL1)
n−n′ × V ′L as in 4.7. A1 ∈ X̂L can be written
as A1 = A
′
1 ⊠ A
′′
1 with A
′
1 ∈ X̂
′
L, A
′′
1 ∈ X̂
′′
L . Since A1 ∈ X̂
0
L, A
′′
1 ≃ E [n − n
′] for a
tame local system E on (GL1)n−n
′
. By applying Theorem 6.4 (i) to X ′L, one can find
A′0 ∈ X̂
0
T1
(T1 is a maximal torus of GL2n′) such that A
′
1 is a direct summand of
Ind
X ′
L
XT1
A′0. Here X
′′
L = XT2 for T2 = (GL1)
n−n′, and for A′′1 ∈ X̂
0
T2
, put A0 = A
′
0⊠A
′′
1.
Then A0 ∈ X̂ 0T and A1 is a direct summand of Ind
XL
XT
A0. Since K = Ind
XL
XT
A0 has
its support in Lιθ × V +L , K is P
θ-equivariant. By Proposition 4.3, we have
IndXXT A0 ≃ Ind
X
XL
(IndXLXT A0).
By (4.9.1), IndXXT A0 is a semisimple perverse sheaf. Since Ind
X
XL
A1 is a direct
summand of IndXXT A0, Ind
X
XL
A1 is also a semisimple perverse sheaf. Thus (6.7.1)
holds.
6.8. Under the notation in 4.7, assume that VL = V
+
L . Thus V = V
−
L ⊕V
+
L ⊕V
′′
L
and V ′ = V −L ⊕ V
+
L . We consider a commutative diagram
D
f
←−−− X˜ P
ρ
−−−→ X
β
x xσ
D′
φ
←−−− H × P ιθ × V ′
γ
y yτ1
XL
πP←−−− P ιθ × V ′
j
−−−→ X ,
where
D = H ×P
θ
(Lιθ × VL), (P
θ acts on Lιθ through the map P θ → P θ/UθP ≃ L
θ)
D′ = H × Lιθ × VL,
φ : (g, p, v) 7→ (g, p, v),
β : the quotient map by P θ,
f : the map induced from φ through the quotient by P θ
γ : (g, ℓ, v) 7→ (ℓ, v),
τ1 : (g, p, v) 7→ (p, v),
and the maps ρ, σ are as in (4.2.1), the maps j, πP are as in 5.1 (with respect to
XL, V ′). Note that the map πP ◦τ1 = γ◦φ coincides with the map τ : H×P ιθ×V ′ →
XL in (4.2.1). It is clear that both squares are cartesian squares.
Take K ∈ ML
θ
(XL). K can be lifted to a P θ-equivariant complex since VL =
V +L . Since γ is a principal H-bundle and β is a principal P
θ-bundle, one can define
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K ′ = β♭γ˜K[− dimP θ], so that γ˜K = β˜K ′ with K ′ ∈ M(D). Since IndK =
ρ!σ♭(γ ◦ φ)
∗K[a] (see (4.2.2)), we see that
(6.8.1) IndK ≃ ρ!f˜K
′[a− c− dimUθP ],
where c = dimU ιθP + dimV
−
L . Let A ∈ X̂ . Note that ResA = (πP )!j
∗A. We define
Res+A = f!ρ
∗A[d] with d = dimUθP . We show that
(6.8.2) γ˜(ResA) ≃ β˜(Res+A).
In fact, since both squares in the diagram are cartesian squares, we have
γ˜(ResA)[− dimH ] ≃ φ!(τ1)
∗j∗A,
β˜(Res+A)[− dimH ] ≃ φ!σ
∗ρ∗A.
Let ζ = ρ ◦ σ, ζ ′ = j ◦ τ1. In order to show (6.8.2), it is enough to see that
ζ∗A ≃ (ζ ′)∗A. But ζ is the composite of the inclusion H × P ιθ × V ′ →֒ H × X
and the map H × X → X , (g, x, v) 7→ (gxg−1, gv), while ζ ′ is the composite of the
inclusion and the map H × X → X , (g, x, v) 7→ (x, v). Since A is an H-equivariant
perverse sheaf, we have ζ∗A ≃ (ζ ′)∗A, and (6.8.2) follows.
Next we show, for any integer i, that
(6.8.3) HomD(D)(Res
+A[−cXL ], K
′[i]) ≃ HomD(X )(A, IndK[i]).
In fact, by 0.2, the left hand side is equal to
Hom(f!ρ
∗A[d− cXL ], K
′[i]) ≃ Hom(ρ∗A[d− cXL ], f
!K ′[i])
≃ Hom(ρ∗A, f ∗K ′[i+ 2c− d+ cXL])
since f ! = f ∗[2c] as f is smooth with connected fibres of dimension c. On the other
hand, again by 0.2, the right hand side is equal to
Hom(A, ρ!f˜K
′[i+ a− c− d]) ≃ Hom(ρ∗A, f ∗K ′[i+ a− d])
since ρ∗ = ρ! as ρ is proper, and f˜ = f
∗[c]. It is enough to show that
(6.8.4) 2c+ cXL = a.
But (6.8.4) is equivalent to (6.1.1). Thus (6.8.4) holds, and (6.8.3) follows.
Here we note that
(6.8.5) Take K ∈ ML
θ
(XL), and assume that any simple constituent of K is con-
tained in X̂L. Then IndK ∈M(X ).
In fact, by Theorem 6.4 (ii), IndA1 ∈ M(X ) for any simple constituent A1 of
K. Then by (0.1.2) we obtain the assertion.
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Take K as in (6.8.5). If i < 0, we have HomD(X )(A, IndK[i]) = 0 since A ∈
M(X ), and IndK[i] ∈ D≥1(X ) (see (0.1.3)). It follows from (6.8.3) that
(6.8.6) HomD(D)(Res
+A[−cXL ], K
′[i]) = 0 for i < 0.
We show that
(6.8.7) pH i(Res+A[−cXL ]) = 0 for i > 0.
Suppose not, and let i > 0 be the largest integer such that pH i(Res+A[−cXL ]) 6= 0.
Since β˜, γ˜ commute with the perverse cohomology functor by 0.2, i is also the largest
integer such that pH i(ResA[−cXL ]) 6= 0. By Proposition 5.9, ResA is a semisimple
complex, and so it is decomposed as
ResA[−cXL ] =
⊕
j
pHj(ResA[−cXL ])[−j].
Thus we have a non-zero morphism ResA[−cXL ] →
pH i(ResA[−cXL ])[−i]. By
(6.8.2), this implies that there exists a non-zero morphism β˜(Res+A[−cXL + i]) →
β˜(pH i(Res+A[−cXL ])). Since ResA[−cXL + i] ∈ D
≤0(XL) by (0.1.1), we have
Res+A[−cXL + i] ∈ D
≤0(D) by 0.2. Hence by (0.2.3), there exists a non-zero mor-
phism
Res+A[−cXL ]→
pH i(Res+A[−cXL ])[−i].
Put K = pH i(ResA[−cXL ]) and K
′ = pH i(Res+A[−cXL ]). Since the perverse coho-
mology functor commutes with β˜, γ˜, (6.8.2) implies that β˜K ′ ≃ γ˜K. Thus, one can
apply (6.8.6), which implies that there exists no non-zero morphism Res+A[−cXL ]→
K ′[−i] for i > 0. This is a contradiction, and (6.8.7) follows.
(6.8.7) implies, by (0.1.1), that
(6.8.8) Res+A[−cXL ] ∈ D
≤0(D).
Applying β˜ to (6.8.8), we have β˜(Res+A[−cXL ]) ∈ D
≤(D′). Thus by (6.8.2), we
have γ˜(ResA[−cXL ]) ∈ D
≤0(D′), and so ResA[−cXL ] ∈ D
≤0(XL). Hence we have
proved
(6.8.9) Theorem 6.4 (iii) holds for A ∈ X̂ .
Returning to the original K as in (6.8.5), we have the following.
(6.8.10)
Hom(A, IndK) ≃ Hom(Res+A[−cXL ], K
′) (by (6.8.3))
≃ Hom(β˜ Res+A[−cXL ], β˜K
′) (by (6.8.8) and (0.2.3))
≃ Hom(γ˜ ResA[−cXL ], γ˜K) (by (6.8.2))
≃ Hom(ResA[−cXL ], K) (by (6.8.9) and (0.2.3)).
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(Note that ResA[−cXL ] ∈ D
≤0(XL) and Res
+A[−cXL ] ∈ D
≤0(D) by the previous
discussion.) It follows that
(6.8.11) Theorem 6.4 (iv) holds for X .
Finally we show that
(6.8.12) Theorem 6.4 (i) holds for any A ∈ X̂ .
Assuming that G is not a torus, take A ∈ X̂ . We may assume that A is given
as in the proof of Proposition 6.3. Let ResA be the restriction of A with respect
to XT = T ιθ × {0} as given in the proposition. Then the discussion there shows
that ResA[−cXT ] 6∈ D
≤1(XT ). Since XT satsifies the condition VT = V
+
T = {0},
ResA[−cXT ] ∈ D
≤0(XT ) by (iii). Hence pH0(ResA[−cXT ]) 6= 0. Since ResA is a
semisimple perverse sheaf and its simple components are all contained in X̂ 0T by
Proposition 5.7 and Proposition 5.9, there exists a non-zero morphism ResA→ A0
for some A0 ∈ X̂ 0T . By applying (6.8.10) for K = A0, we see that there exists a
non-zero morphism A → IndA0. This shows that A appears as a direct summand
of IndA0. (6.8.12) is proved.
This completes the proof of Theorem 6.4.
Remark 6.9. Let X be of pure exotic type.
(i) For P θ-equivariant A1 ∈ X̂L, Ind
X
XL
A1 is not necessarily contained in
D(X )≤0 if we drop the assumption A1 ∈ X̂ 0L. In fact Ind
X
XT
A1 = K2n,T,E [n] for
A1 = E˜V1 [dimXT,V1] with dim V1 = n by 4.9. Hence Ind
X
XT
A1 /∈ D≤0(X ) by Propo-
sition 1.12.
(ii) For A ∈ X̂ , ResXXL A is not necessarily contained in D(XL)
≤0 if we drop
the assumption VL = V
+
L . In fact, consider the case where G = GL2. In this
case H = SL2, G
ιθ = T ιθ = Z(G) and X = Z(G) × V with dimV = 2. Then
any character sheaf on X is given, for a tame local system E on T ιθ, as AE =
(E ⊠ (Q¯l)V )[3], or A′E = (E ⊠ (Q¯l){0})[1] on T
ιθ × {0}. (Here we denote by (Q¯l)X
the constant sheaf Q¯l on the variety X). Now XT = T ιθ × VT with dimVT = 1.
We have ResXXT AE = (E ⊠ (Q¯l)VT )[1], since p!(Q¯l)V = (Q¯l)VT [−2] for the projection
p : V → VT , and Res
X
XT
A′E = (E ⊠ (Q¯l){0})[1]. Since any character sheaf on XT
is given as (E ⊠ (Q¯l)V )[2] or (E ⊠ (Q¯l){0})[1], we see that Res
X
XT
A ∈ D(X )≤1, but
ResXXT A /∈ D(X )
≤0.
6.10. By making use of Braden’s theroem, one can show a certain refine-
ment of Theorem 6.4 (iii). We follow the notation in 5.8 and Proposition 5.9. We
define a diagonal action σ on X by an element g ∈ H as follows; in the pure
exotic case, g is a permutation (1, n + 1)(2, n + 2) · · · (n, 2n) of the symplectic ba-
sis {e1, . . . , en, f1, . . . , fn}. In the enhanced case, g is a permutation of the basis
{e1, . . . , en} giving the longest element in Sn. Put L1 = σ(L). Let P1 be a parabolic
subgorup ofG containing B and L1, and P
−
1 be the opposite parabolic subgroup of P1
such that P1∩P
−
1 = L1. Then σ(P ) = P
−
1 . Note that in the pure exotic case, L1 = L
and P1 = P . Recall that V = V
−
L ⊕ V
+
L ⊕ V
′′
L , with V
′ = V −L ⊕ V
+
L . We consider a
similar decompostion V = V −L1⊕V
+
L1
⊕V ′′L1 with respect to L1, and put V
′
1 = V
−
L1
⊕V +L1 .
We have σ(V ′) = V +L1⊕V
′′
L1
and σ(V +L ) = V
+
L1
. Put c′XL = cXL1 . Explicitly, c
′
XL
= cXL
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in the pure exotic case, and c′XL = − dimV
′′
L (here cXL = − dimV
−
L ) in the enhanced
case. We have the following result.
Proposition 6.11. Assume that VL = V
+
L . Then for any A ∈ X̂ , ResA[c
′
XL
] ∈ D≥0.
Proof. The following proof was inspired by Achar [A, Theorem 3.1]. We have the
following commutative diagram.
Lιθ × V +L
i
−−−→ P ιθ × V ′
j
−−−→ Gιθ × V
σL
y yσ′ yσ
Lιθ1 × V
+
L1
i¯1−−−→ (P−1 )
ιθ × σ(V ′)
j¯1
−−−→ Gιθ × V,
where i¯1, j¯1 are defined similaly to i, j, and σ
′ (resp. σL) is the restriction of σ on
P ιθ × V ′ (resp. on Lιθ × V +L ). Since σ, σ
′, σL are isomorphisms, we have
(6.11.1) σ∗L i¯
∗
1j¯
!
1 ≃ i
∗j!σ! ≃ i∗j!σ∗.
By Braden’s theorem, applied to the maps i1, j1, i¯1, j¯1, we have a canonical isomor-
phism i!1j
∗
1K ≃ i¯
∗
1j¯
!
1K for a weakly equivariant K on X . Hence if A ∈ X̂ , we have
(6.11.2) D(i!j∗σ∗A) ≃ i∗j!σ∗A ≃ σ∗L i¯
∗
1j¯
!
1A ≃ σ
∗
Li
!
1j
∗
1A.
Since j∗σ∗A, j∗1A are weakly equivariant, by Lemma 0.7, we have
i!j∗σ∗A ≃ (πP )!j
∗σ∗A, i!1j
∗
1A ≃ (πP1)!j
∗
1A.
Substituting this into (6.11.2), we have
(6.11.3) D(ResXXL,V ′,P σ
∗A) ≃ σ∗L(Res
X
XL1 ,V
′
1 ,P1
A).
By Theorem 6.4 (iii), we have ResXXL1
A[−c′XL ] ∈ D
≤0(XL1). Hence (6.11.3) im-
plies that ResXXL σ
∗A[c′XL] ∈ D
≥0(XL). Since σ∗ gives a bijection on the set X̂ , the
proposition follows from this.

Remark 6.12. In the case of original character sheaves in [L3], a similar argument
as in the proof of Proposition 6.11 gives a simple proof based on Braden’s theorem
of the fact that ResA is a perverse sheaf (cf. [L3, Theorem 6.9 (a)]).
6.13. Assume that X is of pure exotic type or of enhanced type. We consider
a θ-stable parabolic subgroup P of G, and its θ-stable Levi subgroup L, in general.
For example, in the pure exotic case, consider Lθ ≃ Sp2n0 ×
∏
i≥1GLni , and corre-
spondingly V is decomposed as V = V0 ⊕
⊕
i≥1(V
′
i ⊕ V
′′
i ), where dimV0 = 2n0 and
dimV ′i = dimV
′′
i = ni. In that case, it is not known whether ResA is a semisimple
complex or not. The arguments for the proof of Proposition 5.9 based on Braden’s
theroem fails if Lθ contains more than two factors. Also in that case, the problem
of lifting of Lθ-equivaraint complex to P θ-equivaraint complex in the definition of
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IndA is delicate in general. Our arguments can be generalized only in the following
special cases; let us consider VL = V
′/V −L , where VL is a subquotient of V0 or of
V ′i for some i in the decomposition of V so that U
θ
P acts trivially on VL. Then
Proposition 5.9 holds in this case, and properties (ii) ∼ (iv) in Theorem 6.4 hold
without change.
Appendix
Corrections to “Exotic symmetric space over a finite field, I, II”
In this occasion, we give some corrections for [SS], [SS2]. We follow the notations
in [SS], [SS2].
A. Corrections for [SS]
I. The proof of Proposition 3.6 in [SS] contains a gap. In fact, in the proof of
(3.6.4), R2i(ψm+1)!Em+1 is claimed to be a perfect sheaf. But this is not true since
it does not satisfy the support condition. We give an alternate proof of Proposition
3.6 below. Note that the statement that IC(Ym,Lρ) is a constructible sheaf in
Proposition 3.6 in [SS] should be removed.
Proposition 3.6. ψ∗α
∗
0E [dn] is a semisimple perverse sheaf on Y, equipped with
A˜E-action, and is decomposed as
ψ∗α
∗
0E [dn] ≃
⊕
0≤m≤n
⊕
ρ∈A∧
m,E
V˜ρ ⊗ IC(Ym,Lρ)[dm],
where dm = dimYm.
Proof. In the following discussion, we write the restriction of α∗0E on Y˜
+
m, etc. simply
as α∗0E if there is no fear of confusion. Recall the formula (3.5.2) in [SS],
(3.5.2) (ψm)∗α
∗
0E ≃
⊕
ρ∈A∧
m,E
IndA˜E
A˜m,E
(H•(Pn−m1 )⊗ ρ)⊗Lρ.
This formula can be rewritten as
(a) (ψm)∗α
∗
0E ≃
( ⊕
ρ∈A∧
m,E
V˜ρ ⊗ Lρ
)
[−2(n−m)] +Nm,
where Nm is a sum of various Lρ[−2i] for ρ ∈ A∧m,E with 0 ≤ i < n−m. Let ψm be
as in the proof of Proposition 3.6. The statement (3.6.1) in [SS] should be replaced
by the following formula. For each m ≤ n,
(3.6.1*) (ψm)∗α
∗
0E ≃
⊕
0≤m′≤m
⊕
ρ∈A∧
m
′,E
V˜ρ ⊗ IC(Ym′,Lρ)[−2(n−m
′)] +Nm,
48 SHOJI AND SORLIN
where Nm is a sum of various IC(Ym′ ,Lρ)[−2i] for 0 ≤ m
′ ≤ m and ρ ∈ A∧
m
′,E
with i < n − m′. Note that (3.6.1*) will imply the proposition. In fact, ψm = ψ
for m = n, and in that case, dn − dm′ = 2(n − m′) by Lemma 3.3 (iii) in [SS].
Since ψ is semi-small by Lemma 3.3 (iv), ψ∗α
∗
0E [dn] is a semisimple perverse sheaf.
But since dn − 2i > dm′ = dimYm′, IC(Ym′,Lρ)[dn − 2i] is not a perverse sheaf for
any IC(Ym′ ,Lρ)[−2i] appearing in N n. It follows that N n = 0 and we obtain the
proposition.
We show (3.6.1*) by induction on m. If m = 0, (ψm)∗α
∗
0E coincides with
(ψm)∗α
∗
0E . Hence it holds by (a). We assume that (3.6.1*) holds for any m
′ < m.
Recall that Ym\Ym−1 = Y0m and j : Y
0
m → Ym is the open immersion. Since ψm is
proper, (ψm)∗α
∗
0E is a semisimple complex on Ym. Here we note that (ψm)∗α
∗
0E ≃
(ψm)!α
∗
0E has a natural structure of A˜E -complexes. In fact, (ψm)!α
∗
0E has a A˜E -
action by (3.5.2). It induces an A˜E -action on (j ◦ψm)!α∗0E , and hence on its perverse
cohomology pH i((j ◦ ψm)!α∗0E). On the other hand, by induction (ψm−1)!α
∗
0E has a
natural A˜E -action, which induces an A˜E -action on
pH i((ψm−1)!α
∗
0E). Thus by using
the perverse cohomology long exact sequence, one can define an action of A˜E on
pH i((ψm)!α
∗
0E). Since (ψm)!α
∗
0E is a semisimple complex, in this way the action of
A˜E can be defined.
Now since (ψm)∗α
∗
0E is a semisimple complex, it is a direct sum of the form
A[s] for a simple perverse sheaf A. Suppose that supp A is not contained in Ym−1.
Then supp A ∩ Y0m 6= ∅ and the restriction of A on Y
0
m is a simple perverse sheaf
on Y0m. The restriction of (ψm)∗α
∗
0E on Y
0
m is isomorphic to (ψm)∗α
∗
0E . Hence its
decomposition is given by the formula (a). It follows that A|Y0m = Lρ for some ρ,
up to shift. This implies that A = IC(Ym,Lρ)[dm] and that the direct sum of A[s]
appearing in (ψm)∗α
∗
0E such that supp A ∩ Y
0
m 6= ∅ is given by
K1 =
⊕
ρ∈A˜∧
m,E
V˜ρ ⊗ IC(Ym,Lρ)[−2(n−m)] +N
′
m,
where N ′m is a sum of various IC(Ym,Lρ)[−2i] with 0 ≤ i < n−m.
If supp A is contained in Ym−1, A[s] appears as a direct summand of (ψm−1)∗α
∗
0E ,
which is decomposed as in (3.6.1*) by induction hypothesis. Thus if we exclude
the contribution from the restriction of K1 on Ym−1, such A[s] is determined from
(ψm−1)∗α
∗
0E . So we consider the restriction of K1 on Ym−1. Since N
′
m is contained
in Nm, we can ignore this part. Hence it is enough to consider A = IC(Ym,Lρ)[dm].
Note that the multiplicity space of A in K1 is V˜ρ. Hence the multiplicity space of a
simple perverse sheaf A′ appearing in the decomposition of A|Ym−1 , up to shift, has
a structure of A˜E -module which is a sum of V˜ρ. But by (3.6.1*) applied for m − 1,
the multiplicity space of a simple perverse sheaf B appearing in the first term of
(3.6.1*) is a sum of V˜ρ′ with ρ
′ ∈ A∧
m
′,E for m
′ < m. Since V˜ρ and V˜ρ′ are different
simple A˜E -modules, A|Ym−1 gives no contribution on the first terms in (3.6.1*). Since
Nm−1 ⊂ Nm, this proves (3.6.1*), and the proposition follows. 
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II. Since (3.6.1) was modified, the formula (4.9.1) must be modified to the
following form.
(πm)∗(α
∗E)|π−1(Xm)[dm]
≃
⊕
0≤m′≤m
⊕
ρ∈A∧
m
′,E
V˜ρ ⊗ IC(Xm′ ,Lρ)[dm′ − 2(n−m)] +Mm,(4.9.1*)
whereMm is a sum of various IC(Xm′ ,Lρ)[−2i] for 0 ≤ m′ ≤ m and ρ ∈ A∧m′,E with
m′ −m ≤ i < n−m.
By using a similar discussion as in I, one can define a natural A˜E-action on
(πm)∗α
∗E . Then (4.9.1*) is proved by a similar argument as in the proof of (3.6.1*),
by using Proposition 4.8 instead of (3.5.2).
By applying (4.9.1*) to the case where m = n, we see that any simple perverse
sheaf A[i] appearing in the direct sum decompostion of π∗α
∗E [dn] has the property
that supp A ∩ Y 6= ∅. Since Y is open dense in X , and the restriction of π∗α∗E on
Y coincides with ψ∗α∗0E , Theorem 4.2 in [SS] follows from Proposition 3.6.
III. In 5.6, the variety Z is defined with respect to the map πP : P ιθuni × V →
Lιθuni × V˜L and an L
θ-orbit OL. But since the action of UθP on V˜L is not necessarily
trivial, π−1P (OL) is not stable by the action of P
θ, and Z cannot be defined in this
way. We must replace OL by the P θ-orbit O˜L containing OL. Since the set of Lθ-
orbits in Lιθ×VL is finite, O˜L is a finite union of Lθ-orbits, and so dim O˜L = dimO′L
for some Lθ-orbit O′L. Clearly π
−1
P (O˜L) is stable by P
θ. Thus in the definition of Z,
OL should be replaced by O˜L. Accordingly, Proposition 5.7 should be modified to
the following form.
Proposition 5.7. Put c = dimO, c = dimOL and c′ = dim O˜L.
(i) For (x, v) ∈ O˜L, we have dim(O ∩ π
−1
P (x, v)) ≤ (c− c
′)/2 ≤ (c− c)/2.
(ii) For (x, v) ∈ O,
dim{gP θ ∈ H/P θ | (g−1xg, g−1v) ∈ π−1P (O˜L)} ≤ (νH − c/2)− (ν − c
′/2).
(iii) Put d0 = 2νH − 2ν + c′. Then dimZω ≤ d0 for all ω. Hence dimZ ≤ d0.
The arguments used to prove Proposition 5.7 in [SS] work well under this mod-
ification. Note that Propostion 5.7 (i) in [SS] holds without change.
A similar correction should be made in Section 6. In the discussion of 6.1, the
Lθ-orbit O′ should be replaced by the P θ-orbit O˜′ so that Proposition 5.7 can be
applied. In particular, the definition of dz,z′ in 6.1 should be replaced by dz,z′ =
(dimZH(z)− dimZP θ(z
′))/2 + dimUθP .
IV. The followings are simple typos.
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• The latter formula in the third line of the proof of Proposition 5.7 should be
replaced by
V = V˜0 ⊕
k⊕
i=1
Vi.
• (5.4.2) and (5.4.3) in Section 5 should be replaced by
(5.4.2) H i(π−11 (x, v), Q¯l) ≃
⊕
µ∈Pn,2
ρµ ⊗H
i−dimXuni+dimOµ IC(Oµ, Q¯l).
(5.4.3) H2dµ(π−11 (x, v), Q¯l) ⊃ ρµ ⊗H
0
(x,v) IC(Oµ, Q¯l) ≃ ρµ.
B. Corrections for [SS2]
Since the discussion in [SS2, 2.1] is based on (3.6.1) in [SS], it must be modified
as follows. By (3.6.1*), (ψm)∗E˜m is a semisimple complex, whose simple compo-
nents are perverse sheaves shifted by even degrees (here E˜m = α∗0E|ψ−1(Ym)). It
follows that pH i((ψm)∗E˜) = 0 for odd i. By using a canonical distinguished trian-
gle ((j0)!(ψm)∗E˜m, (ψm)∗E˜m, (ψm−1)∗E˜m−1), this implies that
pH i((j0)!(ψm)∗E˜m) is a
semisimple perverse sheaf. Then instead of (2.1.1) in [SS2], we obtain
(2.1.1*) pH2(n−m)((j0)!(ψm)∗E˜m[dm]) ≃
⊕
ρ∈A∧
m,E
V˜ρ ⊗ IC(Ym,Lρ)[dm].
Similarly, by using (4.9.1*) we see that pH i(j!(πm)∗E˜m) is a semisimple perverse
sheaf. Thus instead of (2.1.2) in [SS2], we obtain
(2.1.2*) pH2(n−m)(j!(πm)∗E˜m[dm]) ≃
⊕
ρ∈A∧
m,E
V˜ρ ⊗ IC(Xm,Lρ)[dm].
By comparing (2.1.2*) with (1.3.1) in [SS2], we obtain a formula which is a
replacement of (2.1.5) in [SS2].
(2.1.5*) χK,ϕ = χT,L =
n∑
m=0
χpH2(n−m)Km,ϕm .
The arguments in 2.6 remain valid if we replace (2.1.1), (2.1.2) and (2.1.5) by
(2.1.1*), (2.1.2*) and (2.1.5*), (and by a suitable choice of the cohomology degree).
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