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Abstract
An extension is given to the known inequalities which interlace the eigenvalues corresponding to separated and
coupled boundary conditions for the problem
−(py′)′ + qy = ry on [a, b],
assuming 1/p, q and r ∈ L1([a, b]). The key is a new interlacing principle for intervals of eigenvalues corresponding
to one parameter sets of boundary conditions. Application is given to eigenfunction oscillation.
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1. Introduction
We consider eigenvalue interlacing and eigenfunction oscillation for the Sturm–Liouville equation
−(p(x)y′)′ + q(x)y = r(x)y, x ∈ [a, b], (1.1)
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subject to various boundary conditions. Here 1/p, q, r are real-valued integrable functions on [a, b] with
p(x)> 0 and r(x)> 0 a.e. To simplify notation we will assume throughout that p = 1, which we can
always achieve by Sturm’s transformation, cf. [2].
The most studied boundary conditions that we consider are called separated (or “Sturmian” in the
earlier literature). These take the form
y(a) cos  = y′(a) sin , (1.2)
y(b) cos  = y′(b) sin  (1.3)
for (, ) ∈ [0, ) × (0, ]. Existence and other properties (including interlacing) of the corresponding
“separated” eigenvalues are classical and can be found in many books. The type of interlacing we consider
here, however, also involves boundary conditions which have recently been called “coupled” (although
other terms like “mixed” and “nonseparated” are also in use).
The standard results of this type involve the periodic and antiperiodic boundary conditions
y(a) = ±y(b), (1.4)
where we write y = [y y′]T. Speciﬁcally, with n, n denoting the Dirichlet and Neumann eigenvalues
corresponding to  =  = 0 and /2 in (1.2), (1.3) and ±n corresponding to (1.4), respectively, we have
0+0 < 
−
0 {0, 1}−1 < +1 {1, 2}+2 < · · · . (1.5)
These inequalities were established around the turn of the twentieth century and again can be found in
several books. The main tool normally employed is the graph of the (Hill) discriminant d() for real 
where we note that d() = ±2 is the eigenvalue condition corresponding to (1.4).
In 1909 Birkhoff [3] studied general (real) self-adjoint boundary conditions
Ay(a) = By(b),
Cy(a) = Dy(b), (1.6)
where A,B,C,D are 1 × 2 matrices. He considered eigenvalues j corresponding to the separated
conditions Ay(a) = 0 = By(b) and showed that they interlace with the eigenvalues j corresponding to
the coupled conditions (1.6) according to one of four “basic inequalities” (BI)
00 < 1 < 122 < · · · , (1.7+)
0 < 0 < 112 < · · · (1.8+)
and the corresponding relations (1.7)−, (1.8)− with strict and weak inequalities interchanged. For exam-
ple, (1.5) corresponds to (1.7)± with = ± and = , and to (1.8)± with = . In fact (1.5) is equivalent
to the BI, together with the periodic/antiperiodic inequalities
(−1)n(+n − −n )< 0. (1.9)
Birkhoff gave conditions on the entries in A,B,C,D corresponding to each of the four BI, but [3]
contains mistakes,3 which propagated into [7] and [10, p. 252]. He employed a generalised version of
3 The oscillation theorem in [3] is corrected in [1], and in his proof Baur also corrects some of the cases of (1.8)±. We
discuss oscillation below.
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the discriminant d, but he discussed d() = 2 not d() = −2, so he did not obtain the analogue of (1.9).
See also [5, p. 221] and [14, p. 249].
Two important special cases of Birkhoff’s separated boundary conditions are as follows. Taking (1.6)
in the “normal form” [9]
y(b) = Ky(a), (1.10)
where K is 2 × 2 and det K = 1, we rewrite (1.10) as y(a) = K−1y(b), i.e.,
y(a) = k22y(b) − k12y′(b),
y′(a) = −k21y(b) + k11y′(b).
(1.11)
Then Birkhoff’s separated conditions take the “generalised Dirichlet” form
y(a) = 0 = k22y(b) − k12y′(b). (1.12)
We will denote the corresponding eigenvalues again by n. If we reverse the order of the equations
in (1.11), then Birkhoff’s separated conditions, whose eigenvalues we now denote by n, become of
“generalised Neumann” type
y′(a) = 0 = −k21y(b) + k11y′(b). (1.13)
With ±n denoting the eigenvalues corresponding to y(b) = ±Ky(a), Plaksina [17] has derived inequal-
ities (1.8)± and (1.9) corresponding to (1.5) and has shown their importance to the inverse theory of
Sturm–Liouville problems under coupled boundary conditions; see also [18,21]. In these references,
p= r = 1, which can be assumed via Liouville’s transformation provided the original p and r are smooth
enough.
Recently Eastham et al. [6] have investigated the interlacing inequalities for (1.1) under the conditions
on the coefﬁcients used here. For n, n and ±n as above, they derive (1.5), or the related inequalities
+0 < 
−
0 {0, 0}−1 < +1 {1, 1}+2 < · · · , (1.14)
which correspond to (1.8)± and (1.9), depending on the signs of k11, k12. (See also [20, p. 209] for the
case k12 = 0). Eastham et al. [6] and Plaksina [17] also consider general (complex) self-adjoint boundary
conditions, which can be put in the form
y(b) = eiKy(a), (1.15)
where  is real (and K is as above). We shall discuss their results in more detail in Section 5.
Our approach is somewhat different from those above—for example we do not use the graph of d,
but we do depend on variational principles for the eigenvalues. A recursive principle was already given
by Mason [15] in 1906 for the general boundary conditions (1.6), but we shall use a min–max version
to obtain coupled/separated inequalities. Instead of treating individual boundary conditions, we consider
families parametrized by  in the separated case (1.2), (1.3) (so  is a function of ) and by  in the
coupled case (1.10), (1.15). This leads to eigenvalue intervals which will be denoted by Sn and Cn for the
separated and coupled cases respectively, n = 0, 1, 2, . . . These intervals cover the whole real line, and
interlace in the order S0, C0, S1, C1, . . .: to be precise, Cn intersects each of Sn and Sn+1 in exactly one
point.
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This result, given in Theorem 4.3, has several consequences, of which we mention the following here.
(i) In Section 5, we obtain all the inequalities cited earlier, including corrected versions of Birkhoff’s
inequalities. Moreover all these inequalities are seen to be part of a uniﬁed scheme, whereas previous
results have been split into a number of separate cases.
(ii) In particular, we always have a simply obtained “separated” lower bound for the coupled eigenvalues,
whereas this was given for only certain cases (or was absent) in the works cited above. Such bounds
seem to be of both theoretical (see below) and computational importance.
(iii) The endpoints of the Cn are the eigenvalues corresponding to the real coupled boundary conditions
(1.10) and they also belong to the Sn. In principle, then, it is enough to study our family of separated
boundary conditions parametrized by  in order to obtain all coupled eigenvalues. In practice, one
can obtain good upper and lower bounds by searching for maxima and minima over  ∈ [0, ), using
a code for separated conditions.
Eigenfunction oscillation counts for periodic/antiperiodic conditions (1.4) can be found in several
books. For general (real) coupled conditions, which we take in the form (1.10), the situation is less clear,
and several authors have speciﬁed oscillation counts from a ﬁnite set of possibilities, cf. [16, p. 96].
Kamke [11] has reduced this set to at most two elements for general K. Birkhoff and Baur (see the earlier
footnote) specify the oscillation count exactly provided the initial value of y′/y is given—see also [4].
In Section 6 we combine Theorem 4.3 with standard oscillation theory for separated conditions to give
L1 versions of the above results, and we also discuss further situations when the oscillation count can be
determined exactly. It turns out that this holds for eigenvalues beyond a certain (explicit) bound if r is of
bounded variation (see Section 7) but may fail when the latter condition on r is omitted (see Section 8).
2. Separated boundary conditions
Let n(, ) be the nth eigenvalue of (1.1) subject to the separated boundary conditions (1.2), (1.3) for
(, ) ∈ [0, ) × (0, ] =: 	 ⊂ R2 and n = 0, 1, 2, . . . . The following lemma is known [8], but we give
a short proof for the reader’s convenience.
Lemma 2.1. The function n is continuous on 	. Moreover, for (1, 1) ∈ 	,
n(, ) → n−1(0, 1) as (, ) → (, 1),
n(, ) → n−1(1, ) as (, ) → (1, 0),
where −1 := −∞.
Proof. We use the Prüfer transformation. For given  ∈ [0, ) let (x, ) be the solution of
′ = cos2  + (r(x) − q(x))sin2 , (a, ) = .
It is well known that (b, ) is a continuousmonotonically increasing function of  ∈ R that converges to 0
as  → −∞ and to+∞ as  → +∞. For  ∈ (0, ], n(, ) is the unique solution of (b, )=+n. Let

 : (0,∞) → R be the inverse function of (b, ·). Since 
 is continuous and monotonically increasing,
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we see that n(, )=
(+n) is a continuous and increasing function of  ∈ (0, ]. Since 
(t) → −∞
as t → 0+, we ﬁnd that 0(, ) tends to −∞ as  → 0+. Moreover, if n1,
lim
→0+ n(, ) = 
(n) = n−1(, ).
In the same fashion we see that, for ﬁxed  ∈ (0, ], n(·, ) is continuous and monotonically decreasing
on [0, ) with limit n−1(0, ) as  → −. The monotonicity of n(, ) with respect to  and  now
implies the full statement of the lemma. 
We turn next to variational principles for the eigenvalues. If  = 0 and  = , the minimum–maximum
principle states that
n(, ) = min
E
max
0 =y∈E
B(y) + ∫ b
a
|y′(x)|2 dx + ∫ b
a
q(x)|y(x)|2 dx∫ b
a
r(x)|y(x)|2 dx
, (2.1)
where the minimum is taken over all linear subspaces E of
H 1 := {f ∈ AC([a, b]) : f ′ ∈ L2([a, b])} (2.2)
with dimension n + 1, and the boundary form B(y) is given by
B(y) = [−y′y¯]ba = cot  |y(a)|2 − cot  |y(b)|2. (2.3)
If  = 0 and  = , then the term involving cot  has to be omitted from B(y). Moreover, the minimum
has to be taken over linear subspaces E of {f ∈ H 1 : f (a) = 0} with dimension n + 1. Similar changes
are needed if  = .
Consider a real matrix
K =
(
k11 k12
k21 k22
)
, det K = 1. (2.4)
Our one parameter family of separated boundary conditions, which depends onK, is deﬁned as follows.
For  ∈ [0, ), we deﬁne a conjugate angle () ∈ (0, ] by
cot () = k21 sin  + k22 cos 
k11 sin  + k12 cos  , (2.5)
where it is understood that () =  if k11 sin  + k12 cos  = 0. In this case we write  = 0. Now let
n() = n(, ()) be the nth eigenvalue of (1.1) subject to the separated boundary conditions deﬁned
by the angles  and (), that is, subject to (1.2) and
(k21 sin  + k22 cos )y(b) = (k11 sin  + k12 cos )y′(b). (2.6)
For later reference, we note three special cases:
(i)  = 0 corresponds to y(a) = 0 = k22y(b) − k12y′(b), i.e., to (1.12)
(ii)  = /2 corresponds to y′(a) = 0 = −k21y(b) + k11y′(b), i.e., to (1.13)
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(iii)  = 0 corresponds to y(b) = 0 = k11y(a) + k12y′(a), i.e., to Birkhoff’s separated conditions for
(1.10).
We now deﬁne 0 : (0, ) → R by 0() := 0() and, for n1, n : R → R by
n() :=
{
n−1() if  − k ∈ [0, 0] for some k ∈ Z,
n() if  − k ∈ (0, ) for some k ∈ Z. (2.7)
Lemma 2.2. The function 0 is continuous on (0, ) with
lim
→0+
0() = lim
→− 0() = −∞.
For n1, n is continuous on R with period .
Proof. The conjugate angle () is a continuous function of  on the intervals [0, 0] and (0, ). By
Lemma 2.1, this shows that n is continuous when restricted to the intervals [0, 0] and (0, ). When
(0, )   → 0, the conjugate angle () tends to 0. Hence, by Lemma 2.1,
n() = n() → n−1(0) = n(0), n1,
and 0() → −∞. When (0, )   → , () tends to (0). Thus
n() = n() → n−1(0) = n(0), n1,
and 0() → −∞. 
3. Coupled boundary conditions
For  ∈ R, let n() be the nth eigenvalue of (1.1) subject to the coupled boundary conditions (1.15),
n = 0, 1, 2, . . . The eigenvalues are repeated according to multiplicity.
In the case k12 = 0, the minimum–maximum principle for the eigenvalues n() states that
n() = min
E
max
0 =y∈E
A(y) + ∫ b
a
|y′(x)|2 dx + ∫ b
a
q(x)|y(x)|2 dx∫ b
a
r(x)|y(x)|2 dx
, (3.1)
where the minimum is taken over all linear subspaces E of H 1 with dimension n + 1, and A(y) is the
boundary form given by
A(y) = [−y′y¯]ba = −
1
k12
(k11|y(a)|2 + k22|y(b)|2 − 2R(eiy(a)y(b))). (3.2)
If k12 = 0, then (3.1) holds with the following modiﬁcations. The space H 1 has to be replaced by
H 1() := {f ∈ H 1 : f (b) = eik11f (a)},
and the boundary form is
A0(y) = −k11k21|y(a)|2 = −k21
k11
|y(b)|2. (3.3)
Our interlacing principle will depend on two basic ideas. The ﬁrst is as follows.
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Lemma 3.1. For all  ∈ R,
n()n() if  ∈ [0, 0], (3.4)
n()n() if  ∈ (0, ). (3.5)
Proof. Assume k12 < 0. Let  ∈ (0, 0). Then there is t > 0 such that
cot  = −k11 + t
k12
. (3.6)
A simple calculation shows that the conjugate angle is determined by
cot  = k21 sin  + k22 cos 
k11 sin  + k12 cos  =
k22 + t−1
k12
.
By using the estimate 2|uv| t |u|2+ t−1|v|2 for complex numbers u, v, we obtain for the boundary forms
from (3.2), (2.3)
A(y) − k11 + t
k12
|y(a)|2 − k22 + t
−1
k12
|y(b)|2
= cot  |y(a)|2 − cot  |y(b)|2 = B(y).
The minimum–maximum principles (3.1), (2.1) yield n()n(). Since n() is right-continuous at
 = 0 and left-continuous at  = 0, we obtain (3.4). The proof of (3.4) for k12 > 0 and that of (3.5) for
k12 = 0 are similar.
Now assume that k12 = 0 whence 0 = 0. Let  ∈ (0, ). Using y(b) = eik11y(a) and k11k22 = 1, we
obtain
A0(y) = −k11k21|y(a)|2 = cot  |y(a)|2 −
(
k21
k11
+ k22
k11
cot 
)
|y(b)|2.
Comparison with the boundary form B(y) shows that A0(y) = B(y) for all y ∈ H 1(). Now the
minimum–maximum formulas for n() and n() yield (3.5). The eigenvalue n(0) is determined
by the boundary conditions y(a)=y(b)=0. The minimum–maximum formula for n(0) involves H 10 :=
{y ∈ H 1 : y(a) = y(b) = 0} and the boundary form is zero. Since H 10 ⊂ H 1(), we obtain (3.4) for  =
0 = 0. 
The next result uses a lower bound for coupled eigenvalues that is a special case of Lemma 3.1.
One could instead use the discriminant d mentioned in Section 1, but a key step involves analysing the
behaviour of d() for large negative , and this is not trivial, cf. [6, Theorem 3.1].
Lemma 3.2. The function n : R → R is even and continuous with period 2.
Proof. It is clear that n( + 2) = n(), and n(−) = n() follows from conjugation y(x) 	→ y(x).
In order to prove continuity of n,weﬁrst note from (3.5) that 0()> c for all  ∈ R,where c=0(1)−1
and 1 is chosen in (0, ). Let (x, ) be the fundamental matrix solution of (1.1) with (a, ) = I , the
identity matrix. Consider the analytic function
f (, ) := det(eiK − (b, )).
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For every  ∈ R, the zeros of f (·, ) (according to multiplicity) are given by n(), n = 0, 1, 2 . . . .
Let 0 ∈ R and let m be the multiplicity of n(0). Choose d ∈ (n(0), n+m(0)), and consider the
rectangle c <R<d , −1<I< 1 in the complex -plane. By Rouché’s theorem, there is > 0 such
that the number of (real) zeros of f (, ) = 0 within the rectangle, counted according to multiplicity,
is exactly n + m if 0 − < < 0 + . By a second application of Rouché’s theorem involving ar-
bitrarily small circles centered at j (0), j = 0, . . . , n, we ﬁnd that j () is continuous at  = 0 for
j = 0, . . . , n. 
4. Interlacing of intervals
Let K be a real matrix as in (2.4), with n(), n() and n() deﬁned as in Sections 2 and 3. The second
basic idea behind our interlacing principle is as follows.
Lemma 4.1. For all nonnegative integers m and n, real  and real  which is not an integer multiple of
, we have m() = n().
Proof. Arguing by contradiction, we assume that m()=n(). Let y be a nontrivial solution of (1.1) with
= m satisfying (1.15), and let z be the real-valued solution of (1.1) with = n satisfying z(a)= sin ,
z′(a) = cos .
We claim that
z(b) = cKz(a), (4.1)
for some real number c, where z = [z z′]T. Indeed, if z(b) = 0, then (1.3) and (2.6) (with z in place of y)
show that
z′(b)
z(b)
k1 = k2,
where we have written [k1 k2]T for Kz(a). Since k1 = 0 gives the contradiction k2 = 0, we have k1 = 0
and (4.1) follows directly with c = z(b)/k1. If z(b) = 0 then z′(b) = 0, so k1 = 0 whence k2 = 0. Thus
(4.1) holds with c = z′(b)/k2, and our claim is established.
Now let W denote the Wronskian det [y z]. Then
W(a) = W(b) = det[eiKy(a) cKz(a)] = cei(det K)W(a).
Since det K = 1, we obtain
(1 − cei)W(a) = 0. (4.2)
Since y and z are nonzero, W = 0 forces z = ty for some t = 0. From (1.15) and (4.1) we then obtain
W = 0 implies ei = c, (4.3)
which is impossible since c is real. Thus (4.2) gives
1 = cei, (4.4)
and again we have a contradiction. 
With almost the same argument, we obtain monotonicity of coupled eigenvalues.
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Lemma 4.2. The function n : R → R is strictly monotone on [0, ].
Proof. By Lemma 3.2, it is enough to show that 0< implies n() = n(). The proof follows
that of Lemma 4.1 with z now denoting an eigenfunction for n().
In this case c = ei so (4.3) and the conditions on  and  give W = 0. Thus (4.2) implies (4.4), and
again we have a contradiction. 
We are now ready to prove our interval interlacing result. First we formally deﬁne the intervals. Let
Cn be the range of the function n(). By Lemmas 3.2 and 4.2, Cn is a closed and bounded interval of
positive length, and either Cn = [(0), n()] or Cn = [n(), n(0)]. Let S0 be the range of 0() for
 ∈ (0, ). For n1, let Sn be the range of n. By Lemma 2.2, each Sn is a closed interval with S0 of the
form (−∞, c] and Sn is bounded for n1.
Theorem 4.3. We have S0 = (−∞,min C0], and, for each n1, Sn = [max Cn−1,min Cn].
Proof. It follows from Lemmas 3.1, 4.1 and the deﬁnition of Sn that Sn lies to the right of Cn−1 (if n1)
and to the left of Cn. In order to complete the proof we show that the end points of each interval Cn lie in
some Sm. Let  be an end point ofCn. Then =n() for =0 or =. Let y be a real-valued eigenfunction
corresponding to this eigenvalue n(). There is  ∈ R such that (1.2) holds. Since y satisﬁes the boundary
conditions (1.15), it follows that y also satisﬁes (2.6). Hence  = m() for some m, and so  lies in Sm
or Sm+1. 
Remark. From the above, we see that n has precisely two extrema, corresponding to the end points
of Cn. A similar result (Theorem 6.2) holds for the end points of Sn as the only extrema of n, and in
consequence, the extrema noted in (iii) of Section 1 must be global.
5. Interlacing of eigenvalues
Some of the eigenvalue interlacing inequalities in Section 1 follow immediately from Theorem 4.3:
for example, the cited inequalities from [14] and [18] follow if we take  = 0. Moreover, Theorem 4.3
also gives, for all K and all n, separated lower bounds for ±n of the form n() for any  ∈ (0, ), and as
far as we know this is new even for n = 0. For the complete set of inequalities, we need an analogue of
(1.9). This can also be proved via the discriminant d (cf. [6,17]), but it may be of interest to give a proof
based directly on Theorem 4.3.
It is convenient to partition the set of K matrices so that their ﬁrst rows belong to one of two comple-
mentary “semispaces” [12]. Speciﬁcally, we write K ∈  if k12 < 0 or k12 = 0<k11.
Lemma 5.1. If K ∈ , then
Cn =
{ [n(0), n()] if n is even,
[n(), n(0)] if n is odd.
If −K ∈ , then n(0) and n() have to be interchanged.
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Proof. We may assume that K ∈ , without loss of generality, since the other case can be treated by
replacing K by −K .We will show that min Cn=n(0) implies that n is even, and min Cn=n() implies
that n is odd. We prove only the ﬁrst statement since the second is analogous.
Assuming that min Cn = n(0), by Theorem 4.3 we have either n(0) = n() with 0 < <  or
n(0) = n−1() with 00. Moreover, if y is an eigenfunction corresponding to n(0), then y is also
an eigenfunction corresponding to either n() or n−1(), as above.
If n(0) = n(), then
y(b) = k11y(a) + k12y′(a) = (k11 + k12 cot )y(a).
Now 0 < <  and the sign assumptions on k1j imply y(b)/y(a)> 0.As an eigenfunction corresponding
to n(), y has n zeros in (a, b) (at which y changes sign). Hence n must be even.
If n(0)=n−1()with 0< < 0, we see in the sameway that y(b)/y(a)< 0 and nmust again be even.
If =0 and k12 < 0, then y(a)=0 and thus y(b)=k12y′(a). This shows that y has an odd number of zeros
in (a, b) and n is even. If = 0, k12 = 0 and k11 > 0, then y(a)= y(b)= 0, k22 > 0 and y′(b)= k22y′(a),
so again, n is even. The argument for  = 0 is similar. 
Using Theorem 4.3 and Lemma 5.1 we obtain the following inequalities interlacing the eigenvalues
n() and n().
Corollary 5.2. Suppose  is real and not an integer multiple of , and let K ∈ .
(a) If  ∈ (0, ), then
n()n(0)< n()< n()n+1() if n is even,
n()n()< n()< n(0)n+1() if n is odd.
(b) If  ∈ [0, 0], then
0(0)< 0()< 0()0(),
n−1()n(0)< n()< n()n() if n2 is even,
n−1()n()< n()< n(0)n() if n is odd.
If −K ∈ , the same inequalities hold but with n(0) and n() interchanged.
Remarks. (1) The case  = 0 yields the inequalities of [1] and [21], which do not involve .
(2) The cases =0 and =/2 correspond to (1.5) and (1.14), and hence to the inequalities of Eastham
et al. [6, Theorem 3.2].
(3) Lemmas 3.2 and 4.2 show that n() is strictly monotonic in cos(). Hence Plaksina’s inequalities
[17] follow from the case  = 0.
6. Oscillation theory for coupled boundary conditions
For nonnegative n, consider a real-valued eigenfunction y corresponding to the eigenvalue n(0).
Determine  ∈ [0, ) such that cos  y(a) = sin  y′(a). By Theorem 4.3 and Lemma 5.1, if 0 then y
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is also an eigenfunction belonging to the (n − 1)th eigenvalue n−1() of (1.1) subject to the separated
boundary conditions (1.2), (2.6). Hence y has n − 1 zeros in (a, b). If > 0, then y is an eigenfunction
belonging to nth eigenvalue n(). Hence y has n zeros in (a, b) (and none at a, b). In this way we arrive
at the following result, which includes Kamke’s theorem [11, Section 4].
Theorem 6.1. Let y be a real-valued eigenfunction belonging to the eigenvalue n(0).
Case I: k12 < 0:
If n = 0, then y has no zeros in [a, b]. If n2 is even then y has n − 1 or n zeros in (a, b). If n is odd
then y has n or n + 1 zeros in (a, b).
Case II: k21 > 0:
If n is even then y has n or n + 1 zeros in (a, b). It n is odd y has n − 1 or n zeros in (a, b).
Case III: k12 = 0, k11 > 0:
If n= 0 then y has no zeros in [a, b]. If n2 is even, then y has n zeros in (a, b]. If n is odd then y has
n + 1 zeros in (a, b].
Case IV: k12 = 0 and k11 < 0:
If n is even, then y has n + 1 zeros in (a, b]. If n is odd then y has n zeros in (a, b].
Remarks. The above argument actually proves the following:
In Case I with even n2 if y(a) = 0 and y′(a)/y(a)< − k11/k12, then y has n zeros in (a, b) and
no zeros at a, b. If y(a) = 0 or y′(a)/y(a) − k11/k12 then y has n − 1 zeros in (a, b) and at most one
additional zero at a or b (y(b) = 0 is equivalent to y′(a)/y(a) = −k11/k12.) Similar reﬁnements can be
given for odd n in Case I, and in Case II. In Cases III and IV, y(a) = 0 if and only if y(b) = 0. Thus the
half-open interval (a, b] can be replaced by [a, b). These remarks contain L1 versions of results in [1],
cf. [4]. Of course, the additional hypotheses in these statements involve the eigenfunction y itself, and,
therefore, may be hard to check in examples.
In the special case k12 = 0, we note that the oscillation count of y is determined uniquely by Theorem
6.1 (see also [20, Theorems 13.7, 13.8]). In order to discuss further cases of uniqueness, we shall use
the derivative of the function n — see (2.7). Let  ∈ R, and let u be an eigenfunction corresponding to
n(), normalized according to∫ b
a
r(x)u(x)2 dx = 1.
Then
′n() = −(u(a)2 + u′(a)2) + (u(b)2 + u′(b)2)′(),
where
′() = ((k11 sin  + k12 cos )2 + (k21 sin  + k22 cos )2)−1,
see [13].Herewehave extended the deﬁnition of()over  ∈ R. Since cos u(a)=sin u′(a), cos u(b)=
sin u′(b),
′n() = −
u(a)2
sin2 
+ u(b)
2
(k11 sin  + k12 cos )2
86 P.A. Binding, H. Volkmer / Journal of Computational and Applied Mathematics 194 (2006) 75–93
provided sin  = 0, sin  = 0. Hence
(k11 sin  + k12 cos )2′n() = u(b)2 − (k11u(a) + k12u′(a))2. (6.1)
This shows that ′n()= 0 implies ±u(b)= k11u(a)+ k12u′(a). Combining this with the other boundary
conditions for u, we see that n() must then agree with one of the eigenvalues m(0), m(). If = 0 and
k12 = 0, then
′n(0) = −u′(a)2 +
u(b)2
k212
(6.2)
and if  = 0 and k12 = 0, then
′n(0) = −(k211 + k212)
(
u(a)2
k212
− u′(b)2
)
. (6.3)
Finally, if  = 0 and k12 = 0, then also  = 0 and
′n(0) = ′n(0) = −u′(a)2 +
u′(b)2
k222
. (6.4)
We see that in all cases (6.2)–(6.4), ′n()=0 implies that n() agrees with one of the eigenvalues m(0),
m(), and we have proved the following theorem.
Theorem 6.2. The function 0 has only one critical point in (0, ). At this point it attains its absolute
maximum. The functions n, n1, are either identically constant or have exactly two critical points in
each interval [,  + ). At each critical point, the functions assume absolute extrema.
As a corollary, we can specify the oscillation counts exactly given the signs of c = ′n(0), d = ′n(0)
and if necessary e = n(0) − n(0).
(i) If c > 0>d, then n has its global maximum in (0, 0) (corresponding to min Cn and n − 1 zeros)
and its minimum in (0, ) (corresponding to max Cn−1 and n zeros).
(ii) If c < 0<d, then the global maximum and minimum are interchanged, so min Cn and max Cn−1
correspond to n and n − 1 zeros, respectively.
(iii) Suppose now that c, d and e have the same sign. Then Theorem 6.2 shows that n has its global
maximum and minimum in (0, 0) and so both max Cn−1 and min Cn correspond to eigenfunctions
with n − 1 zeros.
(iv) If c and d have opposite sign from e then (0, 0) and n − 1 in (iii) are replaced by (0, ) and n,
respectively.
Theorem 6.2 shows that c and d cannot have the same sign if e = 0. Similar analysis applies if cd = 0
and will be left to the reader. We remark that although these calculations involve information about
eigenfunctions, they are for the ﬁxed separated boundary conditions (i) and (iii) of Section 2.
Example 6.3. Let us consider the symmetric case: a = −b, b> 0, q(−x) = q(x), r(x) = r(−x) and
k11 = k22. Assume k12 = 0, since k12 = 0 is covered by Theorem 6.1. If y(x) satisﬁes (1.1) and the
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Fig. 1. The graph of 2() for Example 6.4.
boundary conditions y(a)= 0, y′(b)/y(b)= k22/k12, then z(x)= y(−x) satisﬁes (1.1) and the boundary
conditions z(b) = 0, z′(a)/z(a) = −k22/k12 = −k11/k12. From (i) and (iii) in Section 2, it follows that
n(0) = n(0) for n1. Thus by Theorem 6.2, either cd < 0 and the above analysis applies, or n is a
constant function and we have a double eigenvalue with two oscillation counts n − 1 and n.
Example 6.4. Let us take the Fourier equation (p = r = 1, q = 0) with
K =
(−0.4 −0.1
8 −0.5
)
.
First, Theorem 4.3 and Lemma 5.1 show that 0(0) = max S0 = min C0, since K ∈ . Thus 0(0)
corresponds to an eigenfunction with no zeros. Now consider S2 = [1(0), 2(0)]. The interval S2 is the
range of the function 2 shown in Fig. 1.We have 0 =arccot(−4)=2.89 to two decimals. The part of the
graph for  ∈ (0, ) is thickened. By looking at the extreme values of 2 we ﬁnd that 1(0)= 13.18 and
2(0)=23.45.We emphasize that we have found eigenvalues for a Sturm–Liouville problem with coupled
boundary conditions by computing only eigenvalues from separated boundary conditions. Moreover, we
see from Fig. 1 that 2 attains its absolute maximum in (0, 0) and its absolute minimum in (0, ).
Therefore, the eigenfunctions corresponding to the eigenvalues 1(0) and 2(0) have oscillation counts
2 and 1, respectively. Actually, it is not necessary to compute the entire graph of 2 to see this. By our
discussion in (i) above it is sufﬁcient to show that ′2(0) is positive and ′2(0) is negative. The eigenvalues
n(0) with n3 will be treated in Section 7.
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7. Bounded variation case
If f : [a, b] → R is of bounded variation we denote the total (positive, negative) variation of f on
[a, b] by T ba (f ) (Pba (f ), Nba (f )). Note that if f has positive values then ln f is of bounded variation, if
and only if f is of bounded variation and infx∈[a,b]f (x)> 0.
Lemma 7.1. Let ln r be of bounded variation. For every > 0, let u(x)= u(x, ) be the solution of (1.1)
with u(a) = 0 and u′(a) = 1. Then
u′(b)2 + r(b)u(b)2 exp
(
−1/2
∫ b
a
|q(t)|r(t)−1/2 dt + Pba (ln r)
)
. (7.1)
Proof. We prove the lemma ﬁrst under the additional assumption that r is a positive step function. Let
a = x0 <x1 < · · ·<xn = b be a partition of [a, b] and let r(x) = ri for x ∈ (xi−1, xi). We deﬁne
z(x) := z(x, ) := u′(x, )2 + r(x)u(x, )2.
Using (1.1) we see that z′ = 2quu′ on (xi−1, xi). Hence
z(x) = z(xi−1+) +
∫ x
xi−1
2q(t)u(t)u′(t) dt
for x ∈ (xi−1, xi). Since
|2quu′| = |q|−1/2r−1/22(1/2r1/2u)u′ |q|−1/2r−1/2z
we obtain
z(x)z(xi−1+) + −1/2
∫ xi
xi−1
|q(t)|r(t)−1/2z(t) dt .
Gronwall’s inequality now gives
z(xi−)z(xi−1+) exp
(
−1/2
∫ xi
xi−1
|q(t)|r(t)−1/2 dt
)
. (7.2)
Note that
z(xi−1+)
z(xi−1−)
{
1 if riri−1,
ri
ri−1
if ri−1 <ri
and z(a) = 1. This remark together with (7.2) implies
z(b) exp
(
−1/2
∫ b
a
|q(t)|r(t)−1/2 dt +
n+1∑
i=1
(ln ri − ln ri−1)+
)
,
where r0 := r(a), rn+1 := r(b), and (7.1) follows.
In order to prove (7.1) in general, we note the following. If g : [a, b] → R is any increasing function,
there exists a sequence gn : [a, b] → R of increasing step functions which converges uniformly to g.
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Now let f : [a, b] → R be of bounded variation. Then f (x) − f (a) = Pxa (f ) − Nxa (f ). If we now
approximate g(x)=f (a)+Pxa (f ) and h(x)=Nxa (f ) uniformly by increasing sequences of step functions{gn}, {hn}, respectively, then fn := gn − hn is a sequence of step functions that converges uniformly to
f and T ba (fn) → T ba (f ) as n → ∞. Now let r be such that f = ln r is of bounded variation. Choose a
sequence fn with the properties just mentioned, set rn := exp(fn), and let un be the solution of
−u′′n + q(x)un = rn(x)un, un(a) = 0, u′n(a) = 1
for some ﬁxed positive . Then un(b) → u(b) and u′n(b) → u′(b) as n → ∞. Moreover, Pba (ln rn) →
Pba (ln r). Hence the desired inequality (7.1) follows by taking limits in the inequality (7.1) with u replaced
by un. 
We now use the above lemma to study the derivatives of n used in the previous application of
Theorem 6.2.
Theorem 7.2. Assume that ln r is of bounded variation and k12 = 0. If  := n(0)> 0 and
exp
(
−1/2
∫ b
a
|q(t)|r(t)−1/2 dt + Pba (ln r)
)
< r(b)k212, (7.3)
then ′n(0)< 0. If  := n(0)> 0 and
exp
(
−1/2
∫ b
a
|q(t)|r(t)−1/2 dt + Nba (ln r)
)
< r(a)k212, (7.4)
then ′n(0)> 0.
Proof. The ﬁrst statement follows from Lemma 7.1 and (6.2). For the second, we run the independent
variable from b to a and use (6.3) instead. 
Recall from Theorem 6.1 that if k12 = 0 then the oscillation counts are uniquely determined. The next
result shows that this remains true in our present situation for general K, provided the eigenvalues are
large enough.
Corollary 7.3. Assume that ln r is of bounded variation and k12 = 0. Then there is n0 such that for
nn0, n is not identically constant, and n() assumes its absolute minimum in (0, 0) and its absolute
maximum in (0, ). In particular, for nn0, an eigenfunction belonging to the (simple) eigenvalue
min Sn (which equals n−1(0) or n−1() according to Lemma 5.1) has n − 1 zeros in (a, b) and an
eigenfunction belonging to the (simple) eigenvalue max Sn (which equals n(0) or n()) has n zeros
in (a, b).
This follows from Theorem 7.2 and case (ii) following Theorem 6.2. Note that n0 can be computed.
For Example 6.4, our earlier analysis gives oscillation counts of 0, 2, 1 for n(0), n=0, 1, 2 respectively.
Now (7.3) and (7.4) both take the form > 100, so since 4(0) and 4(0) both exceed 100, we see that
we can take n0 =4 above. In fact since n(0), n=3, 4 are the extreme values of 4, n0 =4 is a tight bound
for Example 6.4. In this case the nth eigenvalue n(0) has an eigenfunction with n zeros provided n3.
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8. An example with unbounded variation weight function
The proof of the following theorem uses ideas from the proof of Theorem 5.1 in [19].
Theorem 8.1. There is a continuous and positive function r : [0, 1] → R which is continuously differ-
entiable on the half-open interval [0, 1) such that the eigenvalue problem
−y′′ = r(x)y, y′(0) = y(1) = 0 (8.1)
has the following property: If 0 < 1 < 2 < · · · denote the eigenvalues of (8.1) with corresponding
eigenfunctions yn(x) then
lim inf
n→∞
y′n(1)
yn(0)
= 0.
Proof. For m ∈ N, choose a function sm : R → R with the following properties:
(i) sm is continuously differentiable with period 1,
(ii) sm(0) = 1, s′m(0) = 0 and 1sm(t)1 + 1/m for all t,
(iii) sm(t)> sm(1 − t) for t ∈ (0, 1/2).
For example, we can set sm(t + n) = 1 + 1mt2(1 − t)3 for t ∈ [0, 1) and n ∈ Z. There is a unique
 = m > 0 for which the boundary problem
−z′′ = sm(t)z, z(0) = z(1) = 0 (8.2)
has a solution zm which is positive on (0, 1). We make zm unique by requiring that z′m(0) = 1. Since sm
has period 1 and zm(0) = zm(1) = 0, we see that there is m < 0 such that zm(t + 1) = mz(t) for all
t ∈ R. Property (iii) implies that m ∈ (−1, 0); see [19, p. 155].
We now construct a function r as follows. We choose an increasing sequence 0 = b0 <b1 <b2 < · · ·
which converges to b ∈ R and positive integers n1, n2, . . . , and we deﬁne
rm(x) := sm
(
nm
x − bm−1
bm − bm−1
)
for x ∈ [bm−1, bm], (8.3)
r(x) =
{
rm(x) if x ∈ [bm−1, bm),
1 if x = b. (8.4)
Properties (i) and (ii) of sm show that r is continuous on [0, b] with values in [1, 2]. Moreover, r is
continuously differentiable on [0, b).
We will show that we can choose sequences 0 = b0 <b1 <b2 < · · ·, n1, n2, . . . and 1 = 0 < 1 < 2 <
· · · such that the following properties hold after the construction of b1, b2, . . . , bm, n1, n2, . . . , nm,
1, 2, . . . , m:
(a) bm − bm−1 < 12 m−1,
(b) 0< m < 12 m−1,
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(c) for every B ∈ (bm, bm + m) and every continuous function R : [0, B] → [1, 2] satisfying R(x) =
rj (x) for x ∈ [bj−1, bj ], j = 1, 2, . . . , m, there is an eigenvalue >m of
−y′′ = R(x)y, y′(0) = y(B) = 0, (8.5)
and a corresponding eigenfunction y such that∣∣∣∣y′(B)y(0)
∣∣∣∣< 1m . (8.6)
We assume that the numbers b1, . . . , bm−1, n1, . . . , nm−1, 1, . . . , m−1 have already been constructed
such that the above properties hold. We now construct bm, nm and m (if m = 1, then the following lines
simplify in an obvious way.)
The function r in (8.4) is already deﬁned on [0, bm−1], and it is continuously differentiable. For > 0,
let y(x, ) be the solution of −y′′ = r(x)y with y(0) = 1, y′(0) = 0. We have
y′(x, )2 + r(x)y(x, )2 exp
∫ x
0
|r ′(t)|
r(t)
dt for x ∈ [0, bm−1].
Therefore, if ∗ is a positive eigenvalue of
−y′′ = r(x)y, y′(0) = y(bm−1) = 0, (8.7)
then
|y′(bm−1, ∗)|2V ∗, V := exp
∫ bm−1
0
|r ′(t)|
r(t)
dt .
Choose nm ∈ N and bm with 14 m−1 <bm − bm−1 < 12 m−1 such that
∗ = m
n2m
(bm − bm−1)2
is an eigenvalue of (8.7). If we deﬁne rm by (8.3) and extend the deﬁnition of r onto [0, bm], then ∗ is
also an eigenvalue of
−y′′ = r(x)y, y′(0) = y(bm) = 0 (8.8)
with the corresponding eigenfunction y(x, ∗) extended by
y(x, ∗) = y′(bm−1, ∗) bm − bm−1
nm
z
(
nm
x − bm−1
bm − bm−1
)
, x ∈ (bm−1, bm].
It follows that
|y′(bm, ∗)| = |y′(bm−1, ∗)||m|nm4
√
V
√
mnm
−1
m−1|m|nm .
We may choose nm as large as we wish, and then we obtain
∗ >m, |y′(bm, ∗)|< 1
m
.
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By the theorem on continuous parameter dependence,
|y′(bm, )|< 1
m
holds for all  sufﬁciently close to ∗. We now choose m ∈ (0, 12 m−1) so small that each boundary value
problem (8.5) admits an eigenvalue  ∈ (m, ∗] and a corresponding eigenfunction y which satisﬁes
(8.6). This choice of m is possible because ∗ is an eigenvalue of (8.8) which implies that (8.5) has
an eigenvalue below ∗ which converges to ∗ as B → bm uniformly with respect to R. The recursive
deﬁnition is complete.
After we have constructed the sequences {bm}, {nm}, {m} we deﬁne r according to (8.4). Properties
(a) and (b) show that b ∈ (bm, bm + m) for every m. If we apply property (c) to R = r , we obtain the
statement of the theorem with [0, b] in place of [0, 1]. Now a simple substitution of the independent
variable which transforms [0, b] to [0, 1] completes the proof of the theorem. 
Example 8.2. Let r be a function as in Theorem 8.1. Consider the equation
−y′′ = r(x)y
subject to the coupled boundary conditions
y(1) = −y′(0), y′(1) = y(0).
Then 0 = /2 and the corresponding eigenfunctions must satisfy (6.3). From Theorem 8.1 it follows
that for every n0, there is nn0 such that ′n(/2)< 0. Therefore, the eigenfunction belonging to the left
end point of Sn has n zeros in (0, 1) and/or the eigenfunction belonging to the right end point of Sn has
n−1 zeros in (0, 1). This shows that the oscillation result (Corollary 7.3) obtained in the previous section
under the assumption that r is uniformly positive and of bounded variation may fail to hold without the
latter assumption.
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