l. Introduction
Mobile clients face many challenges in accessing data from servers. Because a mobile client has to be compact and lightweight, it is typically resource-poor relative to a desktop client. Network connectivity, especially via wireless media over a large area, tends to vary considerably in bandwidth, latency, reliability and cost.
Fower management considerations often require certain actions to be deferred, avoided or slowed down to prolong battery life. The relative costs of accessing distributed services changes as mobile clients move. Finally, the very nature of mobility has a negative impact on robustness and security.
As a consequence of these constraints, the mechanism for mobile data access has to be adaptive in nature, dynamically conforming to the limitations of individual clients and their current environments. We believe that such adaptation can best be performed by a collaborative partnership between the operating system and individual applications. We refer to this strategy as application-aware adaptation [Satyanarayanan et al. 19951. Application-aware adaptation charactenzes the design space between two extremes. At one extreme, adaptivity is entirely the responsibility of individual applications. This means that there is no focal point in the system to resolve the potentially incompatible resource demands of individual applications. It also means that there is no way to enforce limits on resource usage. At the other extreme, adaptivity is completely subsumed by the system. Although the feasibility of this approach has been demonstrated in systems such as Coda [Kistler & Satyarrarayaran 1992; Satyanatayaîan et al. 19901 , there are limits to its applicability.
In particular, the end-to-end argument [Saltzer et al. 1984] suggests that there will be circumstances where only an application can determine the best form of adaptation. Unless the system is extended to incorporate specific knowledge about every application, there will be situations where adaptation by the system will be inadequate or even counter-productive. By striking a balance between these extremes, application-aware adaptation offers a more promising approach to mobile data access. It permits individual applications to determine how best to adapt, but allows the system to retain management of key resources and enforcement of decisions regarding their usage.
How can application-aware adaptation be effectively supported? This paper is a status report on our work toward answering this question. This work is being done in the the context of Odyssey, an experimental Unix platform for mobility. We have implemented a preliminary prototype and have demonstrated its use in two applications accessing data in a mobile environment. While rudimentary in many respects, our prototype does provide initial evidence of the feasibility and effectiveness of application-aware adaptation.
We begin the paper by introducing the concept of data fidelity and discussing the central role it plays in application-aware adaptation. Next, we discuss a number of factors influencing our design. We then describe the design of Odyssey, focusing specifically on its support for application-aware adaptation. Finally, we describe the implementation and status of our prototype.
Data Fidelity
Under ideal circumstances, the data presented at a mobile client should be identical to the current server copy. 
Design Considerations
What is required to support application-aware adaptation? Generall¡ the system must provide a set of API extensions that allow applications to track and react to their environment, and a system architecture which effectively supports these extensions. In the sections below, we outline the desired properties of the API extensions and supporting architecture.
API Extensions
In order for applications to make decisions based on their environment, they must be able to name aspects of the environment that are important to them. This naming mechanism must be both simple and extensible. Applications should be able to specify exactly those features of the environment in which they are interested, and be notified of changes to just those features. Such specification and notification should be efficient. 
How to Trøck the Environment?
For an application to track the availability of resources two things must happen. First, the application must inform the system of the resources in which it is interested. Second, the system must monitor the availability of resources, and notify the application when the availability of one Figure 4 . policy must also be type-specific. We call such a request a type-specirtc operation, or ody-tsop. An example of a type specific operation would be, "Please switch from the full-color version of this stream to the black-and-white version."
Just as there is no way to predict the needs of all applications, there is also no way to predict all possible requests for policy changes. Instead of trying to enumerate them for each type a priori, we provide a general mechanism to allow for experimentation and extension. The C declaration for ody-tsop appears in To invoke ody-tsop, an application must specify a reference item. It must also specify the operation to perform, the arguments to the operation, and a buffer for the return value. The decision to group data in tomes was based on the positive impact of volumes on scalability and manageability in previous systems. Clients need only discover server location once per volume, rather than once per file, contributing to the scalability of the system. Maintaining coherence on volumes rather than individual items can reduce the cost of cache coherence in intermittent environments [Mummert & Satyanarayanan 1990] 
Providing Generic Support
There are many client tasks that are independent of data type. This generic functionality is implemented by the viceroy. The viceroy can be thought of as the generic cache manager, which depends on type-specific cache managers to complement its functionality.
The viceroy's most important task is to act as the single point of resource control in the system; all other pieces of the Odyssey client are subordinate to it. The viceroy also handles requests for generic resources, and notifies applications when those resources leave requested bounds. Finally the viceroy responds to requests on individual Odyssey objects, and forwards them to the appropriate warden.
Providing þpe-Specific Support
We call Odyssey's type-specific cache managers wardens. There is one warden in the Odyssey cache manager for each type in the Odyssey store. The wardens are responsible for implementing the access methods on objects of their typeboth the standard UNIX operations as well as type-specific ones. The wardens also implement a number of different fidelity levels, and allow applications to choose between them. In addition, they provide reasonable default policies for naive applications. Default policies are also important in providing backward compatibility with legacy applications.
Implementation Status
'we have built a preliminary prototype of the odyssey client along with applications, wardens and servers for two data types. The goals of the prototype were twofold. First, we wanted to test the efficacy of the odyssey ApI by coding applications that might benefit from application-aware adaptation. Second, we wished to explore the practical implications of the division between viceroy and warden.
The two data types we have explored are Quickrime [Apple computer 1993] and GRASS [Madry 1989 ]. Quickrime is a multi-media encoding srandard proposed by Apple computer. GRASS is a public domain geographical information system. Along with some basic applications using these data types, we provide a simple control program to a user of the prototype. The control program is used to simulate various network bandwidths on the connection between the cache manager and various servers. The applications then change the fidelity of the data they access to match the simulatèd bandwidth. While each application works well in isolation, we have not yet explored resource control mechanisms to arbitrate between them.
The Quickrime application we have explored is a movie player. The player can open a Quickrime movie on a server via the odyssey cache manager and begin playing it. The server stores the movie at several different levels of fidelit¡ and bundles them into a logical movie. The player, by using ody_request and responding to notifications, asks the cache manager to fetch the highest fidelity stream that can be played in real time given the available bandwidth.
The GRASS prototype supports applications via a modification to the GIS library. These applications display, query and combine geographical data. The main type of data is raster data: a two-dimensional array of values set into a coordinate space. The client caches files from the server in the local file system; the raster data is fetched at various resolutions, depending on available network bandwidth.
The GRASS applications then access those cached files.
we have made many simplifications for ease of rapid prototyping. The current prototype is completely user-level, trading realistic resource management policies and performance for simple implementation. It makes no attempt to measure resources, and depends on the control program instead. The UNIX file system call interface is not currently implemented; the application uses the odysséy ApI exclusively in communicating with the viceroy, and uses the local file system when necessary for a cache. The prototype consists of a library linked into odyssey applications, a prototype cache manager and wardens, and the applications and servers.
QT-0penMovie (n) QT-CIoseMovie (n) QT-GetFra.ne (t) QT-Sr¡itchTracks (n, i) Open movie n and return track information.
Close movie m and free resources.
Returns the first frame to display after time t.
Ask to make track i of movie n the active track. Although the prototype explicitly trades performance for ease of implementation, the player has adequate performance in playing back movies, even at the highest quality. Of particular interest is the fact that the player was both simplified and functionally improved by the switch from the LINIX file system interface to that provided by Odyssey. The simplification stems from the fact that Odyssey wardens allow better data encapsulation. This allows the application to access the data in a natural way.
Rather than having to convert the traditional byte-stream abstraction to QuickTime frames, the player simply asks for "the next frame."
The functional addition of multiple fidelity levels was tens of lines in the player. Of course, the complexity of encapsulation and fidelity management is still present, but it resides only in the warden. Thus, it can be shared among all applications making use of QuickTime data.
The GRASS Server and Applications
The server stores raster objects at three levels of fidelity, losing a factor of two in resolution for each degradation. Because the rasters are two dimensional, each degradation provides a savings of a factor of four in data size.
Applications wishing to open raster objects share a single routine in the GIS library. That routine first determines the estimated bandwidth available to the viceroy through the request interface with an empty bounds window, effectively polling the viceroy. Since no value could satisfy that bounds window, the bandwidth estimation is returned by the request call. The application then uses the GrassSetQuality operation to ask for a particular fidelity of raster. That fidelity is then cached on local disk for future use by GRASS applications.
Conclusion
Though rudimentary in many respects, our preliminary prototype has allowed us to gain initial validation of our ideas at low implementation cost. The results so far are encouraging. We have taken the source code of applications for two data types and have been able to restructure them into the Odyssey framework with modest effort.
We are now working toward a more complete and efficient prototype, motivated by two goals. First, we would like the prototype to support a broader collection of data types and associated applications. This will stress the designs of the Odyssey API and architecture, expose shortcomings, if any, and lead to refinements in both. It will also deepen our understanding of application-aware adaptation. Second, we would like the prototype to be better integrated with an operating system. An in-kernel implementation will allow more serious resource management, provide better performance and functionality, and enable more rigorous evaluation of our design.
As was discussed early in this paper, the constraints of mobile computing lead inevitably to the recognition that adaptivity is essential in any system that provides mobile data access. But although the general importance of adaptivity has been recognized by many researchers [Duchamp 1992; Forman &Za-horjan 1988; Kulkarni eta7.1993; Theimer eta7.1993 ; Weiser l9g3f, we are not aware of specific system designs, much less implementations, that support application-aware adaptation. The work reported here thus represents a journey into uncharted waters.
1.
