Objectives. Health care quality improvement (QI) efforts commonly use self-assessment to measure compliance with quality standards. This study investigates the validity of self-assessment of quality indicators.
Introduction
Quality improvement collaboratives (QICs) are interventions that use a shared learning approach among a large number of QI teams who work together on the same problem area to rapidly achieve significant improvements in processes, quality and efficiency of services. Most literature on QICs in health care relies on QI teams performing self-assessments of compliance with quality standards [1] . This is often the most efficient method of data collection for performance indicators and is therefore frequently used in resource-constrained settings [2] . Some have found health provider self-assessment to be effective in improving performance in QI interventions where higher level supervision is unavailable [3] . Information from such assessment is crucial to design QIC interventions, identify performance gaps that require attention and allow the QI team to monitor its progress in improving health-care delivery processes [4] . It is therefore crucial that these data be a valid representation of performance.
However, some authors have questioned the overall validity of self-assessment in QI interventions [1] . Mittman [5] states that self-reported data are likely to be biased in favor of positive findings, although he offers no evidence to support his hypothesis. Outside the context of continuous quality improvement (CQI) programs, studies examining the validity of self-assessment have been mixed, with a greater number demonstrating bias toward self-enhancement rather than self-diminishment [6] . In a comparison of medical records, patient surveys and provider surveys regarding tobacco counseling during primary care visits, Conroy et al. [7] found little agreement among the three with provider respondents consistently stating they fulfilled the requirements more frequently than indicated by the other two measures. A study of dental health providers found variable agreement between self-reports of procedures used and direct observations and there was consistent over-estimation of performance by the providers [8] . There is little peerreviewed literature that specifically examines the validity of self-assessment of performance of QI interventions [9] .
QIC activities conducted by 49 Ministry of Health hospitals and 27 health centers in Ecuador as part of an essential obstetric care [10] collaborative offered a unique opportunity to examine the validity of self-assessment. These 76 facilities, located throughout half of Ecuador's 22 provinces use monthly review of clinical records by QI team members to monitor and continuously improve the quality of maternal and child services they provide. Ministry of health staff located at the provincial offices act as coaches (QIC Facilitators) to provide periodic supervision and support visits to facilities [11] .
This study examines the reliability of structured selfassessment by QI teams of performance, measured as compliance with specific standards of care, compared with assessment by external evaluators in a sample of teams participating in the collaborative. Second, it evaluates whether there is a tendency toward reporting performance enhancement or diminishment in the disagreements between self-assessment and external evaluators. Third, it determines the association between the degree of validity of self-assessment data and factors such as facility size, the level of leadership and support given by the QIC facilitators and the degree of understanding reported by QI teams of the instructions and tools for collecting information for the indicators.
Methods

Data collection
This study focused on comparison of self-assessment and external evaluation of performance in a purposive sample of 12 of the 49 hospitals from the six provinces participating in the collaborative. All six participating provincial hospitals were included. From each of the same six provinces as these hospitals, we also selected the participating county hospital with the highest number of births in the previous year. These were selected to increase the likelihood that at least 30 births occurred in the facility for the month of observation.
All QI teams used the same methodology for conducting a review of their performance-taking a sample of clinical records for services provided during the month, and applying a structured clinical record abstraction sheet to record whether specific standards had been complied with. QI teams reviewed a sample of 30 clinical records each month based on a systematic sample with a random start (i.e. all clinic records available for review were divided by 30 to obtain the sampling interval).
In some low-volume facilities, the sample of 30 included all (or almost all) of the patients seen in the month. A total of 1875 patient records were examined. The QI teams did not know the records would be reexamined as part of this study.
QI teams monitored six indicators, each related to a specific standard (Table 1) . Each standard had objective, specific verifiable criteria in written format [12] that QI teams used to determine whether that standard had been complied with, and every QI team was trained to apply these criteria. Each indicator was expressed, discussed and reported as a percentage of encounters for that type of service for which all criteria for that standard were complied with. If one single criterion was not met, the record was considered non-compliant for the indicator.
Subsequently, four experienced consultants independently visited the 12 selected hospitals and re-assessed the same clinical records the QI teams had assessed, using the same standards and criteria. The consultant determined whether the clinical record indicated that all criteria had been adhered to for each specific standard. The four consultants were trained in the use of the specific criteria, and their interobserver agreement was tested until their agreement level was higher than 90% for standards being measured.
Additionally, three characteristics of the facility or the collaborative facilitator performance were recorded for all 12 sites: (i) leadership-a score from 1 to 10, given by QI teams on the quality of leadership provided by their coach; (ii) the self-reported degree of understanding of the tools used in the QI self-assessment process; and (iii) the volume of deliveries seen in the facility.
Data analysis
The level of agreement was measured using the Kappa statistic, which compares the observed concordance found between the results obtained from self-assessment and from external evaluators and the concordance expected due to chance alone. Point estimates for the Kappa statistics were classified according to the descriptions used by Viera [13] and Garrett.
Where there was disagreement between self-assessment and external evaluator findings, we tested whether they occurred by chance or if there was evidence of bias toward self-enhancement in QI team performance, using Fisher's exact test. Sensitivity (the probability of self-assessment finding noncompliance with an indicator when the external evaluator reported non-compliance) and specificity (the probability of self-assessment finding compliance with an indicator when the external evaluator reported compliance) were determined using two-by-two contingency tables where the results reported by external evaluators were considered the 'gold standard' and non-compliance with a standard was considered a 'positive' test result. In cases where either one or both the external evaluator and self-assessment findings were 'not applicable', the observations were excluded from sensitivity and specificity calculations. Results for categories where there were multiple indicators were averaged.
We also tested to determine whether or not disagreements were biased towards self-enhancement by the QI teams. For each indicator, we compared the proportion of times the QI teams mistakenly reported compliance with the proportion of times they mistakenly reported non-compliance. If no bias was present, these proportions would be the same.
Next, the total number of disagreements was reported across criteria for each of the six standards listed in Table 1 .
Finally, we used linear regression to analyze the relationship between the number of disagreements and the QI teams' understanding of the indicators, facilitator leadership and support, and the volume of deliveries occurring at the facility.
Results
Compliance level according to self-assessment and external evaluation According to both self-assessment and assessment by external evaluation, the two indicators with highest levels of compliance were prenatal care and immediate newborn care, while the indicator with the lowest compliance was use of oxytocin as part of active management of the third stage of labor (AMTSL). The external evaluators consistently found lower compliance than the QI teams' self-assessment, although for many indicators, the differences were small; differences of closer to 10% were seen for delivery care and post partum care and 17.6% for the AMTSL indicator (Fig. 1) .
Kappa, sensitivity and specificity
The percent agreement between the external evaluators and self-assessment was highest for immediate newborn care and lowest for AMTSL and delivery care. When the proportion of agreement expected due to chance was taken into consideration with the Kappa statistics, post partum and newborn care were rated very highly while delivery care was the lowest, rating at 'fair' ( Table 2) . Mean sensitivity was high for all indicators and close to 100% for partograph use, prenatal, post partum and immediate newborn care. Mean specificity was generally low, ranging between 48% for prenatal care and 86% for immediate newborn care.
Number of disagreements
Each indicator contained a set of specific criteria to measure attainment of the standard. Examination of the proportion of agreement indicated that the lowest level of agreement was for the prenatal care indicator, which was as expected given there was the largest number of criteria (15) that make up this indicator, and therefore more opportunities for errors. Forty-nine percent of charts examined for the delivery care indicator reliability had no disagreements, while 12% had three disagreements out of a possible four. For both immediate post partum and neonatal care indicators, .80% of charts reviewed showed complete agreement ( Table 3) .
Pattern of disagreements
For five of the six indicators, there were statistically significant differences between the observed proportions of disagreements-where the QI teams reported compliance with standards but the external evaluators did not-and disagreements expected due to chance (P , 0.01 for all five). Only for immediate newborn care did it appear that the pattern of disagreement was due to chance (observed ¼ 0.50, expected ¼ 0.50, P ¼ 0.94).
Factors associated with disagreements
Scores assigned by the QI teams on their facilitator's leadership, reported levels of understanding of instructions and tools and facility size measured by the number of births they performed annually were not associated with the proportion of disagreements in the indicators in any discernable pattern (Table 4) .
Discussion
This study demonstrated high general agreement across the six essential obstetric and newborn care indicators between QI teams and external evaluators using the same methods on the same clinical records. Kappa statistic calculations, which account for agreement due to chance, revealed levels of agreement of fair or better. Kappa statistics are most revealing when proportion values are not at the extremes (very high or very low). Because levels of compliance with standards were generally high, Kappa calculations sometimes revealed only fair or moderate levels, even though percent agreements were high. Overall, the results indicate a relatively high degree of internal validity of structured self-assessment by QI teams.
Two of the six indicators had higher levels of disagreement between QI team self-assessment and external evaluator results and lower Kappa statistics: AMTSL and delivery care indicators. These two also posed the most difficulty in achieving reliability among the four external evaluators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . during their training. For the AMTSL indicator, many references to oxytocin in clinical records did not specify whether it was administered to induce labor or prevent post partum hemorrhage, and extra time was needed to examine medical records to understand when it was administered. For delivery care indicator, criteria for determining if the standards reflecting 'correct' partograph use are complex because they are related to variables such as the mother's position during labor, rupture of the amniotic sac, the number of previous deliveries, and other factors. By the end of the training, external evaluators achieved consistently high agreement among themselves for all six indicators, but this experience suggests that the nature of the indicators themselves may have been more important in disagreements between QI teams and external evaluators than errors by the QI teams. Sensitivity was 90% or above indicating that QI teams are able to correctly identify clinical records in which patient care adhered to standards. However, specificity was consistently much lower, indicating that structured self-assessment is less able to identify non-compliance in clinical records. While lower specificity is expected when compliance levels are high, it is also a cause of some concern, given that identifying noncompliance is supposed to stimulate action by the QI team to rectify any problems occurring in clinical practice. This result suggests that further effort by QI teams to identify deficiencies would be beneficial.
Where disagreements did occur between teams and external evaluators, there was a tendency for QI teams to err on the side of self-enhancement of performance. This concurs with the findings of Conroy et al. [7] and, outside the medical field, of Falchikov and Boud [14] and Harris and Schaubroeck [15] . However, others have found a tendency for clinicians score their performance accurately [16, 17] or to underestimate their adherence to standards [18] . Lu and Ma [19] found that incentives for performance may lead to provider misreporting due to self-interest. The degree to which self-enhancement did occur in this study, while statistically significant for some indicators, was not of a large enough magnitude to alter the decision on a potentially needed QI intervention. This absence of practical significance of self-enhancement suggests that while it is of concern and should be rectified, it is not a factor that substantively weakens the validity of self-assessment.
Houston et al. [17] , in their study on medical residents' accuracy in abstracting their own charts to determine performance compared with performance determined by trained abstractors, found similar results for both groups, with agreement all .80%, Kappa statistics mostly .0.7, sensitivity between 80 and 100% and specificity generally much lower than sensitivity. In a study that compared self-reported provider adherence with tobacco cessation program guidelines to adherence according to electronic medical records and patient surveys, Conroy et al. [7] found little agreement between the three assessment methods with the providers reporting higher adherence in four of the five criteria.
Our findings showed that for five of the six indicators, there was evidence to support the hypothesis that when there was disagreement between the findings from self-assessment and external evaluation, the errors favored self-enhancement of QI team performance. It was beyond the scope of this investigation to determine reasons for this pattern. It is possible that QI teams are erring on the side of designating a medical chart compliant with a standard when there is uncertainty, whereas the external evaluators are not. There may possibly be extrinsic rewards for higher compliance levels in the form of praise from CQI facilitators and pride when presenting results at provincial meetings.
It was an unexpected finding that there was no discernible association between facility characteristics and self-assessment validity. In particular, we expected a difference in validity between large and small facilities because the nature of the QI teams and their work is quite different. However, in only one of the six indicators were self-assessments from larger facilities significantly better than those from smaller facilities. We also expected higher validity in teams whose facilitators were perceived as more supportive, but this was not the case.
Limitations
This study examined internal validity-the consistency of the findings of structured self-assessment when measured against the 'gold standard' review by external evaluators. It does not address the question of the construct validity of QI team assessment of clinical records to indicate actual quality of clinical performance. Basing an assessment of quality of care on information from a written chart assumes the chart accurately reflects what services were provided and the manner in which they were delivered. For example, a medical record of a delivery may indicate that oxytocin was administered within one minute of delivery. The method used in this study determines whether a QI team member and an external evaluator agreed that the written record indicates appropriate administration of oxytocin, an important AMTSL indicator component. It does not examine whether the oxytocin truly was given according to guidelines. Study designs that do address this issue-tests of agreement between self-assessment and either observation of service delivery or exit interviews with patients-have significant flaws themselves and it was beyond this study's scope to follow this line of inquiry. However, it is an issue that warrants further investigation.
As mentioned previously, external evaluators, at the beginning of their training, were not always in agreement among themselves in their assessment of identical clinical records, particularly for some indicators. While we addressed this by training the external evaluators until there was consistent unanimity of judgments on compliance in the records, similar in-depth discussion and training were not provided to QI teams.
This research was conducted in a specific setting and the results may not be applicable to self-assessment conducted in different health settings. Similar research in a wider range of settings will yield more generalizable findings.
Policy recommendations
The primary finding is that self-assessment of compliance with quality of care standards reported in clinical records is a valid way to track performance in this setting. While there was a tendency for QI teams to err towards selfenhancement of their performance, the degree to which it occurs does not adversely influence the results. Assessment of more complicated indicators resulted in a greater number of disagreements between QI teams and the external evaluators. We recommend that the Ministry of Health of Ecuador, which is supporting QI interventions in all of its facilities, continue to use self-assessment for evaluating quality performance. The study showed that the complexity of indicators is important in the validity of self-assessment data. We recommend to those designing QI programs that they use indicators that are simple and explicit to help improve validity of self-assessed measures taken by QI teams in the field.
This research also demonstrates a simple methodology that can be used to assess the validity of self-assessment in QIC programs. The program in Ecuador and similar QI interventions in other countries that rely on self-assessment to monitor provider performance could adopt this method for periodic monitoring of self-assessment validity and address issues as they arise.
Conclusions
The findings support continued use of structured selfassessment for tracking QI team performance and informing changes in their interventions to maximize their positive effect in this setting. It highlights the need for careful selection of indicators for measuring quality of care that can produce reliable, valid results, regardless of who is undertaking the assessment. It also demonstrates a sound, efficient methodology for evaluating the validity of structured selfassessment that can be used in similar settings. Studies of the validity of self-assessment in other countries are required to determine the international generalizability of these findings.
