We analyze a stable GI/G/1 queue that starts operating at time t = 0 with No 0 customers. First, we analyze the time TvN required for this queue to empty for the first time. Under the assumption that both the interarrival and the service time distributions are of the exponential type, we prove that limN 0 .. TTN 0 /No . J( -), where A and p are the arrival and the service rates. Furthermore, assuming inaddition that the interarrival time distribution is of the non-lattice type, we show that the settling time of the queue is essentially equal to No/(p -A); that is, we prove that
NO ---;L 0,
for O<c< 1; for c> 1, 3 where dNo(t) is the total variation distance between the distribution of the number of customers in the system at time t and its steady-state distribution. Finally, we show that there is a similarity between the queue we analyze and a simple fluid jnodel.
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introduction
In this paper, we analyze the settling time of a stable GI/G/1 queue, assuming that it is initially highly congested. Under certain assumptions on the distributions of the interarrival and the service times, we first prove that the time for the queue to empty is asymptotically proportional to the number of customers initially present at the queue. We then show that the time required for the queue to approach stationarity (settling time) is essentially equal to the time for it to empty.
We consider a GI/G/1 queue. The interarrival times are independent and identically distributed with moment generating function A(s). The service times are independent and identically distributed with moment generating function B(s); moreover, the service process is independent of the arrival process. The arrival and the service rates are denoted by A and At, respectively. The number of customers present at the system at time t (including the customer in service, if any) is denoted by N(t) and it is taken to be right-continuous. The queueing system starts operating at time t = 0; the arrival time of the first new customer has the interarrival time distribution. The queue is said to be stable [6] if, as k --o, the distribution of the waiting time of the kth customer to be served converges to a limiting function, which is the distribution of a proper random variable (i.e., a random variable that is finite with probability 1); this limiting function is independent of the initial number of customers. Except for the DID/1 queue, a necessary condition for stability [10] is A< A. In fact, stability is guaranteed [6] if A < J and the interarrival time distribution is of the non-lattice type. (A random variable Z is said to be of the lattice type if there exist constants a and b such that the only permissible values of Z are of the form a + nb, with n being integer.) Moreover, in this case, the stationary distribution (rk)k.=o, ..• of the number of customers in the system exists; we have Henceforth, we restrict ourselves to stable queues with A < p and with interarrival time distributions of the non-lattice type. In addition, we shall always assume that both the interarrival and the service time distributions are of the exponential type. That is, we have E[e sz ] < a for some s > 0, where Z is a random variable distributed as the interarrival time; this implies that there exists some sA > 0 such that A(s) is defined for all s in the interval (--O, sA) (see Section 2.1). Similarly, we have E[e" -] < -for some g >0, where Y is a random variable distributed as the service time; it follows that there exists some SB > 0 such that B(s) isAeffned for all s in the interval (-0, SB). This assumption on the interarrival and the service time distributions is rather mild, since it holds for most of the distributions appearing in practical cases (e.g. Erlang, hyperexponential, etc.).
Let No be the number of customers intially in the system; we shall always treat No as a positive parameter. We denote by TN. the random variable corresponding to the time required for the queue to empty (for the first time), namely, TN finf {t:N(t) = 0)}. lto0 It is known that the expected busy period duration is finite, i.e. E[T]] <c (see [91 and references therein). Moreover, Pollaczek [11] has derived the joint distribution of Ti and the number of customers served during this period. Finally, some other results have been established for the case No = 1 (e.g. see [12] ).
In the context of the M/M/1 queue, using well-known results of queueing theory, TN. can be expressed as the sum of No independent random variables all of which have the same distribution as the busy period duration T 1 . Using this, it may be proved that E[TNJ = No/(p -A) and, if the random variables T,, T 2 , • --are defined on the same probability space, then
where a.s. stands for almost surely (i.e., with probability 1). Similar results hold for the MIGI1 queue with service time distribution of the exponential type. We briefly present these results in Section 3.
For the GI/G/1 queue under analysis, we prove that 
where dN(t) denotes the total variation distance between the distribution of the number of customers in the system at time t (under the initial condition N(O) = No) and its stationary distribution; that is,
where xr is the steady-state probability that the system contains k customers and
is the 'distance' between the transient distribution of the number of customers in the system (at time t) and its stationary distribution.) Thus, rN 0 (namely, No/(Ip -A)) may be viewed as the settling time of the GI/G/1 queue under analysis when it initially contains a large number No of customers.
To the best of our knowledge, both results in (1) and (2) are new. Results of the form (2) have been proved in [11 for 'rapidly mixing' Markov chains, and in [2] for the convergence to steady state of closed Jackson networks with a large number of customers. Interestingly enough, some of the results in [21 are in agreement with an approximate fluid model. However, the difficulty with such an approach is that the validity of a fluid approximation is technically non-obvious. Thus, our work can be viewed as a step towards the justification of fluid approximations. We expect that our analysis can be substantially extended to cover more complex systems like networks of queues. Henceforth, we restrict ourselves to random variables of the exponential type that satisfy in addition the following property: there exists some positive s 2 such that E[e'T ] < for all s e (-s2, 0). Clearly, this property is satisfied by random variables that are either lower bounded (that is, there exists some finite constant to such that Pr [T -to] = 1) or can be expressed as the difference of two lower bounded random variables of the exponential type that are independent.
The upper and lower tails of the distribution of a random variable of the exponential type may be upper bounded by using the Chernoff bound. Indeed, let t be a finite constant. We have
Vs e (0, st).
In the case where t > E[T], there exists some positive s (depending on t) such that G(s)e" < 1 for all s e (0, s'). Similarly, we have
Vs E (0, s 2 ).
In the case where t < E[T], there exists some positive s" (depending on t) such that G(-s)es"< 1 for all s E (0, s"). We apply the above results to the random variable EtI Xi, where X 1 , --•, XN are independent random variables that have the distribution of the random variable this leads to the following result for the probability density functioq of T,:
where I1(&) is the modified Bessel function of the firstkind-of order 1. According to [4] , the integral f-pr,(t)e" dt is equal to the expression appearing on the right-hand side of (6) for all s < (N -N/)2 . Therefore, the random ,variable T, is of the exponential type. Moreover, it follows from (6) that E[TI 1/(p -'A). Hence, using Proposition 1 (and the strong law of large numbers), we obtain the following results. 
~-
Finally, the fact that TNo is of the exponential type follows from Corollary 6 in Section 4.2.
Preliminary results on the GI/G/1 queue
In this section we present several results on the time required for the stable GI/G/1 queue to empty. As already mentioned in Section 1, it is assumed that both the interarrival and the service time distributions are of the exponential type, that the interarrival time distribution is of the non-lattice type and that A < 1. A powerful result such as Proposition 1 does not hold in the case where the arrival process is not of the Poisson type. Thus, the derivation of (1) in the more general context of the GI/G/1 queue is considerably more complicated as compared to the proof of Proposition 2.
Some preliminary results.
First, we establish a lower bound on E[To]. Let N denote the number of arrivals until the system is met empty for the first time. In other words, we have X = n if the arrival of the nth customer is the first to occur at a time larger than TN 0 . Let f.f denote the arrival time of the Xth customer. Clearly, the number of customers served until the queue empties equals X + No -1. The following lemma is established in [12] by using Wald's equation. (In fact, only the case No = 1 is considered there; however, the result may be easily extended to hold for No=2,.
--.)
Lemma 3. The following are true:
In the case where E[SI < m (which will be shown to always b&trite for the type of queues we consider), Lemma 3 implies that the average arrival rate up to (and including) the time when the queue is met empty equals A. Similarly, the average service rate up to (and including) the time when the queue empties equals u. Based on this lemma, we prove the following result. Proof. The result is trivially true if E[TNJ= o. However, it will be shown later that this never occurs.
Assuming that E[TNJ]<oo, we prove the result as follows. Clearly, we have TN. < 1 with probability 1, which implies that E[TNO < E[-X]. Combining this with Lemma 3, we obtain
Rearranging terms in (7) and using the fact A </ , we obtain the inequality in question.
A bound on the upper tail of TNo.
In this subsection, we derive an upper bound on the upper tail of the distribution of TN; we also prove some other results on TN, that follow from this bound. We define
where &a is a positive constant satisfying 1< < l/A. Clearly, .
(10)
In what follows, each of the two terms appearing in the right-hand side of (10) is appropriately upper bounded. Since A(kb) is the number of arrivals during the interval [0, rNo(1 + k6)], we have
where Zi denotes the ith interarrival time. It follows from the definitions of q(6) (in (9)) and N, that
Furthermore, since a > 1, we have
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for k = 2, ---. Combining these two inequalities with (11), we obtain (12) Pr [A(k6) (-
The random variables (Z,)il 1 ,..-,q(k6)+1 are independent and have the interarrival time distribution, which, by assumption, is of the exponential type; moreover, since a&> 1, we have b(a -1)/(1 + ca6)>0. Thus, we may upper bound the right-hand quantity in (12) by applying the Chernoff bound; using (5) in Section 2.1, we have
where q9(6) > 0. Since 'Pi( 6 ) is positive, it follows from (9) that
We define A).(6) (cp( 6 )3a6/(p -A).
Since A < p and pq,(6) >0, we have 1p(6) > 0. Combining the previous definition with (13), (14) and the fact.
Using (12) and the inequality above, we have
The other term in the right-hand side of (10) may be upper bounded by reasoning similarly. First, we have
Using the definitions of q(6) (in (9)) and tNo, we obtain after some algebra
Furthermore, since ac <K I/A, we have
Using these two inequalities and (16), we obtain (17)
The random variables (Y )i=,.--..q(k6)+No are independent and have the service time distribution, which, by assumption, is of the exponential type; moreover, since a< ~/A, we have 6(u -aA)/( + Ak6) >0. Thus, we may upper bound the right-hand quantity in (17) by applying the Chernoff bound; using (4) 
where q 2 (6) > 0. Since 9p2(6) is positive, it follows from (9) that
We define After defining p(6) 'min {ip,(6), iP2(6)} and C(6) --1 + C 2 (6), the result follows from the inequality above.
It is a consequence of the proposition above that the random variables (T.).-t,... are of the exponential type; moreover, their moment generating functions have a common interval of definition in the positive axis. Indeed, we have the following result. Using Proposition 4 and Corollary 7, it is easily established that
However, we are interested in a stronger result, namely VNo e n(6), Proof. Clearly, it suffices to establish the result only for those 6 in the interval (0, 1).
We fix a 6 satisfying 0 < 6 < 1. Let Ad(6) denote the number of arrivals during the time interval and Xk
Clearly, the k*th customer to arrive is the first to meet an empty system upon arrival if and only if X, ý-0, ---, Xk*--2-0 and Xk. <0 (for k* = 1 the condition is Xt < 0). Given the event Ad(6) = m, the system is empty for some part of the time interval Using (26), we obtain after some algebra In what follows, each of the two terms appearing in the lower part of (29) is appropriately upper bounded. Using the definition of m* in (27) and that of rNo, we have. The random variables (Z 1 ) i = 1 •...,. are independent and have the interarrival time distribution, which, by assumption, is of the exponential type. Thus, since 6 > 0, we may upper bound the right-hand quantity in (32) by applying the Chernoff bound; using (5) in Section 2.1, we obtain
where qt(6) > 0. Since 9Pq(6) is positive, it follows from (27) that exp (-q9,(6)m*) <exp (-cp(6)rN1-.
We define deA /6VAI SiceA< ndq~()>0 e ae ~QS >.Cobnigtieprvou efntin 
This together with (32) implies that Pr [A(6) m*] < exp (-4 1 (6)No).
We now consider the other term. We have
E15k6m* J L Llkm m* Let a be some constant satisfying 0 < a < 1. It follows from (36) that 
The main results on the GI/G/1 queue
The main results of this paper are presented in this section. 
Asymptotic linearity of

1)1 y(),
we obtain
VNo-n*(6).
This implies that the sequence (T,/n),,=,... of random variables converges exponentially to 1/(pu -A), as n -* (see Section 2.2). As already mentioned in Section 2.2, if the random variables (T,).=... are defined on the same probability space (which is always possible), then exponential convergence implies almost sure convergence.
Before proceeding to the other two main results, we establish a technical lemma. We define the random variable RNo as follows:
ri-TNo
Clearly, RNo corresponds to the first regeneration point of the queue. It is intuitively clear that, for sufficiently large No, the upper tail of RN, behaves similarly to that of TN 0 (see Proposition 5). We now present this result; in order not to break continuity, we give the proof of this technical lemma in Section 5. 
VNo _i 1(6).
In Section 1 we introduced a simple fluid model, namely a pool that initially contains a quantity No of fluid; in this pool, fluid is supplied at a constant rate A and,
Defining
VNo _ n(6).
at the same time, it is removed at a constant rate p. As already pointed out in Section 1, the result in Proposition 9 is reminiscent of the fact that the pool empties in time No/(p -;A) .
This analogy may be extended even further. Indeed, the aforementioned pool contains a quantity 
It0
Since low-priority customers are 'transparent' to the ones with higher priority, we have 
which implies that
Each of the three terms in the right-hand side of (52) will be upper bounded by some quantity that decays exponentially, as No-* oo. This may easily be done for the first term. It suffices to combine (51) with (49). Now, we consider the second term. Since the system contains more than
[ (1 -c) No] customers at any instant prior to T, we have
The quantity in the lower part of (53) Finally, we consider the third term in the right-hand side of (52). We have
The first term on the right-hand side of (54) may be upper bounded by the probability that at least reNol -1 customers arrive during the time interval (-6No + rt 0 c, rN 0 c). This decays exponentially, as No-> oo, provided that 6 < eA-.
(The arguments for this are similar to those in the previous paragraph.) As for the other term, it equals 0 in case of e > 1 -c; in case of e _ 1 -c, it may be upper bounded by the probability that at least [eNo] customers complete service during the time interval (-6No + vNc, rNc) . This decays exponentially, as No--oo, provided that 6 < Ep -'.
(b)
We fix some c > 1. We have to show that for any positive e there exists some m(e) -1 and some positive O(e) such that
VNo -rm(e).
Let RN, be the random variable defined in (50). We fix a positive E and a 6 satisfying 0 < 6 < c -1. Reasoning as in similar cases, we obtain Vt*e [0, rN( 1+6) and VNo A
D(E).
Combining this with (65) 
VNo -M(e).
It also follows from (64) VNo --M(e). 
Proof of Lemma
+ 2 2
In what follows, each of the two terms in the right-hand side of (71) is appropriately upper bounded.
Starting with the first term, we have
The result above follows from Proposition 5, applied with k = 1 and with 6/2 instead of 6. We now consider the last term in the right-hand side of (71). Let N be the random variable corresponding to the number of arrivals until the system is met empty for the first time (see also the discussion preceding Lemma 3). Moreover, let YV denote the service time of the ith customer and let Zi denote the ith interarrival time. We have We now consider the other term in the right-hand side of (77). Applying the union bound and using the fact that the random variables (Z,),=....
are identically distributed, we obtain VNo-I *.
Using these definitions and the inequality x < (1/a')e" (for a>0), it follows from (84) (after some algebra) that 
Conclusions
In this paper we have analyzed a certain type of stable GI/GI1 queue, namely that with A < 1L, with the service time distribution being of the exponential type and with the interarrival time distribution being of the exponential and of the non-lattice types. This type of queue fits most practical cases. Assuming that such a queue /(p -A) ). Finally, we proved that after scaling both time and the number of customers in the system by No, as No increases, the queue asymptotically behaves as if customers were arriving at a constant rate L and, at the same time, were departing at a constant rate t, as in a simple fluid model.
An interesting direction for further research is to consider the asymptotic behaviour of TN. in the context of a GIG/I queue where the interarrival and service times form a stationary and ergodic sequence (YV, Zj)it,.... It is reasonable to conjecture that most of our results are still valid in this more general context, and that their proofs would include coupling and stochastic monotonicity arguments. (This point was suggested by the referee and by F. Baccelli.) Moreover, we believe that the results established in this paper may be extended to queueing networks. In such systems, it is the dependence among arrivals that makes our analysis not directly applicable. Thus, one has to show that, after scaling time by, N;, this dependence becomes unimportant. Such a result has been established in [13] for the simple case of a stable tandem of exponential servers with Poisson arrivals.
