In this work we prove for all simple real groups of classical type, except for SO * (n) and Sp(p, q), that if ν ∈ a * does not belong to C ρ , the convex hull of the Weyl group orbit of ρ, then the signature of the Hermitian form attached to the irreducible subquotient of the principal spherical series corresponding to ν, with integral infinitesimal character, is indefinite on K-types in p.
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Notation and General Results.
Recall that the complexification of a Lie algebra g 0 will be denoted by g. Let a 0 ⊂ p 0 be a maximal Abelian subspace. Let Σ(g 0 , a 0 ) = Σ be the corresponding set of restricted roots and let Σ(g 0 , a 0 ) = Σ be the reduced restricted roots. If α ∈ a * , then we will denote the corresponding weight space in g 0 by g α 0 and let m α the dimension of this subspace. For a choice of positive roots Σ + (g 0 , a 0 ) = Σ + we have Π(g 0 , a 0 ) = Π the set of simple roots. Let W N K (a 0 )\Z K (a 0 ) be the corresponding Weyl group. If w ∈ W , then we define Σ + (w) = {α ∈ Σ + : wα / ∈ Σ + }. We also denote the longest element in the Weyl group by w 0 . If Ω ⊆ Σ + then we will say that ν ∈ a * is it positive (resp. negative) with respect to Ω, if Re α, ν is positive (resp. negative) or zero for all α ∈ Ω.
If X is an admissible representation of G, we will also denote the corresponding (g, K)−module by X.
Recall that a (g, K)−module (π, H π ) is called spherical if the trivial Ktype occurs in the restriction of (π, H π ) to K, i.e., H π contains a non-trivial K-fixed vector. Then, we have the following: Theorem 1.1. The irreducible spherical (g, K)−modules (π, H π ) are in one-to-one correspondence with the W -orbits in a * .
A proof of this Theorem appears in [K, BJ2] . This correspondence can be realized as follows: Set n 0 = α∈Σ + g α 0 and ρ = 1 2 α∈Σ + α. Let P=MAN the corresponding minimal parabolic subgroup of G. If ν ∈ a * , define
where the right-hand-side is the space
and the g-action on this induced module is the left regular action, i.e.,:
It is easy to see that I G P (ν) is a Harish-Chandra module of finite length. Observe that by the Iwasawa decomposition G = KAN of G we have
and hence by Frobenius reciprocity
-module, and by (1.1) there exists a unique irreducible composition factor
if and only if there exists w ∈ W such that ν = w · ν , in particular J G (ν) does not depend on the choice of the minimal parabolic subgroup containing MA. The (g, K)-modules I G P (ν) are called spherical principal series representations. We denote the set of ν ∈ a * such that J G (ν) has integral infinitesimal character by a * int . Let X be a (g, K)-module. Then we say that X admits an invariant Hermitian form if there exists a non-zero map ω = ω G : X × X −→ C such that:
(1) ω is linear in the first factor and conjugate linear in the second factor.
where H stand for complex conjugation of g respect to g 0 .
If µ, µ are two different K-types, then, (3) implies that ω(X µ , X µ ) = 0. Hence ω is completely described by its restriction to the K-isotopic spaces on X.
Let µ ∈K. Then X µ Hom K (V µ , X) ⊗ V µ and ω induces a Hermitian form, ω µ , on the first factor. (respective q(µ) ) is the sum of the strictly positive (respective negative) eigenspaces of ω µ .
Let us see when there exists this Hermitian form in J(ν). This is the one being used in this article. Choose a minimal parabolic subgroup P = MAN in G. Consider w ∈ W and ν positive with respect to Σ + (w). Then there exist an intertwining operator Ψ(w) : I G P (ν) −→ I G P (wν) so that Ψ(w) is an isomorphism on the trivial K-type. If w = w 0 then the image is isomorphic to J(ν).
Recall that there is a natural non-zero Hermitian paring
Here I G MAN (ν) is naturally identified with the K-finite part of L 2 (K/M ) and with this identification, , is the inner product on L 2 (K/M ). Now suppose there exists w ∈ W such that −ν = wν and ν is positive with respect to MAN. Then we get the Hermitian pairing
Since Ψ(wν, w 0 w −1 ) :
Hence ω induces a Hermitian form on J(ν). The same argument shows that J(ν) admits an invariant Hermitian form if and only if −ν is W -conjugate to ν. Now, we will define the set of K-types where we will work. So, let's define as the p 0 -representation of K the homomorphism
and the p-representation of K the complexification of p 0 -representation.
Recall that if g 0 is simple, then p is either irreducible or it is a direct sum of two inequivalent irreducible representations. Consider the following set of K-types:
Through this work, we will consider the signature over this set of K-types.
Finally we will define C ρ as the convex hull of points wρ with w ∈ W . This set is also characterized in terms of positive roots by the following: Proposition 1.5. The set C ρ coincides with the set of all weights of the form
and each α is counted with multiplicity.
For a proof of this result we refer to [SV] .
Problem.
Take ν ∈ a * int such that J(ν) has integral infinitesimal character and admits an invariant Hermitian form. Then, we will prove the following
where µ is a K-type in p and q as in Definition 1.3.
The main problem here is that this Hermitian form has no known general expression. However, Bang-Jensen [BJ] , proves some useful Theorems, that give conditions for an invariant Hermitian form on an irreducible spherical representation, with integral infinitesimal character, to be positive definite on the K-types µ ∈ p, in terms of Langlands data, for the simple groups of classical type except SO * (n) and Sp(p, q) .
These Theorems will be the main tool we will use in order to prove Theorem 2.1. This will be done case by case. Bang-Jensen's results are used to get an explicit characterization of ν ∈ a * , that is crucial for the proof of Theorem 2.1.
Case SL(n, F) with
F = R or C. Let µ be a K-type in p ∩ [g, g]. We identify a * with C n such that Σ(g 0 , a 0 ) = {±(e i − e j ) | 1 ≤ i < j ≤ n}. Then Σ + (g 0 , a 0 ) = {(e i − e j ) | 1 ≤ i < j ≤ n}. Put r = dim R F. Then, dim g α 0 = r. Then a * int = {ν ∈ C n | ν i ≡ 0 mod rZ, i = 1, . . . , n}. For ν ∈ a * int and i ∈ Z we define R(i) := R ν (i) := #{ν j : ν j = r · i}. Now if ν ∈ a * int , then J G (ν)
admits an invariant Hermitian form if and only if
Then we have the following:
Proof. See Theorem 5.2 in [BJ] .
We will now prove the following proposition.
Proof. We will give the proof only for Sl(n, R). The case Sl(n, C) follows immediately from the definition of a * int and the fact that for this group, each root has multiplicity 2. Take ν ∈ a * int such that:
thus, we are assuming that ω is positive definite on J G (ν) µ . By definition, C ρ is stable by Weyl group action, hence by (1) and (2) we can consider,
In order to complete this proof, we will need the following:
Lemma 3.4. Take ν as above and consider R(0) ≥ 1 (otherwise, ν ≡ 0 by (1)). Then
Then, (3.5) has been proved.
Proof of Proposition 3.2 (Continuation). Let define
Now, it is easy to check, that Lemma 3.4 allows us to rewrite ν as follows:
And so, Proposition 3.2 is proved.
Proof of Theorem 2.1 for Sl(n, F) with F = R, C. This is immediate from Proposition 3.2, Theorem 3.1 and Proposition 1.5.
Case
is of type C n , and identifying a C n we have that the restricted roots are
Here, J G (ν) has integral infinitesimal character if and only if ν i ∈ rZ. Take ν ∈ a * , and replace it by a Weyl group conjugate, then we may assume that
and with this assumption define
Then we can state the following: (
Proof. See Theorem 8.4 in [BJ] . Now, we can prove the following: where
with j = 0, . . . , k − 2. Let us define T (m) as in (3.6), and Inequality 4.4 allows us to write ν as follows
[ (e T (m)+j − e s ) + (e T (m)+j + e s ) ]
The case G = Sp(2n, C) follows from this using that r = 2 and the multipilcities of the positive roots. Hence, in this way we have proved Proposition 4.3.
Now, we can give the:
Proof of Theorem 2.1 for Sp(2n, F) with F = R, C. It follows from Proposition 4.3, Theorem 4.2 and Proposition 1.5.
Case SO(p, q), p > q + 1 and SU (p, q), p > q.
Let us assume that G = SO(p, q), p > q + 1 or G = SU (p, q), p > q; and as usual identify a C q . Then the restricted roots become {±e i ± e j , ±e l }. Define
Define, = 0, 1 by ≡ p − q − 1+r mod 2Z. In these cases, J(ν) has integral infinitesimal character if and only if
We can replace ν by a Weyl group conjugate, and assume that
With this assumption we define
. Now, we can state the following:
Theorem 5.4. If J(ν) has integral infinitesimal character, then an invariant Hermitian form is positive definite on J(ν) µ , µ ∈ p, if and only if the following conditions are satisfied:
Proof. Cf. Theorem 6.2 in [BJ] . Now, we can prove the following: (1)- (4), Formula (5.1) and assuming R(s) = 0 and there exists j < s such that R(j) = 0 we can consider ν as follows
In order to complete the proof of this proposition, we will need the following:
Lemma 5.7. Take ν as above. Then 
So, the proof of the lemma is complete.
Proof Proposition 5.5. (Cont.) Recalling that each root e i ± e j has multiplicity 1 and e l has multiplicity p − q = 2s, and defining with l n ∈ Z + and n = 1, . . . , q. Then, we have
Again, as before, we can assume that
. . , j. By Lemma 5.7 and since l i + 1 2 < s, we can rewrite ν as follows
When R(s) = 0, condition (2) in Theorem 5.4 implies that R(s + j) = 0 for all j. Then this case or when R(ν i ) = 0 for all i, can be easily deduced from the cases above, and hence, we have completed this proof for SO (p, q) and r = 1 The cases corresponding to SU (p, q) follows almost immediately from this cases above using, as before, the multiplicities of the positive roots for this group.
Then we can give the:
Proof of Theorem 2.1 for SO (p, q) , p > q + 1 and SU (p, q), p > q. Is immediate from Proposition 5.5, Theorem 5.4 and Proposition 1.5.
Case
In this case, identifying a C n we have that the restricted roots are {±e i ± e j , ±2e l }. J G (ν) has integral infinitesimal character if and only if ν i ≡ mod 2Z, = 0, 1. Take ν ∈ a * . Again, we may assume that
Hence we define (1)
Proof. See Theorem 7.1 in [BJ] .
With this, we can prove the following:
Proof. Let us first assume that = 0. By (6.3) we have that R(0) = 0. Then it follows from condition (2) in Theorem 6.4 that ν ≡ 0. So we can suppose that = 1 and again, by condition (2), we can consider that ν = (2k + 1, . . . , 2k + 1, . . . . . . , 1, . . . , 1) (6.6)
and this formula plus the fact that each root e i ± e j has multiplicity 2 and each 2e l has multiplicity one, allows us to say that
and in this way, we have completed this proposition.
Hence, we can give the:
Proof of Theorem 2.1 for SU (n, n), n > 2. It is immediate from Proposition 6.5, Theorem 6.4 and Proposition 1.5.
7.
Case SO(n + 1, n) and SO(2n + 1, C), n ≥ 2.
Let us assume that G = SO(n + 1, n) or G = SO(2n + 1, C), and as usual identify a C n . Then the restricted roots become {±e i ± e j , ±e l }. Define
In these cases, J(ν) integral infinitesimal character if and only if ν i ∈ rZ + r 2 , with = 0, 1.
and so, we define
Let us see the following: (1)
Proof. Cf. Theorem 9.4 in [BJ] . The condition R(0) > 2 − does not appear in [BJ] . However, it is easy to see by inspection of the proof that this condition is needed. Now, we can prove the following:
Proposition 7.5. Consider ν ∈ a * int such that J(ν) has integral infinitesimal character. If conditions (1)-(3) above are satisfied then ν = α∈Σ + c α α with c α = 1/2 or 0.
Proof. Let us assume that r=1. The other case, r=2, follows from this one. And also consider = 0, so here we have that J(ν) admits integral infinitesimal character if and only if ν i ∈ Z. Hence by condition (2) in Theorem 7.4 we have that
, and this inequality allows us to write down
where T (m) is defined in (3.6). The case = 1 follows from this one, using that
. . , 1 2 with ν 1 as in (7.6). Since we do not use e i 's in the case above, we can put
and we have completed the proof of this proposition.
Then we have:
Proof of Theorem 2.1 for SO(n + 1, n) and SO(2n + 1, C), n ≥ 2. It follows from Proposition 7.5, Theorem 7.4 and Proposition 1.5. SO(n, n) and SO(2n, C), n ≥ 4.
Case
Let us assume that G = SO(n, n) or G = SO(2n, C). In this case Σ(g 0 , a 0 ) is of type D n and, if as usual we identify a C n , then the restricted roots become {±e i ± e j }. Define Proof. See Theorem 10.3 in [BJ] . The condition R(0) > 1 does not appear in the statement of this theorem in [BJ] , but it is easy to see, checking the proof, that, otherwise, q µ (ν) > 0. Now, we can prove the following: 
