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UNDERSTANDING EARTHQUAKE RUPTURE PROCESSES: INSIGHTS FROM MID-
OCEAN RIDGE TRANSFORM FAULTS AND SUBMARINE VOLCANOES 
by 
 
Pamela A. Moyer 




Key goals of earthquake science are to understand properties that control where earthquakes 
start, stop and spread, as well as their ground shaking potential.  Stress drop, proportional to slip 
over the rupture length, provides insight into how variations in material properties of the fault 
affect the slip behavior of earthquakes.  Using data from two ocean bottom seismic experiments, 
this dissertation explores variations in stress drop in small to moderate magnitude earthquakes in 
two tectonic environments where heterogeneous fault zones are inferred.  On Gofar Transform 
Fault on the East Pacific Rise, the largest earthquakes (6.0 ≤ MW ≤ 6.2) repeatedly rupture the 
same portion of the fault, while intervening fault segments host swarms of microearthquakes.  
Using an optimized spectral analysis procedure, stress drops from 0.04 to 3.2 MPa were found 
for 138 earthquakes (2.3 ≤ MW ≤ 4.0) that occurred within and between the rupture areas of large 
earthquakes.  A statistically significant higher average stress drop in fault segments where large 
earthquakes occur compared to fault segments that host earthquake swarms was found.  An 
inverse correlation between stress drop and P wave velocity reduction also suggests that fault 
zone damage affects the ability of the fault to store strain energy that leads to spatial variations in 
stress drop.  Additionally, lower stress drops following the MW 6.0 mainshock are consistent with 
increased damage and decreased fault strength after a large earthquake.  At Axial Seamount on 
 
xi 
the Juan de Fuca Ridge, abundant seismicity along caldera ring-faults during inflation and 
deflation periods of a 2015 eruption reflect deformation induced seismicity.  Stress drops from 
0.6 to 43 MPa were found for 423 earthquakes (1.6 ≤ MW ≤ 3.6) at Axial, as well as a statistically 
higher average stress drop during inflation than deflation that suggests a temporal reduction in 
fault strength as a result of damage associated with the eruption.  A lower average stress drop in 
the northern caldera is also consistent with spatially varying shear wave speed that may reflect a 
region of pervasive cracking due to dike injection.  Lower stress drops in the northern caldera 
may reflect crustal damage due to diking, or may be a consequence of rupture velocity varying as 
a constant fraction of shear wave speed.  Assuming constant rupture velocity for stress drop, the 
work presented in this dissertation illustrates how variations in fault zone damage affect 
earthquake rupture and how this behavior reflects the evolution of fault strength through seismic 
and volcanic cycles.  With improved knowledge of how stress drop evolves through space and 








Understanding the controls on the extent and concentration of earthquake slip is essential 
for an improved understanding of the rupture characteristics of earthquakes and their associated 
hazards.  Observations of a range of earthquake slip behavior motivate key questions, such as: 
What are the properties of the fault zone that control where large and small earthquakes 
nucleate?  What are the properties that enable large earthquake ruptures to propagate?  What 
stops an earthquake and limits its size?  What are the properties of the fault zone where 
earthquakes have more ground shaking potential?  Are fault zone properties constant, or do they 
change with time?  What role do fluids in the fault zone have on earthquake behavior?  
Addressing these questions is the topic of many past and current studies and the focus of this 
dissertation. 
One common parameter used to assess variations in earthquake slip behavior and damage 
potential is stress drop.  Stress drop, proportional to slip over the rupture length (e.g., Brune, 
1970; Madariaga, 1976), is a function of seismic moment (a measure of the earthquake size that 
includes the total fault area, average slip amount, and the shear modulus) and corner frequency (a 
parameter inversely proportional to the characteristic rupture dimension).  Damaging earthquake 
energy is radiated at frequencies at and above the corner frequency, so stress drop is also 
important for hazard assessment.  An earthquake with a high stress drop has a higher 
concentration of slip and an increased ground shaking potential compared to a similar magnitude 
earthquake with a lower stress drop.  While it is widely considered that stress drop is constant 
over a large-magnitude range (e.g., Allmann & Shearer, 2009; Baltay et al., 2010; Cocco et al., 
2016; Ide & Beroza, 2001; Kwiatek et al., 2011), with an average value of 1-4 MPa (Cotton et 
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al., 2013), individual values within and between studies vary by more than 3 orders of magnitude 
(e.g., Cocco et al., 2016). 
Studies that look at stress drop on a global scale (e.g., Allmann & Shearer, 2009; Choy & 
Boatwright, 1995; Kanamori & Anderson, 1975) show small variations correlated with tectonic 
setting; possibly due to regional stress orientations, plate boundary materials, fault zone maturity, 
subducting plate bathymetry, and lithospheric plate age, rigidity, and convergence rate.  For 
example, low stress drops for subduction zone interplate thrust-faulting earthquakes have been 
linked to elevated fluid pressure, frequent faulting, and less interseismic recovery time in the 
subduction environment than other tectonic settings (e.g., Allmann & Shearer, 2009; Chen and 
McGuire, 2016).  On a regional scale, stress drop may reflect variations in crustal strength (e.g., 
Goebel et al., 2015; Hardebeck & Aron, 2009; Shearer et al., 2006).  On the San Andreas Fault, 
Goebel et al. (2015, 2016) found higher stress drops for earthquakes that experience greater 
resistance to shear failure due to longer interseismic recovery periods than earthquakes in faster-
slipping regions (Kanamori & Anderson, 1975).  On the Hayward Fault, Hardebeck and Aron 
(2009) found earthquakes with high stress drops clustered around a locked asperity that 
experiences higher applied shear stress due to a cumulative slip difference with nearby creeping 
fault segments. 
Regional stress drop variations may also be time-dependent and reflect fluid migration 
(e.g., Chen & Shearer, 2013; Goertz-Allmann et al., 2011; Yoshida et al., 2017) or damage (e.g., 
Allmann & Shearer, 2007) within the fault zone.  Chen and Shearer (2013) found stress drops for 
earthquake sequences in California affected by fluid-driven slow slip, such that increased loading 
at mainshock hypocenters resulted in aftershocks with higher stress drops than slow-slip 
triggered foreshocks.  Yoshida et al. (2017) found stress drops that increased with time for 
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earthquake swarms in Northeast Japan, and reflected an increase in frictional strength as fluids 
migrated away from the swarm region.  In induced-seismicity studies, time-dependent stress 
drops may be correlated with changes in effective normal stress due to fluid pressure variations 
from nearby water injection (e.g., Goertz-Allmann et al., 2011; Lengliné et al., 2014; Lin et al., 
2016).  For example, Goertz-Allmann et al. (2011) and Kwiatek et al. (2014) found increasing 
stress drops in response to decreasing pore pressure with increasing radial distance from the 
injection well.  However, Sumy et al. (2017) and Trugman et al. (2017) found that regional 
injection patterns and weakened fault structures had a greater effect on the stress drops of 
induced earthquakes in Oklahoma and Kansas then injection well distance. 
In this dissertation, I investigate variations in fault zone physical properties reflected in 
earthquake slip from stress drops of small to moderate magnitude earthquakes recorded during 
local seafloor seismic experiments at Gofar Transform Fault, on the East Pacific Rise, and Axial 
Seamount, on the Juan de Fuca Ridge.  Seismic data from the seafloor is unique in its limited 
availability, and these local networks provide an exciting opportunity to improve our knowledge 
of small-scale variations in earthquake behavior otherwise unknown in global seismic studies.  
These environments also serve as natural laboratories to study physical processes that control 
earthquakes because they have simplified geologic settings that minimize complications related 
to mixed lithologies and structures, and have abundant and frequent seismicity.  Using stress 
drops for earthquakes recorded at Gofar and Axial, I specifically address: 
(1) How are fault zone properties reflected in stress drop? 
(2) How do fault zone properties vary spatially? 
(3) What is the evolution of fault strength through the seismic and volcanic cycles? 
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A detailed description of the analysis method used to obtain stress drops for earthquakes 
at Gofar and Axial is provided in Chapter 2.  This method builds upon approaches of past stress 
drop studies (e.g., Abercrombie, 2013; Shearer et al., 2006; Viegas et al. 2010), and uses the 
frequency content of earthquakes to obtain seismic moment and corner frequency for stress drop.  
While efficient methods to obtain stress drop from the time domain (e.g., Abercrombie et al., 
2017; McGuire 2017) are now available, frequency domain methods are still widely used, and a 
large body of work exists for comparing similarly obtained results.  The optimized approach 
presented here uses a weighted averaging technique based on the number of observations to 
obtain a measure of uncertainty on corner frequency for stress drop.  Noise limitations on corner 
frequency are also carefully evaluated, as seismic data from the seafloor often contains more 
noise than recordings from land based seismometers, with broader frequency microseismic noise 
and artifacts from poor coupling to the seafloor (Webb, 1998).  The analysis described in this 
dissertation pays special attention to low and high frequency resolution limitations as a result of 
noise to further minimize uncertainty in corner frequency estimates. 
A comprehensive stress drop study of earthquakes at Gofar is the focus of Chapter 3.  
Oceanic transform faults like Gofar present a unique opportunity to observe earthquake cycles in 
a less complicated geologic environment than continental transform faults.  On a plate tectonic 
scale, oceanic transform faults have simple geometries and a relatively homogenous composition 
consisting primarily of basalt-gabbro crust over upper-mantle peridotite, well-described thermal 
structures that vary systematically with fault length (distance between spreading centers) and slip 
rate (from present-day plate motions) as predicted by thermal models and associated scaling 
relations (Behn et al., 2007; Boettcher and Jordan, 2004; Wolfson et al., 2017; Wolfson-Schwehr 
and Boettcher, 2019), and a seismogenic area bound by the 600oC isotherm (e.g., Boettcher et al., 
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2007).  Additionally, oceanic transform fault earthquakes exhibit the most systematic behaviors 
known in seismology by repeatedly re-rupturing the same portion of the fault on a relatively 
regular basis (Boettcher and McGuire, 2009; McGuire, 2008; Wolfson et al., 2014).  In 2008, an 
ocean bottom seismometer (OBS) array recorded an anticipated MW 6.0 mainshock and 
associated foreshock and swarm sequences on the western most segment of Gofar (McGuire, 
2012).  The foreshock, mainshock, and swarm sequences were separated in both space and time, 
suggesting that local heterogeneous fault zone properties may control earthquake behavior at 
Gofar (e.g., Froment et al., 2014; McGuire et al., 2012; Roland et al., 2012).  Spatial and 
temporal variations in stress drops at Gofar, as presented in Chapter 3, are used to infer material 
properties of the fault zone within and between the rupture areas of large earthquakes. 
Chapter 4 focuses on a comprehensive stress drop study of earthquakes associated with 
an eruption of Axial Seamount.  Axial is the most active submarine volcano in the Northeast 
Pacific due to an abundant magma supply from the Juan de Fuca spreading center and the Cobb 
hot spot (e.g., Chadwick et al., 2014; Chadwick et al., 2016).  Additionally, eruptions at Axial 
occur when inflation reaches, or exceeds, the amount of deflation from the preceding eruption 
(Chadwick et al., 2012; Nooner and Chadwick, 2016).  Abundant seismicity at Axial recorded 
during previous eruptions motivated the installation of a cabled array of OBSs in and around the 
caldera to capture seismicity associated with an anticipated 2015 eruption (e.g., Wilcock et al., 
2018).  This local network made possible a detailed account of seismicity along ring-faults that 
accommodated caldera deformation before, during and after the eruption; including <500 
earthquakes/day month before the eruption during gradual inflation, to ~2000 earthquakes/day 
before eruption onset, followed by a rapid decrease in seismicity during deflation, before 
returning to a background level of ~20 earthquakes/day after total deflation was accommodated 
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(Wilcock et al., 2016).  Temporal variations in stress drops at Axial presented in Chapter 4 are 
used to infer changes in fault strength with crustal damage during the 2015 volcanic cycle. 
The techniques described in Chapter 2 were also used to study mining-induced 
earthquakes.  The 2014 Orkney ML 5.5 earthquake was the largest recorded mining-induced 
earthquake in South Africa.  The mainshock rupture initiated ~5 km below the surface and 
terminated several hundred meters below the deepest levels of a gold mine.  The Orkney 
mainshock and its aftershock sequence were well-recorded by a dense network of surface and in-
mine seismometers.  In-situ stress measurements and fault core through the rupture surface are 
also anticipated to be available as part of an International Continental Scientific Drilling Program 
project that is drilling from within the mine into the Orkney mainshock rupture zone.  The use of 
the Orkney mainshock seismic data as a test case for the Source Inversion Validation community 
to determine the spatial and temporal evolution of earthquake rupture was described by Moyer et 
al. (2017).  We also investigated variations in the stress drop of aftershocks of the Orkney ML 5.5 
earthquake that may be correlated with the slip distribution of the mainshock (Moyer et al., 
2016).  While this dissertation is focused on the stress drops of earthquakes in oceanic 
environments, for comparison information about the Orkney earthquake and initial stress drops 
for aftershocks can be found in Appendices A and B. 
A comparison between stress drops from Gofar and Axial are presented in Chapter 5, 
with inferences for stress drops at other oceanic transform faults and within volcanic systems.  
The results of these studies provide insight into the variability in stress drop, and highlight the 
importance of characterizing time-dependent fault zone material properties to better understand 
earthquake slip behavior.  With improved knowledge of how stress drop evolves through space 
and time, and the control that crustal damage and enhanced porosity have on earthquake rupture, 
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2. EARTHQUAKE STRESS DROP SPECTRAL ANALYSIS 
Portions of this work were first published online on 7 September, 2018 as: Moyer, P. A., 
Boettcher, M. S., McGuire, J. J., & Collins, J. A. (2018). Spatial and temporal variations in 
earthquake stress drop on Gofar Transform Fault, East Pacific Rise: Implications for fault 
strength. Journal of Geophysical Research: Solid Earth, 123, 7722-7740. 
https://doi.org/10.1029/2018JB015942. 
2.1 Introduction 
A simple model (equation 2.1, Aki, 1967; Brune, 1970) is commonly used to relate the 
frequency content of earthquakes to physical rupture properties.  Approximated as a point source 
in the far-field (at least several rupture lengths from the source) in a homogeneous, elastic, 
isotropic medium, the earthquake displacement spectrum is flat at low frequencies.  The low 
frequency level of the displacement spectrum is proportional to the seismic moment; a function 
of the total fault area, average slip amount, and the shear modulus.  The corner frequency is 
inversely proportional to the characteristic source dimension, where wavelengths less than the 
corner frequency experience interference effects from fault finiteness and decay in amplitude at f-
2.  In equation 2.1, )( fΩ  is the displacement amplitude spectrum, f is frequency, 0Ω  is the low 
















f       (2.1) 
Seismic observations are made away from the source, so stress drop studies must account 
for modifications made to the spectrum along the travel path from the source (earthquake) to the 
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receiver (seismometer).  Seismic moment is a low frequency measurement, corresponding to 
wavelengths longer than the source dimension, so estimates of seismic moment from the 
displacement spectrum are relatively stable.  Corner frequency is a high frequency measurement 
from the earthquake spectrum that experiences greater variability due to path effects and 
attenuation than lower frequencies.  Thus, path-averaged attenuation factors are difficult to 
approximate for corner frequency estimates except in environments where attenuation is 
minimized, such as in borehole studies, where seismometers may be placed very close to the 
source (e.g., Abercrombie, 1995; Prejean & Ellsworth, 2001). 
This chapter presents a comprehensive description of the analysis method that was used 
to obtain seismic moments and corner frequencies from earthquake spectra for stress drops at 
Gofar Transform Fault (Chapter 3) and Axial Seamount (Chapter 4).  Seismic data recorded by a 
local ocean bottom seismometer (OBS) network at Gofar are used as examples in each step in the 
process.  To minimize measurement error in corner frequency, a weighted averaging technique is 
applied to spectral data from strict selection, processing, and modeling criteria.  A new approach 
to evaluate noise limitations on corner frequency is also presented.  This approach provides low 
and high frequency resolution boundaries where the range of stress drops may be considered 
fully-resolved. 
2.2 Corner Frequency Analysis 
The empirical Green’s function (EGF) spectral ratio method is used to estimate corner 
frequencies for stress drops because it empirically eliminates path effects from the source 
spectrum through spectral division (Hartzell, 1978; Hough, 1997; Mueller, 1985) without the 
need for modeling attenuation and site parameters.  The spectral ratio method uses pairs of 
earthquakes, collocated but different in magnitude, to obtain a relative source spectrum.  To 
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effectively eliminate path effects, the following assumptions of the spectral ratio method must be 
met: (1) the earthquakes in each pair are close enough to share the same travel path, (2) the 
smaller earthquake is short enough in duration to be considered a point source in the frequency 
band of interest relative to the larger earthquake, and (3) the earthquakes have the same source 
mechanism so that wavefield excitation is not affected by differences in radiation patterns (e.g., 
Abercrombie, 2015).  Division of the large earthquake (target event) by the smaller earthquake 
(the EGF) in the frequency domain yields the spectral ratio from which the corner frequencies of 
both the large and small earthquakes may be identified. 
2.2.1 Empirical Green’s Function Selection 
Possible empirical Green’s Function earthquakes were identified according to their 
location and magnitude.  To exclude earthquakes with very different travel paths, the epicentral 
separation distance between the EGF and target event was limited according to target event 
magnitude.  To find earthquakes that may be considered point sources, a magnitude difference 
between the target event and EGF was imposed.  Each data set required a different separation 
distance and magnitude difference criterion, and those details are provided in the Method 
sections of Chapters 3 and 4. 
Cross-correlation was used to further evaluate the similarity of the travel paths and source 
mechanisms between the EGFs and target events.  Abercrombie (2015) found a decrease in 
corner frequency as the quality of the EGF decreased below a cross-correlation coefficient of 0.7.  
However, no change in corner frequency was found outside measurement uncertainty when 
waveforms with a cross-correlation ≥ 0.6 were used for earthquakes at Gofar or Axial.  The filter 
range and window length for cross-correlation were based on an estimate of the corner frequency 
of the target event following Eshelby (1957) and Madariaga (1976).  This yielded an estimated 
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corner frequency of κβσ 3/103/1_ )/()7/16( Mf estc Δ= , where σΔ  is average stress drop (a value 
of σΔ = 1 MPa is used for earthquakes in this dissertation, which is suitable for oceanic 
transform fault earthquakes (Boettcher & Jordan, 2004)), M0 is seismic moment approximated 
from ML using Hanks and Kanamori (1979), κ is a source model constant equal to 0.26 for 
circular and symmetrical ruptures (Kaneko and Shearer 2014; 2015), and β is S wave velocity. 
Waveforms were windowed for cross-correlation using 0.2 s before the P wave arrival 
and an amount of waveform after the S wave arrival (tS) that was four times longer than the 
duration of the estimated corner frequency (chosen to ensure sufficient low frequency 
resolution), tS = 1/fc_est * 4.  The maximum amount of time after the S wave arrival was set to 12 
s, with the goal of resolving source durations for ML < 5.0 earthquakes.  The bandpass filter for 
cross-correlation was chosen to remove low frequency variations due to microseisms and high 
frequencies where large earthquakes are not expected to correlate well with small earthquakes 
(e.g., Abercrombie, 2015).  The high (fH) and low (fL) frequency filter limits were based on the 
magnitude of the target event, such that fL = 0.5 Hz and fH = fc_est / 1.5 for ML < 4.0 and fL = 0.4 
Hz and fH = 0.6 for ML ≥ 4.0.  Using a ML 3.5 target event for example, these relationships yield 
an estimated corner frequency of 1.9 Hz, a bandpass filter between 0.5 and 1.3 Hz, and a window 
length after the S wave arrival of 2.1 s, assuming β = 3400 m/s. 
2.2.2 Processing EGFs 
The target event and EGF waveforms used for spectral ratios were windowed to include 
0.2 s before the S wave arrival and the same amount of time after the S wave arrival that was 
used for cross-correlation (Figures 2.1a and 2.1b).  Because local recordings at Gofar and Axial 
have short S minus P times and low amplitudes P waves, S wave arrivals were the focus of the 
 
12 
spectral ratio analysis.  The windowed waveforms were transformed into the frequency domain 
(Figure 2.1c) using the multitaper technique of Prieto et al. (2009), which is unique from other 
taper methods because it uses multiple tapers and an adaptive weighting technique to suppress 
random noise while retaining the complex spectrum.  The time bandwidth product (NW) is the 
bandwidth over which the spectrum is smoothed and was chosen for the multitaper as a function 
of the number of tapers (K), such that K = 2*NW-1 (Prieto et al., 2009).  The values NW = 4 and 
K = 7 were used for the multitaper to average the spectrum around the corner frequency, while 
still retaining a sufficient level of resolution for spectral modeling, and are similar to values used 
in other spectral ratio studies (e.g., Viegas et al., 2010). 
Following conversion to the frequency domain, the S wave spectrum was resampled at 
0.01 units between log10(0.01 Hz) and log10(20 Hz) for Gofar data, and between log10(0.01 Hz) 
and log10(80 Hz) for Axial data, to be evenly spaced on a logarithmic axis and give equal weight 
to both high and low frequencies (e.g., Viegas et al., 2010).  Frequencies greater than 80% of the 
Nyquist frequency were not used to avoid signals that may be aliased (e.g., Abercrombie, 2015).  
The spectrum of pre-S wave arrival waveforms with the same length as the signal spectrum was 
used to approximate the noise level.  Signal spectrum at frequencies ≤ 3 times the level of the 
noise spectrum were excluded (Figure 2.1c, dashed lines) from the Gofar study, and signal 
spectrum at frequencies ≤ 4 times the level of the noise spectrum were excluded from the Axial 
study.  Noise estimates included the P wave arrival and coda to ensure that P wave energy was 
removed from the S wave spectrum.  Signal spectrum shown in gray (above 15 Hz in Figure 2.1c 
and 2.1d) was excluded because those data did not meet the signal-to-noise requirement, or were 
above 80% of the Nyquist frequency.  Division of the target event by the EGF in the frequency 
domain yields the spectral ratio (Figure 2.1d, blue curve). 
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Figure 2.1: Corner Frequency Spectral Analysis by Component 
An example from Gofar Transform Fault.  (a and b) Horizontal component acceleration 
waveforms used for spectral ratios.  Thick horizontal lines highlight the waveforms used for 
analysis.  (c) Target event (dark blue) and empirical Green’s function (EGF; light blue) 
acceleration spectra.  Solid lines are signal spectra; dashed lines are pre-event noise spectra.  
Signal that was excluded from analysis is shown in gray.  (d) Spectral ratio (blue) resulting from 
division of the target event by the EGF and the model (equation 2.2, black line).  The corner 
frequency from the model with minimum variance is shown as a star.  (e) The spectral ratio was 
remodeled with Ω0r and fc2 as free parameters for fixed values of fc1.  (f) The normalized variance 
between the ratio data and model for each model tested.  A high and low error estimate on fc1 
(star) at 5% normalized variance (dashed line) was used. 
2.2.3 Modeling Spectral Ratios 
A 3-step approach was developed to obtain corner frequency from spectral ratios.  In step 
1, the work of Viegas et al. (2010) and Abercrombie (2013) was used as guidelines and each 
spectral ratio was modeled by equation 2.2 (e.g., Abercrombie & Rice, 2005): 



































      (2.2) 
where Ωr(f) is the relative spectral amplitude, f is frequency, Ω0r is the low frequency relative 
spectral level, fc is the corner frequency, n controls the high frequency fall-off, γ controls the 
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shape of the corner, and subscripts identify variables as a function of the target event (1) or the 
EGF (2).  Brune (1970) specified n = 2 (an average value that fits most observations) and γ = 1, 
while Boatwright (1980) used a sharper corner corresponding to γ = 2.  We found the Boatwright 
(1980) value better represented the shape of most of our spectral ratios, and we used γ = 2 for 
analysis. 
The residual between the Boatwright (1980) model of equation 2.2 (Figure 2.1d, black 
curve) and the spectral ratio data (Figure 2.1d, blue curve) was minimized using the Nelder-
Meade least squares optimization technique.  The free parameters in the optimization (Ω0r, fc1, 
and fc2) were initialized to the mean spectral and frequency levels.  The residual was minimized 




∑ , where the subscript M refers to the spectral ratio model, 
subscript D refers to the spectral ratio data, and N is the number of data points.  Corner 
frequencies were obtained for both the target event (fc1) and EGF (fc2) with this approach.  While 
EGF corner frequencies were in a physically plausible range (0.01-100 MPa), only target event 
corner frequencies were reported (stars in Figure 2.1) because they are significantly better 
constrained than the high frequency (EGF) corners (e.g., Viegas et al., 2010). 
For a measure of uncertainty on the target event corner frequency, a similar approach to 
Viegas et al. (2010) was used and the spectral ratio remodeled over a range of corner frequencies 
with Ω0r and fc2 as free parameters (Figures 2.1e and 2.1f).  Again, the Nelder-Meade least 
squares optimization technique was used and the target event corner frequency varied between 
log10(fc1) – 0.75 and log10(fc1) + 0.75 in 0.05 units from the value of minimum variance; where 
variance was obtained by dividing the squared residual between the ratio data and model by 
NΩ0r.  The error on fc1 was taken to be where the variance normalized by the best-fit value 
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increased by 5%, resulting in a low frequency and high frequency confidence limit from each 
spectral ratio.  To ensure well-constrained spectral ratios for further analysis, spectral ratios with 
a variance between the ratio model and data that exceeded 2x10-3 were excluded, as well as 
ratios where the normalized variance within the tested range did not exceed 5% of the minimum 
normalized variance.  Also excluded were ratios with an amplitude difference less than 3 
between the low and high frequency levels of the model to be sure only clear variations in the 
spectral ratio data were modeled. 
In step 2, the spectral ratios for each EGF were simultaneously modeled using equation 
2.2 (Figures 2.2, a-c).  This process solved for a model that minimized the residual between all 
the data points (each station and component) at each frequency interval, and resulted in Ω0r, fc1, 
and fc2 values for each EGF.  The simultaneous inversion is preferred over a simple stack of 
spectral ratios because the simultaneous inversion weights the spectral levels at each frequency 
interval equally.  The same initial parameters for the simultaneous minimization as for modeling 
individual spectral ratios in Step 1 were used, and the ratios for each EGF were remodeled to 
obtain high and low error limits on corner frequency where the normalized variance was 5% of 
the best-fit value (Figure 2.2d).  Only EGFs with ratios that contained sufficient low frequency 
information to be well-constrained near the target event corner frequency were included.  
Because variations in rupture dynamics contribute to corner frequency uncertainty (Abercrombie 
et al., 2017; Kaneko & Shearer, 2015), each target event was required to contain spectral ratios 
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Figure 2.2: Corner Frequency Spectral Analysis by EGF 
An example from Gofar Transform Fault.  (a) Location of the target event (star) and 26 EGFs 
(gray circles).  (b) Spectral ratios for one EGF (yellow circles in a, c, and e) are color-coded by 
station (triangles in a).  The spectral ratios were modeled (black line) by the simultaneous 
minimization described in the text, and the best-fit corner frequency is shown by a star.  (c) 
Target event corner frequency as a function of EGF azimuth, where the horizontal line gives the 
weighted average value.  (d) The variance between the ratio data for one EGF (ratios in b and 
yellow circles in a, c, and e) and the model.  A high and low error estimate on the corner 
frequency was used for each EGF at 5% normalized variance (dashed line).  (e) Distribution of 
mean corner frequencies from bootstrap resampling of corner frequencies of individual ratios 
(Step 1 and Figure 2.3a) for 10,000 iterations.  The mean corner frequency and 95% confidence 
interval of bootstrap results are marked as blue solid and dashed lines, respectively.  The corner 
frequency and uncertainty using the 5% normalized variance criterion and weighted average 
technique (Steps 2 and 3) are shown as a yellow circle with error bars. 
 
A bootstrap resampling technique (Efron, 1979) was also implemented to obtain error 
estimates on corner frequency to compare with the 5% normalized variance criterion and 
weighted average technique.  This approach was used to obtain a nonparametric estimate of the 
target event corner frequency uncertainty.  Corner frequencies from each spectral ratio for each 
target event (i.e. Figure 2.3a) were used in the bootstrap analysis.  Corner frequencies were 
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resampled with replacement 10,000 times.  In each sample, the same number of corner 
frequencies was selected as in the original results.  The mean of each resampled group was then 
calculated to obtain a distribution of mean corner frequencies (Figure 2.2e).  The corner 
frequency of the target event was chosen at the mean value of the bootstrap results (Figure 2.2e, 
solid blue line), and the error on corner frequency at the 95% confidence level (Figure 2.2e, 
dashed blue lines); the range that included 2.5% to 97.5% of corner frequencies from the 
bootstrap analysis.  The corner frequency uncertainty using the bootstrap approach was similar to 
the uncertainly using the 5% normalized variance criterion and weighted average technique.  
Average error bar lengths for Gofar corner frequencies were 8% higher using the bootstrap 
technique (a value of log10 0.13 Hz) compared to average error bar lengths from the weighted 
average technique (a value of log10 0.12 Hz).  Average error bar lengths for Axial corner 
frequencies were 30% lower using the bootstrap technique (a value of log10 0.07 Hz) compared 
to average error bar lengths from the weighted average technique (a value of log10 0.09 Hz). 
The approach to modeling spectral ratios provides different sets of corner frequencies that 
can be used for comparison.  In Step 1, each spectral ratio was modeled individually yielding one 
corner frequency from each ratio (Figure 2.3a).  In Step 2, spectral ratios were modeled 
simultaneously yielding one corner frequency from each EGF (Figure 2.3b).  A third option for 
comparison is the corner frequency from the model to the stack (average), which yields one 
corner frequency from each EGF (Figure 2.3c).  Staked spectral ratios were included in this 
comparison because this is another common approach that may limit variability in the corner 
frequency due to noise in individual ratios (e.g., Abercrombie et al., 2017; Kaneko and Shearer, 
2014).  Corner frequencies using each technique were obtained with the same data.  The same 
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procedure was followed for modeling the stacked spectral ratio as for modeling individual 






































































































Figure 2.3: Techniques for Corner Frequency Modeling 
Corner frequencies (stars) from spectral ratios (colored by station) and models to the ratios 
(black lines).  (a) A weighted average corner frequency (large star) of 4.8 Hz is obtained from 
the model to each ratio.  (b) A corner frequency of 4.4 Hz is obtained from the simultaneous 
minimization to all ratios.  (c) A corner frequency of 4.3 Hz is obtained from the model to the 
stack to the ratios (dark gray line). 
 
Although the three techniques produced similar sets of corner frequencies, slight but 
systematic differences were observed.  Corner frequencies found by modeling each spectral ratio 
(Figure 2.4, blue curve a) were slightly higher than corner frequencies from simultaneously 
modeling spectral ratios (Figure 2.4, black curve b).  This is likely because more data was 
excluded at low frequencies than high frequencies in the Gofar and Axial studies due to signal-
to-noise requirements, so the models to each spectral ratio are better constrained at higher 
frequencies.  Corner frequencies found by modeling the stack to the spectral ratio (Figure 2.4, 
red curve c) were just slightly lower than corner frequencies from the simultaneous model to the 
spectral ratios.  In this case, the stack artificially gave weight to low frequencies that were 
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missing due to signal-to-noise requirements.  Simultaneous modeling (Figure 2.4, black curve b) 
is preferred over the other techniques because all ratios are included in the minimization at the 
same time, making the model best constrained at frequencies with the most data. 



































Figure 2.4: Comparison of Techniques for Modeling Corner Frequency 
Corner frequencies from the (a) the weighted average to each ratio, (b) the simultaneous model 
to all ratios (b), and (c) the model to the stack of the ratios.  Values from each technique are 
normalized by the corner frequency from the simultaneous model to all EGFs.  The area under 
the curve indicates the range in corner frequencies from each technique. 
 
Step 3 for obtaining corner frequency was a weighted average technique that combined 
corner frequencies from multiple EGFs to retain information about measurement error.  This 
technique uses an inverse-weighting scheme based on the confidence limits for corner frequency 
from each EGF, such that less weight is given to values with larger error ranges.  The high 
frequency (eL) and low frequency (eH) confidence limits from Step 2 were used (e.g., Figure 
2.2d).  The weighted average corner frequency (fc_wt) has a full error range of (fc_wt – eL) ≤ fc_wt ≤ 
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2.3 Seismic Moment Analysis 
Seismic moment was obtained from broadband OBS data and the long-period portion of 
the S wave (Gofar study) and P wave (Axial study) vertical component displacement spectrum.  
The velocity waveforms were highpass filtered to remove low frequency microseisms before 
integration to displacement, and displacement waveforms windowed about the phase arrival of 
interest for spectral analysis (Figure 2.5a).  The windowed waveforms were then transformed 
into the frequency domain (Figure 2.5b) using the multitaper technique of Prieto et al. (2009), 
and resampled on a logarithmic axis.  Excluded from analysis were signal spectrum (Figure 2.5b, 
purple curve) at frequencies ≤ 3 times the level of the noise spectrum using pre-phase arrival 
waveforms, and signal more than 80% of the Nyquist frequency (Figure 2.5b, dashed curve). 
Each displacement spectrum was modeled by equation 2.4 (Aki, 1967; Brune, 1970), 
which is a modification of equation 2.1 that includes path-averaged effects.  In equation 2.4, 
)( fΩ  is the displacement amplitude spectrum, f is frequency, 0Ω  is the low frequency level of 
the displacement spectrum, fc is the corner frequency, t is the travel time based on the time 
difference between the P and S wave arrivals, Q is the quality factor (Q = 150 (Roland et al., 
2012) for Gofar S wave displacement spectra, and Q = 50 (Wilcock et al., 1995) for Axial P 
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wave displacement spectra), n = 2 is the high frequency fall-off factor, and γ  = 2 controls the 
shape of the corner (Boatwright, 1980): 




























     (2.4) 
The residual between the displacement spectrum model (Figure 2.5b, black curve) and data 
(Figure 2.5b, purple curve) was minimized using the Nelder-Meade least squares optimization 
technique.  The free parameters in the optimization were Ω0 and fc; initialized to the mean 
spectral amplitude and mean frequency, respectively. 
A measure of uncertainty was obtained on the low frequency level by remodeling the 
displacement spectrum with a range of values between log10(Ω0) – 0.75 and log10(Ω0) + 0.75 in 
0.05 units from the best-fit value, and corner frequency as a free parameter (Figure 2.5c and 
2.5d).  The high and low error limits on Ω0 were chosen where the normalized variance was 5% 
of the best-fit value.  Displacement spectrum where the normalized variance did not exceed 5% 
of the minimum variance was excluded.  While a value for corner frequency from the model to 
the displacement spectrum was obtained, it is poorly constrained without the removal of path 
effects and not used for analysis. 
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Figure 2.5: Seismic Moment Spectral Analysis by Component 
An example from Gofar Transform Fault.  (a) Vertical component displacement waveform used 
for seismic moment.  A thick horizontal line highlights the waveform used for analysis.  (b) S 
wave displacement spectrum (solid purple) and pre-event noise spectrum (dashed line).  Signal 
that was excluded from analysis or did not meet the signal-to-noise criterion is shown in gray 
(above ~9 Hz).  The displacement spectrum was modeled by equation 2.4 (black line) with Ω0, 
and fc as free parameters.  The low frequency spectral level from the model with minimum 
variance is shown as a star.  (c) The displacement spectrum was remodeled with fc as a free 
parameter for fixed values of Ω0.  (d) The normalized variance between the ratio data and model 
for each model tested.  The high and low error estimate on Ω0 was chosen at 5% normalized 
variance (dashed line). 
 
Next, the displacement spectra from each station were simultaneously modeled using 
equation 2.4 (Figures 2.6, a-c).  To perform the simultaneous model, spectral amplitudes were 
updated to moment rate spectra following Brune (1970).  Each S wave displacement spectrum 
(Gofar study) was multiplied by 4πρβ3RΩ(f) / FUs, where ρ = 2900 kg/m3 is crustal density and 
β = 3400 m/s is S wave velocity from Roland et al. (2012), R is the hypocentral distance between 
the station and event, F = 2 is the free surface parameter, and Us = 0.63 is the mean radiation 
pattern for S waves (Aki & Richards, 1980), to obtain the S wave moment rate spectrum.  Each P 
wave displacement spectrum (Axial study) was multiplied by 4πρα3RΩ(f) / FUP, where ρ = 2800 
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kg/m3 and α = 5550 m/s from Scholz et al. (2019), and UP = 0.55 is the mean radiation pattern 
for P waves (Aki & Richards, 1980), to obtain the P wave moment rate spectrum. 
The least-squares solution that minimized the residual between the moment rate spectra 
and model was used to obtain seismic moment.  The same initial parameters were used for the 
simultaneous minimization as for modeling a single displacement spectrum.  The moment rate 
spectra were remodeled to obtain high and low error limits on seismic moment, where the 
normalized variance is 5% of the best-fit value (Figure 2.6d).  To retain azimuthal variation, only 
seismic moments that had moment rate spectra from at least three stations were used.  Moment 
magnitudes (MW) were obtained from the spectral-derived seismic moments (M0) following the 











































































Seismic Moment (Nm), M
c
 
Figure 2.6: Seismic Moment Spectral Analysis by Target Event 
An example from Gofar Transform Fault.  (a) Location of the earthquake (star) with moment rate 
spectra shown in b.  (b) Moment rate spectra are color-coded by station and modeled by the 
simultaneous minimization (black line).  The low frequency level from the model corresponding 
to the seismic moment with minimum variance is shown at 7.44x1013 Nm (star).  (c) Moment 
rate as a function of azimuth.  (d) The variance between spectral data and the model.  The high 





2.4 Corner Frequency Bandwidth Resolution Analysis 
The bandwidth in which corner frequencies are resolved are limited by environmental or 
instrument noise, signal length, and the Nyquist frequency.  To determine the low frequency 
limit of resolution (Figure 2.7a, green line with squares), median values of the lowest frequencies 
above the signal-to-noise requirement were computed for each EGF (Figure 2.7b, green line with 
squares).  A distribution of the amount of signal below the corner frequency for each EGF was 
obtained (Figure 2.7c), and the 99th percentile to this data (Figure 2.7c, vertical line) served as an 
estimate of the amount of signal below the corner frequency that is required to accurately model 
the corner frequency.  The median lowest frequencies were multiplied by the 99th percentile 
value (Figure 2.7b, green line with squares) to determine the low frequency limit of resolution 
(Figure 2.7a, green line with squares).  The high frequency limit of resolution was taken at 80% 
of the Nyquist frequency divided by the 99th percentile value (Figure 2.7a, horizontal green line).  
Abercrombie et al. (2017) and Ruhl et al. (2017) found the high frequency resolution of their 
corner frequency results to be 1/2 to 2/3 of the Nyquist frequency.  The high frequency 
resolution determined here (Figure 2.7a, horizontal green line) is lower than that of Abercrombie 
et al. (2017) and Ruhl et al. (2017) using 1/2 the Nyquist frequency (Figure 2.7a, horizontal 
dashed gray line) and thus, our analysis provides a conservative upper limit compared to other 
studies. 
Spectral results from the Gofar study are shown in Figure 2.7a, where corner frequencies 
for earthquakes with 2.4 ≤ MW ≤ 3.3 (Figure 2.7a, colored circles and squares) are well-within 
the bandwidth limitations.  Corner frequencies for smaller (MW < 2.4, Figure 2.7a, open circles) 
and larger (MW > 3.3, Figure 2.7a, open circles and squares) earthquakes may be missing from 
stress drop results because they have corner frequencies close to the high-frequency (Figure 2.9a, 
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horizontal green line) or low-frequency (Figure 2.9b, green line with squares) limit.  The same 
analysis was preformed on spectral results from the Axial study (Figure 2.8a-c), where corner 
frequencies for earthquakes with MW > 2.2 (Figure 2.8, colored circles and squares) are well-
within the bandwidth limitations.  Corner frequencies for smaller (MW < 2.2, Figure 2.8a, open 
circles) earthquakes may be missing from stress drop results because they have corner 
frequencies close to the high-frequency (Figure 2.8a, horizontal green line) limit.  It is 
recommended to focus on the stress drops where the full range of stress drops are well-resolved 
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Figure 2.7: Corner Frequency Bandwidth Resolution for Gofar 
(a) Corner frequencies and seismic moments for 138 earthquakes at Gofar.  Colored symbols are 
values for 113 earthquakes with 2.4 ≤ MW ≤ 3.3, where the full range of stress drops was 
resolved.  Open symbols are earthquakes with MW < 2.4 or MW > 3.3, where stress drops may 
have been excluded due to high or low frequency bandwidth resolution.  The horizontal green 
line is the high frequency limit at 80% of the Nyquist frequency multiplied by the signal length 
requirement at the 99th percentile shown in c.  The horizontal dashed gray line is 1/2 the Nyquist 
frequency (a value of 12.5 Hz), and is the high frequency resolution determined by Abercrombie 
et al. (2017) and Ruhl et al. (2017) shown for reference.  The green data line (with squares) is the 
low frequency limit based on signal-to-noise resolution, window length, and the signal length 
requirement from subplot c.  (b) Lowest resolvable frequency determined by window length and 
signal above the noise limit for each EGF (gray dots).  Green squares are the median values 
within each 0.2 magnitude bin.  (c) Distribution of with the amount of signal below the corner 
frequency from the model to each EGF.  Vertical line is the 99th percentile (a value of 0.3 in log 
space; a value of 2 in linear space) to the data.  We assume this length signal below the corner 
frequency is required to accurately model corner frequency.  This 99th percentile value is used to 
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Figure 2.8: Corner Frequency Bandwidth Resolution for Axial 
(a) Corner frequency and seismic moment for 423 earthquakes at Axial.  Colored symbols are 
values for 288 earthquakes with MW ≥ 2.2, where the full range of stress drops was well-
resolved.  Open symbols are earthquakes with MW < 2.2, where earthquakes with high stress 
drops may have been excluded due to high-frequency bandwidth resolution.  The horizontal 
green line is our high frequency limit at 80% of the Nyquist frequency multiplied by the signal 
length requirement at the 99th percentile shown in c.  The high frequency resolution determined 
by Abercrombie et al. (2017) and Ruhl et al. (2017) at 1/2 the Nyquist frequency would be 50 Hz 
and is larger than the axis limits shown in a.  The green data line (with squares) is the low 
frequency limit based on signal-to-noise resolution, window length, and the signal length 
requirement from subplot c.  (b) Lowest resolvable frequency determined by window length and 
signal above the noise limit for each EGF (gray dots).  Green squares are the median values 
within each 0.2 magnitude bin.  (c) Distribution of with the amount of signal below the corner 
frequency from the model to each EGF.  Vertical line is the 99th percentile (a value of 0.4 in log 
space; a value of 2.5 in linear space) to the data.  We assume this length signal below the corner 
frequency is required to accurately model corner frequency.  This 99th percentile value is used to 




2.5 Stress Drop from Corner Frequency and Seismic Moment 
Stress drops were obtained from spectral-derived target event corner frequencies and 
seismic moments.  Assuming a simple circular source, stress drop is related to source radius by 
Eshelby (1957).  To relate source radius to spherically-averaged corner frequency, Brune (1970) 
proposed a kinematic model that assumed a circular rupture with instantaneous rupture velocity, 
but did not consider the mechanism that causes failure.  Madariaga (1976) proposed a more 
realistic, dynamic, rupture model which specified the stress causing failure assuming, a circular, 












⎛=Δσ   and  
cf
r κβ=      (2.5) 
In equation 2.5, Δσ is stress drop, r is source radius, and κ is a constant that depends on the 
source model.  In Madariaga (1976), κ = 0.21 for shear wave corner frequencies.  However, in 
their dynamic rupture models with more realistic boundary conditions (including a condition that 
prevents a stress singularity at the rupture front), Kaneko and Shearer (2014) found shear wave 
corner frequencies ~20% larger than those predicted by Madariaga (1976).  To be consistent with 
a symmetrical, circular source rupture as described by Kaneko and Shearer (2014; 2015), κ = 
0.26 was used for stress drops from shear wave corner frequencies. 
2.6 Conclusions 
This chapter presents methods to obtain stress drop from corner frequency and seismic 
moment used in the Gofar (Chapter 3) and Axial (Chapter 4) studies.  This spectral analysis 
technique uses a 3-step approach to retain measurement error for corner frequency uncertainty.  
This approach includes, (1) modeling each spectral ratio, (2) modeling the ratios from each EGF, 
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and (3) calculating corner frequencies from multiple EGFs using an inverse weighting scheme 
based on measurement uncertainty.  Although the corner frequencies from Step 1 are not used for 
stress drops, this is an important step for ensuring that only well-constrained values are used in 
the subsequent analysis.  A bandwidth resolution analysis was also performed on corner 
frequencies to determine the magnitude range where the full range of stress drops is resolved.  
While all stress drops in this analysis are well-resolved, some additional earthquakes with high 
or low corner frequencies may be missing because they are close to the bandwidth resolution 
limit.  This resolution analysis is recommended for future stress drop spectral analysis studies to 





3. SPATIAL AND TEMPORAL VARIATIONS IN EARTHQUAKE 
STRESS DROP ON GOFAR TRANSFORM FAULT, EAST PACIFIC 
RISE: IMPLICATIONS FOR FAULT STRENGTH 
Portions of this work were first published online on 7 September, 2018 as: Moyer, P. A., 
Boettcher, M. S., McGuire, J. J., & Collins, J. A. (2018). Spatial and temporal variations in 
earthquake stress drop on Gofar Transform Fault, East Pacific Rise: Implications for fault 
strength. Journal of Geophysical Research: Solid Earth, 123, 7722-7740. 
https://doi.org/10.1029/2018JB015942. 
3.1 Introduction 
Mid-ocean ridge transform faults (RTFs) have spatial and temporal patterns in seismicity 
that suggest varying fault zone material properties (e.g., Kuna et al., 2019; McGuire et al., 2012; 
Wolfson-Schwher et al., 2014).  On Gofar Transform Fault system on the East Pacific Rise 
(Figure 3.1), coupling is determined seismically from a combination of long-term global catalogs 
(e.g., Boettcher and Jordan, 2004) and local OBS studies (McGuire et al., 2012).  Fully-coupled 
rupture asperities on Gofar host regular MW ≥ 6.0 earthquakes that accommodate the full plate 
motion.  These asperities are bound by segments of low seismic coupling that release stress 
through a combination of aseismic creep and swarms of microearthquakes.  Aseismic transients 
at RTFs may be the mechanism that drives swarm activity preceding large earthquakes 
(McGuire, 2008; McGuire et al., 2005; Roland & McGuire, 2009).  Some authors have also 
suggested that the intense foreshock sequences common on RTFs may be the result of variations 
in fluid compressibility as the fault evolves during seismic cycle deformation (Géli et al., 2014).  
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Cattania et al. (2017) found dynamic triggering of local seismicity due to teleseismic surface 
waves most prevalent in RTF segments with low seismic coupling, which further suggests spatial 




























































Figure 3.1: Location of Gofar Transform Fault 
(a) The Quebrada, Discovery, and Gofar transform fault system (star) on the East Pacific Rise.  
(b) OBS arrays on Gofar and Discovery with broadband OBSs (triangles) and broadband OBSs 
plus strong motion accelerometers (stars).  The black box highlights the study area on the 
westernmost segment of Gofar.  (c) Earthquakes on Gofar used in spectral analysis in zones of 
high (H) and low seismic coupling (L) are shown as squares and circles, respectively. 
 
In this study, stress drops were determined for earthquakes recorded during a year-long 
deployment of an ocean bottom seismometer (OBS) network on the westernmost segment of 
Gofar (Figure 3.1).  With comparison to P wave velocity models from Roland et al. (2012) and 
Froment et al. (2014), variations in stress drop are interpreted as the result of along-strike 
variations in the degree of fault zone damage.  The affect of damage on earthquake ruptures 
before and after a MW 6.0 mainshock are considered, and seismic characteristics that differentiate 
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zones of high seismic coupling (fully-coupled rupture asperities that release the majority of 
accumulated stress in large earthquakes) from intervening fault segments of low-seismic 
coupling (regions that host earthquake swarms and release the majority of accumulated stress 
through aseismic processes) are explored.  This analysis demonstrates how fault strength controls 
RTF seismicity, and may provide insight into the processes and interactions associated with large 
earthquakes and creeping segments of continental transform faults (Harris, 2017). 
3.2 Geologic and Tectonic Setting 
Gofar is part of the Quebrada, Discovery, and Gofar (QDG) transform fault system 
(Figure 3.1) on the fast-spreading East Pacific Rise between 3.5S to 5S.  The QDG system 
offsets the EPR by ~400 km (Searle, 1983) and has a spreading rate of ~114 mm/year (Pickle et 
al., 2009).  Each fault zone in the system is separated by intratransform spreading centers that are 
5-16 km in length (Searle, 1983).  Gofar has three active fault segments, and the western most 
segment is the focus of the 2008 OBS deployment.  Because of the fast spreading rate, the 
oceanic crust at Gofar is relatively young.  Crust near the transform fault is ~0.58-0.86 Ma 
(million years) and has an average thickness of 5-6 km (Roland et al., 2012).  Gofar has typical 
East Pacific Rise crust as it is emplaced at the mid-ocean ridge containing basalt and sheeted 
dikes over crustal gabbro and mantle peridotite (e.g., Dick et al., 2006).  Segments of the 
transform fault are relatively intact, while other segments are highly damaged leading to 
enhanced fluid circulation and alterations of amphibole, chlorite, and talc in the crust and 
serpentine, talc, and amphibole in the mantle (e.g., Bach et al., 2004; Bideau et al., 1991; Boschi 
et al., 2006; Kohli and Warren, 2019; Prigent et al., 2020; Rüpke & Hasenclever, 2017).  A 
seismic refraction survey through the foreshock zone of Gofar found a significant reduction in P 
wave velocity of 10-20% compared typical East Pacific Rise crust (Roland et al., 2012), while 
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this region was also found to have a low gravity anomaly consistent with hotter upper mantle 
and/or lower density crustal material (Pickle et al., 2009).  Microearthquake locations indicate a 
narrow fault zone in the rupture patches of MW 6.0 mainshock that broadens to the east where 
there is significantly low P wave velocity (Froment et al., 2014). 
3.3 Seismicity on the Gofar Transform Fault 
The OBS deployment on Gofar successfully recorded the end of the 2008 seismic cycle 
(McGuire et al., 2012), which included the expected MW 6.0 mainshock on 18 September, 2008 
(McGuire, 2008).  The mainshock and its aftershock sequence were confined to a ~10 km 
rupture asperity, preceded by an extensive foreshock swarm of MW ≤ 4.5 earthquakes.  The 
foreshocks were located in a 10-km long region, bound on the east by the 4 August 2007 MW 6.2 
rupture asperity and bound on the west by the 18 September 2008 MW 6.0 rupture asperity.  
Another swarm sequence occurred in December and was located to the west of the 2008 rupture 
asperity.  The foreshock swarm extended deeper (~6-9 km) than the aftershocks (Froment et al., 
2014; McGuire et al., 2012) and occurred in a region characterized by a reduction in seismic 
velocities (Froment et al., 2014; McGuire et al., 2012; Roland et al., 2012). 
Variations in seismic velocity were also observed at the end of the 2008 seismic cycle on 
Gofar, and further suggest variations in fault zone material properties with time.  McGuire et al. 
(2012) and Froment et al. (2014) observed a 3% decrease in average shear-wave velocity in the 
foreshock zone during swarm activity in the week before the mainshock, whereas a velocity 
reduction was not observed in the adjacent rupture asperity.  Froment et al. (2014) also observed 
a coseismic decrease in S wave velocity that lasted several weeks after the mainshock in both the 
foreshock and aftershock zones.  The primary cause of low seismic velocities in the foreshock 
zone is likely high porosity (Roland et al., 2012), and velocity changes during foreshock and 
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aftershock time periods may reflect a combination of an increase in porosity and/or an increase 
in pore-pressure to hydrostatic conditions (Froment et al., 2014). 
3.4 Data 
Earthquakes that occurred within the OBS array on the westernmost segment of Gofar 
during the 2008 OBS deployment (Figure 3.1) were the focus of this analysis.  Earthquake 
locations and local magnitudes from the catalog of McGuire et al. (2012) derived from short-
term average to long-term average phase picks were used, and only earthquakes that had a 
minimum of 15 arrivals for greater certainty in travel time and location estimates were 
considered.  Where possible, earthquake locations were updated with the results of Froment et al. 
(2014) who used a double-difference approach to perform the joint hypocenter and velocity 
structure inversion.  Only four events in the data set (including the 2008 MW 6.0 mainshock) had 
MW ≥ 5, so the upper magnitude of earthquakes in this study was limited to ML 5.0.  To ensure 
that only data with adequate signal-to-noise was used for spectral analysis, the lower magnitude 
of earthquakes in this study were limited to ML 2.0. 
Seismic data from seven Keck Foundation OBSs with both strong motion accelerometers 
and broadband seismometers that recorded at a 50-Hz sample rate were primarily used in this 
analysis.  Following the MW 6.0 earthquake, the broadband seismometers were offline for 1 to 5 
days due to strong ground motion from the mainshock.  However, the accelerometers detected 
earthquakes during the full recording period without clipping (Figures 3.2a and 3.2b), including 
early aftershocks.  Frequent small-magnitude (ML ≤ 2.5) earthquakes were observed during 
swarm periods (Figures 3.2c-e) and highlight the intensity of seismicity on Gofar recorded by the 
local network.  Seismic data for ML ≥ 4.0 earthquakes recorded by OBSs on the nearby 
Discovery Transform Fault (Figure 3.1) were also used, including three Keck Foundation strong 
 
35 
motion accelerometers collocated with broadband seismometers that recorded at a 50-Hz sample 
rate, and five broadband seismometers that recorded at a 100-Hz sample rate. 
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Figure 3.2: Example Gofar Waveforms 
Broadband seismometer (Vel.) and strong motion accelerometer (Acc.) waveforms of local 
earthquakes recorded by station G06, in the middle of the ocean bottom seismometer array.  (a) 
A MW 4.6 earthquake recorded by the strong motion accelerometer and (b) clipped recording of 
the same event by the broadband seismometer.  Frequent earthquakes with ML ≤ 2.5 are observed 
in recordings during the (c) foreshock, (d) aftershock, and (e) December swarm periods. 
3.5 Method 
The empirical Green’s function (EGF) spectral ratio method detailed in Chapter 2 was 
used to obtain corner frequencies for stress drops at Gofar.  Accelerometer data was used in the 
corner frequency analysis because of its stability during periods of intense seismicity (Figure 
3.2).  Earthquakes with very different travel paths from the target event were excluded by 
limiting the epicentral separation distance between the EGF and target event according to 
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magnitude.  Target events with ML < 4.0 where paired with EGFs at a distance of ≤ 3 km, while 
target events with 4.0 ≤ ML < 5.0 where paired with EGFs at a distance of ≤ 5 km.  This broad 
distance criteria accounts for location errors and is larger for ML 4.0 earthquakes to find as many 
reasonable EGFs as possible for these target events.  Additionally, EGFs were required to be 0.7 
to 2 units of magnitude lower than their target events, and cross-correlation was used to further 
ensure target event and EGF waveform similarity. 
A temporal constraint on EGFs was also imposed, requiring the EGF and target event to 
have occurred either before or after the MW 6.0 mainshock because strong ground motion from 
the mainshock jolted some of the OBSs, changing sensor orientations (Roland, 2012).  Temporal 
variations in the S wave coda for events at a few stations within the fault zone also necessitated 
that EGFs were close in time to the target event.  This temporal constraint imposed on EGFs as a 
result of strong ground motion from the mainshock leads to stress drops from two distinct 
populations of EGFs.  Although the number of possible EGFs after the mainshock is lower than 
before the large earthquake, no significant loss of resolution in post-MW 6.0 corner frequencies 
was found.  The median number of EGFs per a target event before the MW 6.0 mainshock is 6, 
and the median number of EGFs per a target event after the large earthquake is 5.  Additionally, 
the median error on EGF corner frequencies from both populations (determined at 5% 
normalized variance) is the same. 
Broadband OBS data and the long-period portion of the S wave vertical component 
displacement spectra were used to obtain seismic moment for stress drop.  The waveforms were 
highpass filtered at 0.6 Hz to remove low frequency microseisms before integration to 
displacement, and windowed using 0.2 s before and 10 s after the S wave arrival for spectral 
analysis.  The relative surface wave magnitude method of McGuire (2008) was used to obtain 
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magnitudes for ML ≥ 4.0 earthquakes to compare with spectral-derived values.  OBS data for 
large (ML ≥ 4.0) earthquakes on Gofar that were also recorded on the nearby Discovery 
Transform Fault were used for analysis.  Four MW ≥ 5.0 earthquakes with magnitudes in the 
Global Centroid Moment Tensor (CMT) catalog were chosen as reference events.  Vertical 
component waveforms for reference events and ML ≥ 4.0 target events were bandpass filtered 
between 0.04 and 0.06 Hz (Figure 3.3) to highlight the long-period (~20 s) surface waves.  The 
mean difference in amplitude between waveforms with a cross-correlation coefficient ≥ 0.9 at 
three or more stations was used to reflect the mean difference in seismic moment between each 
earthquake.  Very good agreement between spectral-derived and surface wave-derived 
magnitudes for ~MW 4.0 (Figure 3.4, inset) earthquakes further suggests that seismic moment 
estimates from both methods are robust. 
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Figure 3.3: Relative Differential Amplitude Method 
Waveforms from one accelerometer (BHZ) and four broadband (HHZ) OBSs on Discovery used 
in the differential amplitude method for magnitude following McGuire (2008).  Waveforms were 
bandpass filtered between 0.04 and 0.6 Hz.  The difference in amplitude between the ML 4.3 




Moment magnitudes (MW) were obtained from spectral-derived seismic moments with 
the relationship of Hanks and Kanamori (1979), and compared to the catalog (ML) magnitude 
values (Figure 3.4).  Individual magnitude values (Figure 3.4, gray circles) were binned in 0.125 
units, and the binned values fit with a least-squares minimization (Figure 3.4, green line) to 
obtain a relationship for MW of target events without spectral-derived seismic moments.  
Assuming a simple circular source, isotropic rupture, and a constant rupture velocity, stress drop 
from corner frequency and seismic moment was obtained from equation 2.5 using β = 3400 m/s 
(the S wave velocity based on a refraction survey from Roland et al. (2012) through the 
foreshock zone at 5-km depth). 




























































Figure 3.4: Seismic Moment Results 
Comparison between spectral-derived (gray circles) moment magnitude (MW) and local 
magnitude (ML) from the STA/LTA catalog for 232 earthquakes.  Individual values were binned 
in 0.125 magnitude units (squares) and a least squares best-fit line is shown (green line) to the 
binned data.  Inset plot compares three spectral-derived magnitudes to those obtained from the 
relative surface wave amplitudes (black circles) and reference events with seismic moments from 




Corner frequencies from 0.8 to 6.9 Hz were obtained with spectral ratios for 138 
earthquakes along Gofar.  Spectral-derived seismic moments for these events range from 
3.0x1012 to 1.1x1015 Nm, corresponding to magnitudes 2.3 ≤ MW ≤ 4.3.  The combination of 
corner frequencies and seismic moments yield stress drops between 0.04 and 3.2 MPa.  These 
stress drops have a lognormal distribution with a median value of 0.3 MPa and a standard 
deviation of log10 stress drop equal to 0.4.  Stress drops for earthquakes in rupture asperities that 
consistently host MW ≥ 6.0 earthquakes (zones of high seismic coupling, H in Figure 3.5) have a 
median stress drop of 0.6 MPa.  Stress drops for earthquakes in fault segments that host 
earthquake swarms (zones of low seismic coupling, L in Figure 3.5) have a median stress drop of 
0.2 MPa.  The standard deviation of log10 stress drop in both zones is 0.3.  While these results 
span approximately two orders of magnitude in stress drop, no stress drop dependence on 
seismic moment is observed.  Additionally, no bias in stress drop as a result of the selection 
criteria was found.  High and low corner frequencies are equally well-resolved and their 
variation overall is greater than the measurement error for individual values.  The smallest 
magnitude earthquakes are within the bandwidth constraints, and signal length does not limit 
corner frequencies for larger magnitude earthquakes. 
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Figure 3.5: Corner Frequency and Seismic Moment Results 
Corner frequency and seismic moment for 138 earthquakes color-coded by position along Gofar 
(inset map with triangles showing station locations).  Stress drops in zones of high seismic 
coupling (H) are shown as green and red squares, and in zones of low seismic coupling (L) are 
shown as yellow and blue circles.  Colored-coded bars identify average stress drops, weighted by 
log10 of the corner frequency error, within each zone. 
3.6.1 Spatial Variations in Stress Drop 
Average stress drops, weighted by log10 of the corner frequency error, in the 2007 and 
2008 rupture asperities (Figure 3.5, green and red squares) are more than 2 times higher than the 
average stress drops in the foreshock and December swarm zones (Figure 3.5, yellow and blue 
circles).  The range of stress drops from zones of high and low seismic coupling is given in Table 
1.  Although stress drops overlap between zones, weighted averages highlight a trend in stress 
drop that is further investigated with binned values along a line of longitude that approximates 
the strike of the fault (Figure 3.6a).  From east to west, weighted average stress drops were 
determined in 0.046o longitude bins (Figure 3.6a, black diamonds).  The weighted average along-
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strike stress drops reach a high value of 0.5 MPa in the 2007 MW 6.2 rupture asperity (Figure 
3.6a, green squares) and a low value of 0.2 MPa in the foreshock swarm zone (Figure 3.6a, 
yellow circles).  Another high weighted average stress drop of 0.4 MPa is found in the 2008 MW 
6.0 rupture asperity (Figure 3.6a, red squares) before again reaching a low value of 0.2 MPa in 
the December swarm zone (Figure 3.6a, blue circles). 
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Figure 3.6: Stress Drop Spatial Variations 
Stress drops for earthquakes in zones of high (green and red squares) and low (yellow and blue 
circles) seismic coupling.  Weighted average stress drops are binned along-strike (diamonds) and 
highlight the higher stress drops in zones of high seismic coupling and the lower stress drops in 
zones of low seismic coupling.  (b) Spectral ratios from a MW 3.0 event in the 2008 MW 6.0 
rupture asperity with a corner frequency (star) of 4.1 Hz leading to a stress drop of 1.7 MPa.  (c) 
Spectral ratios from a MW 3.0 event in the foreshock swarm zone with a corner frequency (star) 
of 2.3 Hz leading to a stress drop of 0.3 MPa. 
 
The low and high stress drops are a product of the variations in corner frequency obtained 
from the spectral ratio analysis.  Spectral ratios with typical values of stress drop for earthquakes 
in the 2008 MW 6.0 rupture asperity and the foreshock swarm zone are shown for example in 
Figures 3.6b and 3.6c, respectively.  Both earthquakes have spectral-derived magnitudes of MW 
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3.0.  The earthquake in the 2008 MW 6.0 rupture asperity was found to have a corner frequency 
of 4.1 Hz (Figure 3.6b, star), yielding a relatively high stress drop of 1.7 MPa.  In comparison, 
the earthquake in the foreshock swarm fault zone was found to have a corner frequency of 2.3 Hz 
(Figure 3.6c, star), yielding a relatively low stress drop of 0.3 MPa.  Only high quality spectral 
ratios from EGFs with consistent corner frequencies were used in this analysis.  If lower quality 
EGFs were included, the stress drop range is larger and trends in spatial variations in stress drop 
are difficult to resolve. 







2007 MW 6.2 
rupture asperity 9 3.2 0.2 0.5 ± 0.1 
Foreshock swarm 
zone 68 0.9 0.04 0.2 ± 0.01 
2008 MW 6.0 
rupture asperity 37 3.0 0.2 0.4 ± 0.03 
December swarm 
zone 24 1.6 0.07 0.2 ± 0.02 
Table 1: Earthquake Stress Drop (Δσ) on Gofar Transform Fault 
The statistical significance of along-strike spatial variations in stress drop was tested 
using both parametric and nonparametric hypothesis tests.  First, stress drops were combined 
from the 2007 and 2008 rupture asperities (Figure 3.7a, red) into one population and stress drops 
from swarm zones into a second population (Figure 3.7a, yellow).  Next, the Anderson-Darling 
statistical test for normality (Anderson-Darling, 1952) was applied to the data and to confirm that 
both populations are log-normally distributed.  In rupture asperities (zones of high seismic 
coupling) the mean and median stress drop is 0.6 MPa, while in swarm zones (zones of low 
seismic coupling) the mean and median stress drop is 0.2 MPa.  For a parametric hypothesis test, 
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the two-sample Student t-test was performed to test the likelihood of the null hypothesis that the 
populations have equal means.  A probability for equal means of 3x10-11 was obtained and the 
null hypothesis rejected at the 99% confidence level that both populations were drawn from the 
same distribution. 
For a nonparametric hypothesis test, the Fisher’s permutation test was performed 
following Efron and Tibshirani (1993); a resampling technique to test the statistical significance 
of the null hypothesis under rearrangement of data.  First, the two stress drop populations (stress 
drops from zones of high and low seismic coupling) were combined into one group.  Then, two 
new groups with the same number of samples as the original populations were randomly 
selected.  The difference of the means between the groups was computed, and then two new 
groups were selected.  This process was repeated 10,000 times.  To test the likelihood of the null 
hypothesis that the populations were drawn from the same distribution, the difference of the 
means of the original populations was compared to the difference of the means of the resampled 
data (Figure 3.7b).  The biased estimator was calculated for probability of equality (Phipson et 
al., 2010) to be 1x10-5.  Again, the null hypothesis was rejected at the 99% confidence level that 
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Figure 3.7: Stress Drop Statistical Analysis 
(a) Distribution of 46 stress drops from the 2007 MW 6.2 and 2008 MW 6.0 rupture asperities 
(zones of high seismic coupling, red) and 92 stress drops from the foreshock and December 
swarm zones (zones of low seismic coupling, yellow).  Median values for each distribution 
marked by diamonds.  (b) Distribution of the difference of the means for resampled stress drops, 
and the difference of the mean of the observed stress drops (vertical line). 
 
To ensure spatial variations in stress drops are not affected by the possible exclusion of 
small events with corner frequencies higher than the resolvable bandwidth, and large events with 
corner frequencies lower than the resolvable bandwidth, the dataset was limited to the magnitude 
range of 2.4 ≤ MW ≤ 3.3 (Figure 2.7).  Using stress drops combined from the 2007 and 2008 
rupture asperities in one population, and stress drops from swarm zones into a second population, 
we found nearly the same median stress drops for earthquakes in zones of high and low seismic 
coupling as with the complete dataset.  Again, the null hypothesis was rejected at the 99% 
confidence level that stress drops from both populations come from the same distribution using 
both the two-sample Student’s t-test and the Fisher permutation test. 
Guo et al. (2018) suggest that VP/VS in the foreshock swarm zone may be larger than 
VP/VS in the 2008 rupture asperity.  This change would affect stress drops, which were 
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determined using the same VP/VS in all areas of the fault.  Without well-constrained tomography 
models for VS at Gofar, VS was estimated with an increased VP/VS using the P wave velocity 
model of Froment et al. (2014).  In the foreshock swarm zone at 5 km depth, Froment et al. 
(2014) found VP = 5590 m/s.  A 20% increase in VP/VS to a value of 2.0 was tested in swarm 
zones, which yielded VS = 2790 m/s.  Along-strike variations in stress drop using VS = 2790 m/s 
(from VP/VS = 2.0) in zones of low seismic coupling, and VS = 3400 m/s (from VP/VS = 1.73) in 
zones of high seismic coupling were investigated.  With spatially varying VS, stress drops in 
swarm zones increased and the difference in weighted average values between zones of high and 
low seismic coupling was reduced (Figure 3.8).  However, a statistically significant variation 
between swarm zone and rupture asperity stress drops at the 99% confidence level was still 
found using both the Student t-test and the permutation test (Efron and Tibshirani, 1993) at 
10,000 iterations.  VP/VS in swarms zones would have to increase by 85% (to a value of 3.2) 
compared to VP/VS in rupture asperities before the difference in stress drops in zones of high and 
low seismic coupling were no longer statistically significant at the 99% confidence level.  A high 
VP/VS = 3.2 on Gofar is also inconsistent with the results of McGuire et al. (2012), who found 
little difference between VP/VS in the lower crust of the foreshock swarm zone and 2008 rupture 
asperity (1.67 and 1.73, respectively). 
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Figure 3.8: Stress Drop with Spatially Varying Shear Wave Velocity 
(a) Stress drops for earthquakes in zones of high (green and red squares) and low (yellow and 
blue circles) seismic coupling using a VP/VS in the swarm zones that was 20% higher than the 
VP/VS in the rupture asperities.  (b) Distribution of stress drops for earthquakes in zones of high 
(red) and low (yellow) seismic coupling using a spatially varying shear wave velocity.  Median 
values for each distribution are marked by diamonds.  (c) Distribution of the difference of the 
means for resampled stress drops, and the difference of the mean of the observed stress drops 
(vertical line). 
 
The weighted average stress drop binned in 2.0 km depth units (Figure 3.9, black circles 
and squares) in zones of high and low seismic coupling were determined to look for changes in 
stress drop as a function of depth.  Reductions in seismic velocity in the foreshock zone before 
the mainshock, and in both the foreshock and mainshock rupture zones following the large 
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earthquake suggest immediate fault zone damage and inflation of water to seismogenic depth 
(Froment et al., 2014; Roland et al., 2012).  However, no depth dependence on stress drop was 
resolved (Figure 3.9).  Weighted average stress drops are relatively constant within our 3-10 km 
depth range.  Earthquakes in the foreshock swarm extended deeper than the aftershocks (Froment 
et al., 2014; McGuire et al., 2012), but no statistically significant increase in stress drop with 
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Figure 3.9: Stress Drops with Depth 
Earthquakes in zones of high (green and red squares) and low (yellow and blue circles) seismic 
coupling are shown.  A line connects weighted average values in 2 km bins from each zone and 
no statistically significant variation in stress drop with depth was found. 
3.6.2 Temporal Variations in Stress Drop 
Temporal variations in stress drop and how they may differ between zones of high and 
low seismic coupling were also investigated (Figure 3.10).  Before the 2008 MW 6.0 mainshock 
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in the rupture asperities (Figure 3.10a, dashed line), stress drops are between 0.2-3.2 MPa and 
have weighted average value of 0.9 ± 0.1 MPa.  While stress drops are high overall, there is a 
gradual decrease in stress drop beginning ~45 days before the MW 6.0 mainshock (Figure 3.10a, 
rectangle).  After returning to a higher stress drop (~1 MPa) at the time of the mainshock, stress 
drops following the mainshock are at a lower weighted average value (~0.4 MPa) than before the 
mainshock.  Earthquakes following the mainshock in the rupture asperity have stress drops 
between 0.2-1.5 MPa and a weighted average value of 0.4 ± 0.03 MPa.  In swarm zones (Figure 
3.10b) stress drops are between 0.04-1.6 MPa before the MW 6.0 mainshock (Figure 3.10b, 
dashed line) and between 0.05-1.6 MPa after the large earthquake.  There is no significant 
change in weighted average stress drop before or after the MW 6.0 mainshock in the swarm 
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Figure 3.10: Stress Drop Temporal Variations 
(a) Stress drop as a function of time in zones of high seismic coupling.  Earthquakes in the 2007 
MW 6.2 and 2008 MW 6.0 rupture asperities are shown as green and red squares, respectively.  
The weighted average stress drops before (0.9 MPa) and after (0.4 MPa) the 2008 MW 6.0 
mainshock (dashed vertical line) are identified with a horizontal bar.  Rectangle outlines 
decreasing stress drops ~45 days before the mainshock.  (b) Stress drop as a function of time in 
zones of low seismic coupling.  Earthquakes in the foreshock and December swarm zones are 
shown as yellow and blue circles, respectively.  The weighted average stress drop before and 
after the 2008 MW 6.0 mainshock is 0.2 MPa. 
3.7 Discussion 
Low overall stress drops were found at Gofar that reflect the low average seismic 
coupling characteristic of RTFs (e.g., Boettcher and Jordan, 2004; Brune, 1968).  Weighted 
average stress drops in swarm zones (0.3 MPa) and rupture asperities (0.4-0.5 MPa) are 
consistent with those of Boettcher and Jordan (2004) who estimated stress drops of 1 MPa or less 
for a few large RTF earthquakes using rupture dimensions and aftershock distributions.  Large 
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RTF earthquakes are often depleted in high frequency energy (e.g., Perez-Campos et al., 2003), 
which is consistent with our spectral results that show low average corner frequencies.  Some 
global studies (e.g., Allmann & Shearer, 2009) report stress drops for large oceanic transform 
fault earthquakes as the highest of any tectonic environment.  One reason for this discrepancy 
may be that earthquakes in oceanic lithosphere with high stress drops are often intraplate 
earthquakes, where plate motion and deformation lead to higher stress environments (e.g., Chen 
& McGuire, 2016; Choy & McGarr, 2002).  In addition, global studies using data from distant 
stations may not be able to correct for variations in attenuation as adequately as our local 
network data. 
The range of stress drops in high and low seismic coupling zones overlap significantly, 
and there is greater variability within each zone than between zones.  The weighted average 
stress drops in zones of high seismic coupling are a factor of ~2 greater than the weighted 
average stress drop in zones of low seismic coupling.  While the spatial variations in stress drop 
are small, they are statistically significant (Figure 3.7) and consistent with inferred variations in 
along-strike material properties (Roland et al., 2012).  While the spectral ratio method is meant 
to eliminate path effects with proper EGF selection, inferred lateral variations in the fault zone 
mean that residual path effects could affect our stress drops if we use corner frequencies from 
EGFs on neighboring fault segments, or ratios from stations with a travel path bias.  Every effort 
was made to reduce residual path effects by using corner frequencies for stress drops derived 
from multiple EGFs from stations that are azimuthally distributed. 
If stress drop is assumed to be proportional to fault strength (e.g., McGarr, 1982), then 
changes in material properties may be correlated with these stress drop results.  Higher weighted 
average stress drops were found in the mainshock rupture asperity where relatively intact and dry 
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oceanic crust is inferred (Froment et al., 2014).  The Mohr-Coulomb Failure Criterion in Figure 
3.11a illustrates a simplified model of the evolution of stress for this segment of the fault, where 
the maximum (σ1) and minimum (σ3) compressive principal stresses are graphically related to 
fault strength.  The maximum compressive principle stress increases throughout the seismic 
cycle as stress accumulates from its initial state (Figure 3.11a, dashed circle) until it reaches a 
high critical fault strength defined by the failure envelope (Figure 3.11a, solid, circle) and 
earthquake slip occurs. 
In the foreshock swarm zone, lower weighted average stress drops were found and a 10-
20% reduction in P wave seismic velocity was observed (Froment et al., 2014; Roland et al., 
2012).  One possibility discussed by Roland et al. (2012) for this velocity reduction may be the 
alteration of gabbroic oceanic crust to lower strength materials such as serpentine and talc, and 
the serpentinization of peridotite in the upper mantle.  Lower strength materials, such as those 
found in the creeping segment of the San Andreas Fault (e.g., Carpenter et al., 2011; Moore & 
Rymer, 2007), would allow aseismic slip and limit the amount of stress accumulated on the fault.  
While the presence of fluids may result in lower strength minerals, Roland et al. (2012) found 
that the observed velocity reduction in the foreshock zone is more consistent with high aspect 
ratio fluid-filled cracks.  Low weighted average stress drops in the foreshock zone most likely 
reflect highly-fractured, lower-strength fault material with increased permeability as described 
by Roland et al. (2012). 
Figure 3.11b illustrates two possible methods for failure in the foreshock swarm zone that 
result in lower fault strength where lower stress drops were found: 1) a lower coefficient of 
friction (µ) from lower strength material (Figure 3.11b, brown circles) or 2) an increase in pore 
pressure from nearly dry to hydrostatic conditions, which reduces the effective stress in the fault 
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zone (Figure 3.11b, yellow circles).  While pore fluid in highly-fractured material is more 
consistent with the observations of Roland et al. (2012), it is likely that a combination of mineral 
alteration and pore fluid pressure have contributed to the lower fault strength in the foreshock 
swarm zone (e.g., Roland et al., 2012).  Fracturing would lead to enhanced fluid circulation and 
alterations of amphibole, chlorite, and talc in the crust and serpentine, talc, and amphibole in the 
mantle (e.g., Bach et al., 2004; Bideau et al., 1991; Boschi et al., 2006; Kohli and Warren, 2019; 
Prigent et al., 2020; Rüpke & Hasenclever, 2017).  Low stress drops reflect this change in 
material properties with enhanced fluid circulation in a highly-fractured fault zone, which is also 












































Figure 3.11: Mohr Circles 
(a) Evolution of stress in the rupture asperities.  Failure strength increases from an initial state 
(dashed circle) to a final state (solid circle) when earthquake slip occurs.  Stress is high at failure 
(star) in the rupture asperities with a coefficient of friction (µhigh) representative of unaltered 
oceanic crust.  (b) Similar to a, but for fault segments that host earthquake swarms.  Failure 
strength is low when earthquake slip occurs, which may be attributed to (1) mineral alterations 
(represented by a low coefficient of friction, µlow), (2) enhanced fluid circulation in a highly 
damaged fault zone (represented by a Mohr circle at lower effective stress, yellow), or (3) a 
combination (Roland et al., 2012). 
 
To further investigate the role of fault zone damage on earthquake rupture, stress drops 
before the MW 6.0 mainshock in the foreshock swarm zone and 2008 rupture asperity are 
compared to the P wave seismic velocity structure of Froment et al. (2014) (Figure 3.12).  
Froment et al. (2014) observed a decrease in VP consistent with a transition from nearly intact 
East Pacific Rise crust of the mainshock rupture asperity to significantly damaged fault zone of 
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the foreshock swarm zone.  Focusing on pre-mainshock stress drops, lower stress drops were 
found in the foreshock swarm zone where enhanced fluid circulation in highly-fractured fault 
material is inferred (Froment et al., 2014; Roland et al., 2012) compared to the rupture asperity.  
This relationship suggests a decrease in stress drop with inferred fault zone damage before the 
mainshock.  While Figure 3.12 illustrates changes in P wave velocity structure, stress drop is a 
function of shear wave velocity and not affected by variations in VP.  Earthquakes result from 
shear motion and are commonly represented by crack models that relate stress drop to shear 
displacement (i.e. Eshelby, 1957), and not compressional motion. 
The inverse relationship between stress drop and P wave velocity reduction was tested 
with a least-squares linear regression using a first order polynomial (Figure 3.12, dark gray line).  
The statistical significance of a regression model with negative slope to the data was determined 
using the Levene test (Levene, 1960), a multi-sample test for equality of variances.  A least 
squares best-fit horizontal line (Figure 3.12, dashed line) to the data served as the null hypothesis 
representing no change in stress drop with P wave velocity reduction.  The residuals to the 
regression models were computed, and the variance between the data and a horizontal line, and 
the variance between the data and a linear model with negative slope determined.  A probability 
for equal variances of 0.1 was obtained, and the null hypothesis rejected at the 90% confidence; 
finding the line with negative slope a statistically significant interpretation of the relationship 




Figure 3.12: Stress Drop with P Wave Velocity Reduction 
Stress drop as a function of fault zone damage inferred from the percent P wave velocity 
reduction of Froment et al. (2014).  Stress drops for earthquakes occurring before the 2008 MW 
6.0 mainshock in the rupture asperity (red squares) and foreshock swarm zone (yellow circles).  
The least-squares best-fit line with negative slope (dark gray line) highlights the inverse 
relationship between stress drop and fault zone damage inferred from the change in seismic 
velocity.  The horizontal line (gray dashed line) served as our null hypothesis for statistical 
testing. 
 
The relationship between stress drop and spatial variations in material properties on 
Gofar (Froment et al., 2014; McGuire et al., 2012; Roland et al., 2012) suggests that fault 
strength influences earthquake slip behavior.  Hardebeck and Loveless (2018) found that stress 
orientations of subduction zone earthquakes on creeping faults were more poorly orientated for 
failure than those in locked regions, and inferred that fault strength must be low as a result of low 
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apparent friction or reduced effective failure strength so that creep may occur.  Observations of 
lower stress drops in zones of low seismic coupling and higher stress drops in zones of higher 
seismic coupling agree with the model of Hardebeck and Loveless (2018), that creeping faults 
are weaker than locked fault segments.  Furthermore, the epicenter of the 2008 MW 6.0 
mainshock (McGuire et al., 2012) occurred in the rupture asperity at the location of a cluster of 
~1 MPa stress drops, suggesting the mainshock rupture initiated in an especially strong segment 
of the fault. 
Variations in fault strength may also explain the temporal patterns in stress drop at Gofar.  
In rupture asperities, events with the highest stress drops (~3 MPa) occurred before the MW 6.0 
mainshock, leading to a high weighted average stress drop for this period.  Days before the 
mainshock, there is a gradual decrease in stress drop for events in the 2008 rupture asperity.  
However, future OBS deployments with denser strong motion networks are needed to resolve 
whether stress drops in the rupture asperity before the mainshock reflect a decrease in fault 
strength in response to increased stressing rate (Dieterich, 1994).  Intense seismicity in the 
foreshock zone in the week before the MW 6.0 mainshock coincides with shear wave velocity 
reduction observed by McGuire et al. (2012) and Froment et al. (2014) and suggests seismic and 
aseismic loading preceding the mainshock (McGuire et al., 2005; Roland & McGuire, 2009). 
Stress drops for aftershocks also decreased, consistent with stress drop observations from 
other tectonic earthquake sequences (e.g., Abercrombie, 2014; Kim et al., 2016; Trugman & 
Shearer, 2018) and induced-seismicity (e.g., Trugman et al., 2017), and may be indicative of a 
temporary reduction in fault strength within the mainshock rupture zone.  Similarly, stress drops 
for aftershocks in the 2007 MW 6.2 rupture asperity also decreased, suggesting these earthquakes 
occurred in the region of strong ground motion from the MW 6.0 mainshock.  Low stress drop 
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aftershocks (< 0.5 MPa) may reflect the rupture of fault segments that have not fully healed from 
the large earthquake ground motion (Shaw et al., 2015).  In contrast, high stress drop (> 1 MPa) 
aftershocks may reflect strong asperities in a damaged and otherwise weakened fault zone (e.g., 
Dreger et al., 2007), or reflect stress concentrations at the fault edges (Oth & Kaiser, 2014).  
Stress drops at the end of the year are low (~0.2 MPa), but are anticipated to increase over 
months or years as the fault strengthens to a pre-mainshock level, consistent with fault zone 
healing (Vidale et al., 1994). 
In swarm zones, no significant change in weighted average stress drop before or after the 
MW 6.0 mainshock was observed.  This demonstrates how an already fractured and/or altered 
fault zone may dissipate seismic energy and behave as a barrier to large earthquake rupture 
propagation.  While changes in stress drop during swarm periods are expected to reflect temporal 
variations in seismic velocity (e.g., Froment et al., 2014), this evolution cannot be discerned with 
current results; only that during swarm periods when there are more stress drops, there is greater 
stress drop variation. 
Stress drops are summarized in terms of fault strength and material properties graphically 
in Figure 3.13.  Spatial variations in stress drop are a result of along-strike changes in fault zone 
properties from fully-coupled rupture asperities (Figure 3.13, red and green ellipses) to 
significantly damaged fault zones (Froment et al., 2014) (Figure 3.13, yellow and blue symbols) 
that allow water to infiltrate.  Water in high aspect ratio cracks can best explain the 10-20% 
reduction in P wave velocity in the damaged foreshock zone (Figure 3.13, yellow symbols) 
compared to intact oceanic crust (Roland et al., 2012).  The addition of pore-fluids reduces the 
effective normal stress to allow failure at lower shear stress, which is reflected in earthquakes 
with low (~0.2 MPa) weighted average stress drops.  In contrast, zones of high seismic coupling 
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consist of largely intact and dry oceanic crust (Roland et al., 2012).  The rupture of this higher-
strength material is reflected in earthquakes with higher (~1 MPa) weighted average stress drops. 
Following the 2008 MW 6.0 mainshock (Figure 3.13a, star), the rupture asperity is 
fractured by dynamic stress concentrations at the rupture tip (Figure 3.13b, black lines).  
Although this fracture energy is largely dissipated in the surrounding fault zone, some strong 
motion does fracture the 2007 MW 6.2 rupture asperity, as is reflected in lower stress drops 
within this zone.  High (> 1 MPa) stress drops in the 2008 rupture zone following the mainshock 
are a result of the rupture of strong asperities (Figure 3.13b, dark red patches) in a temporally 
damaged fault segment (Figure 3.13b, light red ellipse).  Days to months after the 2008 MW 6.0 
mainshock, the fault begins to heal and rupture asperities are expected return to their pre-





Figure 3.13: Fault Zone Cartoon 
Fault zone properties along Gofar that lead to spatial and temporal variations in earthquake stress 
drop.  Different colors represent different strength fault material.  See text for details. 
3.8 Conclusions 
Recordings from a local OBS array were used to estimate stress drop for 138 earthquakes 
(2.3 ≤ MW ≤ 4.0) along the westernmost segment of Gofar Transform Fault using spectral 
analysis techniques.  Stress drops range between 0.04 and 3.2 MPa and show statistically 
significant along-strike variability.  Seismicity in rupture asperities, where MW ≥ 6.0 earthquakes 
occur, have stress drops ~1 MPa.  These asperities are surrounded by zones of low seismic 
coupling that host intense microseismicity that extends deeper than seismicity in rupture 
asperities (Froment et al., 2014; McGuire et al., 2012).  Zones of low seismic coupling also 
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exhibit reduced seismic velocities indicative of high porosity (Froment et al., 2014; McGuire et 
al., 2012; Roland et al., 2012) and increased fault zone damage (Froment et al., 2014) that result 
in earthquakes with typically lower stress drops (~0.2 MPa).  These observations indicate that 
fault zone properties not only control the rupture extent of large earthquakes, but also influence 
the rupture processes of intermediate magnitude earthquakes.  Additionally, fault zone properties 
likely change with time, as are reflected in lower stress drops in the rupture asperity following 
the 2008 MW 6.0 mainshock.  Where increased fault zone damage and lower fault strength are 
inferred, stress accumulation is limited and earthquakes with lower stress drops were found.  
This decrease in stress drop is interpreted as a response to strong ground motion from the large 
earthquake, which temporarily damaged the fault zone.  These results suggest that earthquake 
stress drop provides insight into fault zone properties, including a relative measure of fault 






4. CRUSTAL STRENGTH VARIATIONS INFERRED FROM 
EARTHQUAKE STRESS DROP AT AXIAL SEAMOUNT 
SURROUNDING THE 2015 ERUPTION 
Portions of this work are in preparation for submission to Geophysical Research Letters 
as: Moyer, P. A., Boettcher, M. S., Bohnenstiehl, D. R., & Abercrombie, R. E. (2020). Crustal 
strength variations inferred from earthquake stress drop at Axial Seamount surrounding the 2015 
eruption. In preparation. 
4.1 Introduction 
Seismicity and surface deformation in volcanic systems reflect geophysical changes 
associated with volcanism.  Before an eruption, caldera inflation associated with magma ascent 
reflects the pressurization of magma and hydrothermal fluids in and around the caldera that may 
create stress concentrations and pore-pressure perturbations in the crust (e.g., Sparks, 2003).  
During an eruption, caldera deflation associated with magma withdrawal may open fractures and 
alter mechanical properties of the crust (Brenguier et al., 2016; Donaldson et al., 2017).  These 
processes suggest deformation driven variations in crustal strength during the volcanic cycle 
(e.g., Carrier et al., 2015; Lamb et al., 2017), which may be reflected in the stress released by 
earthquakes (e.g., Harrington et al., 2015). 
Axial Seamount is an active volcano on the Juan de Fuca Ridge (Figure 4.1a, inset).  
Axial’s main magma reservoir is located 1.1-2.6 km below the seafloor (Arnulf et al., 2014; 
2018) and receives its magma supply from decompression melting at the mid-ocean ridge 
spreading center and the Cobb Hot Spot.  Eruptions at Axial occur when inflation reaches, or 
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exceeds, the amount of deflation from the preceding eruption (Chadwick et al., 2012; Nooner 
and Chadwick, 2016).  Recordings of the last three eruption cycles have shown that they produce 
abundant seismicity (Wilcock et al., 2018).  Within the first few months of installation, cabled 
ocean bottom seismometers (OBSs) located in and along Axial caldera (Figure 4.1a) recorded 
nearly 200,000 earthquakes leading up to and associated with the eruption that began on 24 
April, 2015 (Wilcock et al., 2016).  Earthquakes were located primarily along outward dipping 
caldera ring-faults, which transition from normal to reverse slip during periods of caldera uplift 
and subsidence, respectively (Levy et al., 2018).  While lava flows from the 1998 and 2011 
eruptions indicated dike propagation to the south (Chadwick et al., 2013; Clague et al., 2017), the 
concentration of seismicity (Wilcock et al., 2016), location of explosions (Caplan-Auerbach, et 
al., 2017), and lava flows from the 2015 eruption suggest dike propagation was mainly 
northward along the eastern caldera wall; possibly blocked in the south by a dike intrusion from 
the 2011 eruption (Chadwick et al., 2016). 
Nearby recordings of earthquakes from OBSs at Axial (Figure 4.1) before and during the 
2015 eruption were used to investigate spatial and temporal changes in crustal strength.  Stress 
drop, a function of the total slip during earthquake rupture for a characteristic source dimension 
(e.g., Brune, 1970; Madariaga, 1976), has been linked to variations in fault strength (e.g., 
Allmann & Shearer, 2007; Goebel et al., 2015; Hardebeck and Aron, 2009; Moyer et al., 2018; 
Shearer et al., 2006) or fluid pressure at the faulting interface (e.g., Goertz-Allmann et al., 2011).  
This study focuses on earthquakes in Axial’s ring-fault system and infers material changes in the 
crust from stress drop during caldera deformation.  Temporal changes in stress drop are 
interpreted as a response to fault zone damage and a reduction in crustal strength caused by the 
eruption, while spatial variations in stress drop are correlated with changes in shear wave speed.  
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This analysis illustrates how eruptive behavior affects stress drops of ring-fault earthquakes, and 



































































































































































































Figure 4.1: Location of Axial Seamount and Cross-Sections 
(a) Axial Seamount (black star, inset) on the Jaun de Fuca ridge, and broadband (white stars) and 
short-period (white triangles) OBSs in Axial caldera.  Earthquakes with MW ≥ 0 recorded by the 
OBS network are shown as small gray dots.  Earthquakes during inflation and deflation used in 
our stress drop analysis are shown as yellow circles and red squares, respectively.  Outlined 
symbols are earthquakes for which we can estimate stress drop.  The locations of lava flows from 
the 2015 eruption are shown in gray.  Dashed lines are cross-sections lines.  (Middle Column) 
Cross-sections of earthquakes with MW ≥ 0 (small gray dots) and earthquakes used in our 
analysis (yellow and red circles).  (Right Column) Cross-sections showing number of 
earthquakes with MW ≥ 0 per 50 m2. 
4.2 Geologic and Tectonic Setting 
Axial Seamount is an active basaltic volcano located at the intersection of the Cobb Hot 
Spot and the Juan de Fuca Ridge (Figure 4.1), which has an intermediate spreading rate of 56 
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mm/year (Wilson et al., 1993).  Melt production from the Cobb Hot Spot enhances magma 
supply at Axial to increase its production to that of fast spreading ridges (Arnulf et al., 2018).  A 
significant low velocity anomaly under Axial caldera identifies the main magma chamber at 2.5-
3.5 km below the seafloor (West et al., 2001; Arnulf et al., 2014; Arnulf et al., 2018).  The oldest 
lava flows at Axial are 31.2 kyr (thousand years), which is the inferred age of the caldera 
(Clague et al., 2013).  Clague et al. (2013) found volcanic deposits at Axial to indicate 
prehistoric explosive eruptions, while more recent eruptions produce pillow lava mainly through 
eruptive fissures.  The average reoccurrence interval for eruptions over the last 800 years, as 
determined from historic lava flows, is ~13 years (Clague et al., 2013).  Multiple hydrothermal 
vents have been identified along Axial, with the largest and oldest vent field located in the 
southeastern caldera (e.g., Butterfield et al., 2004), while fields in the western and northern 
caldera are located on lava flows less than 100 years old (Clague et al., 2013). 
4.3 Data 
Three component velocity records at 200-Hz sample rate from two broadband and four 
short period seismometers located in the southern portion of Axial caldera were used in this 
analysis (Figure 4.1, map).  These instruments are part of the Ocean Observatories Initiative 
(OOI; http://oceanobservatories.org; Kelley et al., 2014) cabled array, which provides continuous 
data from the seafloor in real time.  The OOI array recorded the intensity of seismicity during 
inflation and deflation (Figures 4.1 and 4.2) surrounding the 2015 eruption.  The catalog of 
Wilcock et al. (2016) was used that identified earthquakes from 22 January, 2015 to 16 February, 
2017 using a short-term average to long-term average algorithm, and locations from the 3D 
tomography model of Baillard et al. (2019).  Events were selected that had a minimum of 8 
arrivals for both P and S waves for greatest certainty in origin time, and location.  To ensure 
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adequate low-frequency signal for spectral analysis, the lowest magnitude earthquake analyzed, 
based on the catalog of Wilcock et al. (2106), was MW 0.  Earthquakes used in this analysis were 
located within the seismic array, which mostly occurred on outward dipping ring-faults (Levy et 
al., 2018; Wilcock et al. 2016), and were in the depth range of 0 to 2.5 km below the seafloor.  
Many hydrothermal vents are located in the southeastern caldera (e.g., Baker et al., 2019; 
Butterfield et al., 2004; Clague et al., 2013) where seismicity is slightly deeper than in the 
northern caldera.  Focusing on the eastern caldera wall where most earthquakes occurred (Figure 
4.1, cross-section B-B’), median earthquake depth extends from ~1.4 km in the southeast to ~1 
km in the northeast. 
 
Figure 4.2: Example Axial Waveforms 
Broadband seismometer (Vel.) waveforms of local earthquakes recorded by station AXEC1 
illustrate the intensity of ring-fault seismicity during the inflation and deflation periods.  A 




The empirical Green’s function (EGF) spectral ratio method detailed in Chapter 2 was 
used to obtain corner frequencies for stress drops at Axial.  Broadband data from the seven OBSs 
in and around the caldera were used in the analysis (Figure 4.1).  Earthquakes with very different 
travel paths from the target event were excluded by limiting the epicentral separation distance 
between the EGF and target event according to magnitude.  Target earthquakes of MW < 2.0 were 
pared with EGFs located at epicentral distances of ≤ 500 m, while target events of MW ≥ 2.0 were 
pared with EGFs at maximum distance of 1.5 km.  This broad distance criteria accounts for 
location errors and is larger for MW 2.0 earthquakes to find as many reasonable EGFs as possible 
for these target events.  Additionally, EGFs were required to be 0.7 to 1.5 units of magnitude 
lower than their target events, and cross-correlation was used to further ensure target event and 
EGF waveform similarity.  Because the dominant source mechanisms changed with time (Levy 
et al., 2018), and elastic properties of crustal rocks likely changed during the eruption, the target 
event and EGF were required to have both occurred either during the inflation or deflation 
period. 
The spectral analysis process detailed in Chapter 2 is briefly described here for 
earthquakes at Axial.  After target event and EGF pairs were identified (Figure 4.3a, inset), the 
waveforms were windowed about the S waves (Figure 4.3a and 4.3b, dark and light blue lines), 
and the windowed waveforms transformed into the frequency domain using the multitaper 
technique (Prieto et al., 2009; Figure 4.3c).  Division of the target event by the EGF in the 
frequency domain yields the spectral ratio (Figure 4.3d, color-coded curves).  In Step 1, each 
spectral ratio was individually modeled by equation 2.2.  In Step 2, the spectral ratios for each 
EGF were simultaneously modeled by equation 2.2 (Figure 4.3d, black curve) to obtain one 
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corner frequency (Figure 4.3d, star) from each EGF, and remodeled using a range of corner 
frequencies to obtain low- and high-frequency confidence limits at 5% normalized variance 
(Figure 4.3e).  In Step 3, the corner frequencies from multiple EGFs were combined using the 
weighted average technique to obtain one corner frequency for each target event (Figure 4.3f).  
Alternative average corner frequencies and associated error estimates for each target event were 
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Figure 4.3: Corner Frequency Spectral Analysis 
(a and b) Horizontal component velocity (Vel.) waveforms used for spectral ratios.  Thick blue 
horizontal lines indicate the waveform segments used in our analysis.  Inset map shows the 
location of the target event (star) and EGFs (circles).  The example EGF is shown in yellow.  
Stations with spectral ratios from this target event and EGF are colored.  (c) Target event (dark 
blue) and EGF (light blue) velocity spectra at station AXEC3.  Solid lines are signal spectra; 
dashed lines are pre-event noise spectra.  Signal that was excluded from analysis due to signal-
to-noise requirements is shown in gray.  (d) Spectral ratios color-coded by station resulting from 
the division of the target event by the EGF.  The corner frequency from the model (equation 2.2, 
black line) with minimum variance is shown as a star.  (e) Variance between the ratio data and 
the model shown in d.  We used the high and low error estimate on the corner frequency for each 
EGF at 5% normalized variance (dashed line).  (f) Target event corner frequency as a function of 
EGF azimuth, where the horizontal line gives the average value weighted by log10 of the corner 
frequency error.  The yellow circle is the corner frequency from the spectral ratios shown in d.  
(g) Comparison of different techniques for obtaining corner frequency and its error. Distribution 
of mean corner frequencies from bootstrap resampling of corner frequencies of individual ratios 
(Step 1, blue histogram) for 10,000 iterations.  The mean corner frequency and 95% confidence 
interval of bootstrap results are marked as dark blue solid and dashed vertical lines, respectively.  
The weighted average corner frequency (Step 2, star) and uncertainty using the 5% normalized 




Broadband OBS data and the long-period portion of the P wave vertical component 
displacement spectra were used to obtain seismic moment for stress drop.  P waves were used 
because the early part of the waveform is more stable after integration than S waves that appear 
later.  The waveforms were highpass filtered at 2 Hz to remove low frequency microseisms 
before integration to displacement, and windowed using 0.2 s before and 0.5 s after the P wave 
arrival for spectral analysis (Figure 4.4a, red bar).  The windowed waveforms were then 
transformed into the frequency domain (Prieto et al., 2009; Figure 4.4b, color-coded curves) and 
modeled by equation 4.2, the far-field displacement (Aki, 1967; Brune, 1970).  Spectral 
amplitudes were updated to moment rate spectra, and the moment rate spectra simultaneously 
modeled by equation 4.2 (Figure 4.4b, black curve) to obtain seismic moment (Figure 4.4b, star), 
and remodeled using a range of moment values to obtain low- and high-moment confidence 
limits at 5% normalized variance (Figure 4.4c).  Seismic moments were required to have moment 































































































Figure 4.4: Seismic Moment Spectral Analysis 
(a) Vertical component displacement (Dis.) waveforms used for seismic moment analysis.  Thick 
red horizontal line highlights the waveform segment used in our analysis.  Inset map shows the 
location of the event with seismic moment (star) and stations with displacement spectra (colored) 
for that event.  (b) Displacement spectra color-coded by station.  Seismic moment from the 
model (equation 2.4, and black line) with minimum variance is shown as a star.  (c) Variance 
between the spectral data and the model shown in b.  The high and low error estimates on the 
low frequency limit for each event were chosen at 5% normalized variance (dashed line).  (d) 
Moment magnitude as a function of azimuth, where the horizontal line gives the weighted 
average value. 
 
Moment magnitudes (MW) were obtained from spectral-derived seismic moments with 
the relationship of Hanks and Kanamori (1979), and compared to the magnitude values from the 
catalog of Wilcock et al. (2016) (Figure 4.5).  Individual magnitude values (Figure 4.5, gray 
circles) were binned in 0.125 units, and the binned values fit with a least-squares minimization 
(Figure 4.5, green line) to obtain a relationship for MW of target events without spectral derived 
seismic moments; which is an average of 0.6 units greater than catalog magnitudes.  Additional 
examples of spectral ratios for corner frequency, and displacement spectra for seismic moment, 
are given in Figures 4.6 and 4.7.  Assuming a simple circular source, isotropic rupture, and a 
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constant rupture velocity, stress drop from corner frequency and seismic moment was obtained 
from equation 2.5 using β = 3200 m/s (the S wave velocity based on a 1D velocity model from 
Scholz et al. (2019) at 1.2 km depth). 






























Figure 4.5: Seismic Moment Results for Axial 
Comparison between spectral derived (gray circles) moment magnitude and moment magnitude 
from the catalog of Wilcock et al. (2016) for 251 earthquakes with corner frequency.  Individual 
values were binned in 0.125 magnitude units (squares) and a least squares best-fit line is shown 
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Figure 4.6: Spectral Analysis for Earthquakes During Inflation 
(Left column) Location of a target event (star) and EGF (gray circles).  Stations with spectral 
data are colored.  (Middle column) Spectral ratios color-coded by station resulting from the 
division of the target event by the EGF.  The model (black line) and corner frequency (star) from 
the model with minimum variance are shown.  (Right column) P wave displacement spectra 
color-coded by station for the target event.  The model (black line) and seismic moment (star) 
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Figure 4.7: Spectral Analysis for Earthquakes During Deflation 




We also tried investigating spatial variations in Q, the quality factor (inverse of 
attenuation).  Displacement spectra were remodeled using Equation 2.4 and a fixed corner 
frequency to the value determined from the spectral ratios.  The quality factor was free in the 
minimization.  Q was determined for 166 earthquakes at Axial (with values from 35 to 116), but 
no significant spatial variation was found. 
4.5 Results 
Stress drops from 0.6 to 43 MPa were determined for 423 earthquakes that occurred 
between 26 January and 27 April, 2015.  Although the catalog contains events that occurred from 
January 2015 through April 2017, only a few events after 27 April, 2015 were MW > 0.7, and 
none of those met our selection criteria for spectral ratios.  These results include earthquakes 
with corner frequencies from 3.0 to 27 Hz and spectral derived seismic moments from 3.6 x1011 
to 3.0 x1014 Nm that correspond to magnitudes of 1.6 ≤ MW ≤ 3.6 (Figure 4.8, circles and 
squares).  Stress drops are log normally distributed with a median value of 4.6 MPa and a 
standard deviation of log10 stress drop equal to 0.35. 
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Figure 4.8: Corner Frequency and Seismic Moment Results 
Corner frequency and seismic moment for 423 earthquakes color-coded by time at Axial.  Stress 
drops during inflation are shown as yellow circles, and during deflation as red squares.  Colored-
coded bars identify average stress drops, weighted by log10 of the corner frequency error, during 
each time period. 
 
The weighted average stress drop binned in 0.5 km depth units (Figure 4.9, black 
diamonds) during inflation and deflation was determined to look for changes in stress drop as a 
function of depth.  While a small increase in stress drop was observed for earthquakes below 1 
km, this change is not significant.  Events with stress drop during inflation (Figure 4.9, yellow 
circles) and deflation (Figure 4.9, red squares) occurred in the same depth range of 0-2.5 km, and 
have relatively constant weighted average stress drop with depth.  As a reference, the overburden 
stress (Figure 4.9, gray curve) was estimated as a function of depth (h) using ρ∗g∗h and g = 9.81 






























Figure 4.9: Stress Drop with Depth 
Stress drops during inflation (yellow circles) and deflation (red squares) as a function of depth.  
Weighted average stress drops (both time periods) binned in 0.5 km units of depth are shown as 
black triangles.  An estimate of the overburden stress is shown as a gray curve. 
 
4.5.1 Stress Drop Changes with Inflation and Deflation 
Stress drops were obtained for 208 earthquakes during inflation, between 26 January and 
24 April (Figure 4.10, yellow circles), with a median stress drop of 5.8 MPa.  During deflation, 
from 24 April at 05:30 UTC until 27 April at 09:24 UTC; which includes an initial period of 
rapid deflation followed by a period of slower deflation (Figure 4.10a and 4.10b, blue line), 
stress drops were obtained for 215 earthquakes (Figure 4.10, red squares), with a median stress 
drop of 2.9 MPa.  The standard deviation of log10 stress drops in both time periods is 0.3.  During 
inflation, average stress drop weighted by the log10 of the corner frequency error is 6.4 ± 0.2 
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MPa (Figure 4.10, yellow bar); two times higher than stress drops during deflation, which have a 












































Figure 4.10: Stress Drop Temporal Variations 
Stress drop as a function of time during inflation (yellow circles) and deflation (red squares) with 
seafloor floor elevation (blue line) from station AXCC1 bottom pressure recorder.  Thin yellow 
and red horizontal lines note the average stress drop during inflation and deflation periods. 
 
To test the significance of higher stress drops during inflation (Figure 4.11a, yellow) than 
deflation (Figure 4.11a, red), both parametric and nonparametric hypothesis tests were 
performed.  With the parametric two-sample Student’s t-test, the null hypothesis that both 
populations (stress drops during inflation and during deflation) were drawn from the same 
distribution was rejected at the 99% confidence level; yielding a probability of equal means of 
6.3 x10-15.  For the nonparametric Fisher permutation test (Efron and Tibshirani, 1993), stress 
drops during inflation and deflation where first combined into one group.  Two new groups with 
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the same number of samples as the original populations were then randomly selected, without 
replacement, and the difference of the means between the two groups computed.  This process 
was repeated 10,000 times and the difference of the means of the original population compared 
to the difference of the means of the resampled data (Figure 4.11b).  A probability of equality of 
1x10-5 was obtained between the observed difference of means and the resampled difference of 
mean to again, reject the null hypothesis at the 99% confidence level that stress drops during 
inflation and deflation came from the same distribution. 























































Figure 4.11: Stress Drop Statistical Analysis 
(a) Distribution of 208 stress drops during inflation (yellow) and 215 stress drops during 
deflation (red).  Median values for each distribution are marked by diamonds.  (b) Distribution of 
the difference of the means for resampled stress drops, and the difference of the mean of the 
observed stress drops (vertical line). 
 
To ensure the temporal variation in stress drop is not affected by the possible exclusion of 
small events with corner frequencies higher than the resolvable bandwidth, the dataset was 
limited to the magnitude range MW ≥ 2.2 (Figure 2.8).  Within this limited range, we found an 
even greater variation in stress drop with time.  For earthquakes with MW ≥ 2, the median stress 
drop during inflation is 7.9 MPa, while the median stress drop during deflation is 3.0 MPa.  
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Again, the null hypothesis was rejected at the 99% confidence level that stress drops during 
inflation and deflation came from the same distribution using both the two-sample Student’s t-
test and the Fisher permutation test. 
4.5.2 Stress Drop Spatial Heterogeneity 
To look for spatial patterns in stress drop, results were separated into northern and 
southern caldera regions corresponding to changes in shear wave speed from Baillard et al. 
(2019) (Figure 4.12a).  In the northern caldera, weighted average stress drop for 210 events (84 
during inflation and 126 during deflation) is 3.4 ± 0.09 MPa (Figure 4.12b, red star).  In the 
southern caldera, weighted average stress drop for 213 events (124 during inflation and 89 
during deflation) were higher than in the northern caldera; yielding a value of 5.3 ± 0.13 MPa 
(Figure 4.12b, blue star). 
During inflation, the southern caldera has ~1.5 times more earthquakes with stress drop 
than the northern caldera, which could bias the weighted average stress drop in the south to be 
higher than in the north.  Similarly, during deflation, the northern caldera has ~1.4 times more 
earthquakes with stress drop than the southern caldera and could be biased lower.  To ensure that 
there is no temporal bias in our spatial stress drop variation, we determined the weighted average 
stress drop in the northern and southern caldera during inflation and deflation separately.  During 
inflation, the northern caldera weighted average stress drop for 84 events is 4.4 ± 0.2 MPa, while 
the southern caldera weighted average stress drop for 126 events is 7.3 ± 0.2 MPa.  During 
deflation, the northern caldera weighted average stress drop for 124 events is 3.1 ± 0.1 MPa, 
while the southern caldera weighted average stress drop for 89 events is 3.3 ± 0.1 MPa.  Because 
weighted average stress drops in the northern caldera during inflation (4.4 MPa) and deflation 
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(3.1 MPa) are similar, we find no reason for bias in spatial stress drop variations based on the 
number of events. 
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Figure 4.12: Stress Drop Spatial Variations 
(a) Shear wave velocity at 1.5 km depth from Baillard et al. (2019).  Earthquakes with stress drop 
during inflation and deflation are shown as black circles and squares, respectively.  A thin black 
line divides the caldera into northern and southern regions based on a change in shear wave 
speed (Baillard et al., 2019).  Inset notes the weighted average stress drop ( σΔ ) and number of 
events in each region.  (b) Stress drop as a function of shear wave speed for earthquakes in 
northern (red) and southern (blue) regions.  Events during inflation and deflation are shown as 
circles and squares, respectively.  Red and blue stars mark the weighted average stress drop in 
each region. 
4.6 Discussion 
Stress drops at Axial are comparable to stress drops for earthquakes in other volcanic 
environments, which are in the range of 0.1 to 40 MPa (e.g., Harrington et al., 2015; Ide et al., 
2003; Prejean and Ellsworth, 2001; Takeo, 1983).  Although stress drops during inflation and 
deflation overlap and span more than 2 orders of magnitude, their differences are statistically 
significant.  Average stress drop is 2 times higher during inflation (~6 MPa) than deflation (~3 
MPa).  One explanation for this temporal variation in stress drop could be increased crustal 
 
81 
damage during deflation compared to inflation.  A rapid increase in seismicity rate and 
earthquake magnitude was recorded at Axial during the period of rapid deflation associated with 
the eruption (Wilcock et al., 2016); representing increased fracturing that may be reflected in 
lower stress drops during deflation compared to inflation.  During the 3 month inflation period, 
ring-faults accommodated up to 30 cm of cumulative slip and 1.66 x 1015 Nm of cumulative 
seismic moment; while ring-faults accommodated up to 175 cm of cumulative slip and 9.1 x 1015 
Nm of cumulative seismic moment with 1.43 m of subsidence during the first day of the eruption 
(Levy et al., 2019). 
Caldera subsidence with increased fracturing may also enhance the flow of magma and 
hydrothermal fluids to ring-faults during deflation.  As modeled by Gudmundsson (2015), ring-
dike injection is likely to occur during caldera subsidence along outward-dipping reverse ring-
faults, enhancing fluid flow during rapid deflation.  This may be accompanied by a reduction in 
fault strength, as suggested by lower average stress drops during deflation.  Lower stress drops in 
more damaged fault zones have also been found in other tectonic environments, where fractured 
fault zone material and enhanced fluid flow likely limited stress accumulation (e.g., Allmann & 
Shearer, 2007; Moyer et al., 2018). 
Rapid reductions in seismic velocity on the order of 1% have been observed during 
inflation, weeks to days before volcanic eruptions (e.g., Brenguier et al., 2008; Carrier et al., 
2015; Duputel et al., 2019;	Hotovec-Ellis et al., 2015; Lamb et al., 2017; Olivier et al., 2019).  
These pre-eruptive reductions in seismic velocity may be attributed to damage accumulation and 
increased permeability in the volcanic edifice during magma ascent (e.g., Carrier et al., 2015; 
Lamb et al., 2017; López et al., 2017; Olivier et al., 2019).  Tan et al. (2016) observed a rapid 
decrease in seismic velocity of 0.3% at Axial weeks before the eruption; however a 
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corresponding decrease in stress drop during the same time period leading up to the eruption 
could not be resolved (Figure 4.13). 









































Figure 4.13: Binned Stress Drop with Time 
(a) Stress drop during inflation (gray circles) and deflation (gray squares) as a function of time.  
The time of initial deflation is marked by a blue dashed line.  Yellow circles are the weighted 
average stress drop in 11.25 day bins during inflation.  (b) Same as a, but with red squares 
showing the weighted average stress drop in 2.75 hour bins during deflation. 
 
Stress drop results only extend 3 days post eruption (Figure 4.10b).  Although the OOI 
cabled array has been recording seismicity over the two and a half years following the 2015 
eruption, no suitable earthquakes have occurred for which we could determine more recent stress 
drops.  We expect stress drops to recover to their average pre-eruption value over a longer period 
of time as the volcano re-inflates.  This anticipated increase in stress drop would reflect an 
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increase in fault strength over the volcanic cycle, as strength returns to a pre-eruption level, 
similar to that observed on tectonic faults following large earthquakes (e.g., Abercrombie, 2014; 
McLaskey et al., 2012; Vidale et al., 1994). 
Stress drops were determined assuming constant rupture velocity, which is typically 
thought to be 60-90% of the shear wave speed for symmetrical, circular ruptures (e.g., Kaneko 
and Shearer, 2014; 2015).  However, Baillard et al. (2019) observed relatively low VS = 2600 m/s 
corresponding to VP/VS = 2.4 in the northern caldera, and normal VS = 2950 m/s corresponding to 
VP/VS = 1.7 in the southern caldera, which they attribute to a change in pore characteristics and 
thin cracks in the northern caldera near the 2015 dike intrusion.  This regional change in shear 
wave speed may be responsible for a lower average stress drop in the northern caldera (Figure 
4.12b, red star), where slower shear wave speeds are observed, compared to a higher average 
stress drop in the northern caldera (Figure 4.12b, blue star), where higher shear wave speeds are 
observed (Baillard et al., 2019). 
If we instead assume that rupture velocity varies with the shear wave speed and use VS = 
2600 m/s in the northern caldera and VS = 2950 m/s in the southern caldera for stress drop based 
the model of Baillard et al. (2019) at 1.5 km depth, no difference between average stress drop in 
the northern and southern caldera is found.  However, a statistically significant temporal change 
in stress drop is still found using spatially vary shear wave speed, resulting in a higher median 
stress drop during inflation (8.3 MPa) compared to deflation (4.8 MPa) at the 99% confidence 
level.  The probability of equal means from the two-sample Student’s t-test was 3.2x10-12 (Figure 
4.14a) and the probability of equality between the observed difference of means and the 
resampled difference of means from the Fisher permutation test with 10,000 iterations was equal 
to 1x10-5 (Figure 4.14b).  If rupture velocity were a fraction of spatially varying shear wave 
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speed, VP/VS would have to increase by 60% to a value of 3.9 (corresponding to VS = 1600 m/s) 
in the northern caldera to remove the difference between average inflation and deflation stress 
drop.  There is no evidence to suggest that VP/VS would increase by this large amount (Baillard et 
al., 2019), further indicating that our temporal variation in stress drop is robust. 














































































Figure 4.14: Stress Drop with Spatially Varying Shear Wave Velocity 
Distribution of stress drop using VS = 2600 m/s for stress drops in the northern caldera and VS = 
2950 m/s for stress drops in the southern caldera (line dividing the northern caldera from the 
southern caldera is shown in Figure 4.12a).  (a) Distribution of 208 stress drops during inflation 
(yellow) and 215 stress drops during deflation (red).  Median values during each period are 
marked by diamonds.  (b) Distribution of the difference of the means for resampled stress drops 
during inflation and deflation shown in a, and the difference of the mean of the observed stress 
drops (vertical line). 
 
At Axial, the mode of faulting reflects the vertical uplift and subsidence of the caldera 
floor along outward dipping ring-faults, and is dominated by normal and reverse slip, 
respectively (Levy et al., 2018).  Here, higher average stress drop during normal faulting 
(inflation) than reverse faulting (deflation) were found, which is opposite to the correlation found 
by Allmann and Shearer (2009) in their global stress drop study of larger (5.2 ≤ MW ≤ 8.3) 
earthquakes.  We suggest that stress drops at Axial more strongly reflect volcanic deformation, 
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with increased fault damage following the eruption, and thus do not follow the global pattern 
with faulting mechanism in very different tectonic settings. 
Prior to the eruption, seismicity rate at Axial was strongly correlated with tides; 
exhibiting the highest rates when ocean loading was at a minimum (Wilcock et al., 2016).  While 
it is likely that the effective strength of volcanic faults would respond to tidal stressing (Scholz et 
al., 2019; Tan et al., 2019), no significant changes in stress drop with tidal stress during inflation 
or deflation could be resolved (Figure 4.15).  Accordingly, we speculate that the temporal and 
spatial heterogeneity in fault strength due to volcanic processes is greater than tidal stress 
changes. 
Multiple hydrothermal vents have been identified along Axial’s southeastern caldera 
wall, as well as a vent field in the western caldera and a vent field in the northern caldera (e.g., 
Butterfield et al., 2004; Clague et al., 2013).  This hydrothermal activity may allow seawater to 
infiltrate the shallow crust and lower the frictional strength of faults in those areas, as has been 
inferred from microearthquakes at the East Pacific Rise at 9o 50’ N (Tolstoy et al., 2006; Tolstoy 
et al. 2008; Waldhauser & Tolstoy, 2011).  Baker et al. (2019) found persistent venting in 
Axial’s southeastern caldera over a 30 year period that increased in turbidity and heat flux during 
eruptions.  Hydrothermal mineralization (e.g., Sibson et al., 1975) could result from the 
outpouring of hydrothermal fluids at these vents and may promote fault healing and strength 
recovery (e.g., Lamur et al., 2019) that could account for the small observed increase in stress 
drop in the southern caldera compared to the northern caldera. 
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Figure 4.15: Stress Drop with Tidal Stress 
Stress drops during inflation (yellow circles) and deflation (red squares) as a function of tidal 
stress.  Weighted average stress drops binned in 8.4 kPa units of tidal stress during inflation and 
deflation are shown as black circles and black squares, respectively.  Negative values indicate 
extension at times of low ocean tide. 
4.7 Conclusions 
Local OBS recordings from the OOI cabled array at Axial Seamount were used to obtain 
well-constrained stress drops of ring-fault earthquakes that occurred during inflation and 
deflation associated with Axial’s 2015 eruption.  We found stress drops from 0.6 to 43 MPa and 
statistically significant temporal and spatial stress drop correlations with caldera deformation and 
shear wave speed.  Average stress drop during a 3 month period of inflation (~6 MPa) is 2 times 
higher than average stress drop during a 3 day period of rapid deflation (~3MPa).  We suggest 
the decrease in stress drop during deflation reflects a temporary reduction in crustal strength as a 
result of increased fracturing caused by the eruption.  Assuming constant rupture velocity, lower 
stress drops correlate with a reduction in shear wave speed in the northern caldera where a region 
of increased crustal damage and dike intrusion is inferred.  These results suggest that stress drop 
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5. SUMMARY AND CONCLUSIONS 
This dissertation used stress drop to investigate variations in earthquake slip behavior in 
two different oceanic tectonic environments.  Using small to moderate magnitude earthquakes 
recorded by local ocean bottom seismic networks, the work presented here specifically 
addressed: 
(1) How are fault zone properties reflected in stress drop? 
Variations in stress drop were found to reflect the extent of damage, the presence of 
fluids, and potentially alteration products in the fault zone.  Highly damaged crustal material, 
where enhanced fluid circulation was inferred, were found to host earthquakes with lower stress 
drops than regions of the fault zone consisting of relatively strong, intact crust. 
(2) How do fault zone properties vary spatially? 
Oceanic transform faults were found to have along-strike variations in fault zone 
properties that correlate with changes in stress drop.  Fully coupled portions of the fault zone that 
host large MW 6.0 mainshocks have earthquakes with higher stress drops compared to 
earthquakes in zones of low coupling.  Volcanic regions were also found to have spatially 
varying fault zone properties.  Regions with damage due to recent diking were zones of lower 
stress drop. 
(3) How does fault zone strength evolve through seismic and volcanic cycles? 
In a large earthquake rupture patch, fault strength decreases (as reflected in lower stress 
drops) immediately following the earthquake, and it is then anticipated to increase to pre-
mainshock levels with time as the fault heals between large events.  While in zones of low 
seismic coupling, fault strength is low before and immediately after the large earthquake, and it 
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is anticipated to remain low due to regular slip and frequent swarms of microsiesmicy (Roland 
and McGuire, 2009).  Similarly, in the volcanic cycle, fault strength is higher before an eruption, 
and decreases (as reflected in lower stress drops) during the deflation period.  As a volcano re-
inflates following an eruption, fault strength and stress drops of earthquakes are anticipated to 
increase to their pre-eruptive levels. 
Stress drops at both Gofar and Axial were found to be between 0.04 and 43 MPa, and 
within the range of stress drops observed in global studies (e.g., Allmann & Shearer, 2009; 
Figure 5.1).  Allmann and Shearer (2009) determined stress drops from different tectonic 
environments and compiled their results with stress drops of earthquakes from a borehole study 
in California (Abercrombie, 1995; Figure 5.1, red circles), earthquake sequences in California 
(Archuleta et al., 1982; Figure 5.1, cyan triangles; Hough, 1996; Figure 5.1, green stars; Mori 
and Frankel, 1990; Figure 5.1, yellow squares) and Japan (Tajima & Tajima, 2007; Figure 5.1, 
magenta triangles), intraplate earthquakes in northeastern North American (Boatwright, 1994; 
Figure 5.1, red stars), and earthquakes at subduction zones (Humphrey & Anderson, 1994; 
Figure 5.1, blue diamonds; Venkataraman & Kanamori, 2004; Figure 5.1, yellow stars).  This 
dissertation focused on the stress drops of earthquakes in oceanic environments, however these 
same methods were also applied to earthquakes in an intraplate continental setting (Appendices 
A and B; Moyer et al., 2016; Moyer et al., 2017).  Stress drops of aftershocks of the largest 
recorded South African mining-induced earthquake (Appendix A) are also shown in Figure 5.1 
(gray triangles) and are described in the table and figure shown in Appendix B. 
Although comparisons with other studies are useful for putting Gofar and Axial stress 
drops in a global context, there are complications with this comparison.  Different studies may 
use different techniques for determining corner frequency, which may lead to greater variability 
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between stress drops (Abercrombie, 2013).  Different studies may also use different model 
dependent parameters for stress drop (Equation 2.5).  Specifically, the values chosen for κ (the 
source model constant; Kaneko and Shearer; 2014; 2015) and β (the shear wave speed) will 
change stress drop and the slope of the constant lines of stress drop (Figure 5.1, dashed red 
lines), so absolute values from different studies are not always directly comparable. 
 
Figure 5.1: Gofar and Axial Stress Drop Comparison to Global Studies 
Corner frequency and seismic moment results for earthquakes from the global stress drop study 
of Allmann and Shearer (2009).  Different colored symbols are stress drops of earthquakes from 
different studies (referenced within the figure).  Dashed red lines are lines of constant stress drop 
(0.1, 1, 10, 100 MPa).  The gray shaded area is the resolution limit of Allmann and Shearer 
(2009) and the vertical dashed line is the lower magnitude cutoff of their data.  Light blue circles 
are the stress drops for 138 earthquakes at Gofar determined in Chapter 3 of this dissertation.  
Light green squares are the stress drops for 423 earthquakes at Axial determined in Chapter 4 of 
this dissertation.  Gray triangles are the stress drops for 23 earthquakes in the South African mine 




While stress drops at Axial (Figure 5.2, closed circles and squares) are close to the global 
average stress drop of 1-4 MPa (Cotton et al., 2013), those found at Gofar (Figure 5.2, open 
circles and squares) are low.  At Gofar, the median stress drop for 138 earthquakes is 0.3 MPa, 
while the median stress drop for 423 earthquakes at Axial is 4.6 MPa, and Figure 5.2 shows a 
striking offset between the results from the two regions.  One reason for this difference is that 
much of the seismicity at Gofar occurred in the damaged swarm zones (Figure 5.2, open circles) 
where there is high porosity, slow slip, and frequent faulting.  Stress drops for earthquakes in 
weak and damaged fault segments dominate the stress drop population at Gofar.  If we compare 
the median stress drop of the Axial earthquakes (4.3 MPa; Figure 5.2, closed circles and squares) 
only with the median stress drop of events in rupture patches at Gofar (0.6 MPa; Figure 5.2, open 
squares), then we find that the two populations are somewhat closer, but are still statistically 
significantly different. 
Some factors affecting stress drop at Gofar and Axial could be (1) earthquake depth, (2) 
the relative repeat time of large earthquakes or eruptions, and (3) the cumulative slip on the fault 
zone.  The likely importance of each of these factors is considered below.  First, earthquakes 
with stress drops at Axial are located ~0.5-2.5 km below the seafloor, while earthquakes with 
stress drops at Gofar are located ~3-10 km below the seafloor.  Thus, we might expect higher 
stress drops at Gofar than at Axial, however increasing stress drop with depth is rarely found 
when depth-varying shear wave speeds are incorporated in the calculation (e.g., Allmann and 
Shearer, 2007; Shearer et al., 2006).  Second, the average reoccurrence interval for eruptions at 
Axial is ~13 years (Clague et al., 2013), while large earthquakes at Gofar occur every 5-6 years 
in rupture patches (McGuire, 2008; McGuire et al., 2012).  The longer recurrence interval at 
 
92 
Axial increases the healing time and possibly fault strength, which could be reflected in higher 
stress drops at Axial compared to Gofar.  While this is a possibility, the difference in recurrence 
intervals is only a factor of 2, and is thus only a small difference in healing would be expected as 
fault strength increases as the log of time (Marone, 1998).  Third, the cumulative offset of the 
plate boundary transform fault at Gofar is much greater than the small fault slip accommodated 
by the ring-faults surrounding Axial Seamount, which may account for the lower stress drops at 
Gofar.  As shown by Kanamori and Anderson (1975), interplate faults with large cumulative 
offsets typically have lower stress drops than low-slip intraplate faults.  Consistent with the 
indication that fault maturity may have a strong influence of stress drop magnitude, earthquake 
stress drops on low-slip faults in the intraplate South African mine (Appendix B) are even higher 
than those at Axial or Gofar, ranging from 4.5 to 94 MPa and a median value of 17 MPa.  Thus, 
it seems likely that differences in fault maturity and cumulative fault slip between fault zones at 






Figure 5.2: Gofar and Axial Stress Drops 
Stress drops from Gofar are shown as open circles and squares.  Stress drops from Axial are 
shown as closed circles and squares.  Colored symbols are corner frequencies for stress drops 
well within the bandwidth resolution for each study and follow the color conventions used in 
Chapters 3 and 4.  Gray symbols are corner frequencies for stress drops near the bandwidth 
resolution for each study, such that corner frequencies for smaller magnitude earthquakes (MW < 
2.2 at Axial and MW < 2.4 at Gofar) may be missing from our stress drop results because they 
have corner frequencies close to the high-frequency limit, while corner frequencies for larger 
magnitude earthquakes (MW > 3.3 at Gofar) may be missing from our stress drop results because 
they have corner frequencies close to the low-frequency limit (details of our resolution analysis 
are provided in Chapter 2).  Stress drops binned in 0.25 magnitude units are shown for reference 
for Gofar (open diamonds) and Axial (closed diamonds). 
 
Another possible contributor to the offset between Gofar and Axial stress drops may be 
the overestimation of magnitudes for earthquakes at Axial.  Although we were as careful as 
possible in our spectral analysis, there were no independent estimates for seismic moments at 
Axial to use as a reference like there were for Gofar seismic moments (Section 3.5, Figure 3.3).  
Thus, there is more uncertainty in the absolute magnitudes at Axial than Gofar.  Axial spectral 
derived magnitudes are an average of 0.6 units greater than their original catalog magnitudes 
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(Wilcock et al., 2016; Section 4.4, Figure 4.5).  If the magnitudes of earthquakes with stress 
drops at Axial were reduced by this amount (0.6 units), stress drops at Axial (Figure 5.3a, closed 
circles and squares) would be closer to those stress drops at Gofar (Figure 5.3a, open circles and 
squares), but still statistically significantly different at the 99% confidence level (Figures 5.3b 
and 5.3c).  However, as discussed above, stress drops for earthquakes in rupture barriers at Gofar 
are anomalously low due to the low frictional strength of a highly damaged fault zone (Roland et 
al., 2012).  If the modified stress drops of Axial earthquakes (median stress drop of 0.5 MPa) 
were compared only to stress drops of earthquakes in the rupture patches at Gofar (median stress 
drop of 0.6 MPa), the difference between stress drop populations would no longer be statistically 
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Figure 5.3: Stress Drop Distribution Variations 
(a) Similar to Figure 5.2 but showing stress drops for earthquakes at Axial using magnitudes 0.6 
units lower than spectral derived values.  (b) Distribution of stress drops in rupture patches and 
rupture barriers at Gofar (light gray) and stress drops at Axial (dark gray).  Median values for 
each distribution are marked by diamonds and are 0.3 MPa and 0.5 MPa for Gofar and Axial 
stress drops, respectively.  (c) Distribution of the difference of the means for resampled stress 
drops from b, and the difference of the mean of the observed stress drops (vertical line).  (d) 
Distribution of stress drops in rupture patches only at Gofar (light gray) and stress drops at Axial 
(dark gray).  Median values for each distribution are marked by diamonds and are 0.6 MPa and 
0.5 MPa for Gofar and Axial stress drops, respectively.  (c) Distribution of the difference of the 
means for resampled stress drops from d, and the difference of the mean of the observed stress 




The chosen shear wave speed also affects the calculated stress drops (e.g., Equation 2.5).  
While the velocity models of both Gofar (Froment et al., 2014; Roland et al., 2012) and Axial 
(Arnulf et al., 2014; 2018) are well constrained with local active-source experiments, it is 
possible that our chosen shear wave speed parameters are not exactly correct, which would affect 
the offset in stress drop values between the two studies.  Changing the shear wave speed (raising 
it at Axial and lowering it at Gofar) could also eliminate the difference between the stress drop 
populations.  Roland et al. (2012) found East Pacific Rise crust away from the transform fault 
environment to have VP = 7000 m/s between 4-7 km depth.  If we assume a VP/VS = 1.7, then VS 
= 4100 m/s provides an upper constraint on shear wave speed for stress drops in oceanic fault 
zones.  Rupture barriers at Gofar are highly damaged fault zones with low VP = 5000 m/s at ~4 
km (Froment et al., 2014; Roland et al., 2012).  If we assume a higher VP/VS = 2.0 (Guo et al., 
2018) in rupture barriers, then VS = 2500 m/s provides a lower constraint on shear wave speed 
for stress drops in highly damaged oceanic fault zones.  When using VS = 4100 m/s for stress 
drops at Axial and VS = 2500 m/s for stress drops at Gofar, the difference between stress drop 
populations in no longer statistically significant.  However, these extreme shear wave speeds are 
unlikely to be correct, as the original values (used in Figure 5.2) were well-constrained by active 
source and 3D tomorgraphic studies of each region (Arnulf et al., 2014; 2018; Baillard et al, 
2019; Froment et al., 2014; Roland et al., 2012). 
Differences in the waveforms at Gofar and Axial may also reflect different fault zone 
characteristics.  The fault zone at Gofar is likely to be wider and more damaged than the ring-
faults at Axial, so earthquakes at Gofar contain more coda (the scattered energy following the 
direct arrival) than those at Axial, which appear more pulse-like.  More coda in the timeseries for 
spectral analysis at Gofar would lead to more low frequency content in the spectral ratios, lower 
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corner frequencies, and lower stress drops at Gofar compared to Axial.  However, the portion of 
waveform used for spectral analysis is windowed around the S wave arrival, not coda, and is 
determined the same way in each study based on the magnitude of the target event. 
As reported by many studies in the past (e.g., Ide & Beroza, 2001), observations of stress 
drop increasing with magnitude are often the result of limited bandwidth resolution.  The 
bandwidth analysis described in Chapter 2 identifies the magnitude range of earthquakes with 
corner frequencies for stress drops at Gofar and Axial that are well-within the bandwidth 
resolution of each dataset (Figure 5.2, colored circles and squares).  Within those limits, no 
statistically significant increase in stress drop with magnitude was found for either dataset.  
However, some studies of earthquakes in volcanic environments do report increasing stress drop 
with magnitude, which they suggest may be due to crustal strength heterogeneities (Giampiccolo 
et al., 2007) or a change in the local stress field induced by ground deformation (DeNatale et al., 
1987).  At Axial, a slight increase in stress drop with magnitude could be interpreted above MW 
~2.6 due to a lack of earthquakes with stress drops below ~4 MPa.  These high stress drops and 
larger magnitude earthquakes at Axial are focused in the northern caldera, and may reflect the 
fracture of more intact rock not ruptured in the recent past eruptions, where dike propagation was 
mainly southward (Chadwick et al., 2013; Clague et al., 2017). 
The spatial variations in stress drop at Gofar that reflect the crustal strength difference 
between rupture barriers (zones of low seismic coupling and low stress drops) and rupture 
patches (zones of high seismic coupling and high stress drops), may help to understand some 
unusual seismic behavior on other oceanic transform faults.  For example, on Quebrada on the 
East Pacific Rise, large repeating earthquakes are not observed.  Quebrada may represent a 
rupture barrier of low seismic coupling similar to the foreshock zone of Gofar, where only small 
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and moderate (MW < 5.0) low stress drop earthquakes would be expected.  The temporal 
variations in stress drop at Axial that reflect the crustal strength difference between caldera ring-
faults during inflation (high crustal strength and high stress drops) and deflation (low crustal 
strength and low stress drops) may be used to speculate on the relative strength of ring-faults 
associated with other eruptions.  For example, abundant seismicity was recorded at Axial during 
the past three eruptions in 1998, 2011, and 2015 (e.g., Wilcock et al., 2016; 2018).  A higher 
average stress drop might be expected for earthquakes during the inflation period before the 2011 
eruption compared to the inflation period before the 2015 eruption, due to a longer recovery time 
for crustal strength (e.g., Abercrombie 2014; Vidale et al., 1994) between the 1998 and 2011 
eruptions. 
At Gofar, an improved array of ocean bottom seismometers was recently (in December 
2019) deployed to capture an anticipated MW 6.0 mainshock on the eastern segment of Gofar, as 
well as seismicity in the foreshock zone on Western Gofar at the beginning of the seismic cycle.  
With more seismometers, better coupling to the seafloor, and greater azimuthal coverage, it may 
be possible to observe small changes in stress drop before the large earthquake that correlate 
with a similar reduction in shear wave velocity to what McGuire et al. (2012) and Froment et al. 
(2014) observed before the 2008 Western Gofar MW 6.0 mainshock.  The current array setup at 
Axial only allows for large scale volcanic process to be inferred from stress drop.  However, a 
seismic array with a larger footprint and sufficient azimuthal coverage near the site of dike 
intrusion, may allow for higher resolution of variations in stress drop that track the flow of 
magma and other hydrothermal fluids.  The work presented in this dissertation shows that stress 
drop is not only a useful parameter for insight into the rupture processes of earthquakes, but can 






CALL FOR MODELS-A TEST CASE FOR THE SOURCE INVERSION 
VALIDATION: THE 2014 ML 5.5 ORKNEY, SOUTH AFRICA, 
EARTHQUAKE 
 
Portions of this work were first published online on 15 September, 2017 as: Moyer, P. A., 
Boettcher, M. S., Ellsworth, W. L., Ogasawara, H., Cichowicz, A., Birch, D., & van Aswegen, 
G. (2017). Call for models - A test case for the Source Inversion Validation: The 2014 ML 5.5 
Orkney, South Africa, Earthquake. Seismological Research Letters, 88(5), 1333-1338. 
https://doi.org/10.1785/0220160218. 
Introduction 
Finite-fault source models describe the spatial and temporal evolution of earthquake 
rupture.  There are many strategies to solve the inverse problem (e.g., Ide, 2007), but differences 
in data selection, processing methods, assumed geophysical parameters, and inversion techniques 
(Beresnev, 2003; Ide et al., 2005) result in often-inconsistent rupture models (e.g., Mai and 
Thingbaijam, 2014).  Most models are based on the representation theorem for seismic sources, 
which defines a linear relationship between the space- (y) and time- (τ) dependent displacement 
discontinuity across the fault surface, s(y,τ), and the amplitude of the displacement wave field 
u(x,t) at position x and time t: 
u(x,t) = ∫∫ G(y,t-τ) s(y,τ) dy dτ    (A1) 
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(Aki and Richards, 2002).  The problem is discretized by replacing the fault surface with a grid 
of subfaults or other basis functions for which G is their impulse response seismogram at 
observation point x: 
u = G s + e      (A2) 
in which u is the data vector of the seismograms, G is the design matrix containing the synthetic 
seismograms for each source-station pair, s contains the unknown time history of the 
displacement discontinuity for each point source, and e is the error vector. 
The Source Inversion Validation (SIV) project (Mai et al., 2007; 2016; Page et al., 2011) 
was developed to quantify the uncertainty in earthquake source inversions.  This project provides 
statistical measures to rate models and offers forward modeling and benchmark exercises for 
testing methods (Mai et al., 2016).  Inversion benchmarks as part of the SIV project (Mai et al., 
2016) include datasets generated from rupture models that vary in complexity, ranging from 
spontaneous rupture on a dipping strike-slip fault to spatially varying rupture with more 
structural heterogeneity.  Additional standards proposed by Mai et al. (2016) set guidelines for 
documenting the inversion process to promote transparency and reproducibly of results and 
facilitate their analysis and comparison.  These standards recommend detailed descriptions of 
model parameters (including location, geometry, and slip history of each subfault), thorough 
documentation on data used in the inversion, and details on methods used to compute Green’s 
functions, data processing procedures, choice of priors, and preferred model misfit (Mai et al., 
2016).  Up to now, the SIV community modeling exercises have only examined synthetic test 
cases. 
On 5 August 2014, an ML 5.5 earthquake occurred near a gold mine in Orkney, South 
Africa.  This earthquake ruptured a near-vertical fault plane that extended ~7 km in depth and 
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terminated upward, below the deepest mining levels, ~3 km below the surface (Imanishi et al., 
2016).  In this study, depth is relative to the surface elevation of a local mine shaft collar that is 
1310 m above mean sea level.  The mine is located in the northwestern region of the 
Witwatersrand basin in the Kaapvaal craton, located ~160 km west-southwest of Johannesburg 
(Figure A1).  The region has been tectonically stable for the past two billion years (Kamo et al., 
1996) but has been modified through 5-10 km of erosion (McCarthy et al., 1990).  An immediate 
foreshock, the mainshock, and the aftershock sequence were recorded by a dense surface seismic 
network, in-mine seismometers, and strainmeters.  In addition, the ML 5.5 earthquake is the 
primary target of the recently initiated International Continental Scientific Drilling Program 
project “Drilling into Seismogenic Zones of M2.0-M5.5 Earthquakes in South African gold 
mines” (DSeis; Ogasawara et al., 2017).  With abundant high-quality waveforms, in situ stress 
measurements, and the anticipated DSeis logging and fault core data to constrain the rupture 
process, this earthquake is an ideal test case for the SIV community and provides an opportunity 
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Figure A1: Location of Orkney Earthquake and Fault Plane 
(a) Geographic location and (b) surface seismic network and source geometry of the 2014 ML 5.5 
Orkney, South Africa, earthquake.  The strike-slip rupture extended to a few hundred meters 
from the base of the mine and was recorded by dense surface and in-mine seismic networks. 
 
Data 
The South African Council for Geoscience (CGS) operates a national network of 26 
broadband seismometers distributed across South Africa and three clusters of strong ground 
motion sensors, including one broadband sensor, within 200 km of the ML 5.5 Orkney 
earthquake (Midzi et al., 2015).  The network cluster near the mainshock epicenter provides 
continuous recording at 200-Hz sample rate from 15 seismometers (Figure A1).  The CGS 
recordings, as well as proprietary data recorded in trigger mode on underground seismometers 
and underground strainmeters, provided excellent azimuthal recording coverage of the 
earthquake sequence.  The mainshock surface recordings from the CGS network exhibit high 
signal-to-noise ratio and integrate well to displacement (Figure A2).  Near-field terms can be 
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seen on the displacement seismograms, including ramps between P and S (e.g., Figure A2a,b,f) 
and permanent displacement offsets (e.g., Figure A2e).  The mainshock exhibits a complex 
rupture, which includes a slow initiation observed as a foreshock preceding the mainshock by ~1 
















































































































































































































Figure A2: Orkney Earthquake Waveforms 
Vertical- and east-component acceleration (Acc), velocity (Vel), and displacement (Dis) 
seismograms from three surface stations.  Each record starts at the P wave arrival for the 
foreshock, ~1 s prior to the ML 5.5 mainshock.  Note the near-field terms, including the 
permanent offsets seen on the vertical component of (c) VRVW and (e) BSP and the ramps 




The ML 5.5 Orkney earthquake was a strike-slip earthquake that produced higher than 
expected ground motion, given its epicentral distance (Council for Geoscience, 2014), and 
resulted in local damage.  More than 400 aftershocks were recorded by surface seismometers in 
the day following the mainshock (Midzi et al., 2015), and their spatial distribution delineated a 
nearly vertical mainshock fault plane between ~4-7 km depth and strike north-northwest-south-
southeast (Imanishi et al., 2016).  The model fault plane shown in Figure A1, with parameters 
given in Table A1, approximates the source plane delineated with the aftershock distribution. 
We constrained hypocentral depths of local earthquakes using both in-mine and surface 
station recordings.  VELEST (Kissling et al., 1994; 1995) was used for the simultaneous 
inversion of P and S wave travel times to obtain initial P and S wave velocity models, station 
corrections, origin times, and earthquake hypocentral depths.  Arrival times for 12 of the largest 
(ML ≥ 2.0) earthquakes near the mainshock epicenter were used in the inversion (Table A2), 
including 336 P arrivals and 296 S arrivals.  Earthquake depths were constrained to between 1.65 
and 4.29 km below the surface. 
 Foreshock Mainshock 
Latitude (o) -26.9525 -26.9401 
Longitude (o)  26.8151  26.8125 
Depth below the 
surface (km) 5.14 4.87 




Fault Plane (approximate) 
Strike (o) 351 
Dip (o) 90 
Rake (o) 0 
Table A1: Initial Source Information for the 2014 ML 5.5 Orkney Earthquake 
Depth is relative to the surface elevation of a local mine shaft collar, which is 1310 m above 











1 2014 08 05 17 29 51.39 2.0 -26.9474 26.8026 1.76 
2 2014 08 05 22 55 18.05 2.1 -26.9764 26.8122 3.95 
3 2014 08 06 00 43 52.33 2.4 -26.9830 26.8135 4.18 
4 2014 08 06 02 01 38.48 2.9 -26.9754 26.8122 3.86 
5 2014 08 08 07 16 41.17 2.0 -26.9813 26.8129 4.20 
6 2014 08 09 14 31 21.26 2.3 -26.9830 26.8141 4.29 
7 2014 08 27 23 18 56.06 3.4 -26.9513 26.8060 1.65 
8 2014 09 02 16 22 15.17 2.1 -26.9790 26.8289 2.45 
9 2014 09 04 09 30 29.11 2.5 -26.9442 26.8059 2.17 
10 2014 09 09 19 46 47.12 2.4 -26.9882 26.8153 4.20 
11 2014 10 12 11 27 38.33 2.0 -26.9912 26.8160 3.86 
12 2014 10 28 12 57 54.39 2.6 -26.9886 26.8155 3.94 
Table A2: Earthquakes Used in the Velocity Model 
Origin times (UTC) and hypocenters for earthquakes used in the velocity model.  Depth is 
relative to the surface elevation of a local mine shaft collar, which is 1310 m above mean sea 
level. 
 
A simple two-layer velocity model (Table A3) was developed from the surface 
recordings of local earthquakes.  Travel times and hypocentral depths obtained from VELEST 
were used to calculate travel-time curves, from which we determined the velocity model given in 
Table A3.  Travel times for one earthquake, as observed at surface stations, are shown in Figure 
A3.  The model consists of a 1.4-km-thick surface layer with a P wave velocity of VP = 3.8 km/s 
and an S wave velocity of VS = 2.3 km/s.  Below the surface layer is a layer with VP = 5.8 km/s 
and VS = 3.5 km/s that extends to depth.  Travel times from in-mine stations, most located ~1-3 
km below the surface, are fit well by a uniform velocity model with VP = 5.8 km/s and VS = 3.5 
km/s.  No change in residuals is observed for shallow versus deep travel paths, validating the 
velocities in the deeper layer.  The P and S wave velocities obtained from VELEST for the 
deeper layer are typical for surrounding mines, which have VP = 5.9 km/s and VS = 3.6 km/s and 
a crustal density representative for the area of 2640 kg/m3 (Boettcher et al., 2015). 
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Figure A3: Travel-Time Curves 
Travel-time curves (Table A2, event 2) using travel times and hypocentral depths obtained from 
VELEST to determine a velocity model for the 2014 ML 5.5 Orkney earthquake.  The data are fit 
well by the velocity model given in Table 3, which describes a 1.4-km-thick surface layer with 




Layer Depth at top of layer (km) Vp (km/s) Vs (km/s) Vp/Vs 
1 0 3.8 2.3 1.65 
2 1.4 5.8 3.5 1.65 
Table A3: One-dimensional Velocity Model for the 2014 ML 5.5 Orkney Earthquake 
Depth is relative to the surface elevation of a local mine shaft collar, which is 1310 m above 
mean sea level. 
 
Contribution to the Source Inversion Validation (SIV) Project 
We invite the source inversion community to model the 2014 ML 5.5 Orkney earthquake 
as a comparison exercise.  We anticipate comparing slip models using methods developed in 
previous SIV exercises as part of a Southern California Earthquake Center workshop.  Anyone 
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interested in participating in this workshop or with questions should contact the authors for more 
information.  Seismic data from surface stations are available as recorded directly from the CGS 
in South Africa or as processed to acceleration, velocity, or displacement (see Data and 
Resources and Figure A2).  Earthquakes used in the hypocenter and velocity inversion (Table 
A2) are available online from CGS and may also be suitable as empirical Green’s functions (see 
Data and Resources).  The proprietary in-mine seismograms are reserved for blind testing. 
More specifically, we request that source modeling teams submit kinematic slip histories 
following the onset of the immediate foreshock to the SIV benchmark platform (see Data and 
Resources).  Our preferred hypocenter location and an initial fault-plane orientation are given in 
Table A1, but modeling teams are welcome to use any hypocenter and fault model in solving for 
the displacement time history.  We request that each modeling team submit synthetic three-
component seismograms for the locations of five in-mine seismometers.  We will use these 
synthetic seismograms for blind testing with the observed in-mine recorded waveforms. 
We plan to use quantitative analysis tools provided by the SIV platform, including 
FORTRAN programs and related MATLAB scripts from Kristekova et al. (2009) to compare 
submitted inversion solutions with the actual data.  These tools implement misfit measurements 
of the waveform (L1 and L2 norms, variance reduction, and cross correlation), time-frequency 
envelope, and time-frequency phase to statistically evaluate the goodness of fit (Kristekova et al., 
2009; Mai et al., 2016).  Solutions should be submitted using the recommended formats for 
rupture models, ground motions, and displacements as described at the SIV benchmark platform 
(see Data and Resources).  As recommended by previous SIV efforts (Mai et al., 2016), 
participants are expected to submit with their solutions all seismic phases that were modeled and 
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all seismic stations that were used, including the station names, components, waveform types 
(acceleration, velocity, displacement), and filter parameters. 
The proposed workshop will intercompare participant solutions and predicted 
seismograms using the SIV methodologies.  The DSeis project will collect physical samples of 
the fault rupture, along with physical properties of the fault zone (fracture density, damage state, 
etc.).  By combining kinematic and/or dynamic models of the faulting at the location of the fault 
penetration by the drill hole, we have an opportunity to go far beyond the conventional 
interpretation and limitations of previous source inversion models. 
Summary 
The 2014 ML 5.5 Orkney earthquake provides a unique opportunity to directly compare 
seismological inferences with deep in situ observations of faulting.  Well-constrained 
geophysical data and high-quality waveforms make this earthquake an ideal test case for the SIV 
community.  Actual seismic data, as opposed to synthetic data, are now available to test the 
reliability and robustness of source inversion models.  Anyone interested in participating in an 
SIV workshop using seismic data from the Orkney earthquake, or with questions regarding the 
workshop or data, should contact the authors for more information. 
Data and Resources 
Seismic data for the ML 5.5 Orkney earthquake from the closest 15 surface stations are 
available in the electronic supplement to this article as ASCII files: three-component (north, east, 
and vertical) seismograms in acceleration, velocity, and displacement.  Information on the 
Source Inversion Validation (SIV) project, including benchmark exercises and recommended file 






INITIAL STRESS DROPS FOR AFTERSHOCKS OF THE ML 5.5 
ORKNEY, SOUTH AFRICA EARTHQUAKE 
Initial estimates of stress drop for 23 aftershocks of the 2014 Orkney ML 5.5 mining-
induced earthquake were determined using similar methods described in Chapter 2.  These 
results are shown in Figure B1 and Table B1 below and first appeared as: Moyer, P. A., 
Boettcher, M. S., & Ellsworth, W. L. (2016). Comparison of source inversions and stress drop 
with in-situ observations of faulting. Paper presented at the Southern California Earthquake 





Figure B1: Aftershocks of the 2014 ML 5.5 Orkney Earthquake 
The fault plane of the 2014 ML 5.5 mainshock is shown in light green (Moyer et al., 2017; 
Appendix A, Figure A1).  Gray dots are ~2900 aftershocks with -1.4 ≤ ML ≤ 3.1 that occurred 
from August through October, 2014.  There are 23 earthquakes with stress drop (0.9 ≤ ML ≤ 2.4) 
color-coded by their stress drop value and sized by magnitude.  Stress drops range from 4.5 MPa 
(dark blue) to 94 MPa (dark red).  The source parameters for these earthquakes are provided in 
Table B1.  All earthquakes with stress drop are located in the high slip region of the mainshock 



















2014/08/05 10:42:56 -26.9785 26.8139 -2.5922 1.7 24.3 4.8 
2014/08/05 11:13/24 -26.9822 26.8145 -2.6642 1.9 56.2 94 
2014/08/07 15:12:28 -26.9823 26.8147 -2.7572 1.1 55.3 5.8 
2014/08/05 16:17:59 -26.9835 26.8147 -2.8582 0.9 63.1 5.7 
2014/08/05 18:59:16 -26.9831 26.8144 -2.8802 1.0 130.9 55 
2014/08/05 19:30:35 -26.9803 26.8138 -2.9822 0.9 76.9 8.4 
2014/08/05 22:55:18 -26.9769 26.8130 -2.7122 1.8 50.0 63 
2014/08/06 00:43:53 -26.9838 26.8146 -2.8342 1.9 46.8 64 
2014/08/06 02:01:39 -26.9756 26.8127 -2.6432 2.4 26.3 62 
2014/08/06 02:13:25 -26.9771 26.8131 -2.6552 1.7 36.7 15 
2014/08/06 14:15:57 -26.9747 26.8127 -2.6542 1.3 38.0 4.5 
2014/08/07 00:02:29 -26.9805 26.8139 -2.9002 1.3 54.2 11 
2014/08/07 02:06:01 -26.9908 26.8161 -3.0532 1.6 42.2 19 
2014/08/07 13:10:38 -26.9839 26.8147 -2.9992 1.4 81.9 70 
2014/08/07 19:48:49 -26.9786 26.8133 -2.8792 1.1 54.9 5.9 
2014/08/08 07:16:41 -26.9824 26.8146 -2.8372 1.7 32.1 11 
2014/08/09 14:31:22 -26.9843 26.8146 -3.0732 1.7 50.7 47 
2014/08/10 23:20:19 -26.9745 26.8128 -2.5712 1.4 55.5 17 
2014/08/13 06:38:02 -26.9741 26.8128 -2.5082 1.4 54.5 17 
2014/08/17 09:12:05 -26.9914 26.8160 -3.1432 1.6 33.4 7.7 
2014/09/02 01:11:01 -26.9883 26.8151 -3.2282 1.3 60.3 19 
2014/09/09 19:46:47 -26.9894 26.8161 -2.8002 2.0 35.6 46 
2014/10/28 12:57:55 -26.9901 26.8162 -2.6342 2.1 28.5 29 
Table B1: Initial Source Parameters for Aftershocks of the 2014 ML 5.5 Orkney Earthquake 
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