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Chapter1
Introduction
Material science has been, ever since its ancient beginnings, one of the driving
forces behind technological innovation. When a material with new, revolu-
tionary properties is discovered, it is always an upheaval for all the fields of
technology. And when the new material is as exceptional as graphene, the
scientific community becomes truly captured.
This material has been observed in its free standing phase for the first
time in 2004 by A. Geim and K. Novoselov, for which they were awarded the
Nobel Prize in Physics in 2010. Single layers of graphite on transition metals
have been known to exist long before, probably being created for the first time
as far back as 1962 [1]. However, it did not become a “hot topic” until the
2000s, when the surface science technology was more mature, and the interest
shifted from carbon nanotubes and fullerenes towards their constituent material,
graphene. Interestingly, its thermodynamic instability was proven by Landau [2]
and later also by Mermin [3], demonstrating how nature always finds ways to
surprise us with unexpected new things. Regarding graphene, it is composed
by a single layer of sp2 hybridized carbon atoms, forming a honeycomb lattice.
This material has incredible properties, such that it sometimes becomes hard
to think of it as a nanometric material: the one-atom thick layer of carbon is so
strong it can behave as a macroscopic sheet of fabric, theoretically being able
to support 4 kg for a 1 m2 sheet, while only weighing 4 mg. It is, in fact, the
strongest material known to date (by weight). This is due to the strong, sp2
hybridized C-C bonds that exist between the constituent atoms, and also to
the honeycomb structure. Furthermore, it generally grows with a high degree of
perfection, with exceptionally low density of defects. This results in an intrinsic
strength of 130 GPa [4], 500 times that of structural steel, and so rigid it has
Young’s modulus of 1 TPa [4], 10 times that of aeronautic grade aluminum.
Also, it also has a negative thermal expansion coefficient, due to the same
reasons it can exist in the first place: even though the material is 2 dimensional,
1
2it lives in a 3 dimensional world, and the vibrations of the carbon atoms out
of plane make it shrink as the temperature rises [5].
Figure 1.1: (a) STM image of a graphite sample displaying only the three carbon
atoms in the unit cell with no neighbor in the layer below. (b) In contrast, all six
carbons in the honeycomb structure are equivalent and thus visible in mechanically
exfoliated single-layer graphene. Source: Reproduced from Ref. [6].
Another incredible property of graphene is its inertness. For surface scien-
tists, it is unusual to find materials whose atomic structure is preserved when
the material is exposed to air: usually such high pressures not only cause atomic
surfaces to be completely covered by thick layers of contaminants, but also me-
chanically destroy the surface order. Graphene will happily survive exposure to
air [7], making it an ideal candidate for preservation of more delicate surfaces.
Finally, the electronic structure of graphene is truly unique. In fact, as
already predicted in 1947 [8], the electronic dispersion at the Γ points (also
known as Dirac points) is linear. When considering the graphene lattice, this
linear dispersion gives rise to the Dirac cones, which are one of the defining
characteristics for free standing graphene. The dispersion lines at the Dirac
point cross each other at the Fermi energy (in free standing graphene), so that
the density of states at the Fermi level is null, but so is the bandgap energy:
graphene is a degenerate semiconductor. This is both a disadvantage and a
benefit: in order to build high performing devices, a bandgap needs to exist.
However, the peculiar dispersion relation gives graphene amazing electrical
properties: it has a theoretical carrier mobility that is of 105 cm2/Vs [10], about
2000 times that of electrons in copper, and 80 times that of electrons in silicon.
Also, because of the linear dispersion relation, the carriers behave in the same
way as massless Fermions, obeying the Dirac equation rather than the canonical
Schrödinger equation, with the speed of light replaced by the Fermi velocity.
With these impressive features, it is surprising that graphene has not revo-
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Figure 1.2: ARPES measurement of graphene grown on Ni(1 1 1) before (a) and
after (b) intercalation of a monolayer of Au. The linear band dispersion at the Dirac
point after Au-intercalation is highlighted in (c). For graphene on Ni the pi band is
downshifted by 2 eV. Intercalation of Au decouples graphene from the Ni-substrate and
forms electronically quasi-freestanding graphene. Source: Reproduced from Ref. [9].
lutionized all sectors of the manufacturing industry, from electronics to high
performing mechanical objects. All of graphene’s amazing properties rely on
the complete absence of defects, the same defects that are currently exploited
to try and induce a bandgap by functionalization. Furthermore, silicon and
other already well established technologies allow for better, faster, and more
reliable transistors than have been ever fabricated with graphene. The idea is
then that perfect materials with an innate bandgap should be used instead of
graphene. An example are 2D dichalcogenides, and this is an emerging field
in physics. But the industry needs better, easier alternatives with an easily
engineerable electronic band structure, that will allow new materials to finally
be truly competitive with already established technologies. In this respect, it
is possible that nano-scale manipulation of these novel materials will be the
key to a new era of electronics.
Nanotechnology is all about building things: many materials can be ex-
ploited as a starting point, and graphene seems like the most promising for
the reasons outlined above. This approach is likely to progress to the point
that mass produced atomic scale manufacturing will become possible, simply
because the physics allows it. Nanotechnology is the natural development of
the never ending process by which with the available tools we build better,
more refined, and more precise tools, advancing technology from crude uten-
sils to the brink of atomic manipulation. The idea of building things with a
4material as a means for obtaining objects with engineered properties, different
from those of the original material, is then an old one, if seen in this light. In
our case, we focused on graphene-based nanostructures as a versatile means of
manipulating the electronic properties of graphene, while working with objects
perfect at the atomic level. This is the nanotechnological approach, where we
exploit the infinite possibilities of making small things with a material that, in
many instances, surprises us with unexpected behaviors.
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Figure 1.3: (a) LEEM image of graphene grown on Ir(1 1 1) at the Nanospectroscopy
beamline of Elettra, with grain boundaries showing as white lines. In (b) a closeup of
a single crystal grain, revealing terraces of the Ir surface below the graphene layer and
graphene grain boundaries aligned with the crystallographic directions. (c) LEED
image for the sample in (a) and (b) showing a large number of satellite spots around
the (0,0) spot that are generated by the moiré superlattice, an indication of the high
degree of perfection of the graphene layer.
I concentrated my research efforts on graphene-based nanomaterials, be-
cause graphene is one of the most exciting materials we have to date, and
because manipulation of surfaces at the nano-level is what allows us to make
new materials today. In this thesis, I will show how we have created and studied
new graphene-based nanostructures by employing cutting-edge surface science
techniques. Most of the experimental data we have acquired has been given a
new light by powerful Density Functional Theory calculations, that allow for
an approach where hardly accessible data (experimentally) becomes indirectly
known through numerical calculations, while providing valuable feedback for
further aimed calculations. I will show how we have undertaken a route that
takes us from a detailed study of how carbon monomers, the building blocks
of graphene, come to exist on an Ir(1 1 1) surface after ethylene dissociation.
Next, simple nanostructures known as moiré patterns have been exploited,
so that the properties of a preexisting graphene layer are manipulated by in-
tercalating different metals between graphene and the substrate. Then I will
discuss an experiment where graphene was grown on a highly anisotropic sub-
strate, Ru(1 0 1 0), which proved to be an extremely rich system, giving rise
to several self-assembled graphene nanostructures, including nanoribbons and
one-dimensional quasi free-standing graphene waves. Then, we will progress
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to what are commonly perceived as being proper graphene-based nanostruc-
tures. We have, in fact, managed to create size selected graphene nanodomes
on Ir(1 1 1) using coronene as a precursor, and we have understood many de-
tails of the dynamics in the formation of these carbon-based nanostructures,
discovering that in certain steps of the reaction they lift from the surface and
rotate, before settling in the definitive adsorption position. Furthermore, while
performing similar experiments on pentacene (a semiconducting molecule, used
the fabrication of molecular FETs) on Ir(1 1 1), we have discovered that the
molecules exhibit a reversible dehydrogenation, allowing for a switch between
semiconducting molecules and minimalistic graphene nanoribbons, only one
aromatic ring wide.
Finally, a size-selected nanocluster source system will be described. In par-
allel with my research activity, I have been profoundly involved in the commis-
sioning of such a machine that is currently capable of producing size selected
nanoclusters. Metallic nanocluster physics is a subject that is also receiving
close attention from the scientific community since, when reduced to few tens
of Å in size, the electronic and geometrical properties of matter dramatically
depend on the precise number of atoms the objects are made of. The best
example in this respect is given by Au nanoclusters which are, by far, the most
investigated in the cluster family [11–13]. A precise control over the number of
atoms is therefore needed in order to properly characterize the cluster proper-
ties using experimental techniques that provide space-integrated information.
On the other hand, epitaxial graphene represents the ideal substrate for cluster
growth and characterization due to its chemical inertness and, is some case, of
the moiré corrugation, which is known to be useful as a template for patterned
growth [14].
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Chapter2
Experimental Section
The experimental side of surface science is riddled with technical difficulties,
but since its birth in 1926 with Davisson and Germer’s experiments [1], major
improvements in materials, pumping systems, and instrumentation have given
scientists unprecedented access to this incredibly rich world.
Ultra high vacuum (UHV) conditions are normally required for surface
science experiments, with pressures lower than 10−9 mbar ordinarily being em-
ployed. In this pressure regime, it is possible to prepare and maintain atomically
clean surfaces and avoid contamination during the data acquisition. Moreover,
these conditions are also required when using low energy electrons, or ions as
probes, in order to avoid scattering from residual gas molecules in the vacuum
chamber. The contamination of a surface can be qualitatively estimated by
considering the impinging rate and sticking coefficient of residual molecules in
gas phase. According to the Hertz-Knudsen formula, this is given by:
Φ = P√
2mkBT
(2.1)
where P is the pressure,m is the molecular mass of the gas, T is the temperature
and kB is the Boltzmann constant. Assuming the sticking probability (the
probability an impinging molecule has of being adsorbed) is 1 (often not too
far from the real value for many molecules on clean single crystal surfaces)
and a background pressure of 10−6 mbar, a sample with typical surface atomic
density would get covered by a complete layer of contaminants in about one
second. Therefore, in order to be able to perform measurements on a clean
surface for a useful amount of time, the background pressure is normally kept
in the 10−10 mbar range (or better). A stainless steel vacuum chamber and
an efficient pumping system is generally used to achieve this pressure, and a
bake-out procedure has to be carried out to induce water desorption from the
inner walls of the chamber, which would otherwise be the main contribution
to the residual pressure.
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Mean free paths (λ) for electrons or ions in the vacuum chamber of several
centimeters are, as already stated, necessary for most probing techniques. This
quantity λ depends on residual pressure by
λ = kBT√
2Pσ
, (2.2)
which gives, already for pressures in the 10−6 mbar range, a λ of hundreds of
meters (σ being the effective cross section in the classical theory for scattering
of rigid molecule), setting a much looser constraint on the pressure at around
10−4 mbar.
Besides UHV conditions, in-vacuum surface cleaning techniques are essential
to prepare samples for experiments, as surfaces which contain no more than
a few percent (and preferably much less) of contaminant species are needed.
The noble gas ions bombardment is by far the most widely used method to
achieve this in situ cleaning. However, one disadvantage of ion bombardment
is that the surface is left in a heavily damaged state, so that the surface must
be annealed to restore the long range order of the surface and to promote the
formation of large terraces.
Furthermore, to remove carbon contamination from Pt-group and other
transition metal surfaces, oxidation and reduction cycles are commonly em-
ployed. These are performed by heating the sample in an O2 atmosphere with
a pressure of the order 10−8 to 10−7 mbar. Then, to remove the adsorbed oxy-
gen, the same procedure is commonly performed in a H2 atmosphere in a similar
range of pressures. For these procedures, and for many other purposes, a gas
line equipped with several leak valves and gas bottles is commonly attached to
UHV chambers, and allows for such controlled gas leaks.
The measurements which will be presented and discussed in this thesis work
were performed mostly at the SuperESCA beamline and at the Surface Science
Laboratory at the Elettra synchrotron in Trieste, although some parts were
also performed at the Nanospectroscopy and BaDElPh beamlines of Elettra.
In the next sections both the experimental techniques and setups used will be
discussed in some detail.
2.1 The SuperESCA beamline
Elettra is a third generation synchrotron radiation facility located in Basovizza
(Trieste), optimized for the VUV and soft X-ray range. Synchrotron radiation
is generated by relativistic electrons when they are accelerated radially, thus
emitting a highly collimated photon beam in the tangential direction. The
electron bunches are generated in a short LINAC (Linear Accelerator) and
injected in a booster ring, from which they are eventually transported to the
storage ring at full energy. The storage ring is thus operated in top-up mode,
and is made up of different types of magnets (bending magnets, quadrupoles,
sextupoles and steering magnets) and includes some straight sections which
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usually host insertion devices. These are the primary sources of high brightness
X-ray beams. An example of insertion device is an undulator, which consists
of two periodic arrays of magnetic poles that force the incoming electrons to
follow a wiggling trajectory in such a way to irradiate.
Synchrotron radiation is much preferable to a conventional X-ray source,
since it is tunable and has a wide range of photon energies which are accessible
by properly adjusting the undulator gap and the monochromator. Moreover,
synchrotron radiation yields much higher brilliance (a high photon flux within
a narrow energy bandwidth and with a small angular divergence) and a high
degree of polarization. The insertion device used at the SuperESCA beamline [2]
is a high brilliance 46 mm period undulator made of two modules with 98
periods, that produces photons in the energy range 90-1500 eV. The radiation
generated by the undulator is pre-focused into the monochromator (a plane
grating Zeiss SX700) [3], and then re-focused on the sample by an ellipsoidal
mirror. The resolving power (E/∆E) of the monochromator is of the order
of 104 for hν < 500 eV. The experimental workstation consists of two UHV
chambers separated by a valve. The upper stainless steel chamber is used for
sample cleaning and preparation, while the second, lower chamber, is made
of µ-metal (the typical material of choice to screen the sample from stray
magnetic fields due to its high magnetic permeability) and is devoted to the
experimental measurements. A technical drawing of the experimental setup is
shown in Fig. 2.1.
The manipulator used for our experiments at SuperESCA has four degrees
of freedom (corresponding to the x, y, and z axes and to the polar angle θ)
and allows cooling the sample down to 25 K and heating it either by filament
radiation or by electron bombardment. The chamber is further equipped with
a quadrupole mass spectrometer and, of course, the electron energy analyzer.
The latter is a hemispherical PHOIBOS electron energy analyzer from SPECS
GmbH, with a mean radius of 150 mm, equipped with a locally made delay-
line detector. The electron energy analyzer is composed of two hemispherical
electrodes (of radius R1 and R2, respectively) kept at proper voltages (see
Fig. 2.2). It can be demonstrated that, if electrons enter the analyzer at a
radius R0, they are refocused after traveling 180◦ if they have energy E0 = eV0,
which depends on the potential difference between the hemispherical electrodes
and the radii of the electrodes by
V2 − V1 = 2V0R0R1 −R2
R1R2
(2.3)
In fact, electrons impinging normal to the entrance slit of the analyzer with
energy E0 follow a trajectory of radius R0 = (R1 +R2)/2, which allows them
to reach the exit slit and thus to be revealed by the detector, while electrons
entering with a different angle follow different paths, being refocused nonetheless
at the opposite end of the analyzer if their energy is E0. Electrons with less
energy fall short, while more energetic electrons will have a larger trajectory
radius. It is therefore possible to determine a dispersing (radial) and a non-
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Figure 2.1: Technical drawing of the SuperESCA end-station at Elettra. The syn-
chrotron radiation beam enters the experimental chamber on the right side, where
the electron energy analyzer is also visible (hemispherical structure). Recognizable
elements include the two-chamber structure, with the preparation chamber above the
experimental chamber, the manipulator, and the gas line.
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Figure 2.2: (a) Schematic illustration of a hemispherical analyzer. (b) Photograph
of the partially disassembled electron energy analyzer from SuperESCA with lenses
visible. (c) The top side of the detector, with the micro channel plate (MCP) visible.
Small wires spotwelded lengthwise 500 µm apart are used to correct the electric field
close to the MCP.
dispersing (tangential) direction at the analyzer exit, and if space-resolved
detectors are employed, it is possible to measure a complete spectrum in a
single shot.
The instrumental energy resolution of the device depends both on the
geometrical parameters of the analyzer and on the angular divergence of the
electron beam:
∆E = E0
(
w
2R0
+ α
2
4
)
(2.4)
where w is the average width of the entrance and exit slits, and α is the incidence
angle of the photoelectrons with respect to the normal of the entrance slit.
The choice of the pass energy E0 directly affects the spectral resolution. In
fact, a low pass energy improves the resolution, but the electron transmission
probability is damped, so that a compromise is actually required between a
high energy resolution and a good signal-to-noise ratio. Though the resolution
also improves with increasing R0, technical problems related to the dimensions
of the analyzer set an upper bound to the values of R0 which are actually
attainable. The electrostatic lenses in front of the analyzer perform a double
task: they collect the incoming photoelectrons from a large solid angle and
focus them into the entrance slit of the analyzer, and at the same time, they
slow down the electrons to the required kinetic energy E0. The electrons that
reach the exit slit are collected by a microchannel plate coupled to the detector.
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When acquiring spectra in sweep (or scanning) mode, the voltages of the two
hemispheres V1 and V2 (and hence the pass energy) are held fixed while the
voltage applied to the electrostatic lenses is swept in such a way that each
channel of the detector counts electrons with the selected kinetic energy for
an interval equal to a given time window. In order to drastically reduce the
acquisition time per spectrum, the snapshot (or fixed) mode can be used. This
method exploits the relation between the kinetic energy of a photoelectron and
its position inside the detector. If the energy range covered by the detector
is wide enough, and if the photoemission signal collected by a large number
of channels is sufficiently strong, it is possible to acquire a detector image,
thus obtaining a photoemission spectrum in one single shot. This allows to
drastically decrease the spectrum acquisition time as little as 400 ms [4] if
necessary.
2.2 High Resolution Core Level Photoelectron
Spectroscopy
The photoemission process from a solid sample takes place when a photon
with enough energy interacts with matter, causing an electron to be removed
from an atomic orbital, or from an electronic band, and to reach the vacuum
level with positive kinetic energy [5]. This experimental technique has been
developed in an analytical tool by K. Siegbahn, 1981 Physics Nobel Prize winner
for Electron Spectroscopy for Chemical Analysis (ESCA) [6]. The process has
been traditionally described according to a three step model, involving first the
optical excitation of the electron (Fig. 2.3), which, in a second step, propagates
to the surface, and finally escapes into the vacuum. The N -electron system is
thus left in a core-ionized state. Photoemission can take place either from the
valence band or from the core levels (Fig. 2.3), which generally show negligible
dispersion due to their highly localized atomic-like character. Soft X-rays (the
kind of radiation used at the SuperESCA beamline) are especially suitable to
probe the core levels of a solid. When a photoemission event takes place, the
following energy conservation law applies:
hν = |Evb |+ Ek (2.5)
where hν is the photon energy, |Evb | is the electron binding energy prior to
ionization, as calculated with respect to the vacuum level, and Ek is the kinetic
energy of the photoelectron. If the reference is taken with respect to the Fermi
level (as is conventionally done in photoelectron spectroscopy) |Evb | can be
replaced by the sum of the BE relative to the Fermi level, |EFb |, and the
sample work function, Φ0 (Fig. 2.4). When the electrons reach the analyzer,
their kinetic energy is altered by the difference in work function between the
analyzer and the sample. This is true if the analyzer and the sample are kept
in electrical contact, so that their Fermi levels align, and an electric potential
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Figure 2.3: Schematic picture from K. Siegbahn’s Nobel lecture [6] representing how
different X-ray sources can interact with different electrons in a solid.
difference will be present between the sample’s and the analyzer’s vacuum
levels. The kinetic energy of the electrons inside the analyzer can be written
as Ek,a = Ek + (Φ0 − Φa), giving an expression for the photoelectron binding
energy:
EFb = hν − Ek,a − Φa (2.6)
In principle, it is therefore enough to know the photon energy, the analyzer’s
work function, and to measure the kinetic energy to know the binding energy of a
photoelectron. In practice, the small errors encountered in this procedure render
this approach useless when measuring tiny binding energy shifts in core levels. It
is therefore necessary, if very high accuracy is needed, to also acquire a spectrum
of the Fermi level for each core level spectrum, so that a direct calibration can
effectively be carried out for each measurement. When measuring both the core
level and the Fermi level spectrum, it is straightforward to find the binding
energy of the photoelectrons that give origin to a photoemission peak.
One of the fundamental properties of X-ray photoelectron spectroscopy is
its chemical sensitivity. First of all, the photoelectron binding energies are a
clear fingerprint of the elements present in the sample. Moreover, the chemical
environment (the type of bonding, the presence of adsorbates or the oxidation
state etc.) experienced by the electron prior to the photoemission event affects
its BE resulting in a characteristic chemical shift that can be accurately pre-
dicted by Density Functional Theory (DFT) calculations. Therefore core level
spectra convey a significant amount of information about the nature of the
system under study especially when backed by numerical calculations.
Another remarkable property of photoelectron spectroscopy is its innate
surface sensitivity. This is better understood by considering the universal curve
of the electron inelastic mean free path, reported in Fig. 2.6. As can be seen
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Figure 2.4: Energy diagram for the photoemission process. The emitted electrons
show a widening of what would otherwise be delta peak functions due to limited
lifetime effects and other contributions discussed in the text.
from the graph, by tuning the photon energy it is possible to maximize the
surface sensitivity by selecting emitted electron kinetic energies between 50
and 100 eV, in the minimum of the universal curve, ensuring mean free paths
limited to a few Å. This means that detected photoelectrons in that energy
range mostly originate from the first few layers of the solid, hence giving
photoelectron spectroscopy its usefulness as a primary tool for investigating
the electronic structure of thin films and solid surfaces and interfaces.
From the theoretical point of view, the photoemission process is generally
described in a semiclassical approach, where the electromagnetic field is still
treated classically, while the solid is described in quantum mechanical terms.
The one-particle Hamiltonian for an electron subjected to an electromagnetic
field is given by:
i~
∂ψ
∂t
=
[
1
2m
(
pˆ− e
c
Aˆ
)2
+ Vˆ
]
= Hˆψ (2.7)
where ψ is the electron wave function, Aˆ is the vector potential of the electro-
magnetic field and Vˆ is the unperturbed potential of the solid. In the Coulomb
gauge ∇ · Aˆ = 0, and the vector potential commutes with the momentum
operator ([pˆ, Aˆ] = 0), so that the expression in brackets simplifies to:(
pˆ− e
c
Aˆ
)2
= pˆ2 − 2e
c
Aˆ · pˆ+
(e
c
)2
Aˆ2 (2.8)
The quadratic term in Aˆ can be neglected, since its contribution under nor-
mal experimental conditions is typically one order of magnitude smaller than
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the first term. Following a first-order perturbation approach, the one-electron
Hamiltonian can be split into two terms, an unperturbed Hamiltonian Hˆ0, plus
an interaction Hamiltonian Hˆ ′, which accounts for the effects of the electro-
magnetic field:
Hˆ ′ = − e
mc
Aˆ · pˆ (2.9)
Time-dependent perturbation theory applied to harmonic perturbations allows
us to express the transition rate between the initial state ψi and the final state
ψf by the Fermi Golden rule:
Wi→f ∝ 2pi~ |〈ψf |Hˆ
′|ψi〉|2 δ(Ef − Ei − hν) (2.10)
where Ei and Ef are the eigenvalues of the unperturbed Hamiltonian in the
initial and final state, respectively, and hν is the photon energy.
2.3 The Surface Science Laboratory
Figure 2.5: The experimental chamber of the Surface Science Laboratory. Seen from
above in the left image, counterclockwise from the left, the sputter gun, the Mg-Kα
X-ray source, the electron energy analyzer, the Fisons LEED with image acquisition
hardware, and the Omicron SPA-LEED. On the right, seen from the side, the X-ray
source and the electron energy analyzer are visible in the right portion of the image.
The experimental chamber of the Surface Science Laboratory is primar-
ily devoted to LEED/SPA-LEED and conventional XPS (X-ray Photoelec-
tron Spectroscopy)/XPD(X-ray Photoelectron Diffraction) measurements. It
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is equipped with two X-ray sources, an Al-Kα and a Mg-Kα (which generate
X-ray radiation at hν = 1486.6 eV and 1253.6 eV, respectively), and with a
hemispherical electron energy analyzer (with mean radius of 150 mm) which
collects the photoelectrons emitted from the sample in XPS and XPD exper-
iments. In addition, a quadrupole mass spectrometer residual gas analyzer
(RGA) allows Temperature Programmed Desorption (TPD) (also known as
Thermal Desorption Spectroscopy) experiments to be performed. The chamber
has a highly flexible configuration, owing to the presence of a remote controlled
rotating flange, which allows sample movement and alignment in front of the
instruments which are mounted on the different flanges of the chamber (LEED,
SPA-LEED optics, sputter-ion gun, X-ray sources, RGA). Fig. 2.5 shows a top
and a side view of the chamber.
The specimen can be heated either by direct radiation from the tungsten
filaments behind or by electron bombardment. In this case a bias is applied
between the filaments and the sample in such a way to accelerate the thermion-
ically emitted electrons from the filaments towards the sample. This mounting
allows to heat the sample to high temperatures (in our case, up to 1400 K)
while keeping a very good background pressure.
A gas line allows for oxidation/reduction cycles to be performed, and re-
action gases to be dosed in the UHV chamber in a controlled manner. For
oxidation and intercalation experiments at high pressures, an oxygen doser al-
lows for pressures of the order of 1× 10−3 mbar to be applied in the proximity
of the sample while keeping pressures in the rest of the UHV chamber at a
level turbomolecular pumps can tolerate.
2.4 Low Energy Electron Diffraction
Low Energy Electron Diffraction (LEED) is an experimental technique used to
investigate the surface structure of materials with long-range order. Its serendip-
itous discovery by Davisson and Germer dating 1927 [1] was not reproduced for
many years due to inadequate vacuum techniques and slow detection methods.
Eventually, in the 1960s, this powerful technique has been reconsidered and is,
even today, one of the most commonly employed tools for the investigation of
ordered surfaces owing to its wide range of applicability, its relatively low cost
and because it requires only a UHV chamber and the device itself to be used.
The high degree of interaction that slow electrons have with matter makes the
data obtained with this probe often very difficult to completely explain from
simple models, nonetheless potentially bearing incredibly exhaustive descrip-
tions of the analyzed systems.
The investigation of diffraction patterns through low energy electrons (20-
400 eV) allows, by analyzing the direction and intensity in which these are
scattered, the investigation of long-range order in the surface. In addition, with
an approach based on the dynamic theory, it is possible to reconstruct the
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Figure 2.6: Universal curve of the electron inelastic mean free path (MFP). The
minimum in MFP is in the range 50-500 eV, and is where maximum surface sensitivity
can be achieved.
precise geometric structure of the studied surface, and to obtain information
on the bond lengths and the expansion or relaxation effects on the surface. The
surface sensitivity is guaranteed by the mean free path of the electrons within
the solid being analyzed, which is less than 10 Å in the considered energy
range (Fig. 2.6). In the single scattering approximation (kinematic theory), the
electron is represented by a plane wave which, interacting with the surface, can
be diffracted along preferential directions that satisfy the Laue condition:
kin − kout = ∆K ∈ G (2.11)
where kin and kout are the incoming and outgoing wave vectors, ∆K is the
scattering vector, and G is the reciprocal lattice. This condition can be inter-
preted through the geometric construction of the Ewald sphere (Fig. 2.7). For
a 2D surface in 3D space, reciprocal lattice points are distributed along rods
perpendicular to the crystal surface in correspondence to the points of the
2D reciprocal lattice. The points of intersection between these lines and the
Ewald sphere, the radius of which depends on the modulus of the k-vector of
the incident electrons, determine the direction of the scattered electrons.
A typical LEED apparatus is presented schematically in Fig. 2.8. A heated
filament emits electrons, which are collimated by a system of lenses and then
accelerated to the desired energy towards a drift tube. Once the collimated
monochromatic beam reaches the sample, the electrons are backscattered from
the surface and then collected. A first grid, which is grounded to the same
reference as the sample, is placed to screen electrostatic potentials and allows the
electrons to propagate into a field-free region, preserving angles and trajectories
of the backscattered electrons. A second grid is placed at a potential only slightly
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Figure 2.7: A slice of the Ewald construction for 2D surfaces in 3D space. The
reciprocal lattice points are distributed along rods perpendicular to the ordered
surface. In the LEED geometry, kin is held fixed, while multiple kout are detected at
once. Only the ones crossing reciprocal lattice rods give rise to diffraction maxima.
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lower from that of the electron gun filament to reject electrons resulting from
inelastic scattering events. Elastically scattered electrons, after passing a second
grounded grid, are instead allowed to accelerate to a fluorescent screen by a
positive potential of a few kilovolts, creating a visible diffraction pattern which
is then recorded by a CCD camera placed on the air side of a window.
The resolution in k-space of a LEED system is directly linked to the size in
real space of the electron beam when it reaches the phosphor screen, which is
therefore the determining factor for the transfer width (TW) of the instrument.
The TW is the largest average domain size the particular LEED system can
detect on a surface at a given energy. Normally, larger average domain sizes
give sharper diffraction spots, according to FWHM = 2pi/D, so that the full
width half maximum of the diffraction peak (FWHM) is inversely proportional
to the average domain size D. But this is only true until the instrumental
resolution is reached, therefore giving a lower limit on the spot size, and an
upper limit to the detected average domain size that can be detected. The two
main contributions to the TW are the electron beam angular divergence and
its energy spread. Normally, in LEED experiments the TW is of the order of
100Å.
Both the SuperESCA and the Surface Science Laboratory are equipped
with a LEED apparatus.
Sample
Suppressor
2/3 kV
Grid
Grid
Collector
(fluorescent screen)
Drift tube
Filament
Figure 2.8: Typical LEED apparatus schematic. A hot filament produces electrons by
thermionic emission. These are accelerated and focused by a set of electrostatic lenses
and sent on the sample surface. After surface interaction, a series of grids suppresses
ineastically scattered electrons and accelerates the residual ones towards a phosphor
screen.
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2.5 Spot Profile Analysis - Low Energy Elec-
tron Diffraction
Spot Profile Analysis - LEED (SPA-LEED) is, like LEED, a technique that
allows diffraction patterns generated by low energy electrons impinging on long
range ordered surfaces to be measured. However, a number of modifications
allow for technical advantages which render it a very useful complement to
conventional LEED. The most prominent difference with respect to LEED
is in the way the image is generated: the diffraction pattern is effectively
scanned in a way equivalent to changing the azimuthal and polar angles of the
sample, but by using a set of electrostatic deflection plates instead so that no
mechanical movement is necessary. The image is scanned over a detector that
is not the usual phosphor screen, but is a channeltron with a small (100µm)
aperture in front of it. This and several other differences give the SPA-LEED a
transfer width of about 1000Å, a dynamic range of 106 with a linear response
(as opposed to dynamic ranges of 103 and nonlinear response of phosphor
screen/CCD camera systems), and the possibility of observing the (0,0) spot at
normal geometry, which is normally covered by the electron gun in conventional
LEED systems. On the other hand, acquisition times are one order of magnitude
slower, rendering it, for many aspects, a complementary technique to LEED.
+
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Figure 2.9: Schematic side view of a SPA-LEED system. (a) Channeltron detector,
(b) electron gun, (c) first section, (d) second, grounded section, (e) third section, (f)
entrance lens, (g) sample. In the image, a particular deflection condition has been
frozen in time so that the plates in the first section have an electric field pointing up,
while the plates in the third section have an electric field pointing down. The complete
system has 8 plates around the central axis (dashed line) that display variable electric
fields as the reciprocal space is scanned.
The machine consists of an electron gun, three sets of eight electrostatic
deflection plates, an entrance lens, and a detector (see Fig. 2.9). The deflection
plates are arranged and operated so that, to a very good approximation, it
is possible to scan the angle of incoming and outgoing electrons from the
sample, while keeping the location where they impinge on the sample and
the angle between them fixed. This is accomplished by creating electrostatic
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potentials that cause an S-shaped trajectory in the electron beams. To better
understand the mechanism, it is useful to consider the 2D case, schematized in
Fig. 2.9. Neglecting edge effects, if the deflection plates have electrical potentials
applied as in the figure, electrons emitted from the electron gun will move in
three separate constant electrical potential zones (with the second one always
grounded), and will have parabolic trajectories in regions where an electric field
is present, linear ones where the field is null. The three sections are arranged as
follows: in the first, a uniform electric field is present. This causes a deviation
in the electron paths in a direction opposite to the electric field. In the second
section, a zone with no field is encountered, so that edge effects are minimized.
In the third section, an electric field proportional to the first but opposite in
direction brings the electron beam back towards the central axis of the system.
If the proportionality constant between potentials in the first and third section
is kept fixed, the position where the central axis is crossed is independent of
the choice of voltage on the plates, and corresponds to the optimal position
for sample placement. The specific S-shaped trajectory followed will obviously
depend on the choice of voltage on the plates.
For backscattered electrons the process is quite similar: only the ones that
follow a specific trajectory will reach the point detector. This trajectory is such
that, for small distances of the detector from the electron source, the angle
between the electrons that reach the detector and the ones coming from the
source is almost constant, independent of deflection voltages. Thus, in the 2D
case, just one parameter, the voltage of the first set of deflector plates, univocally
determines the incoming and outgoing k vectors for electrons on the crystal
surface. To deflect electron beams in a similar way but in 3D, it would be
necessary to generate electric fields at arbitrary angles around the longitudinal
axis of the instrument. This can be achieved by having multiple plates for each
of the three sections around the longitudinal axis, and defining appropriate
voltages on each deflecting plate. In commercial SPA-LEED systems there are
eight such plates for each section, giving the possibility of defining a uniform
electric field with an arbitrary direction in each of the two active sections with
only small distortions. To set the voltages appropriately on all the deflection
plates, only two potentials (for two orthogonal directions) are actually needed:
dividing resistors can take care both of the proportionality between the first
section’s voltage and the third’s, and the distribution of the voltages on the
eight plates of each active section. Therefore, in 3D, to any set of two voltages, if
the beam energy is fixed, one can univocally associate a specific wavevector kin
to electrons impinging on the sample and a specific kout to electrons reaching
the detector. If one records the intensity of the electron beam reaching the
detector for every set of deflecting voltages, it becomes possible to generate
images that map the reciprocal space.
This setup gives specific conditions for diffraction maxima of detected elec-
trons, which are different from the LEED case. Now, kin can have any angle,
but kout is fixed at a definite angle with respect to kin. When the Laue con-
dition is met for a specific kin and kout, the detector will register an intensity
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Figure 2.10: The modified Ewald construction for the SPA-LEED. In this case,
the angle between kin and kout is kept fixed. When the vector difference (thin lines
radially placed in the sphere) touches a reciprocal lattice rod, the diffraction condition
is met and, for such a deflection, a diffraction peak will be observed.
peak. To better visualize this, it is possible to build a modified Ewald con-
struction (Fig. 2.10). This is quite similar to the LEED case, but for any given
wavenumber, the radius of the modified Ewald sphere will be almost double
because of the small angle between kin and kout: this allows diffraction images
or profiles to map the reciprocal space at almost fixed k⊥.
The large transfer width of the instrument is given mainly by two factors.
One is the entrance lens, which is an Einzel lens that allows to focus on the
detector the image of the virtual source, so the normal divergence of an electron
gun can be corrected. In fact, the lens is such that the electrons impinging on
the sample are parallelized, and the image generated by the returning electrons
can be as small as the size of the virtual source. Furthermore, since the electron
source is a LaB6 crystal, the energy spread of the electron beam is usually
around 0.4 eV [7]. This material’s thermionic emission has exceptional qualities,
which exceed those of tungsten and even thoriated tungsten filaments. The
work function is much lower compared to W (2.7 eV for LaB6, 4.5 eV for W [8]),
and although the work function is similar to Th−W, the brightness is 9.7 times
higher for LaB6. This small energy spread allows for a further increase in TW
that, having been improved both in energy spread contribution and angular
spread contribution, is 1 order of magnitude better than for LEED.
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2.6 Data Analysis
2.6.1 Low energy electron diffraction data analysis
Low energy electron diffraction data can be used as a probe for long-range
order in surfaces, and is an essential tool for interpreting XPS spectra. These
diffraction images can give a wealth of data on the surfaces being investigated,
but even a very simple analysis can yield important information. The data
extracted from LEED images in this work was mostly derived from spot position
or spot shape.
In order to find spot positions for sharp spots, it is often sufficient to find
the best-fitting 2D Gaussian to a given set of pixel values in an appropriate
range around any particular diffraction spot, even though the spot’s intensity
distribution is not Gaussian. A standard χ2 minimization algorithm can be used.
The function used for fitting is given by the sum of a 2 dimensional Gaussian
and a plane, used to give a first order approximation to the background. The
intensity of the spot is taken to be proportional to the integral of the Gaussian.
The Gaussian fitting is not ideal for LEED spots in general, as these do not
usually have a pure Gaussian shape. Nevertheless, a Gaussian approximation to
peaked functions can be used, as is supported by the small, mostly modulation-
free residues obtained in most cases.
On the other hand, to extract data from the spot shape, it is usually much
preferable to analyze line profiles going through the peaks at different, high
symmetry directions. This is because diffraction peaks can often be fitted by a
Voigt function, the Gaussian width being related to the experimental contribu-
tion to the spot shape (and therefore to the transfer width), the Lorentzian to
the average size of the ordered domains.
More data can be, in principle, extracted from the spot shape, but technical
limitations in the device render such refined analysis fruitless, mostly because
of the relatively small transfer width. Many more details can be understood by
using the SPA-LEED instrument, that has unmatched capabilities in acquiring
data for determining the details of spot profile shapes.
Dewarping
LEED and SPA-LEED images must also be corrected prior to analysis, if large
portions of the image are relevant (as in finding spot distances, or analyzing
particularly large spots), since distortions induced by the fact that a spherical
screen is projected on a flat CCD sensor (even in the best case scenario of no
lens distortions) for the LEED instrument or by inhomogeneities in the electric
field in the case of the SPA-LEED can be corrected by using a calibrated grid
and applying a dewarping procedure to each of the acquired images. This is
necessary if relative distances between diffraction spots are of interest, and
can reduce the systematic error to about 1% in relative distances. This is
usually the dominant factor in distance evaluation, since 2D Gaussian fits in
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a small interval about the diffraction spots give errors at least one order of
magnitude better. The fitting algorithms can also give quantitative information
on spot intensity as a function of any parameter, including electron energy (for
LEED-IV curves) or annealing temperature.
2.6.2 X-ray Photoemission data analysis
Regarding XPS data, real measurements have a spectral line width that is
broadened by core-hole lifetime (τ). Assuming an exponential decay, it is pos-
sible to show that the theoretical spectral line shape can be described by a
Lorentzian distribution:
I(E) ∝ Γ/2(E − EB)2 + (Γ/2)2 (2.12)
where Γ is the Lorentzian Full Width Half Maximum (FWHM) and is related
to τ . The photoemission event leaves the atom in a highly excited core-hole
ionized state, from which it can decay radiatively (by fluorescent emission) or
non-radiatively (typically via an Auger process). Besides the aforementioned
Lorentzian broadening, photoemission spectra are also affected by a Gaussian
broadening, which contains three main contributions, namely the experimen-
tal energy resolution, the inelastic scattering caused by exciting or absorbing
phonons, and the inhomogeneous broadening. The first effect accounts for the
non perfect monochromaticity of the photon beam, which results in a finite
bandwidth, and by the limited resolving power of the electron energy analyzer.
The vibrational broadening is produced by the excitation of low energy vibra-
tional modes both in the initial and in the final state. Finally, an inhomogeneous
contribution may originate from the presence of unresolved core level shifted
components in the spectrum. The Gaussian contribution to the experimentally
observed broadening can be expressed as:
IG(E) =
I0
σ
√
2
exp
(
− (E − EB)
2
2σ2
)
(2.13)
An accurate description of the line shape of photoemission peaks was formulated
by Doniach and Šunjić [9], who elaborated a modified Lorentzian distribution
function by including an asymmetry parameter α (also called Anderson sin-
gularity index) which accounts for the excitations of electrons from filled to
empty states close to the Fermi level. The Donjach-Šunjić (D-S) line shape is
expressed as:
IDS = I0
ΓE(1− α)[
(E − EB)2 − (Γ/2)2
](1−α)/2 ξ(E) (2.14)
where ΓE is the Euler Gamma function (and is independent of the energy), and
ξ(E) = cos
[
piα
2 + (1− α) arctan
(
E − EB
Γ/2
)]
(2.15)
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All the spectra presented in this thesis work were fitted using a D-S profile
convoluted with a Gaussian distribution function to take into account all other
possible spectral broadening effects previously described.
In some cases, it is necessary to include a Shirley background [10]. This is,
like the D-S, a semi empirical function proportional to the peak integral, which
effectively describes a step-like behavior in the background commonly observed
on the two sides of photoemission peaks. In the original implementation, an
iterative procedure was used to integrate only the signal originating from the
peak, and not from the background itself. This procedure commonly converges
within 10 iterations, but gives unsatisfactory results in the case a small interval
around the core level peak is available in the data, as is often the case. A much
more practical approach is to include such a background proportional to the
D-S function integral in the fitting function, where no iteration is necessary,
since the analytical D-S function is already known and does not need to be
separated from the background contribution.
All core level spectra were collected along with their Fermi level and rescaled
by the Fermi energy. This has been calculated by a fit with a Fermi-Dirac
distribution function convoluted with a Gaussian of the spectrum generated
by electrons excited from the Fermi level.
2.6.3 Analysis of the DFT Calculations Results
The DFT results presented throughout the thesis, performed in collaboration
with two different groups, have been carried out using the CP2K code (calcula-
tions by Prof. Lev Kantorovich’s group, illustrated in Ch. 3) or the VASP code
(calculations by Prof. Dario Alfè’s group, all other cases). The results of the
numerical calculations have often been essential for the interpretation of the
experimental results, and they have been exploited in many ways, most notably
by using the calculated core electron binding energies to interpret experimental
XPS spectra. In all cases, the starting point for all the numerical calculations
presented in this thesis has been to find the relaxed structures, which are closely
related to the expected geometry for the adsorbed graphene-like systems. The
relaxed structures themselves can aid in determining what the shifts in core
electron binding energy are due to, and they can also give important informa-
tion on why the systems behave like they do, allowing a critical interpretation
of the numerical results.
For this reason, in cases where the structural information was relevant, the
atomic coordinates resulting from the relaxed structures were analyzed with
the aim of finding two important parameters for adsorbed carbon atoms. First
of all, the distance of each carbon atom from the surface can give quantitative
information on the degree of interaction with the substrate, therefore helping
to determine if a core electron binding energy shift is correlated to the atom-
substrate distance. This parameter was determined by first calculating the
average first substrate layer z coordinate (the DFT calculations are performed
using a slab geometry). It is then straightforward to determine the distance of
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an atom from the surface plane once its coordinates are known. The next index
that was analyzed, in the case of graphene-like adsorbates, is the average C-C
distance for each C atom. This parameter gives a good indication of the local
strain, which is another structural parameter that can influence core electron
binding energies. The average C-C distance is calculated by averaging all the
nearest neighbor distances for every C atom, and is the result of an average of
one to three values, depending on coordination. Finally, correlation diagrams
are constructed by using the core electron binding energy and the two structural
parameters as variables. These can in some cases give insight to the origin of
the observed behaviors, and they can reveal any clustering that takes place in
the parameter space, allowing the identification of different families of atoms.
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Chapter3
Ethylene thermal decomposition
on the Ir(1 1 1) surface
Temperature Programmed Growth (TPG) of graphene on the Ir(1 1 1) surface
by using ethylene as a precursor molecule is known to give an exceptional qual-
ity graphene single layer [1–4]. This process, where the precursor molecules are
adsorbed at room temperature and subsequently heated to promote dissociation
and graphene nucleation for several times in adsorption-dissociation-growth
cycles, is often preferred to growth at a fixed temperature for high quality
graphene monolayers on transition metal surfaces [1, 5, 6]. In the case of TPG
on Ir(1 1 1) using ethylene as the precursor, ethylene is efficiently converted to
graphene, and Smoluchowski ripening of graphene clusters originating at step
edges [2] gives an almost complete graphene layer itself with a single orien-
tation and with a very low density of defects. For this reason, we decided to
study the initial steps of this process, where the ethylene molecules undergo
several chemical reaction steps that will eventually generate carbon atoms, the
building blocks necessary for graphene growth. We employed high-resolution
X-ray Photoelectron Spectroscopy (XPS) and Temperature Programmed XPS
(TP-XPS [7]), along with calculations of core level binding energies, to identify
the surface species and their evolution as the surface temperature is increased
from 90 K to 1050 K, where graphene formation is spectroscopically observed.
This approach, where XPS spectra are compared to DFT calculation for the
corresponding core levels, can greatly aid in giving further insight to measure-
ments performed without such knowledge [8], but is not always straightforward,
as some chemical species may have core level binding energies that overlap or
are closely spaced. If the high spectral resolution of synchrotron based XPS is
not sufficient to unequivocally assign all spectral components, calculations for
the vibrational spectra can, in some cases, be performed for the unambiguous
spectral identification of chemical species containing, for example, C-H bonds
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that generate vibrational replicas in the photoemission spectra. In this experi-
ment, a collaboration was undertaken with Prof. Lev Kantorovich’s group at
King’s College London. They performed numerical calculations for the adsorp-
tion energies of all possible C2H4 dissociation products, C 1s core level binding
energies, and dissociation barriers for all these species, and vibrational energies
for the core-excited states of relevant molecules.
3.1 Photoemission experimental results
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Figure 3.1: (a) Time Resolved XPS series for C 1s core levels during ethylene uptake
at 90 K. (b) The same data, but displayed as a waterfall plot with only 1 in 7 spectra
shown. The three spectra highlighted in red correspond to the three coverages used
throughout the experiment. The labels designate the components as identified in the
text.
The procedure used for cleaning the Ir(1 1 1) surface is described in Ch. 2,
and all XPS spectra have been acquired with 400 eV photon energy at normal
emission. In all our experiments, the Ir(1 1 1) surface was exposed to ethylene
(partial pressure between 1× 10−9 and 2× 10−9 mbar) at 90 K. The sample
was then heated with a temperature ramp of 1.5 K/s. In the first part of our
investigations, we measured coverage and temperature dependent C 1s XPS
spectra to follow the evolution of the system as a function of coverage and
temperature, thus providing a first qualitative insight into the chemical envi-
ronment at each step of the adsorption and dissociation processes and the role
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of the ethylene surface coverage. In a second stage we measured high resolution
C 1s core level spectra after annealing the system to specific temperatures, se-
lected on the basis of the TP-XPS results. Such high resolution, high statistics
measurements have been necessary because of the multitude of relevant chemi-
cal species that, in principle, could be found on the surface in the dissociation
process. Most of the reaction products, due to the nature of the experiment,
are expected to be somewhat similar to each other, as only small changes are
made to the molecules at each step of the reaction. In many cases, the chemi-
cal environment seen by each individual carbon atom is only slightly perturbed.
The C surface concentration for the three coverages studied were estimated
by comparing the C 1s core level intensity to the same spectrum acquired for
monolayer graphene on Ir(1 1 1) [9], so that 1 monolayer (ML) is equivalent to a
C atom surface density of 1.57× 1015 cm−2. Fig. 3.1(a) shows a time resolved
series of C 1s core level spectra acquired during ethylene exposure at 90 K.
At the beginning of the uptake we observe two components at binding ener-
gies (BE) of 283.3 eV (a1) and 283.8 eV (a2) (see Fig. 3.1(b)). Their intensity
increases coherently with increasing exposure, preserving a constant intensity
ratio and BE difference. This behavior can be interpreted in terms of the pres-
ence of a single adsorbed molecular species with two non-equivalent C atoms,
suggesting that the C-C bond is preserved after adsorption. By observing the
time resolved XPS spectral series during ethylene adsorption, we were able
to detect, above 0.06 ML, the appearance of a new doublet at lower BE due
to a different C2Hm species. While the peak at 282.7 eV (b1) can be easily
distinguished, the second peak (b2) is partially hidden by the a1,2 components,
and results in a spectral shoulder slightly above 283 eV. With a further increase
in the C2H4 exposure, at 0.6 ML, a new broad feature can be observed at BEs
higher than 284 eV (ml). The observation that in the absence of ethylene flux
its intensity rapidly decreases is consistent with the presence of ethylene multi-
layers. This behavior is expected for weakly interacting species at the condition
of surface adsorption-desorption equilibrium [10]. In light of the uptake kinetics,
we carried out TP-XPS experiments for three different initial ethylene expo-
sures (highlighted in red in Fig. 3.1), corresponding, from the bottom to the
top, to the presence of just the first a1,2 spectral doublet (0.05 ML), to a mix of
the two doublets (0.12 ML), and to the saturated surface, before the multilayer
growth (0.60 ML), respectively.
In Fig. 3.2(a-c) we report the 2D plots corresponding to the TP-XPS C 1s
spectral series acquired during annealing from low to high temperature. The
chemical evolution occurring at the surface is reflected in strong BE shifts and
modifications of the C 1s core level line shape. In particular, we observe sharp
transitions at about 250 K, 380 K and 500 K (high coverage series), while at
high temperature (T = 800 K) the C 1s spectrum smoothly becomes narrower
and moves to a higher BE, displaying a line shape which is compatible with the
presence of carbon nanodomes [9]. At the highest temperatures, above 900 K,
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Figure 3.2: Plots of the TP-XPS measurements performed for ethylene adsorbed
on the Ir(1 1 1) surface. In these 2D plots, each horizontal line is an XPS spectrum
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the appearance of a spectral component at a BE of 284.1 eV is observed, which
is the fingerprint of the initial nucleation of graphene islands on Ir(1 1 1) [8, 9].
Most importantly, the C 1s core level evolution is only slightly influenced by
the initial C coverage. In fact, the qualitative behavior is similar for the three
selected coverages; only the temperature range of each transition is slightly
modified, especially for the lower coverage.
The most important spectral change in the low temperature range T1 (Fig. 3.2(c))
is the decrease of the b1,2 components, which transform into a1,2. This suggests
that, at T = 90 K, the lower BE doublet can originate from ethylene species
that adsorb without dissociation on the empty sites of the surface initially cov-
ered with dissociated CnHm species, and that complete depletion of C2H4 takes
place only above 200 K. The TP-XPS spectra are more complicated to interpret
in the temperature ranges T2 and T3 (Fig. 3.2(c)) because of the overlap of
spectral features originating from non-equivalent C atoms of different CnHm
species with other components due to vibrational splitting.
Indeed, it is known that, when measured with high resolution, the C 1s core
level spectra of small hydrocarbon molecules can display vibrational fine struc-
ture due to the excitation of C-H vibrational motion in the final state [11, 12].
For this reason, we performed low temperature, high statistics and high resolu-
tion C 1s photoemission experiments after annealing the high coverage ethylene
structure at increasing selected temperatures. The results, when combined with
DFT calculated C 1s core level shifts for different chemical species, enabled
us to make an accurate interpretation of the different spectral components
and their evolution with temperature (see Fig. 3.3(a)). Also, by comparing
the high resolution spectra acquired before and after annealing, no significant
decrease in C 1s total area was detected. This signifies, in agreement with
existing Temperature Programmed Desorption (TPD) measurements [13], that
no C containing fragments desorb from the surface, and that the major peak
detected by the mass spectrometer, corresponding to H2, accounts for most
of the desorption products. In fact the C-containing fragments are expected
to be tenaciously held by the Ir(1 1 1) surface [13]. This is also in agreement
with the relevant dissociation products adsorption energies calculated in the
present study, all of which were found to be greater than 2.9 eV, suggesting
none of the intermediate species we observe should desorb. This behavior is
clearly different from what is observed in a similar experiment on Pt(1 1 1),
where many of the dissociated hydrocarbon fragments have been detected also
in TPD experiments [14].
To assess the geometrical structure of our system, we also performed low-
energy electron diffraction (LEED) measurements. Fig. 3.4(a) shows a LEED
pattern acquired after ethylene deposition at 90 K up to saturation, followed by
annealing at 340 K. Besides the diffraction spots originating from the Ir(1 1 1)
substrate (black), we observe an additional set of spots related to the superstruc-
ture formed by the adsorbed molecules (red, cyan and yellow). The diffraction
34 3.1 Photoemission experimental results
286 285 284 283 282
Binding Energy (eV)
E = 405 meV
b
P
ho
to
em
is
si
on
 In
te
ns
ity
286 284
0.01.02.0 -1.0
282
Binding Energy (eV)
DFT core level shifts (eV)
A
nnealing Tem
perature (K
)
1133 K
843 K
673 K
563 K
443 K
323 K
 193 K
123 K
a
C2H4
CH2C
CHCH
CH3C
CH
CC
C
Figure 3.3: High-resolution and high-statistics XPS spectra acquired after annealing
the ethylene covered substrate to selected temperatures. In (a), from the bottom
upwards, spectra acquired after exposure at 90 K, and after annealing at increasing
temperatures. The DFT calculated BEs for the species (shown on the left with
different colors) found to be present on the surface have been marked with the same
color ticks. In (b), a fit of the spectrum acquired after annealing the system to 323 K is
shown. This spectrum shows, besides the main adiabatic peak, a series of vibrational
replicas, whose splitting was found to be 405 meV. A small amount of CH (blue peak)
is also detected.
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Figure 3.4: (a) LEED pattern acquired at 55 eV after ethylene deposition (0.61 ML)
and annealing to 340 K, (b) real space model and (c) simulated diffraction pattern
for a c(4× 2) superstructure with three rotated domains.
pattern is interpreted in terms of a c(4 × 2) structure, with three differently
oriented domains, as shown in Fig. 3.4(b, c).
3.2 Interpretation of C 1s core level spectra
In order to give a detailed interpretation of the many components observable in
the C 1s spectra during the annealing ramps, and hence to be able to deduce the
ethylene to carbon conversion mechanism, we relied on DFT calculations made
for the C 1s core level BEs for all the possible CnHm species (see Table 4.1),
including final state effects due to the core-hole screening. The results in Fig. 4
show the relative core level shifts, reported with respect to molecular ethylene
adsorbed on Ir. Although these chemical shifts can be as large as 1.2 eV, it is
often the case that they are much more closely spaced. Correspondingly, high-
resolution and high-statistics C 1s core level spectra have been acquired after
annealing to selected temperatures (see Fig. 3.3(a)). The temperatures have
been chosen from the TP-XPS data to be representative of the temperature
ranges shown in Fig. 3.2(c). Furthermore, Nudged Elastic Band (NEB) [15–17]
calculations were performed between the most stable molecular species and all
possible reaction products, so that direct and reverse reaction barriers were
found (see Table 3.2 and Fig. 3.5), allowing the experimental data to be criti-
cally interpreted.
Note that, due to the nature of the method used for calculating the core
levels [18], only relative BEs are of significance; hence an alignment of the DFT
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Ethylene fragment Chemical Shift (eV)
CH2 0
CH2CH 0.03, 0.30
CH3CH 0.62, 0.32
CH3C 1.08, 0.88
CH3CH2 0.41, -0.14
CH2C 0.55, 1.04
CHCH 0.69
CHC 1.16, 1.27
CC 0.96
CH3 -0.41
CH2 0.01
CH 0.59
C 0.45
Table 3.1: Theoretical chemical shifts for the C 1s core levels of all relevant dissoci-
ation products of ethylene
Figure 3.5: Possible reaction steps considered for the conversion of ethylene into
atomic C. Upward and downward diagonal arrows represent hydrogenation and dehy-
drogenation reactions, respectively, while the horizontal arrows show isomerization
processes. C-C breaking reactions (labelled as CB) are indicated beneath each species
with small vertical arrows.
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Reaction Ef Eb
1 CH2CH2 −−→ CH2CH+H 0.39 0.58
2 CH2CH2 +H −−→ CH3CH2 0.70 0.35
3 CH2CH −−→ CH2C+H 0.34 0.59
4 CH2CH+H −−→ CH3CH 0.64 0.27
5 CH3CH2 −−→ CH3CH+H 0.33 0.49
6 CH3CH2 +H −−→ CH3CH3 2.16 –
7 CH2C+H −−→ CH3C 0.84 0.99
8 CH3CH −−→ CH3C+H 0.46 1.48
9 CH2CH2 −−→ CH3CH 1.39 1.20
10 CH2CH −−→ CH3C 1.37 2.01
11 CHC+H −−→ CH2C 0.54 1.17
12 CHC −−→ C−C+H 1.23 0.65
13 CHCH −−→ CHC+H 1.23 0.58
14 CHCH+H −−→ CH2CH 1.8 0.55
15 CHCH −−→ CH2C 2.44 2.52
16 CH3 −−→ CH2 +H 0.5 0.58
17 CH2 −−→ CH+H 0.09 0.83
18 CH −−→ C+H 1.11 0.66
CB1 CH2CH2 −−→ CH2 + CH2 1.45 0.61
CB2 CH3CH2 −−→ CH3 + CH2 1.56 1.47
CB3 CH3CH −−→ CH3 + CH 0.89 1.31
CB4 CH2CH −−→ CH2 + CH 1.07 1.44
CB5 CH2C −−→ CH2 + C 1.29 0.21
CB6 CHCH −−→ CH+ CH 0.82 1.15
CB7 CHC −−→ CH+ C 0.73 1.29
CB8 CC −−→ C+ C 1.18 1.29
H H+H −−→ H2 1.25 –
Table 3.2: Energy barriers for all the reactions considered. Ef is the energy barrier
associated with the forward direction of the arrow, whereas Eb is the backward
reaction barrier.
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calculated core level shifts with the experimental BE scale was performed. This
has been achieved by matching the binding energies between the calculated BE
for the C 1s core levels for CH2C and experimental values obtained by fitting
the main spectral feature in the low temperature high-resolution spectrum
with Doniach-Šunjić (D-S) line shape [19] convoluted with a Gaussian. This
particular species has been selected over ethylene because, by choosing intact
C2H4, all the following reaction products’ calculated BEs would be located at
higher BE values than any of the observed peaks, including carbon species. The
only reasonable explanation is that ethylene is already partly dissociated at
90 K. The next most likely species to be found at lower temperatures is CH2C.
In fact, the system is most likely progress by following reactions (1) and (3) to
form CH2C, which has a large dissociation barrier and is therefore expected to
be quite stable. This species has two non-equivalent C atoms and can account
for two core level components, as seen in the lowest curve in Fig. 3.3(a). Never-
theless, the low BE feature detected at low temperature for coverages greater
than 0.06 ML, is assigned to molecular ethylene, which is also present on the
surface, although only as a minor component for lower coverages, as confirmed
by the corresponding DFT calculated BE value falling close to its position.
Observed deviations of DFT calculated BEs from experimental values can be
accounted for by considering the presence of a dense layer, with non-negligible
lateral interactions, which can cause the C atoms within the molecules to be
in slightly different local chemical environments.
Once the alignment has been performed, the observed peaks can be assigned
to specific species on the basis of the DFT calculated BE shifts, as reported
in Fig. 3.3(a). For one chemical species a core level vibrational splitting of the
core-hole excited C atom (denoted C*) is observed (Fig. 3.3(b)) in the energy
range compatible with the vibration of the C*-H stretching mode for hydrocar-
bons. This split is characteristic of each chemical bond, and can be used as a
fingerprint to determine the origin of a particular feature in the spectra. A fit
of this spectrum, shown in Fig. 3.3(a), has been performed with all the D-S line
shape parameters constrained so that the vibrational replicas have the same
line shape as the adiabatic peak itself. The splitting between the replicas has
also been constrained so that all the replicas appear at equal energy intervals.
This procedure gives a best fitting value for the vibrational excitation energy of
405 meV, which is in good agreement with the DFT calculated C*-H vibrational
energy of 380 meV for CHCH with core-hole excited C atom; C*-H vibrational
energies for other hydrocarbon species were found to be 40 meV lower. This un-
equivocally identifies the chemical species in the orange spectrum of Fig. 3.3(a)
as CHCH, as the calculated BE for CHCH is the closest single component C 1s
core level to that of the main (adiabatic) peak from the fit of the spectrum in
Fig. 3.3(b). It further allows us to determine that for the spectrum at 450 K
CH is present together with CHCH (the calculated BE of CH being the closest
to the observed peak), and that at higher temperatures carbon clusters appear,
as confirmed by the calculated BEs for carbon monomers and dimers, which
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coincide with observed peaks for the spectra acquired at 550 K.
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Figure 3.6: The deduced concentration of the principal species on the surface as a
function of temperature (which is ramped up linearly with time at a rate of 1.5 K/s)
starting from an ethylene coverage of 0.6 ML. CHCH and CH concentrations have
been multiplied by a factor 0.66 to correct for photoelectron diffraction effects.
In Fig. 3.6 the integral intensities due to each chemical species, and therefore
the relative abundances on the surface, are plotted as a function of temperature.
To obtain this plot, in the first part of the analysis, the high resolution data
(Fig. 3.3) have been fitted by D-S functions in order to extract the spectral
line shape characteristic of each chemical species. Each chemical species is
represented by one or two peaks associated to the number of non-equivalent
C atoms, and the peak positions are characterized by the calculated BEs. The
only exceptions are CHCH, for which vibrational replicas also exist (all the
replicas have the same line shape and identical BE splitting), and the various
Cn species present at higher temperatures, that have been treated as a single
species. In the latter case, also the integral intensity was evaluated cumulatively
for all the carbon-only species and is denoted as C in the graph in Fig. 3.6. In
the second step, the time-resolved data have been individually fitted with a
sum of the spectra obtained as described above. The area of the fitting function
for each chemical species was normalized to 1, so that when each spectrum is
multiplied by a factor in order to obtain the best fit to the data, this factor is, in
fact, proportional to the relative amount of the species on the surface. The spec-
tral shape was kept fixed, while the binding energy of each species’ spectrum
as a whole was allowed to vary, with respect to the value found for the high
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resolution spectra, within a small energy range (0.1 eV) in order to account for
lateral interactions between different species. In the case of atoms (oxygen [20])
and light molecules (carbon monoxide [21]) it was found that core electron
binding energies display a slight change as a function of adsorbate coverage due
to mutual interaction that can be of the order of 100 meV (110 meV for O on
Rh(1 1 1) [20], 180 meV for CO on Pd(1 1 1) [21]), even when the adsorption site
is unchanged. Some unexpected positive variations in the total integral intensity
of the C 1s peak were observed, especially in the temperature intervals where
CHCH and CH are present and long range order is observed in LEED, leading
to a slight increase in the overall C signal, which cannot be due to an increase
of the C surface density (see Fig. 3.7, black curve). We interpret this increase
in intensity as due to photoelectron diffraction effects when local ordering of
the species is improved. To correct the effects of photoelectron diffraction on
the dissociation path plots, a multiplication constant of 0.66 was used for the
signal of CH and CHCH (see Fig. 3.7, green curve). Concentrations obtained
in this way are plotted as a function of annealing temperature in Fig. 3.6 and
finally give the thermal dissociation path for ethylene on the Ir(1 1 1) surface.
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Figure 3.7: Total C signal, as obtained from the TP-XPS spectral series for the 0.6 ML
coverage experiment. The gray curve is obtained by integrating the background-
subtracted spectra, while the black and the green curves are obtained by summing
the relative intensities (see Fig. 3.6) for all the dissociation products. For the green
curve, the CH and CHCH intensities have been multiplied by 0.66.
The data suggests the following reaction mechanism. First, CH2C is formed
already at 90 K (molecular ethylene being observed only at higher coverages),
which converts completely into CHCH; in turn, CHCH dissociates to CH
monomers, which dehydrogenate to produce atomic C and hydrogen. We found
that, above 400 K, a small amount of CH3C is formed from rehydrogenation
of CHCH, which reacts with atomic H species found on the surface that are
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created in close proximity to the CHCH species, and that reside on the surface
long enough to react. It is worth mentioning that the formation of CH3C from
ethylene on Ir(1 1 1) had been previously suggested by Marinova et al. [22] The
derived reaction path during the temperature ramp, based entirely on core level
photoemission spectra and DFT calculated BEs and vibrational frequencies,
can be compared to the one deduced following the direction of the reactions
with the lowest DFT energy barriers (Table 1). Specifically, since our experi-
ments begin from a relatively low temperature, initially the system will likely
progress by following reactions (1) and (3) to form CH2C corresponding to
low dehydrogenation reaction barriers. This fully agrees with the CH2C con-
centration evolution shown in Fig. 3.6. With an increase of temperature, five
possible pathways become available for CH2C: it can hydrogenate to either
CH2CH or CH3C, dehydrogenate to CHC, isomerize to CHCH or undergo C-C
breaking to form CH2 and C. The hydrogenation reactions (3)-reversed and
(7) have the lowest barriers of these (0.66 eV and 0.82 eV respectively), and will
therefore act as the main competing pathways out of CH2C. If reaction (7)
were followed, CH3C, which is not observed experimentally at temperatures
where CH2C is present, would have been produced and remained stable for
some considerable range of temperatures as the lowest barrier out of this species
is the reverse reaction back to CH2C, which is still high (0.99 eV). If reaction
(3) is followed, then CH2CH is formed. As the barrier back to CH2C is very
small it is likely that this species will immediately dehydrogenate backwards
to CH2C, resulting in a short lifetime to these species and explaining why
CH2CH is not observed experimentally. There is in any case a possibility that
some portion of the CH2C species should follow reaction (14) instead, leading
to CHCH. The species evolution curves presented in Fig. 3.6 show that the
latter route (CH2C - CH2CH - CHCH) appears to be preferable of the two.
We next see in Fig. 3.6 that as the concentration of CHCH starts decreasing,
CH appears. This is explained by the fact that the reaction with the lowest
barrier starting from CHCH is the C-C breaking reaction, CB6, leading to CH
species. At even higher temperatures, the formation of carbon clusters Cn is
detected as shown in Fig. 3.6. Now the surface is free from hydrocarbon species,
and, at slightly higher temperatures, the C adatoms are free to diffuse on the
surface and eventually nucleate to form graphene, or more frequently, attach
to preexisting graphene islands and contribute to graphene growth.
3.4 Conclusions
At this point, it is possible to say that a comprehensive approach based on
XPS experiments and DFT calculations has been applied to acquire a detailed
understanding of the mechanism of ethylene thermal decomposition on the
Ir(1 1 1) surface. TPG experiments are widely used for growing graphene on
transition metal surfaces, and we were able to determine the details for the
process that generates the building blocks for graphene growth on Ir(1 1 1).
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Furthermore, the combined approach presented here, which has been applied
to study a relatively simple, although real-life scenario, showcases the potential
of a method which has been employed throughout this thesis, where DFT
calculations complement synchrotron-based XPS experiments, which, in turn,
provide feedback for additional, targeted calculations in a virtuous cycle.
This approach has allowed to clearly identify the intermediate species that
are formed on Ir(1 1 1) following ethylene’s thermal decomposition. It should
be noted that a previous study [8] had interpreted similar data by exploiting
knowledge from related systems, giving however different results. Information
provided by the DFT calculations, which were unavailable in the previous work,
made it possible to give a rigorous interpretation to the observed photoemis-
sion spectra. In our case, the results presented suggest the following pathway,
ultimately yielding carbon monomer species:
CH2CH2 −−→ CH2CH + H
CH2CH −−⇀↽− CH2C + H
CH2CH −−→ CHCH + H
CHCH −−→ CH + CH
CH −−→ C + H.
In the proposed reaction pathway we find that hydrogenation, dehydrogenation
and C-C breaking reactions are required in order to produce carbon on the
Ir(1 1 1) surface available for graphene growth. Interestingly, we find the disso-
ciation product CH3-C, which is thought to be a rate limiting product on other
Pt-group (1 1 1) surfaces like Pt(1 1 1) and Pd(1 1 1) [23]. However, in our case,
we find it forms only in minor quantities later in the dissociation process, and
in competition with CH. This leads to an important feature of this pathway,
which is that the C-C bond is broken in order to form carbon monomers and
this happens before the molecule is fully dehydrogenated. Breaking of the C-C
bond allows for the possibility that graphene is formed from carbon clusters
that are predominantly built from C monomers and not dimers, similar to what
has been found to happen on Ru(0 0 0 1) [24].
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Chapter4
Intercalated ultra-thin metal
layers: unravelling the roles of
surface chemistry and geometry
The next step that was undertaken towards more complex graphene-based
nanostructures is a study of one of the simplest imaginable of such nanos-
tructures: ultra-thin intercalated metal layers at graphene-metal interfaces.
Intercalation of transition metals is a commonly employed technique used to
tune graphene properties, since the properties of pristine graphene layers are
strongly influenced by the presence and nature of the substrate. The two most
noticeable effects of changing the substrate are a different geometrical structure
of the graphene layer so that patterns and waves emerge in the single-atom-
thick carbon layer, and deep changes to the band structure. These can be
profound to the point that the Dirac cones, one of the most distinct electronic
features of graphene, can be completely absent, and the opening of a band
gap at the Fermi level can be observed [1]. Clearly, these effects depend on
the metallic surfaces, which can be classified depending on the degree of inter-
action they establish with graphene [2, 3]. Some generally show a weak, van
der Waals-like coupling and are characterized by a graphene-surface separation
close to the interlayer distance of graphite (around 3Å), such as Ir(1 1 1) [4] and
Pt(1 1 1) [5]. Others display a much stronger interaction, such as Ru(0 0 0 1) [6–
8] and Re(0 0 0 1) [9, 10]: in these cases, the graphene-surface distance is reduced,
the nearest carbon atoms lying at approximately 2Å from the metallic surface.
The effects on the structural geometry are exemplified in an often found fea-
ture in metal-supported graphene: a moiré structure that arises as a result of
slightly different lattice parameters. This is a similar phenomenon to aliasing,
where one might try to display a fine grid on a pixel-based display, or take a
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Figure 4.1: An example of a moiré pattern formed by two square lattices with a
slightly different lattice parameter. In this specific case, the red lattice is 0.974 times
the size of the green lattice. The moiré superlattice in the middle contains about
40× 40 red dots and 39× 39 green dots.
picture of repeating patterns with a pixel-based sensor, and is a direct conse-
quence of the Nyquist-Shannon sampling theorem [11, 12]. A simple example
is shown in Fig 4.1, where two square lattices with slightly different lattice
parameter overlap to form a square superlattice. As an example for graphene,
if the layer is grown on a hexagonal symmetry surface, and its lattice differs
from the substrate lattice only by a scale factor, let’s say a 9 to 10 size ratio,
a hexagonal superstructure that is 10 times as large as the unit cell will form.
These structures are commonly a few nm in size, and are usually somewhat
wavy, like a hexagonal egg carton. Actually, the substrate interaction is what
determines the shape of these waves, from almost flat in the case of very small
interaction, to much more wrinkly in the case of stronger interaction, where
each carbon atom sits in a slightly different position over the substrate atoms
directly beneath it, to flat again (but with large internal strain) in the case of
extreme interaction and closer matching in the lattices, like for graphene on
Ni(1 1 1) [13] or Co(0 0 0 1) [14, 15]. Inside the supercell, the individual C atoms
will have a variable degree of interaction with the substrate due to the differing
positions, especially in the case of transition metals where the d-orbitals are
quite directional, so that, on average, the graphene layer properties can be
affected by the geometry of the moiré super lattice. So of course, the chemical
properties of the substrate and their mutual influence on the moiré will play a
fundamental role in determining the properties of the graphene overlayer.
Specifically, regarding the chemistry, it is currently known that the interac-
tion of graphene with metal surfaces causes modifications to those properties
that make it unique, mainly because of charge transfer processes, rehybridiza-
tion, and changes to its band structure [16–18]. On the other hand, graphene-
metal interaction can preserve the electronic and spin structure of the substrate
even when considering surface electronic states, if the interaction is weak enough,
as in the case of graphene on Ir(1 1 1) [19]. This allows for the exploitation,
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for example, of giant Rashba-type splitting [20] that is present only when such
delicate surface properties of metals are intact. This could lead to real-life
applications, where even exposure to air does not damage the surface states as
would normally happen, thanks to graphene’s incredible properties.
As an example of a nanostructure that strongly relies on the control of both
these factors, is functionalization by ad-species adsorption over an epitaxial
graphene layer. In fact, due to a delicate equilibrium between many factors
that strongly depend on the graphene-substrate interaction and the moiré
superstructure, it is possible to engineer a bandgap in graphene by adsorbing
in specific sites of the moiré for example hydrogen [21] or metal nanoclusters [22,
23].
On the other hand, one can quantify the interaction by extending the
Hammer and Nørskov model for the chemisorption of molecules on transition
and noble metal surfaces [24] also to graphene/metal systems [6, 25]. This
model explains the chemical bonding between molecules and surfaces with
a coupling between the valence orbitals of the adsorbates and the metal d-
bands. The coupling is maximum when the orbitals of the molecule lie close
in energy to the metal d-band center, and it has been shown that all surfaces
which exhibit the strongest interaction with graphene have a d-band center
lying around 1 eV below the Fermi level, whereas the interaction weakens as
the barycenter moves further away from it [3]. Also the spin polarization of
graphene on magnetic surfaces such as Ni(1 1 1) can be described in terms of
the hybridization between the metal’s d-band and graphene’s p states [26].
As the current knowledge stood, a better understanding of the interactions
occurring at interfaces between graphene and supporting metals was crucial
when considering the development of new nanostructures, whether they are
based on adsorbed functionalization species, or directly affecting the graphene
layer properties, or just exploiting graphene as a capping layer (which requires
the properties of the substrate to be left intact). An important part of this un-
derstanding relies on the ability to predict the degree of interaction of graphene
with the substrate, and in many cases there is still debate as to what determines
the interaction strength between graphene and its metal substrate [1, 3].
It is usually the case that both the geometry and the chemical composition
of the substrate are changed at once when choosing a different substrate for
graphene growth. We therefore designed an experiment to systematically decou-
ple the two tuning parameters, so that the graphene layer was already grown,
its geometry fixed, and an epitaxial transition metal single layer was grown
beneath it by intercalating the evaporated metal following the scheme shown
in Fig. 4.2. Intercalation of metallic species at graphene-metal interfaces [27] is
a method that has proved effective, as a glaring example, in almost completely
decoupling a graphene layer from the very strongly interacting Ni(1 1 1) sur-
face following the intercalation of a gold layer [28]. The intercalation process
modifies the chemical composition of the first surface layer while generally
preserving the symmetry and the lattice constant of the substrate, provided
the intercalated layer is of monoatomic thickness. In the case of graphene on
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Figure 4.2: Schematic outline of the experimental procedure that was followed. Pris-
tine single-crystal Ir(1 1 1) (top row) and Ru(0 0 0 1) (bottom row) surfaces (a) have
been used for epitaxial graphene growth (b). Intercalation of different metallic species
at the graphene/metal interface followed (c-e).
Ni(1 1 1) with a following gold intercalation, the system progresses from a flat,
strongly interacting graphene layer, where the electronic structure is strongly
affected by the Ni substrate, to a quasi-free-standing layer following gold inter-
calation, that displays Dirac cones in the electronic band structure and even
develops a moiré superstructure.
Following the systematic intercalations, we combined our results with nu-
merical calculations performed by Prof. Dario Alfè’s group at University College
London, and it became possible to separate the contributions to the interac-
tion strength between epitaxial graphene and transition metal surfaces arising
from the geometrical and chemical properties of the supporting surfaces. Fur-
thermore, calculations for the valence band of the transition metal substrates
allowed for additional insight on the mechanism of the interactions at the
graphene/substrate interfaces.
4.1 Description of the experiment
The primary aim of our combined experimental and theoretical investigation was
therefore to distinguish the contributions arising from the geometrical (lattice
mismatch) and chemical (elemental composition of the substrate) properties
of the surface on the interaction between graphene and the substrate metals,
and to verify whether C 1s core level shifts are directly linked to changes in
the surface chemical reactivity of the supporting metal substrates.
In order to make an extensive comparison in controlled and reproducible
conditions on model systems, different single-crystal close-packed metallic sur-
faces were used, one which interacts strongly with graphene (Ru(0 0 0 1), with a
lattice constant of 2.71Å) and one which interacts weakly with it (Ir(1 1 1), with
a lattice constant of 2.72Å). Both substrates have a lattice parameter which
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is larger than that of graphene, which has a lattice constant of 2.46Å. The
intercalated species were also chosen in such a way that each of them displays a
different degree of interaction with graphene when the latter is grown on their
hexagonal close-packed surface: besides Ru and Ir, we employed Rh (which has
an intermediate interaction strength with graphene) and Co (which is more
strongly interacting than Ru).
To understand the changes in graphene’s electronic structure induced by the
coupling with different substrates, angular resolved photoemission spectroscopy
is very often applied [5, 15, 17, 28–33], as well as X-ray absorption (XANES),
Raman, and electron energy loss spectroscopies [18, 29, 34]. However, one of
the limits of these powerful approaches is that they do not allow to distinguish
carbon atoms in non-equivalent local configurations of the moiré structures
which are typically formed by graphene on top of the metal surfaces.
Even cutting edge synchrotron-based high-resolution XPS has its intrinsic
limits, given by the finite lifetimes of the core-hole excited final states, and
the spectra in this case do not have enough resolution to always be able to
distinguish between all the different carbon atoms in the supercell, just because
adjacent carbon atoms are so similar to each other. But when coupled to
DFT calculations for the core levels, which can be precisely calculated for
each individual carbon atom, the distribution of all the different C 1s core
levels is used to accurately describe the observed XPS line shape [9]. It is this
different approach that was now chosen to probe the systems of interest to the
experiment.
4.2 Experimental Methods
All experiments were performed in Ultra High Vacuum (UHV) conditions, with
base pressure never exceeding 2× 10−10 mbar, at the SuperESCA beamline [35]
and at the Surface Science Laboratory of the Elettra synchrotron radiation
facility. All photoemission spectra were measured at the beamline in normal
emission conditions. The C 1s spectra were measured using a photon energy of
385 eV with an overall experimental resolution of 40 meV. Graphene was grown
on Ir(1 1 1) and Ru(0 0 0 1) surfaces using well established procedures [10, 36].
Its quality was verified by measuring in situ the C 1s core level spectra and
the LEED patterns.
The synthesis of graphene on Ir(1 1 1) was performed using a Temperature Pro-
grammed Growth (TPG) technique, consisting of repeated cycles of annealing
up to 1400 K in 5× 10−8 mbar of C2H4. SPA-LEED patterns acquired after
graphene synthesis (Fig. 4.3(a)) show the superposition of two sharp hexagonal
patterns arising from the substrate (inner hexagon) and from graphene (outer
hexagon), as well as satellites around all diffraction spots of Ir(1 1 1) gener-
ated by the moiré pattern, with the same orientation as the substrate. This
indicates that both the graphene layer and the moiré structure are aligned to
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a b
Figure 4.3: SPA-LEED diffraction patterns obtained after graphene growth (a) on
Ir(1 1 1) and (b) on Ru(0 0 0 1).
the crystallographic axes of Ir(1 1 1). The FWHM of diffraction spots indicates
that graphene forms translational moiré domains having an average size of
270Å. The angular separation from the zero-order diffraction spot of those
generated by the moiré indicates a periodicity of the latter between 9 and 10
Ir(1 1 1) unit cells, in agreement with the incommensurate value of 9.31 found
in literature [36].
Graphene was grown on Ru(0 0 0 1) by means of high temperature (1100 K)
Chemical Vapor Deposition (CVD) with increasing C2H4 pressure up to
5× 10−7 mbar [8]. This strategy was tuned in order to allow carbon atoms
to migrate on the surface to form graphene nucleation islands, but not to dif-
fuse into the bulk. In fact, carbon bulk dissolution can lead, upon cooling of the
sample, to the formation of a second layer of graphene [37]. The SPA-LEED
diffraction pattern (Fig. 4.3(b)) is qualitatively similar to the one obtained
for graphene on Ir(1 1 1), thus indicating that the orientation of graphene was
again aligned the substrate. The FWHM of the diffraction spots indicates an
average domain diameter of 150Å. The periodicity of the moiré is compatible
with the superposition of a (25× 25) superstructure of graphene over (23× 23)
unit cells of Ru(0 0 0 1) [38].
The intercalation of each metal was obtained by evaporation while keeping
the sample surface at 700 K. This temperature was chosen because it allows
metal atoms to have enough mobility to diffuse over graphene, until they reach
a suitable site for intercalation (mainly grain boundaries) and diffuse below the
surface. Conversely, it has been demonstrated that metallic species deposited
at ambient temperature usually tend to cluster on top of graphene, without
intercalating [22, 39–41].
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After each deposition, we verified that the deposited metals had indeed
intercalated by monitoring the Ir 4f7/2 or Ru 3d5/2 core levels’ line-shape.
We also compared the C 1s spectra before and after the metal deposition. In
fact, a completely intercalated metal layer causes an attenuation only in the
photoemission signal generated by the substrate, the photoemission intensity of
graphene remaining more or less constant. When, on the other hand, a portion
of the metal atoms sits above graphene the photoemission intensity of graphene
is attenuated as well.
The high energy resolution for the XPS core level spectra allows to resolve
the signal generated by surface atoms from that of the underlying layers of each
metal, thanks to the fact that the core levels have a different BE depending on
the atomic coordination (Surface Core Level Shift). When substrate atoms are
covered by the intercalated layer, the coordination of the topmost substrate
atoms increases and their core levels become more similar to those of bulk
atoms. The intensity of the photoemission component generated by the surface
atoms of the substrate IS can be thus related to the coverage θ. In particular,
neglecting edge effects (which are only relevant at lower coverages), the ratio
between the area of this component after and before the intercalation is equal
to the amount of surface not yet covered:
1− θ = IS(θ)
IS(0)
(4.1)
A more accurate estimation of coverage is based on the intensity of the pho-
toelectron signal of the intercalated species II , which is proportional to the
number of its atoms and therefore linearly increases with coverage, as long as
only a single layer is forming. This method however does not allow to directly
obtain an absolute value for the coverage, since the proportionality constant
between photoemission signal and coverage depends on far too many factors
to be estimated a priori, and therefore relies on the previous method for cal-
ibration. We therefore first analyzed the behavior of IS as a function of II .
We then extrapolated the proportionality constant through a linear fit of this
function, and finally obtained the coverage by dividing II by the proportion-
ality constant thus obtained. The combined analysis of the XPS spectra of
graphene, the substrate and the intercalated metals showed that in most cases
the intercalation of metals was complete and growth was layer-by-layer.
Still, a small reduction of the graphene photoelectron intensity was observed
after the deposition of Rh, indicating that a small part of the deposited rhodium
remained above graphene. In this case, in order to calculate the coverage θ, all
spectra were normalized by the total C 1s signal, since the attenuation effect
was the same for all measured levels (being the kinetic energy of photoelectrons
almost the same in all our measurements). LEED measurements confirmed
that the lattice parameters were not modified by the intercalation, i.e. the
intercalated layer was epitaxial and pseudomorphic. About 1 ML of metal was
deposited for each system, in steps of approximately 0.1 ML.
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The evolution of the chemical, structural and electronic properties was
followed by acquiring the core-level spectra of graphene (C 1s), and the pho-
toemission spectra of the metallic substrate (either Ir 4f7/2 or Ru 3d5/2) and
of the intercalated species (Ir 4f7/2, Ru 3d5/2, Co 3p3/2 and Rh 3d5/2) were,
of course, also acquired.
After each intercalation step, the surface was cleaned by means of repeated
cycles of sputtering and annealing. The surface cleanliness was again verified
through photoemission measurements before regrowing graphene using the
same procedures. All photoemission spectra were fitted to a sum of Doniach-
Šunjić (DS) lineshapes [42], convoluted with a Gaussian distribution. The
inelastic contribution was modeled using a Shirley background [43, 44].
4.3 Numerical Methods
The calculations that backed our experiments were performed using Density
Functional Theory [45, 46], and the structures used for the calculations were
obtained by overlaying a graphene sheet over a (12×12) and a (9×9) supercell
for Ru(0 0 0 1) and Ir(1 1 1) respectively, using a 3 × 3 × 1 grid to sample the
surface Brillouin zone. The metal surfaces were modeled using a slab with a
thickness of 5 layers, with the atoms of the 2 bottom layers kept fixed at their
bulk positions, while all the other atoms were allowed to relax. By modifying
the chemical species of the topmost metallic layer it was possible to model the
systems obtained from the intercalation of metals below graphene. A vacuum
interspace of at least 15Å (between metallic layers, excluding graphene) was
used to minimize the interaction between periodic images of the slab along the
direction perpendicular to the surface, resulting in a super-cell of 24Å along
the z axis. 1s Core-level BEs for C atoms have been estimated in the so-called
final-state approximation. Also in this case, although the core level energies
themselves are not directly accessible because of the frozen core approximation,
differences of core level energies are accurately reproduced [47]. The positions
of the d-band center Ed with respect to the Fermi energy EF for the different
graphene-free metal surfaces has been calculated as
Ed =
∫ E0
−∞
dE(E − EF )pd(E) (4.2)
where pd(E) is the electronic density of states obtained by projecting the Kohn-
Sham orbitals onto spherical harmonics of type d centered on the metal atoms,
and E0 is a cut-off energy that was chosen to be 7 eV above the Fermi energy.
4.4 XPS Data Analysis
All photoemission components of the C 1s core level which appear in all of
the systems we analyzed are reported in Table 4.1, together with their BEs.
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The analysis of the C 1s spectra of graphene on Ru(0 0 0 1) (Fig. 4.4) was
complicated by the overlap of the 1s core level of carbon and the 3d3/2 core
level of Ru. It was therefore necessary, in the analysis of the C 1s spectrum,
to include the Ru 3d3/2 core level, determining its line shape from the 3d5/2
component. In order to do so accurately, we exploited the fact that the ratio
Figure 4.4: Ru 3d and C 1s high resolution photoemission spectrum acquired after Gr
growth on Ru(0 0 0 1) (hν =385 eV). Experimental data (grey dots) are displayed along
with the best fit result (black line). The blue deconvolution component represents
the C 1s spectrum for Gr, while the gray deconvolution component corresponds to
the Ru 3d levels.
between the intensities of the 3d3/2 and 3d5/2 levels depends on spin degener-
acy and must therefore be independent of the chemical environment. The line
shape is, however, clearly different between the two levels, the former being
much broader than the latter, due to different core-hole lifetime and screening
processes. As previously observed [48], for each level three different photoemis-
sion components could be resolved, due to the non-equivalent Ru geometrical
configuration of the first and second layer with respect to the bulk. Further-
more, the BE separation between the three components was different for the
clean and graphene-covered Ru(0 0 0 1), and varied during intercalation. It was
therefore necessary to establish a procedure to accurately reconstruct the spec-
trum of the 3d3/2 level of Ru in order to be able to correctly determine the
C 1s spectrum in the subsequent analysis.
So, first of all, the photoemission spectrum of clean Ru(0 0 0 1) was analyzed,
starting from the 3d5/2 level. It was found that the asymmetry parameter was
equal for all components, and that the line shape of the component generated
by second layer atoms was the same as the one of bulk atoms. The following
procedure allowed us to obtain the 3d3/2 level parameters from those of the
3d5/2 level and guarantees the best agreement with the experimental results:
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• The Gaussian FWHM parameter of each component was equal to the
one obtained for the corresponding component of the 3d5/2 level;
• The asymmetry parameter was the same for all components;
• The BE separation of each component from the one generated by bulk
atoms was 0.8 times the value found for the 3d5/2 level. This might sound
surprising, but it is well known that core level shifts can be different for
different core levels (as, for example, in the case of Ni and NiO, where
the 2p1/2 to 2p3/2 splitting can change by up to 1 eV [49])
• The sum of the areas of all components was constrained to 2/3 of the
corresponding value obtained for the 3d5/2 level.
The spectra acquired after the graphene growth (Fig. 4.4) and after the in-
tercalation experiments were therefore analyzed in two steps: first of all the
3d5/2 level of Ru was analyzed alone. Then the 3d3/2 level of Ru was fitted
together with the 1s level of C using the results of the first step. The same
procedure has been adopted for the analysis of all spectra acquired during
the intercalation of each metal on the Ru(0 0 0 1) surface, as well as for the
intercalation of Ru on Ir(1 1 1): in order to accurately analyze the data, we first
obtained the line shape parameters from the spectra acquired at the highest
coverage of the intercalated species. It was then assumed that the line shape
of each component was constant, except for the Gaussian parameter that was
allowed to change in order to describe possible contributions due to structural
inhomogeneities.
4.5 XPS Results
After analyzing the spectra, it was possible to determine that the C 1s spectrum
of epitaxial graphene on Ru(0 0 0 1) (Fig. 4.6(a)) shows two distinct compo-
nents, a weaker one (S3) at 284.47 eV and a narrower and more intense one
(S1) at 285.13 eV. The presence of two components is widely recognized as a
sign of the corrugation of graphene on Ru(0 0 0 1) [2, 6–8]. They arise from
a continuous distribution of non-equivalent atomic configurations where the
component at lower BE is mainly generated by the atoms in the higher portion
of the corrugation, and the one at higher BE is generated by atoms closer to
the substrate, thus showing a more pronounced interaction with the metal
underneath [2, 8, 50]. In contrast, the C 1s spectrum of graphene grown on
Ir(1 1 1) (shown in Fig. 4.5(a)) is dominated by a single very narrow component
(W) at a BE of 284.12 eV, which is a fingerprint of quasi free-standing graphene
on Ir(1 1 1) [2, 51].
In the series of spectra acquired during each intercalation experiment, it
is clear that the C 1s spectrum (Fig. 4.5(b-d) and Fig. 4.6(b-d)) changes
dramatically as the substrate is covered by the intercalated species.
56 4.5 XPS Results
Figure 4.5: C 1s core level spectra of graphene/Ir(1 1 1) during intercalation
(hν = 385 eV). (a) Graphene/Ir(1 1 1), showing a single component (W). (b-d) Evo-
lution of the C 1s spectrum during intercalation of (b) Rh, (c) Ru and (d) Co. Top
graphs show the evolution of the area of all C 1s photoemission components corre-
sponding to non-equivalent C populations at increasing intercalating metal coverages.
Figure 4.6: Background subtracted C 1s core level spectra of graphene/Ru(0 0 0 1)
during intercalation (hν = 385 eV). (a) Graphene/Ru(0 0 0 1), with components S1
and S3 corresponding to strongly and weakly interacting carbon atoms respectively.
(b-d) Evolution of the C 1s spectrum during intercalation of (b) Ir, (c) Rh and (d)
Co. Top graphs show the evolution of the area of all C 1s photoemission components
corresponding to non-equivalent C populations at increasing intercalating metal cov-
erages.
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System S1 (eV) S2 (eV) S3 (eV) W (eV)
Gr/Ir(1 1 1) - - - 284.12
Gr/Ru/Ir(1 1 1) 285.10 284.75 284.41 -
Gr/Rh/Ir(1 1 1) 285.05 284.83 284.42 -
Gr/Co/Ir(1 1 1) - 284.93 284.40 -
Gr/Ru(0 0 0 1) 285.13 - 284.47 -
Gr/Ir/Ru(0 0 0 1) - 284.89 - 284.23
Gr/Rh/Ru(0 0 0 1) 285.13 284.91 284.47 -
Gr/Co/Ru(0 0 0 1) - 284.97 284.47 -
Table 4.1: Binding energy for each component of the C 1s core level photoemission
spectrum in the considered systems. The main component in the spectrum of each
system is reported in bold. For a description of components S1, S2, S3, and W see
Fig. 4.6, Fig. 4.5, and the text.
4.5.1 Intercalation with Ir(1 1 1) substrate
For all of the graphene/metal/Ir(1 1 1) systems (Fig. 4.5(b-d)) we observe that
the W component loses intensity upon intercalation, almost completely vanish-
ing for the highest coverage. On the other hand, several components appear at
a higher BE, indicating a stronger degree of interaction between graphene and
the substrate. The BE of these components does not depend on the coverage,
only the relative intensities being modified throughout the experiment.
Specifically, after Rh intercalation (Fig. 4.5(b)) we see a main component
at 284.42 eV (S3) and two additional components, with lower intensities, at
higher BEs (S1, S2) (Table 4.1). It can be noticed that the BE of the S3 peak
is quite similar for this system and for the low BE component of graphene
grown on Rh(1 1 1), thus suggesting that this component could arise from areas
of the moiré supercell where carbon atoms are further away from the surface.
Component S1, on the other hand, is close in BE to the high BE component
of graphene on Rh(1 1 1), and is most likely related to carbon atoms strongly
interacting with the substrate [52–54]. Component S2, lying in between, most
probably arises from atoms in an intermediate configuration between the two.
A similar behavior is observed for the intercalation of Ru on Ir(1 1 1)
(Fig. 4.5(c)): also in this case, three components (S1, S2, S3) are detected
(Table 4.1), lying between 284.41 and 285.10 eV. These components have BEs
close to those found for the Rh intercalation. Their relative intensities, however,
are different from the previous case, as the component at higher BE (S1) has
a larger (almost double) spectral weight than the low BE one (S3): this could
indicate, on average, a stronger interaction with the Ru layer than for the Rh
layer. Besides the presence of the S2 component, the spectral distribution is
quite similar to the one of graphene directly grown on Ru(0 0 0 1) (Fig. 4.6(a)).
Finally, for the Co evaporation on graphene on Ir(1 1 1), we obtained a large
component (S2) at 284.93 eV, and a weaker one (S3) at lower BE (Table 4.1),
indicating a generally strong interaction with the Co layer.
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By comparing the intercalation experiments on Ir(1 1 1), we notice that the
C 1s core electrons of graphene (and therefore also its interaction with the
substrate) show significant changes depending on the chemical composition of
the substrate. In particular, the interaction increases when passing from Ir to
Rh, Ru and finally Co, which has, on average, the strongest interaction with
graphene among the systems studied.
4.5.2 Intercalation with Ru(0 0 0 1) substrate
Also for the experiments performed on Ru(0 0 0 1) we observe a very different
behavior depending on the element being intercalated.
In the case of Ir intercalation (Fig. 4.6(b)) we notice a weakening of compo-
nent S1, which almost completely disappears, while another weak component
is present at lower BE (S2). The intensity of component S3, however, increases
until it becomes dominant, while its BE moves linearly towards lower values,
reaching 284.23 eV at a coverage of 0.8 ML (Table 4.1). At this point, the spec-
trum strongly resembles that of graphene grown on Ir(1 1 1) and the dominant
component is similar to component W of the latter system. This change in BE
can be attributed to a smooth modification of the properties of graphene, from
small creases involving few atoms above Ru(0 0 0 1), to a completely raised,
weakly interacting graphene above the Ir layer. The presence of the weak
component S2 could be attributed to the formation of local defects and to
inhomogeneities in the distribution of the Ir atoms.
Also the intercalation of Rh on Ru(0 0 0 1) (Fig. 4.6(c)) leads to an increase
in the low BE component (S3). In addition, there are two weaker components
(S1, S2) at higher BE (Table 4.1). In this case, though, there are no changes
in the BE of any component, indicating that the modifications are limited to
a change in populations of weakly and strongly interacting atoms.
Finally, after the intercalation of Co on Ru(0 0 0 1) (Fig. 4.6(d)) the high BE
component (S1) is replaced by a new one (S2), at a slightly lower BE (Table 4.1).
These two components are always distinct and their BEs remain constant
with increasing Co coverage. On the other hand, the low-BE component (S3)
decreases: in general the spectral weight moves towards higher BE, indicating
a slightly stronger interaction of graphene with Co than with Ru.
In conclusion, we observe a very similar trend to the experiments on Ir(1 1 1),
in which the spectrum greatly varies depending on the chemical composition
of the topmost layer of the substrate, with which graphene interacts. Also in
this case, we found that the interaction with Ir is the weakest, followed by Rh
and Ru. Only Co has an interaction with graphene stronger than Ru.
4.6 Numerical results
The DFT data was analyzed and several important pieces of information could
be extracted from the relaxed structures and from the correlations between
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the calculated core level binding energies for the graphene C atoms and their
position within the moiré unit cell.
4.6.1 Corrugation of the graphene layer
Fig. 4.7 (intercalated layer on graphene/Ir(1 1 1)) and Fig. 4.8 (intercalated layer
on graphene/Ru(0 0 0 1)) show the theoretically simulated minimum-energy
geometric configuration for all the systems studied in this experiment. The
color scale indicates the vertical distance (z) of each carbon atom from the
surface plane of the metallic substrate. The metallic substrate itself is actually
corrugated when it strongly interacts with graphene. This corrugation, however,
is an order of magnitude lower than that of graphene. For this reason, the
vertical distance has been referred to the mean vertical position of all atoms
composing the metallic surface. For all systems, graphene’s properties strongly
depend on the chemical composition of the topmost layer of the substrate. In
particular, where the topmost layer consists of Ir (Fig. 4.7(a) and 4.8(a)), the
distance between graphene and the substrate is larger than 4Å and the former
has a very small corrugation. This is in contrast with all other systems, where
the distribution is much wider, with the nearest atoms closer than 2Å to the
surface and the farthest between 3.4 and 3.9Å. For all systems, the unit cells of
graphene whose atoms are farthest from the surface are those where the center
of the honeycomb lies in an on-top site of the substrate, and therefore both
atoms lie in hollow sites. On the other hand, the cells closest to the substrate
are those where the centre of the honeycomb lies in bridge sites, and both C
atoms lie above a metallic atom.
The distribution along z of the atoms of graphene above a Co layer
(Fig. 4.7(d) and 4.8(d)) has a very sharp peak at low z values (between 1.9 and
2.1Å), with only a small number of atoms located at more than 2.1Å from
the surface (and up to 3.5Å), 25% of all C atoms on Ir(1 1 1) and 13% on
Ru(0 0 0 1).
In the case of graphene on Ru, most of the C atoms lie at a small dis-
tance from the substrate (between 2.1 and 2.3Å). The others, which are
more than 25% in the case of graphene/Ru(0 0 0 1) and almost 50% for
graphene/Ru/Ir(1 1 1), lie at a larger distance, reaching up to 3.7Å on the
former substrate (Fig. 4.8(c)) and up to 3.9Å above the latter (Fig. 4.7(c)).
The number of weakly interacting C atoms and the range of the C atoms’
z values for Ru are larger than for Co, indicating a slightly weaker average
interaction.
Finally, the distance of graphene from the Rh layer has a quite uniform
distribution which ranges from 2.1 to 3.7Å for Ru(0 0 0 1) (Fig. 4.8(b)), and from
2.1 to 3.9Å for Ir(1 1 1) (Fig. 4.7(b)), thus suggesting a smoother corrugation
and a weaker interaction of graphene with Rh than with Co or Ru, but still
stronger than with Ir.
The calculated distance between graphene and Ru(0 0 0 1) is in good agree-
ment with experimental values found in literature [55]. This is also the case of
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Figure 4.7: Numerical results for different graphene/metal/Ru(0 0 0 1) interfaces. Top
panels: geometric configuration of the topmost metallic atoms (large, gray circles) and
of the carbon atoms (smaller, colored circles) inside the (13×13) moiré supercell. The
C atom color scale indicates the C to substrate distance z. Bottom panels: distribution
of all C-metal substrate distance z in the moiré unit cell.
Figure 4.8: Numerical results for different graphene/metal/Ir(1 1 1) interfaces. Top
panels: geometric configuration of the topmost metallic atoms (large, gray circles) and
of the graphene atoms (smaller, colored circles) inside the (9×9) moiré supercell. The
C atom color scale indicates the C to substrate distance z. Bottom panels: distribution
of all C-metal substrate distance z in the moiré unit cell.
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the separation between graphene and intercalated Co on Ir(1 1 1), which is in
very good agreement with previous experiments on the same system [56]. More-
over, the z value of about 2Å found for the majority of atoms in both systems
corresponds to the height found for all atoms of graphene above Co(0 0 0 1),
where graphene matches the lattice of the surface forming a 1×1 commensurate
structure [3, 14]. The two systems where graphene lies above an intercalated
Rh layer have the same corrugation as graphene on Rh(1 1 1) [3, 57]. The
separation of graphene from Ir(1 1 1) appears to be overestimated, being by
more than 1Å larger than the interlayer distance of graphite [4]. This can be
attributed to the presence of dispersive forces which are not included in the
present calculations [25, 58] and which are not negligible in this case.
4.6.2 Core level binding energies of the graphene layer
The DFT calculations were also used to calculate the core level BEs of all C
atoms, but since such theoretical methods only provide the relative positions of
the C 1s BEs for non equivalent atoms, we first had to rigidly shift the energy
scale to align its reference to that of the measured data. To this purpose we first
aligned the centre of the calculated BE distribution for the Ir(1 1 1) system to
the actual experimental data, and then shifted the BE scale for all systems by
the same offset. The graphene/Ir(1 1 1) system was chosen because it displayed
both the narrowest experimental spectrum and theoretical BE distribution,
thus minimizing the error in the calibration. The 1s BE distributions of the C
atoms inside the moiré supercell for each of our systems are reported in Fig. 4.9
and Fig. 4.10. A different behavior of the C 1s BEs distribution can be observed
for different chemical compositions of the substrate’s topmost layer, regardless
of its geometry. Graphene lying above Ir has a very narrow distribution of
C 1s BEs, centered around 284.20 eV for graphene on Ir(1 1 1) (Fig. 4.9(a)),
and between 284.25 and 284.28 eV for graphene on Ir intercalated on Ru(0 0 0 1)
(Fig. 4.10(a)).
On the other hand, the distribution is much wider for graphene sitting on
Rh, Ru and Co (Fig. 4.9(b-d) and Fig. 4.10(b-d)). Most of the computed C 1s
BEs, in fact, fall in the range between 284.50 and 285.35 eV and in some systems,
such as Ru on Ir(1 1 1) (Fig. 4.9(c)), can reach up to 285.5 eV. What differs
among these corrugated systems, however, is the shape of the distribution,
which is different depending on the topmost metallic layer. Around 50% of
the C atoms lying above Rh have closely spaced C 1s BEs ranging between
284.5 and 284.7 eV, while the others are evenly distributed at higher BEs. Most
atoms of graphene above Ru have a C 1s BE between 285.1 and 285.3 eV, while
only around 13% of the atoms above Ru(0 0 0 1) and 25% of those above Ru on
Ir(1 1 1) are concentrated at low BE. Finally, C atoms belonging to graphene
lying above Co have a sharp peak in their C 1s BE distribution centered at
around 285.20 eV, with only around 15% of the C atoms having a 1s BE lower
than 284.7 eV. As can be observed in the bottom graphs in Fig. 4.9 and Fig. 4.10,
there is usually a correlation between the distance of each carbon atom from
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Figure 4.9: Numerical results for graphene/metal/Ir(1 1 1) systems. Top panels: the
C 1s core level BE is represented for each C atom (small dots) in the moiré cell using
a color scale. The larger, gray circles represent the underlying metallic atoms. Middle
panels: Distribution of BEs for all C atoms. Bottom panels: correlation between C 1s
BE and separation of each atom from the topmost metallic layer.
Figure 4.10: Numerical results for graphene/metal/Ru(0 0 0 1) systems. Top panels:
the C 1s core level BE is represented for each C atom (small dots) in the moiré
supercell using a color scale. The larger, gray circles represent the underlying metallic
atoms. Middle panels: Distribution for BEs of all C atoms. Bottom panels: correlation
between C 1s BE and separation of each atom from the topmost metallic layer.
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the underlying surface and its C 1s BE, with the latter decreasing as the former
increases. The situation is more complicated for the case of graphene on Rh
(Fig. 4.9(b) and Fig. 4.10(b)), where some adjacent atoms, despite being at
the same distance from the substrate (about 2.5Å), show a large difference
(up to 500 meV) in the C 1s BE. In this case, in fact, the value of the energy
for each atom is related to the site it occupies on the surface: in particular,
the BE is maximum for atoms occupying on-top or bridge sites and minimum
for threefold hollow sites. This particular behavior has already been observed
for epitaxial graphene on Rh(1 1 1) and has been explained in terms of the
hybridization of the pi states of graphene not only with the dz2 but also with
the dzx and dzy bands of Rh [59]. This dependence of the BE on the site is
not observed for atoms either too close to the surface (around 2Å) or too far
(above 3Å).
4.6.3 Strain in the graphene layer
The theoretical simulations also allowed us to compute the average distance
of each C atom from its three nearest neighbors. Fig. 4.11 and Fig. 4.12 show
the distribution of the distance of each carbon atom from its three nearest
neighbors, as obtained by our DFT calculations. This is one of the parameters
influenced by geometry: since the moiré unit cell is preserved in the intercalation
process, the average separation between C atoms is larger (by around 0.02Å)
in systems having the moiré unit cell of graphene/Ru(0 0 0 1) than in systems
having the moiré unit cell of graphene/Ir(1 1 1).
For the systems modeled on the geometry of Ir(1 1 1), the interatomic dis-
tances of graphene on Rh have a uniform distribution ranging between 1.41Å
and 1.45Å (Fig. 4.11(b)). Their distribution above Ru ranges from 1.39 to
1.45Å with a small peak towards higher values (Fig. 4.11(c)). Finally, the dis-
tribution of interatomic distances of graphene above Co (Fig. 4.11(d)) has a
sharp peak around 1.43Å and a tail reaching 1.38Å. The shape of the distribu-
tions, therefore, mostly depends on the chemistry of the topmost layer, whereas
the different geometry of the two systems causes a roughly rigid shift of the
ranges.
For systems modeled on the geometry of Ru(0 0 0 1), when the topmost
layer is composed of Rh (Fig. 4.12(b)), the values of interatomic distance are
uniformly distributed between 1.43 and 1.48Å. When the topmost layer is com-
posed of Ru (Fig. 4.12(c)) this distribution covers the range between 1.42 and
1.47Å, with a peak towards higher values; finally for graphene above a Co layer
on Ru(0 0 0 1) (Fig. 4.12(d)) the distribution has a sharp peak around 1.46Å
and a tail stretching towards lower values reaching 1.41Å.
By studying the behavior of the C-C separation with respect to the position
inside the moiré cell (Fig. 4.11 and Fig. 4.12) and to the separation between
graphene and the substrate (Fig. 4.7 and Fig. 4.8), it can be noticed that the
distance is usually minimum on the edges of the hills, whereas it is larger in
the flat areas both on top of them and at the bottom of the valleys.
64 4.6 Numerical results
Figure 4.11: Numerical results for graphene/Ir(1 1 1) before and after intercalation.
Above: geometric configuration of the topmost metallic atoms (large, gray dots) and
of the graphene atoms (smaller, colored dots) inside the moiré supercell: the color
scale of the latter indicates the average distance of each C atom from its three nearest
neighbors. Middle: Distribution of C-C distances of all C atoms. Below: correlation
between C-C distance and separation of each atom from the topmost metallic layer.
Figure 4.12: Numerical results for graphene/Ru(0 0 0 1) before and after intercalation.
Above: geometric configuration of the topmost metallic atoms (large, gray dots) and
of the graphene atoms (smaller, colored dots) inside the moiré supercell: the color
scale of the latter indicates the average distance of each C atom from its three nearest
neighbors. Middle: Distribution of C-C distances of all C atoms. Below: correlation
between C-C distance and separation of each atom from the topmost metallic layer.
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4.7 Discussion
The similarity between the histograms representing the C 1s BE distribution
as obtained from the numerical calculations and the measured XPS spectra for
each of the systems studied in this work underlines the accuracy and validity of
the calculations. In order to further confirm their agreement, we have compared
the barycenter of each calculated distribution with that of the corresponding ex-
perimental spectrum. To do this with the best possible accuracy, we calculated
it for all the coverages up to a monolayer, and then used the value obtained
through a linear fit. In most systems, the experimental values agree with the cal-
culated ones, within an uncertainty of 40 meV. The only cases where we found
a slightly worse agreement were both systems obtained from Rh intercalation
and the one obtained by intercalating Ru at the graphene/Ir(1 1 1) interface.
All these systems were characterized by a higher disorder, indicating that these
experimental systems were in part different from those simulated in the cal-
culations. In particular, in the first two cases, the reason can be ascribed to
the fact that a small portion of Rh atoms were not completely intercalated but
also formed clusters on the graphene surface, a behavior previously observed
for the low temperature Rh deposition on graphene/Ir(1 1 1) [22].
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Figure 4.13: Theoretical (black squares) and experimental (red circles) values of the
C 1s core-level BE distribution’s barycenter of all C atoms in the moiré unit cell
versus the calculated d-band center of the underlying clean metal surface.
From the comparison of the data obtained in the different intercala-
tion experiments, it is clear that there are major differences in the geomet-
ric and electronic properties of the graphene layer among systems with a
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different chemical species at the interface. For example, the intercalation
of Ir on graphene/Ru(0 0 0 1) leads to a very weakly interacting graphene
layer, as for graphene/Ir(1 1 1), while intercalation of other metallic species
on graphene/Ir(1 1 1) leads to stronger interaction with the substrate, resulting
in a buckling of the graphene layer. On the other hand, interfaces having the
same chemical species show very similar properties regardless of the difference
in the lattice parameter of the supporting substrate and of the resulting moiré
superstructure.
These results suggest that the key role in determining the strength of
interaction is played by the chemical composition of the substrate. Geometry,
on the other hand, mainly determines the periodicity of the moiré, which is
preserved after intercalation. This is particularly obvious if we consider the case
of graphene interacting with Co: it is flat and commensurate on Co(0 0 0 1) [3],
while it is buckled in the case of the Co intercalation. A further proof of
the important effects of the electronic structure and the composition of the
substrate on its interaction with graphene comes from the correlation between
the position of C atoms with respect to the surface sites and their C 1s BE.
As has been already mentioned, the BE – and therefore the interaction – is
maximum for C atoms in on-top configuration and minimum for those in hollow
sites, even among atoms located at the same distance from the substrate. This
effect demonstrates that the interaction between graphene and metal surfaces
depends on the hybridization between the pz orbitals of C atoms in graphene
and the d-band of the substrate [24]. In order to find the relationship between
the C 1s core levels and the chemical properties of the supporting substrates we
plotted (in Fig. 4.13) the experimental and theoretical C 1s spectral barycenters
versus the calculated d-band center of the topmost metallic layers. Indeed, as
firstly pointed out by Wang et al. [7], and more recently extensively described by
Toyoda et al. [25], d-band metals greatly influence the potential-energy surface
of graphene on transition-metal surfaces and are largely responsible for the
adsorption properties of graphene. Besides the very good agreement between
experimental (round markers) and theoretical (square markers) values, we found
a strong linear relationship between C 1s spectral center of mass and calculated
d-band centers for the substrate metals. Although core level BEs are certainly
affected by final-state effects which are intrinsic to the photoemission process,
their contribution does not obscure this linear relationship. This offers a further
proof that core level spectroscopy can be considered a useful experimental
descriptor of the interaction strength of these graphene-based nanostructures.
4.8 Conclusions
To sum up what has been concluded in this experiment, we have demonstrated
that the chemical species of the topmost layer of the substrate plays a major role
in determining the strength of interaction between graphene and its substrate.
This has been achieved by studying systems in which graphene is supported on
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single-crystal transition metal surfaces constrained to the periodicity of Ir(1 1 1)
and Ru(0 0 0 1), both from a numerical and experimental point of view. We have
further verified that the C 1s spectral barycenter has a linear relationship with
the underlying transition metal’s d-band center position, which is recognized
to strongly influence the coupling between graphene and the metal surface.
As a concluding remark, the approach we newly applied, where a constant
feedback was present between the experimental and the theoretical results data
analysis, was again very fruitful and allowed for an unprecedented insight in
some important aspects necessary for a better control when creating graphene-
based nanostructures, in this case ultra-thin intercalated transition metal layers
at the graphene/substrate interface.
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Chapter5
Growth of graphene on Ru(1 0 1 0)
and related nanostructures
In the previous chapter, it was demonstrated that, for graphene/metal interfaces,
the geometry of the substrate only plays a secondary role in determining the
interaction strength. However, it is still quite possible for the substrate’s geom-
etry to significantly influence the growth dynamics and topographic features,
especially when considering substrates with symmetries other than hexago-
nal [1–5]. For example, when exploiting anisotropies of the surface, the forma-
tion of specifically oriented structures is possible like in the case of graphene
grown on Fe(1 1 0) [6] or graphene grown on a vicinal Rh(5 3 3) surface [7].
Strongly anisotropic surfaces have been exploited to create moiré patterns in
the graphene/substrate system with unusual 2-fold symmetries, which have
characteristic one dimensional features, all with a well determined orientation,
as a direct result of substrate anisotropy.
There are interesting technological applications in these nanopatterned
surfaces: graphene moiré periodic ripples are known to drive self organization
of nanoclusters by exploiting a templating effect [8], so that it becomes possible
to form clusters that are well ordered in the troughs of the moiré superstructure.
By exploiting one dimensional moiré patterns on an anisotropic Ru surface,
we believe that it might become possible to develop novel methods for the
fabrication of metal nanowires, with a well defined size and orientation.
Indeed, after a careful review of several adequate transition metal substrates,
it was found that Ru(1 0 1 0) (see Fig. 5.1 for an image of this termination of
an hcp lattice) has a lattice parameter along the [0 0 0 1] direction that closely
matches free standing graphene’s periodicity along the [1 1 0] direction, to about
1%. Such a close matching is quite unique, and due to a 11:10 commensurate
matching along the [0 0 1 0] substrate direction, it was reasonable to expect a
degenerate one dimensional moiré superstructure with one-dimensional waves
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that are all aligned in a single direction as a direct result of the substrate’s
anisotropy. In principle, the peculiarity of this matching could allow for an
extremely flat graphene layer along the [0 0 0 1] direction, as opposed to other
one-dimensional graphene superstructures.
Considering the degree of interaction, graphene/Ru interfaces display an
intermediate intensity when compared to some other transition metals, like Au,
Pt, or Ir as weakly interacting examples, or Ni and Co for strongly interacting
ones. The graphene/Ru interface is therefore in a unique regime, and there is
a subtle interplay between C-C and C-Ru interactions. As an example, there
exist specific growth conditions where graphene does not energetically favor
growth over atomic steps on Ru(0 0 0 1), neither uphill nor downhill, in a process
known as single terrace growth mode [9]. The growing graphene layer, however,
will not stop once the step edges are reached. The free Ru step downhill of the
graphene growth front is actually etched, while the terrace directly beneath
the forming graphene layer is expanded, as a result of the uphill migration of
the Ru atoms.
Figure 5.1: Sphere model of a Ru crystal. In (a), the ABAB stacking is indicated
by blue and gray color. The yellow spheres represent the (1 0 1 0) surface termination.
In (b), a top view of the (1 0 1 0) surface is shown, with the same yellow atoms that
were marked in (a).
Following all these observations, we attempted graphene growth on Ru(1 0 1 0).
The graphene/Ru(1 0 1 0) system, however, proved to be much richer than ex-
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pected, and many unpredicted phenomena were observed during growth and
during temperature changes.
In the first part of this work we tested several CVD growth conditions
using ethylene as a precursor, varying the pressure of the C2H4 gas and the
temperature of the substrate. From the observation of LEED patterns, it was
possible to determine the formation of several rotational domains for graphene,
including randomly rotated ones. Two commensurate domains (R0 and R30
rotations) give rise to a moiré superlattice with periodicity (1×10) and c(4×8).
To test other more complicated growth conditions, such as TPG growth cycles,
and to gain information about the domains’ morphology and their interaction
with the metal, we measured the C 1s core level with synchrotron-based HR-
XPS. A detailed interpretation was possible thanks to DFT simulations that
have been performed by Prof. Dario Alfè from the University College of London,
UK. From the simulations it was also possible to determine the morphology of
these structures.
In a subsequent set of experiments, we performed a microscopic study of
the surface using a Spectroscopic PhotoEmission and Low Energy Electron
Microscope (SPE-LEEM) instrument, by which we were able to follow the
growth of graphene on Ru(1 0 1 0) in real time. It was determined that nucleation
of graphene islands during fixed temperature CVD and TPG growth starts
near the surface steps, and that our growth procedure results in a full graphene
layer that however is in a mixed phase of small (1× 10) and c(4× 8) domains.
The layer was found to be stable up to a temperature of 1200 K, when the
carbon atoms start to migrate into the bulk and, at even higher temperatures,
the islands quickly dissolve. At this point, by cooling the sample just before
all the graphene layer is dissolved, carbon segregates back to the surface and
we observed the formation of large graphene single crystalline flakes. The real
time imaging capabilities allowed to detect two interesting phenomena: the
spontaneous formation of graphene nanoribbons during graphene growth, and
a reversible phase transition which depends only on temperature and involves
the (1× 10) domains.
STMmeasurements complete the characterization of the stable phases found
for graphene grown on Ru(1 0 1 0).
5.1 Methods
In order to properly characterize this system, several experimental and compu-
tational techniques were applied to study graphene on Ru(1 0 1 0). For graphene
growth, the Ru(1 0 1 0) single crystal was cleaned in situ using established pro-
cedures for all the experiments [10]. All experiments were performed in Ultra
High Vacuum (UHV) conditions.
HR-XPS and LEEDmeasurements were performed at the SuperESCA beam-
line. All photoemission spectra were measured at the beamline in normal emis-
sion conditions. The C 1s, Ru 3d3/2, and Ru 3d5/2 spectra were measured
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together, in a single spectrum, using a photon energy of 385 eV with an overall
experimental resolution of 40 meV as for the work on intercalation of Ch. 4.
LEED measurements were carried out in situ using the available LEED system.
All the systems investigated were reproduced in the Surface Science Laboratory
UHV chamber, where LEED images have also been acquired. The base pressure
was better than 1× 10−10 mbar in both chambers.
LEEM, µ-LEED, and µ-ARPES (Micro Angle Resolved PhotoEmission
Spectroscopy) measurements were carried out at the Nanospectroscopy beam-
line of Elettra. LEEM experiments were performed with a commercial Elmitec
LEEM III system installed at the beamline, and equipped with an imaging elec-
tron energy analyzer enabling operation as a SPE-LEEM [11]. This allows for
in situ microscopy either by employing low energy electrons from an integrated
electron gun or by using photoelectrons emitted from the sample, which are
excited by the incident synchrotron radiation. The energy range for incident
electrons is about 20 eV to 200 eV using the LaB6 electron gun. When using
photons generated by Elettra, the photon energy range is 20 eV to 1000 eV. It
is therefore possible to perform µ-ARPES, µ-XPS, and PEEM (PhotoElectron
Emission Microscopy) measurements, where the image contrast is given by the
photoemission intensity at a given kinetic energy. The base pressure was better
than 1× 10−10 mbar.
STM measurements were carried out at the STM-lab of the Physical Chem-
istry with Focus on Catalysis Department of the Technische Universität München.
The camber was equipped with a newly developed high-temperature STM based
on the SPECS STM 150 Aarhus HT, similar to [9]. It achieves very low ther-
mal drift by a special geometry of the sample holder, a highly stable radiative
heater, and a large mass serving as heat sink, and can operate at temperatures
of up to 1300 K. The base pressure was of 5× 10−10 mbar.
Density functional theory calculations have been carried out using the VASP
code. The Projector Augmented Wave (PAW) method was used to account for
the core electrons, with the 6s and 5d electrons of Ru and the 2s and 2p electrons
of C explicitly included in the valence. Single particle orbitals were expanded
in plane-waves using a kinetic energy cut-off of 400 eV. Surfaces were modeled
with the usual slab geometry, using either a (4× 8) or a (4× 10) supercell with
4 layers, of which the bottom two were kept frozen at the bulk interatomic
distances. The vacuum was about 10.5Å. In principle, (1 0 1 0) surfaces posses
two possible terminations: a long termination, where the distance between the
first and second layer is
√
3/2a (with a the lattice parameter), and a short
termination,where the first interlayer distance is
√
3/2a. The relaxed substrate,
both graphene covered or not, displays a lower overall energy if a short termi-
nation is used. Core level binding energies have been estimated within the final
state approximation, where the screening from valence electrons is included,
thus providing an accurate estimate of its effects on the core level binding
energies. The method used in our work calculates the core level shifts with an
accuracy better than 50 meV [12].
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5.2 Finding the best growth conditions: HR-XPS
and LEED
Several different CVD growth procedures were tested with the aim of obtaining
large, single-crystal graphene domains on Ru(1 0 1 0). All different growth pro-
cedures have been characterized by LEED at the Surface Science Laboratory
and by XPS at the SuperESCA beamline.
The growth procedure for graphene on Ru(0 0 0 1) [13] applied in Ch. 4 has
been used as a starting point, because of the expected similarities involved in
the surface reactivity when using C2H4 as a precursor, considering nonetheless
that a different termination might give different results. Therefore, growth
at a fixed temperature was tested: C2H4 was dosed at T =1020 K with a
pressure of 2× 10−8 mbar for 480 s, and then with a pressure of 5× 10−8 mbar
for and additional 480 s. In our case, LEED patterns obtained after growth
dc
ba
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[0 1 0 0]
Figure 5.2: LEED images acquired at 75 eV after CVD growth at fixed temperatures.
Several rotated graphene domains are visible for all growth conditions. (a) growth at
T = 1020 K, initial pressure 2× 10−8 mbar, (b) growth at T = 1070 K, initial pressure
2× 10−8 mbar, (c) growth at T = 970 K, initial pressure 2× 10−8 mbar, (d) growth
at T = 1020 K, initial pressure 2× 10−9 mbar
were compatible with the presence of graphene (see Fig. 5.2(a)). The main
spots associated to graphene, referred to as R0, have one of the graphene
reciprocal lattice vectors aligned with the [0 0 0 1] direction. However, no spots
related to a moiré superstructure have been detected, and several satellite
rotational domains are present, which indicate a large number of domains
with a random rotation around the main R0 alignment. Growth at higher
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temperatures (T = 1070 K, see Fig. 5.2(b)) gives increasingly higher intensity for
the randomly rotated domains, while growth at lower temperature (T = 970 K,
see Fig. 5.2(c)) does not improve the rotational domains, but gives much broader
LEED spots, implying smaller graphene domains have been created. Growth
at lower pressures (P = 2× 10−9 , see Fig. 5.2(d)) for longer times, with the
same exposure of 30 L as in the previous cases, gives results very similar to
growth following the procedure whose results are shown in Fig. 5.2(a).
The next approach that was tested was TPG growth, where ethylene is
adsorbed at room temperature (T = 300 K, P = 2× 10−9 mbar, up to satura-
tion) on the sample that is subsequently annealed to 1020 K. The procedure
is repeated in several cycles, while monitoring in situ the C 1s core level spec-
tra exploiting the real time XPS capabilities of the SuperESCA experimental
setup. In this way, information about the amount of C on the surface could
be used to adjust the C2H4 pressure during the adsorption stage of each cycle
in order to compensate for the decrease in free surface area that can catalyze
the thermal decomposition of ethylene (maximum P = 5× 10−8 mbar). To
finalize the growth, and finish covering the surface with a full graphene layer,
a final growth step is performed at fixed temperature by dosing ethylene at
T = 1200 K, P = 3× 10−7 mbar. Higher temperatures (T = 1220 K) resulted
in a lowering of the C 1s signal from graphene, implying diffusion in the bulk.
TPG growth was found to give a full graphene layer, that was the result of
5 growth cycles. This growth procedure consistently gives comparable results,
independently of the annealing temperatures for the cycles following the first
one, which were tested up to 1200 K.
The procedure necessary for the extraction of the C 1s spectrum is similar
to the one in Ch. 4. In a first step, the clean surface Ru 3d spectrum is
analyzed. Like for Ru(0 0 0 1), it is possible to discern 3 components in the
Ru 3d5/2 spectrum: a bulk component, a surface component, and a second
layer component (see Fig. 5.3(a)). The surface core level shifts were found to
be compatible with values found in literature [14], and were (−500± 20) meV
for first layer atoms, (−230± 20) meV for second layer atoms. It is crucial for
this analysis that there is no oxygen contamination on the surface, since the
surface components are extremely sensitive to the presence of oxygen [15].
The cleanliness is confirmed by a LEED pattern with no superlattice spots
and with a low background (see Fig. 5.3(b)). As in Ch. 4, the C 1s spectrum
is obtained after subtracting the Ru 3d3/2 peaks calculated after fitting the
Ru 3d5/2 peaks. XPS spectra of the C 1s obtained in this way show 2 relatively
wide components for all growth procedures (see Fig. 5.4(a)). As before, for
an accurate description these C 1s spectra need DFT calculations for the
core levels, but it is still possible to distinguish two separate C populations: a
strongly interacting one with a peak at 284.8 eV, and a more weakly interacting
one with a peak at 284.4 eV. From LEED, it is possible to determine that the
only rotational domains are the R0 and the R30, which however have weak,
large, and moiré free spots (see Fig. 5.4(b)). This implies domains with average
size smaller that 150Å are being created, although only with R0 and R30
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Figure 5.3: Characterization of the clean Ru(1 0 1 0) surface by HR-XPS (a) and
LEED at 85 eV(b). The Ru 3d5/2 (lower BE) and Ru 3d3/2 (higher BE) spectra (black
markers) are acquired simultaneously and fitted (blue line) as described in the text.
The individual components have been plotted and are coded with different colors,
according to [14]: the lightest green is assigned to the first layer atoms, the medium
green to the second layer atoms, the darkest green to the bulk Ru. The normalized
fitting residuals are plotted above.
orientation.
Finally, we tested annealing the graphene-covered surface to 1320 K for 30 s,
at a temperature that is 100 K higher that the temperature where we observed
C diffusing in the bulk. This final step induced changes detectable both in XPS
and in LEED. The component generated by the less interacting atoms in the
C 1s spectrum (see Fig. 5.4(c)) shows a higher relative intensity, as evidenced
by the minimum which is now visible between the two peaks, and the integrated
intensity is around half of that before the high temperature annealing. The
LEED pattern again shows only R0 and R30 graphene rotational domains,
but the size is now limited by the instrumental resolution. Spots associated to
moiré superlattices are now evident, both for the R0 and for the R30, showing
respectively (1 × 10) and c(4 × 8) periodicity in LEED (see Fig. 5.4(d), and
Fig. 5.5(a,b)). This data implies that the heating process induces a partial
dissolution of graphene in the Ru bulk, and cooling allows the C to segregate
back to the surface, allowing the surviving domains to grow and undergo a
ripening process.
In order to interpret the XPS spectra, DFT calculations have been per-
formed for graphene on Ru(1 0 1 0) in the two main orientations: R0, with a
(1 × 10) periodicity, and R30 with a c(4 × 8) periodicity. For both rotations,
several adsorption sites have been tested, and the adsorption energies have
been calculated. For the c(4× 8) structure, all the tested adsorption sites relax
to a bridge-top equivalent (where two carbon atoms are bridged on top of a
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Figure 5.4: High resolution XPS spectra and LEED images for C 1s after TPG
graphene growth (a,b) and after annealing to 1320 K for 30 s (c,d). The gray curves
are the raw data, while the blue curves are the Ru 3d3/2 spectra inferred from the
Ru 3d5/2 as described in the text. The black markers represent the C 1s spectra.
LEED images are acquired at 79 eV at the SuperESCA beamline.
a c
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Figure 5.5: LEED images acquired for graphene grown by using the TPG technique,
after annealing to 1320 K (a) at the SuperESCA beamline, (b) at the Surface Science
Laboratory. In (b), it is possible to discern spots from the c(4× 8) structure (green
spots in (c)) and the (1× 10) structure (d).
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substrate atom in the center of the unit cell). In the case of the (1 × 10), it
was found that two stable adsorption sites exist, that are almost degenerate in
energy: a bridge-top (abbreviated (1× 10)br), where a carbon bridge is on top
of a substrate atom on the border of the unit cell, and a hex-top (abbreviated
(1× 10)hex), where a graphene hexagon is on top of a substrate atom on the
border of the unit cell.
Figure 5.6: Relaxed supercells for the 3 stable structures as found by the DFT
calculations. In (a), the c(4× 8) structure. The c2mm primitive unit cell is marked in
yellow, with reflection lines marked in light blue and glide lines in dashed green. In
(b) the true (1× 10)br and in (c) the (1× 10)hex have been simulated by including 4
substrate unit cells, one of which is marked with yellow rectangles.
The 3 relaxed structures are shown in Fig 5.6. The c(4×8) structure is two-
fold symmetric, displays 2 orthogonal mirror symmetries and two orthogonal
glide lines: it has a c2mm symmetry. Regarding the (1 × 10) structures, one
of them is wavy (see Fig. 5.6(c)), displaying a (1× 10) moiré and a large one
dimensional corrugation along the [0 0 0 1] direction (along the wide edges of
the substrate rectangles). The other (1× 10) structure does not display such a
waviness (see Fig. 5.6(b)), even though the supercell has the same shape.
Calculations for the C 1s BEs have also been performed, allowing the
characterization of the different growths by using the familiar combined XPS
and DFT approach. However, things are complicated in this system by the fact
that, for all growth procedures tested, there is always a mixture of at least two
different structures. The most relevant data is that obtained after TPG growth
and annealing to 1270 K, so that only R0 and R30 are present in large, well
ordered domains.
We performed fits of the C 1s spectra for the TPG growth before (Fig. 5.7(a))
and after (Fig. 5.7(b)) annealing to high temperature. This was performed by
using a weighed sum of the spectral distributions given by two of the stable
structures found by DFT: the (1× 10)hex and the c(4× 8). The (1× 10)br has
a spectral distribution that does not agree with the data, and any efforts of
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including it in the fit procedure result in no intensity for this structure. The
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Figure 5.7: C 1s spectra (black markers) obtained with the procedure described in
the text, fitted (red lines) with the DFT calculated C 1s BE distributions for the
(1× 10)hex structure (orange histogram) and the c(4× 8) structure (blue histogram).
In (a), after TPG growth, in (b), after annealing to 1320 K for 30 s.
absence of (1× 10)br is plausible since the LEED pattern shows strong (1× 10)
diffraction spots, which are expected to be enhanced in the case of a wavy
topology. The waves should enhance diffraction from the (1× 10) supercell, as
opposed to the sum of diffraction intensity from the separate lattices of graphene
and the substrate. Furthermore, even though they are almost degenerate, the
DFT calculations show that the (1 × 10)hex structure has a slightly better
adsorption energy by 7 meV per C atom when compared to (1× 10)br.
The results of the fits show that, after TPG growth and before heating to
high temperature, graphene is about 37% (1× 10)hex, 63% c(4× 8). Following
the annealing to 1270 K, graphene is about 18% (1×10)hex, 82% c(4×8). The
fits give good results for all individual TPG growths followed by annealing,
although some variability in the relative amounts of the two structures after
annealing to 1270 K indicates that there is some random component in the
growth conditions when annealing to high temperature. For this reason, the
dynamics of the growth were expected to play an important role.
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5.3 LEEM and µ-LEED experiments
The anisotropy of the surface was expected to encourage some interesting
growth dynamics for graphene. For this reason, LEEM measurements were car-
ried out to gain a better understand the TPG growth process, with subsequent
annealing. So, while following the growth procedure described in section 5.2, we
performed bright-field LEEM measurements, where the contrast of the image
is given by the intensity of the (0,0) spot.
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Figure 5.8: TPG growth as observed by LEEM at 5 eV. In (a) the clean Ru surface
shows large single terraces, with most of the steps being localized in step bunches. In
(b), the result of the first TPG cycle shows small graphene nucleation sites mostly
at step edges. In (c), the final graphene covered surface after 5 TPG cycles, with
corresponding LEED pattern at 41 eV(d). In (a) and (d), the lattice directions are
shown for reference.
The results show that, during the first cycle of TPG growth (Fig. 5.8(b)),
nucleation starts at step edges, and after 5 cycles the surface is almost com-
pletely covered by a full graphene layer (Fig. 5.8(c)), leaving about 7% of the
Ru surface free. LEED images show that the R0 and R30 graphene rotations
are the only ones present after the TPG procedure. However, the domains are
very small, averaging around 85Å as determined by LEED spot widths.
Next, we studied the second part of the TPG growth procedure that was
optimized using XPS and LEED: we heated the sample to 1270 K. The LEEM
movies show that, between 1220 K and 1290 K, the graphene layer starts dis-
appearing as a result of diffusion of C in the bulk of the Ru crystal, starting
from graphene at step edges (Fig. 5.9(a,b)). Holes appear in the graphene layer,
and quickly grow to leave only small graphene islands. Some flakes, however,
display moderate growth during this phase. At even hotter temperatures, just
25 K higher (Fig. 5.9(c)), the graphene layer quickly dissolves in the Ru bulk.
Thanks to the real-time imaging capabilities of the LEEM technique, it was
possible to interrupt heating when just a few small islands were left. Upon
cooling to 1250 K (Fig. 5.9(d)), carbon segregates back to the surface, rapidly
enlarging the small graphene islands that were left. Strongly anisotropic growth
was observed, and needle-like structures were observed to develop.
This form of ripening for the small graphene domains gives very large single-
crystal graphene flakes, of the order of several µm. Only R30 and R0 are left.
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Figure 5.9: LEEM images (20 eV start voltage) of the high temperature annealing
of the graphene layer obtained by TPG growth. In (a), at 1285 K, the graphene layer
has already started to dissolve in the Ru bulk. In (b), at 1300 K, the process proceeds
especially at step bunches. In (d), at 1315 K, the dissolution of C in the Ru crystal is
much quicker, and if heating is interrupted when only small islands are left, a ripening
process takes place (d) by surface segregation of the C that had previously dissolved
in the bulk. Orange edges identify a single large graphene flake that can be seen to
grow at first, up to 1300 K, but eventually starts dissolving as well. Upon cooling, it
grows to several microns in size.
This type of growth from the bulk has been exploited on the Ru(0 0 0 1) surface,
where growth of very high quality, 100µm wide graphene crystals was observed
after saturating the bulk with interstitial C [16]. In our case, we obtained a
coverage slightly above 60% after growth from the bulk, with only 2 rotational
domains for graphene.
These observations directly confirm the growth mechanism for graphene
after annealing to high temperatures. They also explain why there was a some
degree of variability in the graphene domains that are found after the annealing,
since the percentage would strongly depend on which R0 or R30 domains are
left after partial or complete dissolution of graphene in the Ru bulk. In the case
of a prolonged 30 s annealing at high temperature, no graphene is expected
to be left on the surface when segregation growth begins. If the heating is
stopped before complete dissolution, very small differences in annealing time or
temperature could lead to a very different statistical distributions for graphene
R0 or R30 rotational domains on the surface. Several ripening cycles do not
noticeably improve the surface quality, but further ethylene deposition at 1200 K
after the high temperature annealing preserves the rotational domains and
completely covers the surface in large graphene single crystals of the order of
several µm in size. Dark-field LEEM confirms the surface is exclusively covered
by R0 and R30 rotational domains of graphene, leaving however a significant
portion of the Ru surface uncovered. We performed µ-LEED on the graphene
layer obtained in this way, so that it was possible to individually measure the
diffraction patterns for both the R0 and the R30 rotational domains, as shown
in Fig. 5.10. Most of the surface was found to be covered by R0 graphene,
in contrast to the growth performed at the SuperESCA beamline, likely as a
result of the different dissolution protocol. The µ-LEED pattern generated by
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Figure 5.10: µ-LEED images for the R0 and R30 graphene rotational domains. In
(a), a region that is exclusively covered by R0 rotated graphene (18 eV start voltage)
as determined by dark-filed measurements. Black areas are generated by the bare Ru
surface. A 2µm field limiting aperture (green ellipse in (a)) was used for µ-LEED
measurements at 40 eV (b). In (c), a region where some R30 graphene is present
(18 eV start voltage). The orange contours outline R30 graphene, as determined
from a dark-field image of the same region. The green ellipse marks the boundary
of the field limiting aperture. In (d), the LEED at 40 eV from this region shows a
structure compatible with the c(4×8) superstructure. White circles mark the substrate
diffraction spots, black circles are from graphene, and blue spots are associated to
the superstructure.
the R0 domains (Fig. 5.10(a,b)) allowed to unequivocally determine that the
superstructure is the predicted (1 × 10), with all the diffraction orders being
well visible. The same was possible for the R30 domains: the superstructure
diffraction pattern was found to be compatible with a c(4× 8) (Fig. 5.10(c,d)).
5.4 Characterization of the stable structures:
STM measurements
In order to directly confirm the results of the DFT calculations, STM exper-
iments were carried out. Graphene on Ru(1 0 1 0) was successfully imaged at
room temperature with atomic resolution, actually providing a direct proof
that the approach used throughout this thesis, where DFT calculations are
coupled to spectroscopic and diffraction experiments, is successful in correctly
describing existing graphene based nanostructures. All the 3 types of stable
domains predicted by DFT for the R0 and R30 graphene rotations were found
to exist following the TPG growth procedure described in Section 5.2, followed
by a flash annealing to 1300 K to promote ripening of the R0 and R30 domains.
From the LEEM experiments, the surface was then expected to exhibit very
large graphene single crystals, prevalently (1× 10)hex and c(4× 8).
Indeed, STM experiments revealed both these domain types, with the pre-
dicted structure. The (1× 10)hex was found to exhibit one dimensional waves
(see Fig. 5.11), and STM profiles indicate that the superstructure exhibits
relatively flat troughs with a corrugation along the [0 0 0 1] direction that is
about 10% of the corrugation along the [0 0 1 0] direction. This, however, is
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10 Å200 Å 10 Å
Figure 5.11: A (1× 10)hex graphene flake imaged by STM. Imaging parameters are
I = 0.79 nA, V = 57 mV for the left image, I = 0.18 nA, V = 57 mV for the middle
image. On the right, the relaxed (1 × 10)hex graphene structure. The color scale
represents the distance of each atom from the first substrate layer, with darker colors
being closer. The blue rectangles mark the (1× 10) supercell.
not the true topographic corrugation, because of the nature of STM images
that always include the electronic density of states as a contribution to the
tunneling current modulation. The corrugation ratio is likely closer to 5%, as
deduced from the DFT calculations. In Fig. 5.11 (right), the height-color coded
top view of the (1× 10)hex structure obtained from the numerical calculations
is shown. The DFT relaxed structures indicate that in the raised portions, C
atoms are more than 3Å away from the surface, and hexagonal features are
visible in the crests of the moiré superstructure in the STM image, where an
almost free standing graphene is present.
10 Å
100 Å
10 Å
Figure 5.12: STM image of the flat (1 × 10) structure that can be identified as
the (1× 10)br (left). The inset shows the location of this flake, close to a graphene
flake edge. Some patches of (1× 10)hex and bare Ru surface are also visible in the
image. Some defects can be seen at the boundary between (1× 10)br and (1× 10)hex.
Imaging parameters are I = 0.71 nA, V = 51 mV for the main image, I = 0.08 nA,
V = 56 mV for the inset. On the right, the relaxed (1 × 10)hex graphene structure.
The color scale represents the distance of each atom from the first substrate layer,
with darker colors being closer. The blue rectangles mark the (1× 10) supercell.
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Small patches of a flat (1× 10) were also found (see Fig. 5.12), mainly in
proximity of graphene flake edges. This structure was identified as a (1× 10)
because of the perfect matching between the visible lines in the image with
the substrate lattice constant along the [0 0 0 1] direction. Also, a continuous
deformation of the graphene lattice when passing from the (1× 10)hex to the
flat structures (Fig. 5.12, bottom half of the image) confirms this. In the upper
half of the image, however, defects can be seen at the boundary between the
(1× 10)hex and the flat (1× 10) structures.
10 Å 10 Å
Figure 5.13: STM image of the c(4 × 8) structure (left). Imaging parameters are
I = 0.41 nA, V = 56 mV. The Fourier transformed image is shown in the middle,
with some spots circled in white, strongly resembling the LEED image in Fig. 5.10(d).
On the right, the relaxed c(4× 8) graphene structure. The color scale represents the
distance of each atom from the first substrate layer, with darker colors being closer.
The blue rectangles mark the c(4× 8) supercell.
This is compatible with the flat structure being the (1 × 10)br, which is
shifted with respect to the (1 × 10)hex by half a graphene unit cell, and is
the only other stable graphene phase found to exist on Ru(1 0 1 0) by the DFT
calculations. Furthermore, there is a good qualitative agreement between the
calculated C atom height above the substrate and the measured STM images
(Fig. 5.12, right).
The STM images for the c(4 × 8) structure (Fig. 5.13, left) were found
to have glide lines compatible with a c2mm symmetry, resulting in a Fourier
transformed image that matches the observed LEED pattern (Fig. 5.13, middle).
Also in the case of the c(4 × 8) structure, the numerical calculations show a
relatively flat arrangement. This time, it is possible to associate some tartan-
like protruding features in the predicted topography (see Fig. 5.13, right) to
similar features observed in the STM images.
5.5 Analysis of the simulated structures
Some interesting details can be understood by inspecting correlation diagrams
of three quantities that can be obtained from the DFT calculations: the C 1s
BEs, the average nearest neighbor (n. n.) distance, and the distance from the
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surface. The C 1s BEs have been obtained from the calculated values and the
fitting results of Section 5.2, and the distance of each C atom from the surface
has been calculated as the distance from the average plane passing through
first layer Ru atoms. The average value of the three n. n. distances for C atoms
in graphene is an indicator of strain in the graphene lattice, and should be
compared to the value in graphite (1.42Å [17]), and in suspended free-standing
graphene (1.4Å [18]).
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Figure 5.14: Analysis of the (1 × 10)hex structure as obtained from DFT. In (a),
the color scale represents the C 1s BEs, and on the bottom, a correlation diagram
shows the average n. n. distance vs. the distance from the surface of each C atom.
In (b), the color scale represents the distance from the surface, and on the bottom,
a correlation diagram shows the C 1s BEs vs. the average n. n. distance of each C
atom. In (c), the color scale represents the average n. n. distance, and on the bottom,
a correlation diagram shows the distance from the surface vs. the C 1s BEs. Gray
circles represent first layer Ru atoms.
Regarding the (1× 10)hex structure, it is possible to notice that the C 1s
BEs (Fig. 5.14(a)) on the crest of the moiré waves is quite low, close to the
value for decoupled graphene on lowly interacting transition metal surfaces
such as Ir(1 1 1) (see Ch. 4). In the troughs, the BE is slightly higher when the
C atoms are sitting close to a first layer substrate atom, creating horizontal
lines along which the BE is slightly higher. Considering the dependence of the
BE vs. the distance from the surface (Fig. 5.14(c)), it is possible to notice that,
once a distance of 2.8Å is reached, the BE stops decreasing, having reached a
value of 284.4 eV, close to 284.2 eV that has been found for Gr/Ir/Ru(0 0 0 1)
in Ch. 4. The average n. n. distance does not correlate well with neither the
distance from the surface (Fig. 5.14(a)), nor with the BEs (Fig. 5.14(b)). This
is likely due to the accumulation of compressive strain in intermediate-height
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portions of the superstructure Fig. 5.14(c), so that the interaction with the
substrate is the main factor that determines the properties of the individual C
atoms.
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Figure 5.15: Analysis of the (1× 10)br structure as obtained from DFT. In (a), the
color scale represents the C 1s BEs, and on the bottom, a correlation diagram shows
the average n. n. distance vs. the distance from the surface of each C atom. In (b), the
color scale represents the distance from the surface, and on the bottom, a correlation
diagram shows the C 1s BEs vs. the average n. n. distance of each C atom. In (c),
the color scale represents the average n. n. distance, and on the bottom, a correlation
diagram shows the distance from the surface vs. the C 1s BEs. Gray circles represent
first layer Ru atoms.
Considering the flat (1× 10)br structure, it is possible to divide the carbon
atoms in 2 families according to the DFT calculations, even though the surface
is seemingly flat. The graphene layer, in fact, has two different “zig-zag” lines
along the [0 0 1 0] direction: one on top of first layer Ru atoms, another on top of
second layer atoms. The correlation diagrams in Fig. 5.15 show a clear splitting
of the C atom population, revealing that coincidence with the first layer atoms
causes a much stronger interaction (as seen in the BE, Fig. 5.15(a)), and also
a slightly smaller (by 0.13Å) distance from the surface (Fig. 5.15(b)), so that
“zig-zag” lines above a second layer Ru atom are slightly protruding. There is
also a small amount of compressive strain for those atoms on protruding rows
(Fig. 5.15(c)).
We finally consider the c(4 × 8) structure. The correlation diagrams give
some interesting insight regarding the nature of the splitting in BEs that gives
rise to two distinct peaks in XPS C 1s spectra. In fact, although the surface
is almost flat, the plots always show two separate point clouds (Fig. 5.16),
indicating two that also in this case there are two distinct families, one with
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a C 1s BE of 284.9 eV, and one with a BE of 284.4 eV, more typical of free
standing graphene. Again, the coincidence with first layer Ru atoms seems to
play an important role in the splitting, which is also evident in the case of the
average n. n. distance (Fig. 5.16(c)). The distance from the surface, however,
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Figure 5.16: Analysis of the c(4 × 8) structure as obtained from DFT. In (a), the
color scale represents the C 1s BEs, and on the bottom, a correlation diagram shows
the average n. n. distance vs. the distance from the surface of each C atom. In (b), the
color scale represents the distance from the surface, and on the bottom, a correlation
diagram shows the C 1s BEs vs. the average n. n. distance of each C atom. In (c),
the color scale represents the average n. n. distance, and on the bottom, a correlation
diagram shows the distance from the surface vs. the C 1s BEs. Gray circles represent
first layer Ru atoms.
does not seem to be correlated with either the C 1s BE or with the strain
(Fig. 5.16(a,c)), resulting in a topography that does not reveal the first layer
Ru atom rows (Fig. 5.16(b)). This is also evident in the STM images of this
structure (Fig. 5.13), where lines that might resemble Ru atomic rows, like in
Fig. 5.12, are actually in the perpendicular direction.
5.6 Discussion: growth of carbon nanocombs
It was found that, during carbon segregation from the bulk, the anisotropy of the
substrate has a profound influence on graphene growth dynamics. Although
the ripening of both the R0 and R30 domains was observed to be strongly
driven by the substrate direction, the R30 domains exhibited a unique comb-
like growth mode. These needle-like structures propagate from the initial flake
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across the substrate’s atomic steps, like in the case of the rolling-carpet growth
mode on Ru(0 0 0 1) [16], and quickly reach µm lengths. They are, in all effect,
self assembled graphene nanoribbons. This is a completely new approach for
the growth of such nanoribbons, requiring no large molecular precursor, only
dissolved carbon from the Ru(1 0 1 0) bulk. This growth mode for graphene
nanoribbons is completely determined by the substrate anisotropy and by the
peculiar dynamics observed.
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Figure 5.17: A LEEM image (20 eV start voltage) of one of the comb-like structures
that grows after annealing the TPG graphene to high temperature (left). On the right,
a line profile taken along the [0 0 0 1] direction reveals that the graphene nanoribbons
are less than 17 nm wide.
The nanoribbons were observed to have a width of 17 nm (see Fig. 5.17),
which is close to the lateral resolution of LEEM. When graphene nanoribbons
start becoming this thin, theoretical calculations have predicted that a bandgap
in the electronic structure should emerge [19], its value easily tunable by chang-
ing the nanoribbon’s width or termination. However, it has also been found
that edge roughness completely destroys the nanoribbon band structure, so
that precise edge terminations are essential for electronic structure integrity.
Strangely, the graphene nanoribbon phase has proven to be one of the more
stable phases upon heating, despite the large perimeter to area ratio of these
digitated structures. This may also mean the graphene nanoribbons obtained
in this way possess exceptionally smooth and defect-free edges, which would
explain the higher diffusion barrier for carbon atoms from the graphene nanorib-
bon edges to the Ru bulk: defects tend to lower the diffusion barrier of C atoms
from graphene to highly interacting transition metals, as in the case of Re [20].
If defects were present, the diffusion barrier to the bulk would likely be lower
than the flat (1× 10) and c(4× 8) structures. This approach therefore is likely
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to yield graphene nanoribbons with a high level of edge perfection.
5.7 Discussion: transition between wavy and flat
graphene
Another interesting phenomenon was observed in this rich system: once formed
after TPG growth and further annealing to high temperature, the R0 domains
appear to change contrast upon cooling. They break up in small patches, and
abruptly change from bright to dark when observing the bright-field LEEM
images (see Fig. 5.18(a,b)). This was previously observed in LEEM for graphene
grown on Ir(0 0 1) [2], where it was demonstrated to be a transition between a
wavy and a flat phase. We think this is the case also for this observed transition.
In fact, as has been discussed, there are two stable structures for the R0 rotation
of graphene, one wavy and one flat, which are almost degenerate in energy
(only 7 meV per atom of adsorption energy difference). Furthermore, µ-LEED
measurements of the (1× 10) structure at high temperature (see Fig. 5.18(c))
show a significantly damped moiré, an indication that the wavy structure is
absent. This transition is reversible, with bright patches that first appear when
Figure 5.18: LEEM images (18 eV start voltage) of graphene flake undergoes the
phase transition upon heating, from (a), where a large (1× 10) flake is mostly dark
colored at 620 K, to (b), where most of it has undergone the phase transition at 660 K.
In (c), a LEED image at 40 eV acquired at 1000 K, with a field limiting aperture
centered on a flake that has undergone the phase transition.
heating above 700 K, and almost complete conversion at 900 K. Cycling back
and forth gives comparable results. It was found, however, that the patches
that undergo the phase transition break up and become smaller at every cycle,
with thin boundaries that appear between them. This is consistent with our
hypothesis, since in order to go from one adsorption site (hex) to the other
(bridge), there has to be a shift of the whole graphene sheet by half a lattice
constant. This is energetically very costly, the energy cost rising with area that
undergoes the transition. Cracks can form in the graphene crystal rendering
less energetically expensive the process. It is possible that this phase transition
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is strain driven, as in Ir(0 0 1) [2], since, upon cooling, graphene expands, while
the substrate contracts.
5.8 Conclusions
We demonstrated graphene growth on a novel substrate, which resulted in
some unpredicted behavior, mainly driven by the growth dynamics of graphene
segregating from the bulk on the anisotropic Ru(1 0 1 0) surface. The growth
conditions were optimized for having the greatest (1 × 10)hex graphene su-
perstructure density with respect to other domains. It was found that this
particular superstructure displays one dimensional waves, all with the same
orientation, and with an exceptionally regular trough topology, rendering this
the perfect platform for developing new one dimensional metal nanostructures.
Furthermore, we observed two novel phenomena: the spontaneous substrate
driven growth of graphene nanoribbons, and a reversible temperature-driven
phase transition between a wavy and a flat graphene structure.
The nanoribbon growth we observed is of interest for several reasons. In fact,
one of the main concerns with graphene has been to induce a band gap in this
otherwise degenerate (0-gap) semiconductor, and graphene nanoribbons have
attracted attention as a possible means of exploiting graphene in device fabri-
cation and in the semiconductor industry. Graphene nanoribbons are expected
to be a very efficient tool for bang gap engineering: as has been demonstrated
both theoretically [19] and experimentally [21], by changing the width and spe-
cific termination of the graphene nanoribbons it is possible to manipulate their
electronic structure and to obtain different band gap energies. This approach
has proven itself as a powerful technique for graphene based transistors, raising
the prospect of a new class of nanoelectronic devices that may have many
advantages over existing technologies, for instance having excellent switching
speeds or high carrier mobility even when carrier densities are low [22], and even
ballistic transport at relatively high temperatures [23, 24]. Existing techniques
for the formation of graphene nanoribbons include exfoliation [21], chemical
approaches [25], unzipping of carbon nanotubes [26] and lithographic pattern-
ing of graphene sheets [27]. However, edge roughness of the ribbons, which
destroys the quantum confinement and edge effects thanks to which graphene
nanoribbons display semiconducting properties [23], is a major issue with all
these methods. Also, the presence of defects and covalent functionalization can
compromise the band structure of graphene nanoribbons [28]. Highly perfect
graphene nanoribbons can be grown by using specific molecular precursors and
dehalogenation, but the lengths are limited to a few tens of nm [29]. By using
CVD with a simple precursor, C2H4, on the anisotropic Ru(1 0 1 0) surface, we
successfully obtained µm long, less than 20 nm wide graphene nanoribbons.
This investigation can therefore be a starting point for several experiments:
graphene on Ru(1 0 1 0) has proven to be an unexpectedly rich system, and, due
to the fortuitous matching with the graphene lattice constant in the [0 0 0 1]
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direction, it seems like an ideal candidate for the exploration of new graphene
based nanostructures.
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Chapter6
Molecular lifting, twisting, and
curling in the path to carbon
nanodomes
Once again, our research lead us to the study of graphene-based nanostruc-
tures, likely as a result of the versatility that such systems display in their
capacity of tuning or changing the properties of the raw graphene material,
or even exhibiting completely new and exotic behaviors. Specifically, we fi-
nally started considering true nanostructures and their synthesis, in the sense
of graphene-based materials that are nanometer-sized in all three dimensions.
The electronic properties of graphene, in fact, are completely changed when
confined to nanometer-sized objects, where the quantum nature of the Bloch
electrons starts “feeling” edges in every direction. At the same time, when sizes
become so small, the precision of these structures is vital, as even small changes
strongly affect the electronic structure of the system. The band gap problem in
graphene can be overcome by exploiting quantum confinement effects, which
allow the modification of the band gap by adjusting the width and the type of
edge terminations [1–6].
Large polycyclic aromatic hydrocarbons (PAHs) molecules, which are con-
stituted by multiple peri-fused aromatic rings, are an interesting starting point.
In fact, they strongly resemble graphene in structure to begin with, and small
changes can be made to obtain a wide range of graphene-based nanostructures.
For these reasons, the process of surface-assisted cyclodehydrogenation of PAHs
has been adopted in the recent years as one of the most effective, versatile, and
flexible strategies for the bottom-up synthesis of fullerenes [7], small graphene
flakes (nanographene), and nanoribbons [8–10]. The large number of available
precursors is the key to tailor the structural properties of low-dimensional car-
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bon networks via polymerization reactions and to control their chemical and
transport properties, which exhibit promising properties for applications in
opto- and molecular-electronics.
However, the pathway of molecular dissociation becomes more complex with
increasing molecular extension, number of sequential reaction steps, degrees
of freedom for molecular motion, and competition with desorption processes.
The initial-state PAH adsorption configuration, which can be influenced by
inter-molecular or substrate-mediated interactions, can also strongly affect the
dissociation mechanism. For example, the reported thermally induced dehy-
drogenation of polyphenylene molecules on Cu(1 1 1) [11] proceeds via six in-
termediate steps of aryl-aryl coupling reactions. For polyphenylene molecules,
the partial dehydrogenation of the large hydrocarbons leads to a H terminated
nanographene, although in this case, the interaction with the substrate plays
only a marginal role, and the partial reaction barriers are similar for the non-
catalyzed dehydrogenation. It is clear that detailed knowledge of the chemical,
structural, and electronic transformations involved in each cyclodehydrogena-
tion step is a prerogative for finding more efficient routes to fabricate novel
nanographene/nanoribbon structures with tailored properties.
In this study we show that thermally assisted cyclodehydrogenation of
coronene (C24H12) on Ir(1 1 1) takes place through sequential steps that in-
clude dramatic changes of the molecule’s pristine configuration. For a com-
prehensive characterization of the reaction process we adopted the familiar
combined theoretical and experimental approach where density functional the-
ory (DFT) calculations complemented the experiments performed combining
several techniques, namely fast and high-energy resolution X-ray photoelectron
spectroscopy (HR-XPS), near-edge X-ray absorption fine structure (NEXAFS),
ultraviolet photoelectron spectroscopy (UPS), angle resolved photoemission
spectroscopy (ARPES), temperature programmed desorption (TPD), and low
energy electron diffraction (LEED). Once again, the approach gave unprece-
dented insight in a complicated process.
6.1 Methods
The Ir(1 1 1) single crystal used in this experiment was cleaned in ultra high
vacuum (UHV) conditions by following the procedures outlined in Ch. 2, which
was optimized to ensure a high quality surface, as judged by LEED and XPS.
The measurements reported in this work were performed in UHV condition
with a base pressure of the order of 1× 10−10 mbar.
Commercially available (Sigma-Aldrich) coronene powder (99%, purified by
sublimation) was used throughout the experiment. Coronene molecules were
evaporated in vacuum using a custom evaporator consisting in a Boron Nitride
(BN) crucible wrapped with a 1 mm diameter Ta wire used to heat it by resistive
dissipation. The crucible was cleaned in vacuum before the experiment by means
of a long annealing to increasing temperatures up to 670 K, in order to clean
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the evaporation cell from impurities. The temperature inside the crucible was
measured trough a type K thermocouple in thermal contact with the coronene
powder. Coronene evaporation was achieved by keeping the crucible at a fixed
temperature, varying from 400 to 440 K. Before evaporation, coronene was
further purified in vacuum by means of repeated short annealing cycles up to
450 K, while monitoring the chamber residual gas composition with a Residual
Gas Analyzer system. Calibration of the coronene evaporation rate was achieved
by comparing the photoelectron intensity to a reference signal acquired with the
same acquisition parameters, after graphene growth on Ir(1 1 1). On the basis
of the C(10× 10)/Ir(9× 9) moiré unit cell, observed for single layer graphene
on Ir(1 1 1), the reference coverage was assumed to be 2.47 ML.
High resolution (HR) and temperature programmed (TP) XPS [12] mea-
surements were carried out at the SuperESCA beamline. C 1s spectra were
acquired in normal emission geometry with a photon energy of 400 eV, along
with a measurement of the Fermi level on the sample, which was used to align
the binding energy scale. In order to check for possible X-ray induced molecu-
lar break-up we performed several scans along the surface to search for C 1s
spectral modifications, without finding appreciable differences.
NEXAFS measurements were performed at the SuperESCA beamline of
Elettra. Carbon K-edge absorption spectra were acquired in the Auger Electron
Yield configuration, with a photoelectron kinetic energy of 260 eV and a photon
energy range between 280 eV and 315 eV. Two different angular configuration
were used, corresponding to an incidence angle of 0◦ and 70◦ with respect to
the surface.
Valence band photoemission spectra were acquired at the BaDElPh beam-
line of Elettra using a state-of-the-art SPECS PHOIBOS 150 hemispherical
analyzer combined with a 2D detector consisting of a phosphor screen coupled
with a 2D-CCD commercial detector. The UPS spectra were measured with
photon energy equal to 34 eV in a ±13◦ wide angular region centered in the K
point of the reciprocal space. The ARPES maps were also acquired with 34 eV
photon energy.
The LEED experiments were carried out at the Surface Science Laboratory
at Elettra using a VG rear-view electron optical system. The TPD curves were
also acquired at the Surface Science Laboratory at Elettra using an SRS 200
residual gas analyzer. During the experiment the sample was annealed at a
fixed rate of 2.5 K/s by means of three hot W filaments placed a few millimeters
behind the sample.
The C 1s spectra were analyzed using a sum of 24 Doniach-Šunjić func-
tions [13] convoluted with Gaussians, including a Shirley type background. The
relative BE shifts between the components were constrained to the ones pre-
dicted by DFT, while a rigid shift was imposed to align the experimental BE
scale to the theoretical one. The Lorentzian and Gaussian widths, as well as
the asymmetry parameters, were constrained to be the same for all peaks. This
implicates the following assumptions: the core electronic states corresponding
to the different C atoms in the molecule have the same finite lifetime (resulting
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in an equal Lorentzian broadening); all the core level components are affected
to the same extent by thermal phonon broadening, experimental, and inhomo-
geneous broadening (which are reflected in their Gaussian FWHM); the chance
of electron-hole pair excitation events is the same for each core level (resulting
in an equal asymmetry parameter). The intensities were also constrained to
be equal. All experimental data and fitting results have been displayed after
subtracting the background found by the fitting operation.
Density functional theory calculations have been carried out using the VASP
code. The Projector Augmented Wave (PAW) method was used to account for
the core electrons, with the 6s and 5d electrons of Ir and the 2s and 2p electrons
of C explicitly included in the valence. Single particle orbitals were expanded
in plane-waves using a kinetic energy cut-off of 400 eV. Surfaces were modeled
with the usual slab geometry, using a (9 x 9) supercell with 4 layers, of which
the bottom two were kept frozen at the bulk interatomic distances. The vacuum
was ∼ 17.5Å for the clean surface and ∼ 15Å for the system with the coronene
molecule adsorbed on the surface. We used the Gamma point only to sample the
Brillouin zone. Energy barrier were estimated with the climbing-image Nudged
Elastic Band method [14], using up to 11 images. Core level binding energies
have been estimated within the final state approximation, where the screening
from valence electrons is included, thus providing an accurate estimate of its
effects on the core level binding energies. According to previous theoretical
studies [15], the method used in our work calculates the core level shifts with
an accuracy better than 50 meV.
6.2 Results and Discussion
Coronene was adsorbed on the surface at room temperature (T = 300 K). First,
we performed NEXAFS measurements to address the issue of intact adsorbed
molecule orientation with respect to the surface plane. Figure 6.1(a) reports
the C K-edge absorption spectra measured at two different incident angles for
sub-monolayer coverage. The most noticeable result is the strongly reduced
intensity of the pi∗ resonance components at 286 eV when the electric field vector
is almost parallel to the surface (normal incidence, NI), originating from the
C 1s → LUMO electronic transitions [16], and the increased spectral weight at
about 292 eV due to the transition to the σ∗ orbitals, thus indicating a nearly
flat adsorption geometry. The presence of a shoulder extending up to about
288 eV can be explained, beside the C 1s → LUMO+1, +2, +3 and +4 pi∗
transitions, as due to the interaction of the molecules with the substrate.
The strong modification in the electronic structure of coronene upon ad-
sorption is confirmed by the UPS results reported in Fig. 6.1(b). These valence
band (VB) spectra have been measured at normal emission (hν = 34 eV) after
different surface preparations. The spectrum acquired after deposition of a
monolayer of coronene on clean Ir(1 1 1) (1-red), shows several peaks attributed
to molecular signals, since they appear at different binding energies with respect
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Figure 6.1: (a) C K-edge NEXAFS spectra for coronene/Ir(1 1 1) acquired with
linearly polarized radiation, with the electric field vector either parallel (filled circles)
or almost normal (open circles) to the crystal surface. (b) Valence band spectra
measured at hν = 34 eV of (1-red curve) monolayer coronene on Ir(1 1 1), (2-gray
curve) clean Ir(1 1 1), (3-black) multilayer coronene on Ir(1 1 1) and (4-blue) monolayer
coronene on graphene/Ir(1 1 1). Identified molecular orbitals are, right to left (black
bars on spectra (3), (4)): E2u first peak; B1g, B2g, E1g second peak; E2u, A2u, E2g
third peak. Molecular orbitals M1, M2, M3, and M4 on spectrum (1), associated to
non-dispersing features in the ARPES maps (see Fig. 6.2), have been marked with
vertical lines. (c) C 1s spectra measured at hν = 400 eV for three different coverages of
coronene on Ir(1 1 1), compared with monolayer coronene on graphene/Ir(1 1 1) (blue
curve) and pristine graphene on Ir(1 1 1) (dotted curve), and (inset) LEED pattern
acquired at 86 eV electron energy after about 0.14 ML coronene deposition.
to those present in the spectrum of clean Ir(1 1 1) (2-gray), which is dominated
by the large d-band density of states. These molecular states can be associated
to non-dispersing features in the ARPES maps, which can be seen in Fig. 6.2. In
particular the M1 peak, at 1.8 eV, together with the next state (M2) appearing
at 2.4 eV can be attributed to hybridization of the coronene molecular orbitals
with the Ir 5d bands. The Ir(1 1 1) surface’s ability in creating strong pi bonds
with PAHs is confirmed by considering the spectral components appearing for
other coronene-based interfaces with weaker interactions, i.e. coronene multilay-
ers grown on Ir(1 1 1) (3-black) and for coronene on graphene/Ir(1 1 1) (4-blue).
In these cases, besides the rigid shift induced by different charge transfer, the
VB spectra are a clear fingerprint of the coronene molecular orbitals (E2u, B1g,
B2g, E1g, E2u, A2u, E2g), whose binding energy distribution is in excellent agree-
ment with previous experimental findings and theoretical calculations [17–19].
Further insight into the modification of the electronic structure due to adsorp-
tion was gained by high-resolution XPS C 1s core level spectra, acquired at
different molecular coverages (see Fig. 6.1(c)). The three-peak spectral shape
and binding energies are very different from those measured for coronene on
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Figure 6.2: (a) Energy Dispersion Curve (EDC) for the clean Ir(111) obtained by
selecting a vertical cut of the ARPES image below at the M point. (b) EDC curve
for a monolayer of coronene on Ir(111) obtained by selecting a vertical cut of the
ARPES image below at the M point. The molecular levels are shown superimposed
(vertical bars). (c) ARPES map along the M − Γ−K direction for the clean Ir(111)
acquired at hν = 34 eV. (d) ARPES map along the M − Γ −K direction acquired
(hν = 34 eV) after deposition of a monolayer of coronene on Ir(111). The four clearly
visible non-dispersing molecular levels are marked with arrows.
graphene (blue curve), and for coronene in gas phase, that displays a two-peak
line shape [16]. In addition, the C 1s spectra measured at different coverages
show the same line shape regardless of the coronene amount, suggesting that
the adsorption configuration and site are not modified by intermolecular inter-
actions in denser molecular layers or by the presence of surface defects, such
as steps. It should be noted that the presence of three components cannot be
simply justified as due to the geometrically non equivalent carbon atoms in the
molecule, i.e. those forming the inner hexagon, the middle one, and the outer
ring, because the spectral weight does not match the 1:1:2 ratio corresponding
to the population of such non equivalent C atoms. The LEED pattern (see
inset Fig. 6.1(c)) does not show any additional diffraction spots, besides those
arising from the hexagonal symmetry of the Ir substrate, indicating that the
coronene molecules do not pack forming a long-range ordered layer, but are
rather randomly distributed among the free adsorption sites.
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Figure 6.3: (a) Carbon-Ir distance for the non-equivalent C atoms of the coronene
molecule. (b-c) Illustration of the side and top views of the C24H12 molecular orienta-
tion as found in DFT calculations. The color scale reflects the separation between the
C atoms and the substrate beneath. Small differences in the C-Ir distance between
apparently equivalent C atoms can be accounted for by considering the small influence
of the second Ir layer, which breaks the 6-fold symmetry of the first atomic layer. (d)
C 1s spectrum measured at normal emission and hν = 400 eV (empty circles) together
with the fit result (solid line) and the calculated spectral distribution originated from
the 24 C atoms. (e) Color scale in the model reflects the BEs of the different C 1s
calculated components.
In order to further shed light on the coronene adsorption geometry, and on
the origin of the different core level components, we performed DFT calculations.
Several configurations were probed (see Fig. 6.4), including molecules with
symmetry axes oriented along different directions, with different matches with
respect to the high-symmetry adsorption sites of the Ir(1 1 1) surface, and also
in non-planar configurations. The minimum energy configuration corresponds
to coronene adsorbed with the inner C hexagon in bridge-site and the molecular
axis aligned parallel to the [101] direction of Ir(1 1 1) (see Fig. 6.3(c)).
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Figure 6.4: Relaxed structures for some of the geometries tested in the DFT calcu-
lations used to determine the best adsorption energy configuration. The adsorption
energies are calculated with respect to the gas phase molecule configuration. The
minimum energy configuration, used in the chapter, has an adsorption energy of
−1.46 eV.
The molecules assume a bowl-like shape (side view shown in Fig. 6.3(b)),
usually associated to pi-conjugated compounds known as buckybowls or pi-
bowls [20, 21]. These species have been found to commonly form stable adlayers
on metal surfaces, as in the case of corannulene (C20H10) on Cu(1 1 0) [22, 23]
and of sumanene (C21H12) on Ag(1 1 1) [24]. In our case, the adsorbed molecule
develops its bowl opening upwards: C atoms in the inner ring are about 0.23Å
closer to the surface with respect to C atoms in the outer ring (see Fig. 6.3(a)).
The bowl-shaped geometry is enhanced by the hydrogen atoms displaying an
average height of 2.74Å, 0.7Å farther from the surface than the inner C atoms,
and a C−H bond angle ranging from 22◦ to 39◦ with respect to the Ir surface
plane. In order to test the consistency of the minimum energy adsorption
structure we compared in Fig. 6.3(d) the experimental C 1s core level spectra
(empty circles), for which the molecule-substrate interaction is expected to
have a strong influence, and fit results (solid line). We computed the C 1s
core level binding energy (BE) for each of the 24 C atoms of the coronene
molecules, including also final state effects due to core-hole screening. The
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results, illustrated in Fig. 6.3(d), show that the computed BEs for the carbon
atoms in the coronene molecule are not only linked to some extent to the
C-metal distance (C atoms in the central ring showing the highest BEs), but
are strongly dependent on the positions with respect to the first-layer Ir atoms.
This is especially true for those C atoms sitting in the outer ring and bonded
to H atoms, whose C 1s BE depends on the degree of interaction with the
substrate Ir atoms, besides the bond with H instead of another C. The good
agreement between experimental data and fit results strongly supports the
DFT calculated molecular adsorption geometry.
Figure 6.5: (a) Temperature programmed desorption spectra (red scale) of m/z = 2
after coronene deposition at different coverage and T = 300 K. For comparison desorp-
tion spectra (grey scale) corresponding to m/z = 2 after molecular hydrogen adsorp-
tion at T = 100 K are reported (intensity rescaled by a factor 0.5). (b) Temperature
dependent C 1s core level spectra (about 100 spectra) shown as a two-dimensional
intensity plot. (c) Comparison between selected experimental C 1s core-level spectra
and fit results (red curves).
In order to explore the mechanism of coronene dissociation we initially
employed TPD, in the temperature range 150–950 K (see Fig. 6.5(a)), with
the aim of finding the threshold of hydrogen desorption (mass to charge ratio
m/z = 2), which can be used as a fingerprint for C−H break-up. Desorption
spectra corresponding to different initial coverages of coronene are reported in
red colored scale, indicating that H2 in gas phase can be detected only above
500 K, with a maximum desorption rate at temperatures slightly higher than
650 K. To verify that on coronene the process of C−H bond dissociation does
not take place at lower temperature, we compared the TPD data with a similar
H2 desorption experiment starting from hydrogen adsorption at T = 100 K.
It is known that H2 adsorbs dissociatively on Ir(1 1 1) [25, 26] and that the
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onset of desorption is indicative of the recombination of two H atoms after
surface diffusion. The large difference in H2 formation temperature, and the
lack of any overlap on the temperature scale of the desorption spectra from H2
and C24H12, is a clear proof that coronene molecules undergo the first C−H
breakup only above 500 K.
Further information about the coronene dissociation process was obtained
following in-situ the temperature evolution of the C 1s core level spectrum from
RT to 1120 K. The combination of a high-efficiency electron energy analyzer
with a home-made delay-line detection system allowed us to measure each
photoemission spectrum in about 30 s (still keeping the overall energy resolution
to 40 meV), providing real-time spectroscopic visualization of the intermediate
reaction stages. The image plot in Fig. 6.5 (b) shows the evolution of the
C 1s spectrum at increasing temperature. As expected, the spectrum does not
change during the initial stage of the temperature ramp, and only above 525 K,
the onset temperature for H2 desorption in the TPD spectra, clear changes are
observed. The spectral intensity shifts to lower binding energy, reaching a rather
constant value above 700 K, when the TPD results show that all hydrogen atoms
have desorbed. Only above 1000 K the C 1s signal starts shifting back to higher
BE. The BE value of 284.10 eV, reached above 1050 K, is a clear fingerprint of
high-temperature graphene formation [27–30]. Notably, during the dissociation
process, there is no loss in the overall C 1s spectral intensity, indicating that the
energy barrier for C−H bond cleavage is lower than that for desorption of the
intact molecule or C containing species. Unambiguous chemical assignment of
the experimentally observed C 1s core-level line shape is, however, not easy, due
to the high number of possible configurations of the dehydrogenated transient
products. In order to interpret the C 1s spectral sequence, and to reach an
atomistic understanding of the transient states involved in the thermal breakup
of coronene, we resorted to DFT by performing extensive calculations of the
energy barriers between the computed intermediate species, using the nudged
elastic band (NEB) method [14].
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Figure 6.6: (left) C-C bond
length histograms for gas phase
(top), and adsorbed coronene dur-
ing dehydrogenation, as obtained
from DFT calculations. All the 30
C-C bonds were included. The av-
erage C-C bond length for each
dissociation step is also reported
(dashed red line).
(right) Schematic representation
of gas phase (top), and adsorbed
coronene during dehydrogenation
of Ir(111). The C atoms are col-
ored according to the mean dis-
tance from the 3 (or 2) nearest
neighbors. The color scale is re-
ported on top.
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In Fig. 6.7 we show the twelve molecule-substrate configurations corre-
sponding to the energetically most favored reaction pathway for breaking each
C−H bond in n sequential steps (with n from 1 to 12), leaving the dehy-
drogenated molecules and an additional single H atom on the surface. The
reaction-coordinate energy diagrams reported under the geometrical configura-
tions are given with respect to the energy of the n−1 configuration, being n = 0
the intact adsorbed coronene molecule. It is important to stress that, despite
the higher final state energy of each dehydrogenation step, the overall reaction
can easily proceed at the temperature of our experiments, as dissociated H
atoms can diffuse very rapidly on the surface forming H2, which desorbs and is
not available for the reverse process. For this reason the final state of structure
n does not exactly correspond to the initial state of structure n+ 1, where a
H atom has been removed.
What is intriguing in our findings is the complex evolution of the molecular
geometry during the dehydrogenation steps. Close inspection of the images
shown in Fig. 6.7 (see also https://www.youtube.com/watch?v=zPDzDSWY7DQ) in-
dicates that the stepwise dehydrogenation mechanism appears to be driven by
the proximity of the C outer ring atom to the final adsorption position. At the
beginning, the intact adsorbed molecule has significant internal C−C strain
with respect to the gas phase configuration (see Fig. 6.6). The peripheral C
closest to the most favorable position is the one which will lose an H atom in
the next reaction step; the dissociation begins (see Fig. 6.7, n = 1) from one of
the four equivalent peripheral C atoms closest to the top position, which, after
losing its H atom, binds strongly to the surface and approaches its preferred
adsorption site, much closer to the surface. The next key step of the dissocia-
tion, during the second dehydrogenation (n = 2), corresponds to the abrupt
molecular lifting from the surface, resulting in an almost complete internal
strain relief (see Fig. 6.6). In fact, three peripheral C atoms are positioned in
equivalently favorable sites, giving therefore three candidate C−H bonds for the
next dehydrogenation. But the lifting of the molecule has been found to give an
energy gain of 0.67 eV with respect to the other configurations, thereby losing
one of the two symmetry axes in the molecule, and causing the candidate C−H
bond closest to the previously dehydrogenated one to be broken. At this point,
one symmetry axis of the molecule with respect to the substrate still remains.
Always keeping in mind that the driving mechanism for dehydrogenation is the
proximity of the peripheral C atom to a top site, the two C atoms, adjacent to
the freshly dehydrogenated carbons, are found to be equivalent. The evolution
of the system towards the n = 3 state results in a clear twist of the molecule
in one direction, in order to better accommodate the newly dehydrogenated C
atom in its favored bond site on the substrate. This causes the loss of the second
symmetry axis, and the remaining evolution of the dissociation reaction is fully
determined. It is significant that during the dehydrogenation process also the
atoms of the Ir substrate are slightly rearranged, in particular becoming more
elevated with respect to the average surface plane, which eventually contributes
to the formation of a stronger molecule-Ir bond. From this step on, the molecule
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evolves by gradually completing the rotation to the final adsorption geometry,
and by curling towards a dome shape configuration, always losing H atoms
next to dehydrogenated bonds. This gradually changing shape increases the
internal strain of the part attached to the substrate, whilst always keeping one
end lifted until the very end, allowing for some strain to be relieved in the lifted
portion of the molecule during the intermediate steps. The topology during
the dissociation process is also affected by the contributions of the σ and pi
orbital overlap with the substrate d-bands, the former tending to cause the C
rings to stand perpendicular to the surface, the latter trying to push the C ring
parallel to it. The final state configuration is very similar to what has been
found for the initial stages of growth of graphene using ethylene: dome-shaped
C nanoislands whose interactions with the Ir substrate take place only at the
cluster edges [28]. With increasing temperature, the mobility of the nanodomes
becomes large enough to permit the formation of larger clusters and eventually
graphene [31].
In order to confirm that the reaction intermediates, including the molecular
lifting, twisting and curling, are more favorable with respect to the flat behav-
ior, we simulated the C 1s core level spectra for all the carbon atoms in the
most important configurations in Fig. 6.7 (1, 2, 5, 11, and 12), as well as for
coronene, a larger nanodome formed by 54 C atoms - C54, and graphene. The
fit results, reported in Fig. 6.5(c) along with the experimental data, show an
excellent agreement: the three-component line shape, associated to the C24H12
and C24H11 molecules, at 525 K changes and shifts to lower BE, and only when
larger nanodomes are formed, because of coalescence and nucleation (see fit
result corresponding to C54), the spectral intensity distribution gets narrower.
The single peak at 284.1 eV, fingerprint of graphene formation on Ir(1 1 1), ap-
pears only at high temperature (1080 K). We want to stress that the sequential
dehydrogenation is a statistical process, and during the annealing there could
be several different C24Hn species present on the surface. The amount of each
species depends, besides from the energy barrier, also from pre-exponential
factors and diffusion constants among other factors, which are difficult to calcu-
late. In Fig. 6.5 (c) we report the C 1s core level spectra, along with the single
molecular species fit result, for the most important intermediate molecules. Be-
side the initial and final configurations, corresponding to coronene and the C24
nanodome respectively, we report the spectrum associated to C24H7, which
has the highest dehydrogenation barrier and is therefore expected to be stable
for a larger temperature window on the surface. We also show the fit result
associated to the tilted molecule, C24H10, since it represents a crucial step in
the dissociation pathway, and to C24H11, which represents the first dissociation
product. Even though the process illustrated in Fig. 6.7 is the most energeti-
cally favorable, we also tested many other reaction paths that revealed striking
differences in terms of geometry, and do not include the process of molecular
lifting and curling. For example we found that an alternative possibility is that,
after the first dehydrogenation, the molecules break the next C−H bond but
still remain flat on the surface. However the final state is 0.67 eV higher in
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Figure 6.7: (a) Illustration of final states side and top views of C24Hn through the
12 sequential C−H bond cleavages that bring coronene molecules to the nanodome
configuration. Different colors correspond to different C-metal substrate heights. The
colors have been rescaled in each step to emphasize the geometrical differences in
each configuration (the height scale in Å is also reported for each step of the reaction).
Above each illustration, a schematic representation of the coronene to Ir relative
orientation is reported. The yellow dash-dotted line in step 2 represents the symmetry
axis shared by the adsorbed coronene molecule and the Ir substrate. In steps n = 3−12,
the dashed line represents the original coronene orientation, while the dash-dotted
line represents the current one. Below each illustration, a graph representing the
energy evolution during the NEB simulations is shown with the total energy barrier
for the single dehydrogenation step.
energy. Moreover, the evolution of the reaction following this new sequence
would end up with a C24 carbon cluster in a geometrical configuration that
is by far not energetically favorable. In fact, it is important to stress that the
un-rotated C cluster, i.e. the one presenting the same azimuthal orientation
as the original coronene molecule, has a 2.27 eV higher energy. Notably, the
reaction path involving the flat dissociation behavior results in a calculated
C 1s core level spectrum with an additional component growing at lower BE (at
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282.9 eV), which is not experimentally observed. In fact, during the flat dissoci-
ation pathway, some Ir atoms that bind to peripheral C atoms of the partially
dissociated molecule, are also bound to another C atom. This produces the
theoretically predicted, but not experimentally observed, low BE component
in the C 1s spectrum.
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Figure 6.8: Experimental C24H12 population (grey dots) as calculated from the
experimental data by judging the photoemission intensity evolution around 285 eV
BE (see Fig. 6.5), where the main contribution is expected to be due to undissociated
coronene. The population is normalized to the initial intensity. The rate equation
theoretical model for the first dissociation, obtained from the DFT calculated energy
barrier (1.32 eV) and assuming a 1010 s−1 pre-exponential factor, is also shown (red
curve). At temperature above 550 K, the observed broadening of the experimental
curve is due to the spectral contribution arising from the high BE tail of the C 1s
signal due to dissociated molecules.
As a final step of our investigation, we have compared the experimental
C24H12 coverage evolution with temperature, as extracted from the C 1s photoe-
mission data (see Fig. 6.8), to a theoretical prediction based on a microkinetic
model, assuming that the reaction rate depends on the activation energy of
the first C−H bond breaking reaction step through a Boltzmann factor, with
an energy barrier deduced from the NEB calculations, allowing only the pre-
exponential order of magnitude as a free parameter. The temperature behavior
is in good agreement with the experimentally observed decrease of the C24H12
population when the pre-exponential factor is equal to 1010 s−1. This value,
that at first instance seems quite low if compared with the typical value of
1013 s−1, is however not surprising. As recently reported by Campbell et al. by
discussing extensive experimental results [32], νdiss prefactors for dissociation
are found typically 1/10 to 1/105 of the prefactors for desorption νdes of the
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same molecule, with an average ratio (νdiss/νdes) of about 1/1000, because of
entropy loss at the transition state. It is interesting to compare our experimen-
tal finding with those obtained for the simplest aromatic molecule, i.e. benzene
(C6H6) [33]. Theoretical calculations of benzene adsorption on Cu(1 0 0) show
that, after the first hydrogen scission starting from its flat adsorption configura-
tion, also the phenyl radical C6H5 and the ortho-benzyne species C6H4 assume
upright configurations. It is interesting to observe that instead, the dissociation
of benzene on Pt(1 1 1), which is a transition metal quite similar to Ir, results in
a tilted configuration with the C atoms adsorbed through C at the top site [34].
Our results therefore suggest that the process of thermally activated molecular
lifting can be a more general behavior in the dissociation process of similar
molecules, also for larger PAHs. We suppose that this is the case for other tran-
sition metal surfaces, where the presence of unsaturated C bonds could lead to
the development of strong interactions between the partially dehydrogenated
molecules and the metal substrates. The main driving force resulting in the
tilt and rotation of the molecule before curling, i.e. the creation of new bonds
with the substrate which breaks the molecular symmetries and allows for some
internal strain relief, somehow mimics what happens in the case of heterocyclic
aromatic adsorbates such as pyridine, pyrrole and thiophene for which, besides
flat-lying configurations, also tilted geometries have been reported [35].
6.3 Conclusions
We have shown, using a multi-method experimental approach and extensive
theoretical calculations, that coronene molecules adsorbed on Ir(1 1 1) undergo
major conformational changes during the dissociation process, which bring
the molecules from a flat, slightly upwards-pointing bowl shape, to graphene,
through a series of exotic configurations. Once again, the approach that has been
extensively tested in previous experiments, has proven effective in determining
otherwise hardly accessible data.
Upon the second C−H bond cleavage, the molecules tilt upward with respect
to the surface, and then rotate to accommodate the reactive C terminations
to the most favorable bond site with the substrate. During the lifting, the
C−C strain is initially relieved, while as the dehydrogenation proceeds, the
molecules experience a progressive increase in the average interatomic distance,
and gradually settle to form peculiar dome shaped nanographene flakes. By
exploiting this reaction mechanism, we envisage the possibility of creating new
nanostructures with different functionalities by encapsulating single adatoms
below the carbon dome, through diffusion of the new species underneath the
carbon disk just before the formation of large carbon clusters, in a similar
way as already demonstrated for larger Sn nanoparticles for applications in
lithium batteries [36]. It is clear that this concept would require an accurate
control of the status of the molecular structure, which is a challenging task, but
the lifting of the molecule could be an important step to follow this strategy.
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In fact, the process of intercalation of atomic species below already formed
nanographenes, which could have interesting application in spintronics [37] and
energy storage [38], is strongly hindered by the strong C-metal bonds formed
at the edges which prevent the atomic penetration below the C flake. Besides
the confinement of magnetic species below nanographene flakes, also the pres-
ence of chemically inert species below the nanographenes is expected to modify
the electronic edge states giving rise to interesting magnetic phenomena [39].
The use of nanostructured surfaces, such as those formed by a high density of
monoatomic steps or vacancies, could be a possibility to reduce the geomet-
rical degree of freedom forced by the hexagonal surface of Ir(1 1 1), with C3v
symmetry, and achieve an easier control of the reaction parameters. Finally,
the control of molecular tilt in PAHs could tailor their chemical reactivity, by
activating or inhibiting specific reactions that are usually catalyzed by the
surface, as reported for example in the case of different carbonyl compounds,
more specifically aldehydes, on transition metal substrates [40, 41].
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Chapter7
Reversible dehydrogenation of
pentacene on Ir(1 1 1)
In this chapter, reversible temperature-induced dehydrogenation of pentacene
molecules on Ir(1 1 1) is demonstrated. This novel phenomenon has interesting
applications to graphene nanoribbons, opening new possibilities for experiments
supporting the many theoretical calculations that are being performed on these
systems [1–3].
Quite recently, major advances have been made in the application of bottom-
up approaches for graphene nanoribbon growth by exploiting the Ullmann re-
action [4–6], so that it has become possible to consistently obtain nanoribbons
with excellent edge smoothness. It is become evident that, as theoretically pre-
dicted, the edges of graphene nanoribbons play a major role in determining their
properties [2, 3, 7, 8]. For example, it has been predicted that in nanoribbon-
based transistors, edge defects and the associated localized states induced in
the band gap cause larger leakage currents and smaller on currents [9], showing
that the exact nature of the edges of graphene nanoribbons should be one of
the main concerns for technological applications.
As already stated, graphene nanoribbons are a versatile tool for bandgap
engineering in graphene [10–12], and although they are in principle relatively
simple structures, there are quite a few ways to tailor their electronic band struc-
ture. The width is one of the principal parameters [1, 13], but also termination
(zigzag vs armchair) [3] and hydrogen passivation [2, 14] are crucial in deter-
mining the properties. However, the vast majority of studies have been carried
out for hydrogen terminated graphene nanoribbons. But hydrogen can nega-
tively affect many properties: its presence as an edge passivator, for example,
reduces carrier mobility [14], and has detrimental effect on thermal transport in
graphene nanoribbons [15]. Ideal graphene nanoribbons are predicted to have
thermal conductivities that, in the worst case, are 3 times that of diamond.
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Edge roughness or the presence of hydrogen have about the same effect, with
thermal conductivity values that are about 1/3 of the smooth, non hydrogen
terminated edge case. For these reasons, it might be a central issue to find new
ways to remove or add the hydrogen atoms at the edges. Reversible hydrogen re-
moval from the highly perfect nanoribbons obtained by bottom-up approaches
such as dehalogenation might lead to interesting switching applications, for
example in thermal transport. Our simple molecular model is representative of
true graphene nanoribbons in the de/rehydrogenation process, and represents
a first step for this new approach to graphene nanoribbon property tuning.
Another recent hot topic has been the reversible hydrogenation of graphene-
based hydrogen storage solutions [16]. New materials like graphane [17, 18] and
graphone [19] are seen as interesting approaches because of the stability of the
graphene support, and because of the good release properties for H [16]. In our
case, however, even not considering the substrate’s effect to the total density,
the system would only reach a maximum hydrogen weight density of 5wt%.
To put this number in perspective, in 2015 the Fuel Cell Technology Office of
the Unites States Department of Energy set the 2020 target of 5.5wt% and
an ultimate target of 7.5wt% for the gravimetric storage capacities of onboard
hydrogen storage materials for light-duty vehicles [20]. Catalyst assisted re-
versible hydrogenation of graphene-based materials is not a viable approach for
hydrogen storage, because of the unsustainable weight of the catalyst atoms nec-
essary for the reactions. Furthermore, even without the catalysts, only graphane
theoretically reaches an efficiency level compatible with the targets, at 7.7wt%,
while already with graphone the gravimetric density is 4.0wt%.
As a last comment, dehydrogenation of the pentacene molecules themselves
might be of interest. In fact, pentacene is considered a benchmark organic
semiconductor for electronic devices, giving pentacene a long history as the
central component for molecular and organic electronics [21–25]. However, most
applications rely on crystalline frameworks or molecular nanocrystals, but the
pi-conjugated electronic structure, the relatively small HOMO-LUMO gap and
the relatively high carrier mobility makes these molecules interesting even in
the isolated form. Furthermore, upon hydrogen removal, the general trend
for bandgaps in graphene nanoribbons is to become smaller [14]. It might be
reasonable to expect a similar behavior for pentacene, with a HOMO-LUMO
gap becoming compatible with single molecule electronic devices upon hydrogen
removal, and perhaps allowing switching between 2 gap values by reversible
de/rehydrogenation.
7.1 Methods
Single adlayers of pentacene on Ir(1 1 1) have been characterized by LEED,
XPS, TPD, STM, and DFT calculations. LEED, SPA-LEED, and TPD experi-
ments were carried out in the UHV chamber of the Surface Science Laboratory,
while High resolution XPS and TP-XPS experiments were carried out at the
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SuperESCA endstation. In both cases the base pressure was below 10−10 mbar.
STM measurements have been performed by Emil Sierda with the LHe-STM of
the STM/SPSTM laboratory [26] at the Physics Department of the University
of Hamburg. The UHV chamber has a base pressure better than 5× 10−11 mbar.
DFT calculations were performed by Prof. Dario Alfè at University College
London.
The Ir(1 1 1) single crystal was cleaned following the usual recipe: repeated
sputtering/annealing cycles were performed using 1.5 keV Ar+ at two different
angles for the sputtering, and using 3 W filaments placed close to the back side
of the sample (about 1 mm) for heating by electron bombardment to 1420 K.
Temperature was monitored by using 2 independent k-type thermocouples spot
welded on the back of the sample, close to opposite sides. After each sputter-
ing/annealing cycle, the surface was subject to 5 oxidation and 5 reduction
cycles to completely remove residual C and O contamination from the surface.
At the SuperESCA beamline, it was possible to monitor in situ the C 1s and
O 1s core levels to determine in real time the residual contamination. The
sample was cooled to 77 K for all LEED, SPA-LEED, and high resolution XPS
measurements.
Commercially available (Sigma-Aldrich) pentacene powder (triple-sublimed
grade, >99.995% purity) was used throughout the experiment. The molecules
were deposited on the Ir surface at 320 K in the preparation chamber by sub-
limation from a home-built BN crucible heated by a Ta wire and equipped
with a thermocouple in direct contact with the pentacene powder for tempera-
ture monitoring during the evaporation. The empty crucible was cleaned from
volatile impurities in a separate UHV chamber by heating it for 10 h at 670 K.
The pentacene was then placed in the crucible and purified in the experimental
chamber by repeated flashing at temperatures up to 430 K. All evaporations
were performed by heating the pentacene in the crucible to 420 K. The pen-
tacene coverage and evaporation rate for all the experiments were calibrated by
comparing the C 1s core level spectrum area after pentacene deposition to the
C 1s core level spectrum area of a full graphene layer grown by temperature
programmed growth from ethylene (following the recipe in Ch. 4, the reference
coverage was assumed to be 2.47 ML). Coverages in this work should always
be intended as the number of C atoms for every substrate atom, so that the
ML units refer to the C coverage.
C 1s spectra were acquired in the Surface Science Laboratory by using a
conventional X-ray Mg Kα source. At the SuperESCA beamline, C 1s spectra
were measured with photon energies between 375 eV and 400 eV, and were
acquired along with a measurement of the Fermi level, which was used to
align the binding energy scale. In order to check for possible X-ray induced
molecular break-up we performed several scans along the surface to search for
C 1s spectral modifications, without finding appreciable differences. All XPS
measurements were performed in normal emission geometry.
TP-XPS experiments have been performed by acquiring in situ XPS spec-
tra at normal emission, with a photon energy of 400 eV, while annealing the
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sample with a linear temperature ramp at 0.25 K/s from 100 K to 1280 K, after
pentacene deposition. The average time per spectrum was about 15 s, corre-
sponding to temperature intervals of less than 4 K. In the TP-XPS experiments,
in order to determine the amount of pristine pentacene for each spectrum be-
tween 100 K and 600 K, in a simple picture where one species transforms into
another, a fitting procedure was employed where, in effect, a sum of two spectral
distributions was fitted to each spectrum. The fits were performed by only using
3 free parameters, leaving all others fixed. Free parameters were the relative
intensities of the two spectral distributions, and an extra Gaussian component,
to account for thermal broadening. The first spectral distribution was obtained
by using a sum of 3 D-S functions with a Shirley background that empirically
describes well the observed high resolution C 1s spectrum at low temperature.
A similar procedure was used to empirically determine the lineshape of the
C 1s spectrum at 600 K. These two spectral distributions were then used to fit
the TP-XPS spectra.
TPD curves have been acquired using an SRS 200 residual gas analyzer
(RGA) for a mass to charge ratio m/z = 2, giving the H2 desorption rate from
the surface: after pentacene deposition, the sample was annealed at a fixed rate
of 2.5 K/s while continuously acquiring the intensity of the signal generated by
the RGA.
Density functional theory calculations have been carried out using the VASP
code. The Projector Augmented Wave (PAW) method was used to account for
the core electrons, with the 6s and 5d electrons of Ir and the 2s and 2p electrons
of C explicitly included in the valence. Single particle orbitals were expanded in
plane-waves using a kinetic energy cut-off of 400 eV. Surfaces were modeled with
the usual slab geometry, using a (12 x 6) supercell with 4 layers, of which the
bottom two were kept frozen at the bulk interatomic distances. The large cell
was chosen so that a densely packed layer with 4 molecules could be simulated.
The vacuum was ∼ 17.8Å for the clean surface and ∼ 15Å for the system with
the pentacene molecules adsorbed on the surface. Only the Gamma point was
used to sample the Brillouin zone. C 1s core-level BEs have been estimated in
the final-state approximation, therefore including also final state effects due to
core-hole screening.
Similar to previous experiments on coronene and graphene, the C 1s spec-
tra were analyzed using a sum of 22 D-S functions convoluted with Gaussians,
including a Shirley type background. The relative BE shifts between the com-
ponents were constrained to the values found by DFT, while a rigid shift was
imposed to align the experimental BE scale to the theoretical one. Experimental
data and fitting results have been displayed after subtracting the background
found by the fitting operation.
STM images were acquired for the pentacene covered surface with a coverage
of 0.3 ML. The measurements were performed at 25 K, with tunneling voltage
V = −500 mV, tunneling current I = 100 pA. The substrate crystallographic
directions were determined by the direction of a dislocation that was found on
the clean surface.
124 7.2 Results and Discussion: Pristine Molecules
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First, we performed LEED measurements for 0.5 ML of pentacene deposited on
Ir(1 1 1). The LEED patterns (see Fig. 7.1) reveal a (3×1) superperiodicity. This
pattern with large spots and diffraction intensity at low k// is typical of systems
where thin, long structures form random close packed arrangements, placed
side-by-side at fixed distances, and therefore with a single observed periodicity
in the short direction, like graphene nanoribbons on (1 1 1) transition metal
surfaces [27]. Our case is similar: the average pentacene-pentacene distance
along the short molecular axis is compatible with such a superperiodicity, which
would be determined by a flat-laying, side-by-side molecular packing. However,
it is hard to say whether the superperiodicity is a true (3 × 1), especially in
the ×1 direction. One hypothesis is that the individual hydrocarbon rings
are epitaxial with the substrate, with 5 diffracting units giving the observed
LEED intensity. This number is quite small, and a more likely explanation
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Figure 7.1: LEED images acquired after deposition of 0.5 ML of pentacene (carbon
coverage), at 68 eV (a), 54 eV (b), and 42 eV (c). In (d), a SPA-LEED image shows
the diffraction pattern around the (0,0) spot at 54 eV, and the inset shows a high
statistics profile that was used to calculate the pentacene superstructure’s spot width.
Fits of the profile are marked in red.
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is that the periodicity along the ×1 direction is actually undefined. Relative
shifts between rows of pentacene molecules would be hardly detectable by
LEED, because of the long periodic nature of the pentacene molecules: rows
of molecules with translational disorder on the long molecular axis, but with
a fixed distance between them along the short axis, could still give such a
diffraction pattern. In any case, the spot profile analysis (Fig. 7.1(d), inset)
reveals that the average domain size is 25Å in the short (3×) periodicity
direction, which is close to the size of 9 unit cells of the Ir(1 1 1) substrate.
Together with the superstructure determined by the LEED patterns, it would
seem that there are islands consisting of pentacene rows, and that these are, on
average, 3 rows wide. In the long axis direction, the spot width is 1.5 times as
large, giving an average ordered domain size of 17Å, almost compatible with
a single molecular length. The diffraction intensity visible near the (0,0) spot
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Figure 7.2: High resolution XPS references acquired (a) for 0.3 ML of pentacene at
several different photon energies, normalized by the photoemission cross section with
respect to the cross section at 400 eV of photon energy, and (b) for several coverages
at hν = 400 eV.
(Fig. 7.1(d)) is similar to the typical streaks observed for Fourier transformed
STM images of graphene nanoribbons on (1 1 1) surfaces, which are the result
of thin islands just a few ribbons wide. Also in this case, the main diffraction
spots are very wide in the short periodicity direction, due to the small number
of ribbons that are placed side-by-side in single domains, on average. Streaks
are observed in the Fourier transformed image, from the main spots to the
origin. They are located at lower spatial frequency with respect to the main
spots, and are associated to the finite size of the ordered islands or to holes in
the adlayer, with typical sizes larger than the ribbon-ribbon distance. Also in
our case, we can associate the diffraction intensity at low spacial frequencies to
either islands or holes in the pentacene adlayer. The diffraction experiments,
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therefore, give a strong indication that the surface is covered by a random close
packed layer of pentacene molecules for coverages of 0.5 ML.
Figure 7.3: The relaxed structure for pentacene on Ir(1 1 1), as obtained by the DFT
calculations. To the right, from the top to the bottom, the distance from the surface
plane, the average C-C distance, and the calculated C 1s BE, are color coded for each
ball model. H atoms are shown in black, Ir atoms in gray.
Next, high resolution XPS was employed in order to characterize the pris-
tine pentacene molecules. The C 1s core level spectra have been acquired
at several photon energies, in order to assess the effects of diffraction on the
relative intensities of the individual components in the C 1s spectrum (see
Fig. 7.2(a)). Indeed, there is an evident modulation, so that the photon energy
of 400 eV was chosen for the experiments because it has the highest kinetic
energy, minimizing back-scattering effects, while still having a large enough
photoemission cross section. The two-peak line shape resembles that of pen-
tacene in gas phase [28], although the spectral weights are inverted. In addition,
C 1s spectra were measured at increasing pentacene coverages (see Fig. 7.2(b)),
and show the same line shape regardless of the pentacene amount, suggesting
that increasing molecular coverage does not influence the adsorption site and
that the interaction with defects, such as step edges, is negligible even at the
lower coverages like in the case of coronene (see Ch. 6). At coverages higher
than 0.9 ML, shoulders start to appear at higher and lower BEs, indicating that
a multilayer is starting to form. Also, these data show that before this coverage
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a single molecular layer is present.
In order to interpret the XPS spectra, and to gain information on the
pentacene adsorption geometry, we resorted once again to DFT calculations.
DFT calculations were, at first, performed for isolated molecules. As a starting
point for the relaxation, several different high-symmetry rotations were tested,
as were several shifted configurations. The most stable structure was found
to have the molecular axis aligned to a substrate crystallographic axis, and
with the central aromatic ring centered on a substrate bridge position (see
Fig. 7.3). The top and bottom C rows of the pentacene molecules are situated
near top sites, while the two central rows form C bridges close to substrate top
sites. The C atoms at the extremes are slightly raised away from the surface,
giving a somewhat curved configuration (see Fig. 7.3, top). The bowl-shaped
geometry that was present for coronene (see Ch. 6) is translated to a U-shape
in this monodimensional polyaromatic molecule, and is again enhanced by the
hydrogen atoms displaying an average height of 2.73Å, 0.7Å farther from the
surface than the central C atoms. The C-C distance (see Fig. 7.3, middle) is
always larger than the equivalent value for pentacene in isolated molecules [29],
where the distances are smaller that 1.46Å, and at the extremes even shorter
than 1.43Å. In our case, distances are stretched by at least 3%, implying a
substrate-induced strain is present. Regarding the C 1s BEs (see Fig. 7.3,
bottom), they can be divided in two families, so that C atoms on the periphery
have a substantially lower BE, likely as a result of the bond with H.
A densely packed molecular layer was also simulated, with a 3×6 periodicity
Figure 7.4: STM image of a pentacene adlayer on Ir(1 1 1). Scanning parameters
were: tunneling voltage V = −500 mV, tunneling current I = 100 pA. The substrate
crystallographic directions have been marked.
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determined by LEED in the molecules’ short axis direction, and determined
by close packing in the long axis direction, so that 4 molecules would reside
on the simulated slab. The results show that there is little change, both in ad-
sorption configuration and C 1s BEs, confirming that the interaction between
the molecules is less important than the interaction with the substrate. STM
measurements performed for the adsorbed pentacene molecules (see Fig. 7.4)
corroborate the DFT calculations and give a direct confirmation of the struc-
ture, showing that the molecular axes are aligned with the crystallographic
directions, as predicted. Following the usual approach, we also compared in
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Figure 7.5: Results of the DFT for the C 1s BEs for all the carbon atoms in
the relaxed pentacene molecule on Ir(1 1 1). In the lower part of the image, a high
resolution C 1s spectrum obtained with photon energy hν = 400 eV after deposition
of 0.75 ML (black markers) of pentacene has been fitted with DS functions with BEs
given by the DFT calculations (red line). The histogram shows the distribution of
the calculated BEs, and the color scale of the histogram reflects the color scale for
the ball model in the upper part of the image.
Fig. 7.5(bottom) the experimental C 1s core level spectrum (black circles) to
the DFT results by performing a fit (red line) that included 22 D-S functions
(all with the same line shape, intensity, and relative BE shifts determined by
DFT). The good agreement between experimental data and fit results further
strongly supports the DFT calculated molecular adsorption geometry, including
the adsorption site. Comparing the BE values to gas phase data, it becomes evi-
dent that the carbon atoms situated at the molecular extremes, when adsorbed
on Ir, have a much lower C 1s BE with respect to the gas phase (by 400 meV).
The other atoms behave in a similar manner, with internal atoms at high BE,
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around 284.4 eV, and peripheral atoms at low BE, at 283.9 eV, resulting in a
two peak distribution that, however, has inverted component weights in the
two cases.
7.3 Results and Discussion: Dehydrogenation
TP-XPS experiments have been performed in order to understand the ther-
mal dissociation process for pentacene on Ir(1 1 1) (see Fig. 7.6, center). The
temperature evolution of the spectra shows that dissociation starts at 500 K,
at which point the spectra rapidly settle to a shape that remains relatively
unchanged up to 650 K, when it starts to gradually resemble the C54 spectrum
in Ch. 6. Then, once 1000 K are reached, again the spectrum changes rapidly
and the fingerprint of graphene formation is observed: a sharp peak at 284.4 eV
emerges as the central component of the spectral distribution. A small shoulder
in the C 1s graphene spectrum at higher BE is commonly identified as defects
in graphene, but is completely absent in this case, indicating that high quality
graphene is formed using pentacene as a precursor on this surface. Regarding
the initial spectral modification at 500 K, the TPD spectra (see Fig. 7.6, left)
show that the pentacene molecules are losing all the hydrogen atoms between
480 K and 560 K, indicating that this first observed spectral change corresponds
to the dehydrogenation process. A discrepancy of about 30 K is observed for
the temperature ranges for this reaction in TPD and TP-XPS, likely as a result
of the different annealing rate.
In a second set of experiments, upon reaching selected temperatures, the
annealing ramp was interrupted and the sample rapidly cooled to 300K, where
HR-XPS spectra have been acquired for intermediate species (see Fig. 7.6, right).
The spectra after annealing to 670 K, 870 K, and 1040 K have a similar spectral
distribution to the DFT data from the C54 (see Ch. 6), indicating that very
small graphene islands are starting to form already at such low temperatures,
with the main graphene peak rising as the central component of the spectra
compatible with carbon nanodomes of increasing size [30].
Since the transition observed by TP-XPS at 500 K seemed quite abrupt, a
reasonable hypothesis to make was that the dissociation barrier for the first
hydrogen is much higher than all the following, rendering the process equivalent
to a single reaction. A simple way to test this is to generate an Arrhenius plot
for the reaction, where a reaction rate is plotted against inverse temperature
in a log-lin plot, giving an unambiguous way of determining the validity of
this hypothesis. In fact, supposing a linear distribution of the data points is
observed, a fit of the Arrhenius plot with a single exponential can yield both
the barrier and the attempt frequency for a reaction, from which it is possible
to make a simple but interesting consideration to interpret the results obtained
from the TP-XPS measurements. If the spectral integrated intensity associated
to a particular species A is proportional to the concentration of this species
in the reaction A −−→ B (with only a single direction possible), then the
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Figure 7.6: TP-XPS results for a temperature ramp at 0.25 K/s. On the left, a
background subtracted TPD curve for m/z = 2 executed at a rate of 2.5 K/s shows
the desorption rate of H2 from the surface. In the image, each horizontal line is an XPS
spectrum acquired in situ at a different annealing temperature. On the right, high
resolution references acquired after annealing to selected temperatures and cooling
to 77 K. All spectra were acquired with photon energy hν = 400 eV.
concentration of A on the surface obeys the differential equation
− d[A]
dt
= [A] · k (7.1)
with k the reaction rate, which depends on the temperature T :
k = νe−
Eab
kBT (7.2)
with ν the attempt frequency, Eab the energy barrier for the reaction, kB the
Boltzmann constant. If the temperature is in a linear relationship with time,
T = r · t, then the differential equation becomes
− d[A]
dt
= [A] · νe−
Eab
kBr·t (7.3)
which has an analytic solution. Supposing the photoemission intensity I is
proportional to the concentration of A, inverting for the temperature, and
substituting T/r for the time, the observed photoemission intensity for the
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Figure 7.7: (a) Arrhenius plot obtained for the first step of the pentacene thermal
dissociation reaction on Ir(1 1 1). The reaction rates (black markers) have been plotted
as a function of inverse temperature in a log-lin plot. A fit with an exponential function
is shown in red. In (b), the pristine pentacene coverage as obtained from fits of the
TP-XPS spectra is plotted as a function of temperature (black markers) alongside
a plot of the function in Eq. 7.4 (red line) using the parameters obtained from the
Arrhenius plot and an annealing rate of 0.25 K/s.
pristine molecules can be described by
I = I0exp
{
νT
r
e
− EabkBT − νEabEi(−
Eab
kBT
)
rkB
}
(7.4)
with I0 the initial intensity, and Ei(x) the exponential integral function. Once
the form of this equation is known, it is straightforward to compare the results
obtained from the Arrhenius plot to the TP-XPS data.
For this reason, the necessary data to generate an Arrhenius plot has been
acquired by following a straightforward approach. While acquiring real time
XPS spectra, the sample was quickly brought to a selected temperature, chosen
between 450 K and 500 K, by following a step-like temperature profile. Contin-
uous XPS measurements were then carried out until pristine molecules were no
longer detectable in the spectra. Next, the intensity of the pristine molecules
was determined as a function of time by the fitting procedure described in
Sec. 7.1. These curves represent the concentration of the pristine molecular
species in the chemical reaction at fixed T , and therefore obey Eq. 7.1, with
a fixed k. The rates k at the chosen temperatures was determined by fitting
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these curves in the time interval that the temperature is constant. Finally, once
the reaction rates have been measured as a function of temperature, they are
plotted against inverse temperature on a logarithmic scale, and the Arrhenius
plot is generated (see Fig. 7.7, top). Supposing the reaction rate is given by
Eq. 7.2, and fitting this function to the data points, it is possible to find both
the reaction barrier Eab and the attempt frequency ν.
The observed values were, for the barrier Eab = 1.89 eV, and for the attempt
frequency ν = 5.11× 1017 s−1. Furthermore, the good linearity of the resulting
plot gives a strong indication that indeed the reaction rate depends on a
single barrier. A plot of Eq. 7.4 inserting the two parameters that were found
from the Arrhenius plot, it is possible to directly compare these data to the
observed photoemission intensity for pentacene (see Fig. 7.7, bottom). Indeed,
the temperature interval for the reaction and the evolution of the intensities is
strikingly similar. Furthermore, it is possible to evaluate that a rate 10 times
higher, namely the rate used for the TPD experiment, shifts the reaction curve
by 30 K to lower temperatures, explaining the small discrepancy between these
measurements and the TP-XPS curves. This would place the end of hydrogen
desorption at 530 K, in agreement with the XPS spectra that at 530 K are
identical to the spectra at 600 K, where the TPD curves show unambiguously
that no more hydrogen is present on the surface.
Next, we tested annealing the pentacene covered surface (0.6 ML) in a
hydrogen atmosphere (P = 5× 10−7 mbar). If the ramp is stopped at 520 K
and the sample rapidly quenched to 420 K, the spectra have been observed to
mostly return to the original configuration after the expected change above
500 K (see Fig. 7.8(a,b)). This process has been observed to be reproducible
for a few times, even though every time the reforming of pentacene molecules
is about 80% efficient, with spectra showing a slightly shallower minimum in
between the two main components associated to pentacene. We interpreted this
as an almost complete rehydrogenation, after complete dehydrogenation of the
individual pentacene molecules. In fact, even though some residual hydrogen is
desorbing from the surface at these temperatures, and even though the spectra
are still changing for 10 K above this temperature (in agreement with the TDP
data after correcting for the different rate), the individual molecules that have
lost hydrogens should have already overcome all the reaction barriers, and be
completely dehydrogenated. The single barrier hypothesis, in fact, is confirmed
by the linearity observed in the Arrhenius plot and by the agreement of the
evolution of the pristine pentacene molecules as a function of temperature with
Eq. 7.4: residual hydrogen will come from still intact pentacene molecules that
dehydrogenate completely in a single step.
There exist a few possible explanations to the incomplete rehydrogenation
observed. In the first, the molecules might sinter and start forming for example
small nanodomes. This is unlikely, since the spectra reveal a shape compatible
with nanodomes only at higher temperatures, but they might still be forming
dimers or longer n-mers, generating spaghetti-like structures like in the case of
pentacene on Ni(1 1 1) [31]. A small number of intact molecules might prevent
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Figure 7.8: (a) A TP-XPS experiment performed with photon energy hν = 400 eV
for 0.3 ML of pentacene at 0.25 K/s, abruptly interrupted at 520 K. (b) A Hydrogen
uptake experiment, performed at 420 K, for the dissociated pentacene molecules. The
bottom graph shows several sequential plots of the intensities of pentacene (black)
and dissociated pentacene (red) during 3 dehydrogenation/rehydrogenation cycles,
the first of which is shown in (a,b).
this sintering, and experiments with coadsorbed layers with other molecules with
different dehydrogenation temperatures could prove this hypothesis. A second
explanation might be that, upon losing the hydrogen atoms, the molecules
move a little with respect to their original positions, since the hydrogens are not
keeping them apart. The XPS spectra might not change, since the interaction
with the substrate could still be the leading factor in determining the spectral
lineshape, but the free surface between the molecules would not be large enough
for hydrogen dissociative adsorption and diffusion to favorable sites. Hydrogen
atoms necessary for the rehydrogenation would not be available close to the
molecules, which could be a crucial requirement for rehydrogenation, since the
surface residence time of atomic hydrogen on the hot Ir surface is very small,
and the dissociative H adsorption process would have to happen very close to
the molecules in order for the rehydrogenation reaction to take place.
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7.4 Conclusions
Pentacene single layers have been characterized by multiple spectroscopic and
electron diffraction techniques, with the fundamental aid of DFT calculations
that have been directly confirmed by STM measurements. The adsorption
geometry for pentacene on Ir(1 1 1) was found to be almost flat, displaying
only a slight U-shaped configuration, the molecular axis being oriented along
the substrate’s crystallographic axes, with the central aromatic ring adsorbed
in a bridge position. The molecules were found to have an average lateral
distance of around 3 substrate unit cells, as determined by LEED, and the
side-by-side rows were found to be, on average, 3 molecules wide. Also, the
molecules were found to form single adlayers before starting to form the second
layer for coverages higher than about 0.9 ML. For the single adlayers, coverage
was found to have little effect on the XPS spectra, both in the DFT calculations
and experimentally.
Next, the thermal dehydrogenation of pentacene on Ir(1 1 1) has been char-
acterized by TP-XPS during a temperature ramp from 100 K to 1280 K, where
the formation of very high quality graphene is observed. High resolution XPS
references for selected annealing temperatures have also been acquired. The
dehydrogenation was found to happen between 450 K and 550 K, as confirmed
by TPD measurements for m/z = 2. The experiments reveal that the dehy-
drogenation process is compatible with a single reaction barrier, as confirmed
by the abrupt change in the XPS spectra as a function of temperature in
correspondence of the TPD peak. The spectra acquired after annealing to tem-
peratures higher than 670 K strongly resemble carbon nanodomes of increasing
size. Also, an Arrhenius plot has been acquired, and it displays an excellent lin-
earity, confirming the thermal dehydrogenation process is equivalent to a single
reaction. Furthermore, the parameters extracted from the plot, together with
the solution of a simple differential equation with the assumptions that only a
single barrier exists, give an excellent description of the observed quantity of
pristine pentacene on the surface as a function of temperature.
Finally, a novel phenomenon was observed. After dehydrogenation of the
pristine pentacene adlayer, and upon cooling the sample in a H2 atmosphere
(P = 5× 10−7 mbar), it was possible determine by real time XPS measure-
ments that the molecules were dehydrogenated and rehydrogenated in up to
3 cycles. This has interesting applications for the understanding of the funda-
mental properties of graphene nanoribbons, that to date have been prevalently
synthesized in a hydrogen capped form. Graphene nanoribbons are predicted
to have higher mobilities and better thermal transport when dehydrogenated,
so that this reaction also has interesting technological applications: the thermal
switching capabilities of nanoribbons might be of interest. Furthermore, the
electronic structure of individual pentacene molecules might allow for a similar
switching application, where the molecules’ HOMO-LUMO gap is switched
between different values.
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Chapter8
Commissioning of a size-selected
nanocluster source
Clusters of atoms are objects that have been exploited in technology since
ancient times, for example Au nanoparticles in ruby glass [1, 2]. More recently,
technology has allowed for unprecedented manipulation of matter, and nan-
oclusters have become of great interest in many fields of science, beginning
from catalysis [3], where they can be exploited for fuel cells [4], for photochem-
istry [5], or for chemical sensors [6], for example. Further important applications
include optoelectronics [7, 8] and even medicine [9]. However, one of the great-
est challenges that still remain in nanocluster science is a method of producing
clusters that are all alike. In fact, when dealing with clusters, they behave for
many aspects like very large molecules: some properties are smoothly scalable,
mainly those related to the fraction of atoms at the surface. Others, which
depend on quantum effects, display discontinuous behavior due to completion
of shells in systems with delocalized electrons [10]. For this reason, the number
of atoms the nanoclusters are made of, when they are very small (less than
100 atoms), can greatly affect their characteristics: structural, physical, and
chemical properties are all known to be dramatically size-dependent [11–14].
In view of the work presented in this thesis, these objects are of great interest
for example in the case of carbon nanoclusters, where small clusters made up
by a handful of C atoms can be deposited on transition metal surfaces, like
Ir(1 1 1), so that the initial stages of graphene nucleation can be studied. Other
applications might be on the graphene/Ru(1 0 1 0) system, where noble metal
clusters can be tailored to fit in the one dimensional moiré that forms when
graphene is grown on the surface, and have the potential of forming new long
range ordered nanostructures. Moreover, clusters of a fixed amount of C atoms
with specific shapes might be used to directly grow new nanostructures on this
surface, in a similar approach to [15], where the Ullmann reaction is exploited
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for the growth of graphene nanoribbons, but exploiting nanocluster equality
and substrate anisotropy instead of molecular dehalogenation.
Regarding the study of the nanoclusters themselves, much progress has been
made in nanocluster isolation with methods that are UHV compatible, which
is an important prerequisite for efficient, surface science compatible generation
methods. In this way, the cluster’s properties are preserved, undisturbed by
the harshness of ambient conditions on these sometimes very reactive struc-
tures. Furthermore, in UHV conditions it is possible to soft-land the intact
nanoclusters on inert substrates that help in inhibiting their sinterization, one
of the main issues that has hindered research on many types of clusters. For
example, a very successful sinter-resistant method relies on soft landing the
nanoclusters on graphene moiré superstructures that form on (1 1 1) transition
metal surfaces [16, 17]. Another focus of research is currently on finding new
ways of fabricating clusters that are mono-dispersed. This is a critical point,
because many cutting-edge techniques that are applied in surface science, like
synchrotron based photoelectron spectroscopies, give space averaged informa-
tion. This is an intrinsic limit that many non-local probes have, and they give
data that are very difficult to interpret when a distribution of cluster sizes is
present on the sample.
Supersonic beam expansion in vacuum has proven to be a reliable way
of obtaining nanoclusters from metal vapors or from precursor solutions, and
most modern UHV compatible nanocluster generation techniques rely on this
key step. In any case, a few methods have been developed and successfully
applied for mono-dispersed nanocluster creation, like the conventional “bottom-
up” chemistry based approaches that exploit transition metal precursors for
the creation of functionalized metal nanoclusters, by which a handful of cluster
types can be synthesized, like in the case Au25 [18] or Au54 [19]. Electrospray
ionization is a cheap and reliable evolution of these methods, and allows the
production of large fluxes of clusters in UHV conditions [20]. In this technique,
a solution of the cluster precursors flows through a capillary where a strong
electric field is present. Charges build up in the solution, and electrostatic
repulsion eventually counteracts the surface tension close to the nozzle tip,
stretching the liquid meniscus at the end of the capillary. At a critical voltage,
a stream of liquid erupts from the surface in a point known as the Taylor cone:
electrostatic repulsion prevails and the solution is ejected in vacuum. In this
way, the material can be electrosprayed through a buffer gas that undergoes
supersonic beam expansion into a vacuum chamber, causing the precursors to
form the mono-dispersed metal clusters. This technique, however, is limited
to those clusters for which stable precursor solutions can be obtained and
electrosprayed, and therefore suffers from similar limitations to the conventional
“bottom-up” approach. Other approaches, best suited to high melting point
metals, typically rely on vaporization or sputtering techniques. Metal vapors
are collected by a stream of inert gas, such as helium, that undergoes supersonic
expansion causing the clusterization to happen. A widely used such technique
consists in using magnetron sputtering to create a metal plasma that is ejected
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from the target into the noble gas atmosphere, where clusterization occurs
again because of supersonic jet expansion [21]. The drawback of this approach
is that it presents difficulties when dealing with ferromagnetic materials
Laser ablation of target elements, on the other hand, is a very versatile
and reliable approach that allows for the creation of plasmas of most elements.
After plasma generation, the carrier gas, like in the other cases, transports
the charged particles and forms the clusters through supersonic jet expansion.
Pioneering machines of this kind have been developed by Smalley [22] and
Maruyama [23], and more recently, important advances have been made by the
Heitz group [24, 25]. Due to their flexibility and reliability, these machines have
already been used in a number of cluster deposition experiments on transition
metals and insulating substrates [26–29].
1 2
3
Figure 8.1: Schematic view of the size-selected nanocluster source. The laser beam
path is marked in green, while the positively charged clusters’ path is marked in
red. In sections 1 and 2, the paths overlap. In section 1, the cluster are generated by
supersonic expansion in a specially shaped nozzle. In section 2, after being skimmed
from the zone of silence of the free expansion jet, the beam is transported to a
region of better vacuum by using an RF octupole ion guide. In region 3, cluster
selection happens by passing through an electrostatic bender and a quadrupole mass
spectrometer. Electrostatic lenses present in the actual setup are not shown in this
schematic.
Alongside my research activity, a significant portion of my work was ded-
icated to the setup of such a laser ablation size-selected nanocluster source
that is currently operational as a stand-alone machine in the Surface Science
Laboratory at Elettra. Although this machine has not been used in any of the
experiments described in the previous chapters, its development has been an
important part of my PhD project, and it will be described in this chapter.
The design is based on the one developed by Heiz and coworkers [24, 25]:
this machine can be schematically divided in several sections (see Fig. 8.1),
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in the first of which the clusters are generated. Laser ablation of a suitable
target and supersonic jet expansion of helium generate the clusters inside a
specially shaped nozzle. At the nozzle exit, the clusters are basically already
formed with a tight dispersion in mass that depends on many parameters that
determine the generation characteristics. The rest of the machine is dedicated
to cluster transport towards regions of increasingly better vacuum, and cluster
selection: after cluster generation, the clusters are transported through a differ-
ential pumping stage by exploiting an octupole ion guide in the second section.
In the third section, the clusters are selected in charge after passing through
an electrostatic bender. For mass selection, in fact, a specific charge sign is
necessary, so the particles are first discriminated according to their charge.
Then, an Extrel 16 000 u quadrupole mass spectrometer (QMS) filters out all
the clusters except the ones with the wanted m/z ratio. Finally, the clusters
can be soft landed in the deposition stage. Future plans for this nanocluster
machine include attaching it to the experimental chamber of the surface sci-
ence laboratory, and eventually to the SuperESCA end-station, so that in situ
experiments can be carried out on the beamline, rendering the setup unique.
For an overview of the nanocluster source we have developed, see Fig. 8.2.
8.1 Cluster Generation
Ablation of the target material is, as discussed, the first step in the cluster
generation process. The laser-generated plasma is the feedstock of the clusters
that will be formed, and it is created by using a focused Nd:YAG laser with
second harmonic generation (light wavelength is 532 nm). The laser pulses that
hit the target last 7 ns, and the pulse energy is tunable between 3 mJ and 140 mJ,
allowing to change the amount of metal vapors that are produced in each cycle;
the repetition rate is 120 Hz, and the spot on the target is less than 1 mm
across. This is achieved by using a convex lens with a 1200 mm focal length.
The beam enters the machine still unfocused through a fused silica window
placed 1 m away from the focal plane, so that the spot size on the window is
roughly 7 mm across. Fused silica is more resistant than ordinary glass to the
thermal stresses induced by the laser pulses, which are problematic even when
the beam is unfocused. Next, considering the ablation target, it needs to move
constantly, so that the ablation is carried out uniformly, without excessively
damaging spots on the target. In some designs, this is achieved by rotating a
target rod on its longitudinal axis while moving it back and forth along the
same axis, similar to a fishing reel. In our case, however, a metal disk is placed
perpendicular to the laser axis, and it is moved on a cycloidal path. This method
achieves similar results, but with the added benefit of accommodating slight
misalignments better than the rod geometry. Furthermore, it is technically
easier and cheaper to remelt partially used targets or metal pellets in disk
shapes with high engineering tolerances. The plasma created this way expands
inside a specially formed nozzle, consisting of a larger thermalization chamber
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Figure 8.2: Overview of the nanocluster source from the back side. At the top, a
cross section reveals all internal components up to the bender. At the bottom, all 3
stages are visible together with the pumping systems. In the left part of the image,
the laser optics box, which allows for safe operation without eye protection whilst
the laser is operational, is visible.
that tapers to a smaller tube where supersonic expansion of the carrier gas
happens in a constrained environment (see Fig. 8.3,(b)). This is achieved by
injecting the carrier He gas through an opening close to where the metal
plasma is generated [30]. Thermalization of the hot laser-generated plasma
happens by energy transfer to the nozzle inner walls through the carrier gas,
and gives a much narrower final kinetic energy distribution. Furthermore, the
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He from piezo valve
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Figure 8.3: The heart of the nanocluster source. In (a), a cross section shows,
from left to right, the mechanical system used to move the target on the cycloidal
path within the vacuum chamber, the piezoelectric valve used for the generation of
the He jets, and the nozzle. In (b), a schematic view of the nozzle shows the large
thermalization chamber and the narrower expansion tube. In (c), an exploded view
of the piezo valve.
special geometry allows for this thermalization to happen without excessive
condensation on the nozzle walls.
The piezoelectric valve necessary for generating the He pulses was com-
pletely developed in-house. A piezoelectric ceramic disk bonded to a stainless
steel diaphragm with conductive epoxy glue is subject to voltage pulses, of the
order of −400 V, in the axial direction. The piezo disk shrinks in the radial
direction, causing the metal diaphragm to bend upwards and actuating a small
piston that acts as a needle valve (see Fig. 8.3(c)). The voltage pulse is antic-
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ipated with respect to the laser pulse, so that the the carrier gas has enough
time to travel, through a tube, from the valve to the nozzle.
Going back to the mixed and thermalized carrier gas/plasma mixture inside
the thermalization chamber, it will be pushed forward towards the tapered end,
where it will expand in a thin, long expansion tube, carrying the metal plasma
outside the nozzle. Within this tube, where most of the clusters are created, the
nucleation and growth phase of the supersonic expansion develops. In a naïve
approach, one can consider adiabatic cooling as the cause of the condensation
of the ablated vapors in few-atom clusters. However, a quantitative evaluation
of this process is quite complicated, since the system has been brought far
away from equilibrium by the extreme conditions present during supersonic
expansion [31]. The observed tight dispersion in mass of the resulting clusters
strongly depends on the generation parameters, like the amount of plasma
generated (laser pulse energy), the duration of the He pulse, the backing pressure
that causes the supersonic expansion (between 3 bar and 10 bar), the expansion
tube shape [24], and temperature of the carrier gas (in our case, it is cooled to
77 K before entering the piezo valve).
Figure 8.4: From the viewport of the first stage it is possible to see, from right to
left, the piezo valve with the vacuum-tight tubes used to carry the He; the nozzle,
which is removable so that different geometries can be tested; the skimmer, which is
electrically isolated so that total cluster production can be measured.
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The generated clusters finally exit the expansion chamber through the
nozzle together with the carrier gas. Here, the supersonic expansion continues
unguided by an expansion chamber tube, and the supersonic free jet can fully
develop with a zone of silence, where most of the particles contained within
are moving in linear trajectories without colliding with each other, and possess
a narrow kinetic energy distribution. The zone of silence is bound to the sides
by a barrel shock, and to the front by a Mach disk [32]. If a conical skimmer
is placed within the zone of silence, piercing the Mach disk, a cluster beam is
formed behind it, in a section with better vacuum. With this technique, it is
possible to effectively isolate the expansion chamber, where a rough vacuum
(about 10−1 mbar at maximum operation capacity) can be maintained by a
fast pumping system, from a high vacuum chamber (pressure of 10−4 mbar at
maximum operation capacity), in this way creating an effective first differential
pumping stage with 3 orders of magnitude of pressure differential.
In order to enable supersonic jet expansion with a well developed zone of
silence, large enough for the skimmer to be completely contained within, it is
necessary to keep a pressure in the first section of the order of 10−1 mbar during
the He pressure pulses. This is the only constrain to the pressure of the first
chamber, since the barrel shock protects the cluster beam from contamination
of residual gas in this first vacuum chamber. However, the barrel shock shrinks
with increasing external pressure, to the point where the skimmer is not in the
zone of silence any longer, hence the pressure constrain. Further improvements
in pressure during operation beyond this constrain will not dramatically affect
the base pressure in the following sections. However, since the He pulses happen
at the same frequency as the laser pulses (120 Hz), it is necessary to have a
very high pumping speed in this pressure range to keep the skimmer in the
zone of silence. Furthermore, the faster the pumping speed at 10−1 mbar in
this section, the more He can be injected with each pulse while still keeping
the skimmer within the zone of silence. One of the fastest vacuum pumps in
this pressure range are Roots blowers, and this is what is employed in this first
section: an Alcatel 1500 m3/h Roots pump is directly attached to the chamber,
and is pre-pumped by a double stage 80 m3/h Edwards rotary vane pump.
8.2 Cluster Transport
In order to efficiently work with the clusters in UHV conditions, without them
being contaminated shortly after deposition, a differential pumping system
is a fundamental requirement. The second chamber is dedicated to such a
differential pumping system. Here, a 600 m3/h Pfeiffer turbomolecular pump
is pre-pumped by a 28 m3/h Varian Triscroll pump that keeps the pressure at
10−4 mbar during cluster production. The base pressure is 10−8 mbar, so that
the vast majority of the gas pressure during cluster production is given by inert
He. A small orifice separates this chamber from the following sections, where a
series of additional differential pumping stages are present. However, the large
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Figure 8.5: The 500 mm transport octupole. The technical drawing in the top
left of the image shows its placement right behind the skimmer, and right before a
conventional 3-element Einzel lens used for beam refocusing after the octupole.
part of the differential pumping happens in this section. A radio frequency
(RF) octupole guides the charged clusters from just behind the skimmer hole
to an Einzel lens and to the small orifice that leads to the third section. This
octupole ion guide, in analogy with photon optics, acts as an optical fiber for
charged particles. In fact, a fast alternating RF voltage is applied to alternating
bars of the octupole, so that 4 bars are always oscillating in counter phase with
the other 4.
When describing the motion of charged particles through multipole ion
guides, it is often possible to consider an effective centrosymmetric potential
V ∗ = 4 q
2V 20
mω2r20
r6 (8.1)
That keeps the ions within the guide. However, for this approximation to
apply, some safe (sufficient, not necessary) operating conditions are generally
taken into account [33]. First of all, the lateral energy of the charged particles
should not be so large that positions too close to the bars are reached. Here, the
effective potential approximation is no longer valid, and the motions can become
unstable. The condition normally required is that the maximum turning radius
rm < 0.8, where the radius has been normalized to the characteristic radius r0
(the radius of a cylinder inscribed in the octupole bars). This can actually be
seen as a constrain on maximum transverse energy. The second requirement
for safe operation is adiabaticity. This is defined as the possibility of separating
the motions of the ions induced by the RF field in fast and secular motions.
The adiabaticity parameter η is defined, for an octupole, as
η = 24 qV0
mω2r20
r2m (8.2)
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With q and m the charge and mass of the particles, V0 and ω the RF amplitude
and frequency. For safe operation, the constrain for adiabaticity parameter
should be η < 0.3. By choosing an appropriate RF frequency and geometry, it
is therefore possible to have an effective ion guide for a large range of masses.
Figure 8.6: The coupling circuit used for impedance matching between the RF
transceiver and the octupole bars. This coupling circuit has been designed to also
allow for a DC bias to be added to the RF component. The toroidal transformer has
been hand wound and is wrapped in Kapton tape in order to keep a stable winding
configuration even in case of core overheating. The tuning of the LC circuit has
been performed by changing the output series capacitance: the two 1.5 nF in-series
capacitors can be seen to the bottom left of the transformer.
The bars of the octupole have been produced and assembled in-house. The
RF voltage is provided by a Kenwood transceiver, which however does not
directly connect to the octupole bars. An impedance adaptor is connected to
the octupole on one side, and contains a tuned LC oscillator and a toroidal
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transformer, so that it also acts to multiply the voltage that is applied on the
bars. Furthermore, it is impedance matched so that reflections from the octupole
bars to the transceiver are minimized, by reducing the standing wave ratio to
an acceptable value of <1.5. This is accomplished by physically modifying the
LC resonator circuit by changing the C part, so that reflection is minimized
at around 2 MHz. In our case, geometry, frequency, and voltage have been
optimized for transporting clusters with a masses of 10 u to 16 000 u.
The clusters that leave the octupole are collected by an Einzel lens that
focuses them through a differential pumping pinhole, which is also biased to
collimate the beam by increasing the kinetic energy, allowing it to travel a short
distance without any lens: a gate valve separates the two chambers, and there
is some space that must be travelled without any electrostatic element. The
clusters have, by now, reached the third section.
8.3 Cluster Selection
Next, the selection stage is entered by the clusters. The bender is the first of
the two main elements in this section, and it is itself necessary in order to
discriminate clusters according to their charge: the mass selection part of the
machine can only work if a single polarity enters, of course not considering the
neutral clusters that cannot be selected. It consists (see Fig. 8.7) of four cylin-
drical electrodes, polarized in a quadrupole configuration, with static positive
and negative voltages. The electrodes are vertically positioned, perpendicular
to the beam direction. The bender is capable of separating neutral particles
that, continuing their motion undisturbed, collide with a movable glass slide,
positioned after the bender to protect the laser entry window.
Regarding the charged particles, in the case of a hyperbolic quadrupole
field and of infinitely thin particle beams propagating along the central axis
of an electrostatic deflector, it has been shown that particles can be deviated
by 90◦ in opposite directions, without dispersion, depending on the sign of
their charge [34]. Hyperbolic electrodes can be well approximated by circular
electrodes, if the radius of such electrodes is chosen to be 1.15 times the distance
of the electrode from the origin, and end effects are minimized if the length of
the rods is at least five times the rod separation [35]. From these relations come
the constrains used in constructing the electrostatic bender for this source. In
any case, off-axis particles, different entrance angles, and non-monochromaticity
cause some divergence to be generated during the curving motion. However, this
can be corrected by placing, before and after entering the bender, two sets of
7-element electrostatic lenses (see Fig. 8.9, top left). These are used to optimize
the divergence and the size of the beam, to ensure maximum transmittance
in the electrostatic bender, and also to restore beam characteristics after the
electrostatic bender has acted.
Particles in our setup are therefore deflected in two opposite directions
according to their charge. Since electron capture during cluster production has
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Figure 8.7: The electrostatic bender used for discriminating the clusters according
to their charge. The four cylindrical plates are visible in the photograph, which is
taken after installation in the bender stage UHV chamber from below.
a lower cross section with respect to electron loss, positively charged particles
are preferentially created. Therefore, the system is built so that only these
propagate onwards to the QMS, where the final mass selection takes place.
Subsequently, the actual size selection part of the machine is reached. The
QMS that is installed is a state of the art Extrel 150QC RF-DC QMS, also
acting as a last differential pumping sept before the UHV deposition chamber
is reached. It is capable of selecting cluster with masses in the range 1 u to
16 000 u, which translates, for example, to clusters being made of up to 81 Au
atoms, 273 Ni atoms, or 1332 C atoms. The working principle of QMSs is based
on the application of a superposition of DC and an RF potentials, so that the
voltage on each set of bars can be written as Φ = ±(U0 − V0cos(ωt)). The
motion of the particles inside the QMS can be fully described by the Mathieu
equation, whose solutions are generally interpreted and classified with the aid
of the (a, q) stability diagram [33] (see Fig. 8.8). In this well known diagram,
the variables a and b are defined as
q = 4 qV0
mω2r20
a = 8 qU0
mω2r20
With r0 the radius of a circle inscribed within the quadrupole rods. This
diagram can be used to qualitatively understand the working principle of a QMS,
since different regions satisfy different stability conditions [36]: considering
points very close to the blue line, increasing the mass shifts the position to above
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Figure 8.8: The Mathieu equation stability diagram. The darker triangular portion
of the diagram corresponds to (a, q) values with stable trajectories. Points above the
blue line become unstable because the static field is too large. Likewise, points to the
right of the red line become unstable because the RF potential is too intense. The
region marked 1 is known as the “low q” region, where the QMS acts as a low pass
filter. The region marked 2 is the high resolution region.
the blue line, so that trajectories become unstable for heavier particles because
the DC field is too large, causing a defocusing effect. For lighter particles, the
effects of the RF potential are stronger, such that the position shifts to inside the
triangular stability region, and an effective potential is able to keep trajectories
stable. Considering positions close to the red line, a small decrease in mass
moves the position to the right of the stability region, and the RF potential
becomes too large. While lighter particles are displaced so much they eventually
hit the quadrupole rods, heavier particles are transmitted. Regarding practical
operating conditions, in general QMSs are operated in one of two stability
regimes: the fist is in region 1 of Fig. 8.8, termed the “low q” region. Here, the
adiabaticity condition is satisfied, and energy and momentum are conserved.
The system acts as a low pass filter: considering increasingly large masses, the
position in the diagram moves to the left of the blue line, with extremely sharp
cutoffs. The second operating regime is in region 2 of Fig. 8.8. Here, the best
mass resolution can be achieved, but energy and momentum are no longer
conserved. Other modes of operation rely on changing V0 and U0 along certain
paths in the Mathieu diagram, so that for example mass spectra with constant
resolution can be acquired. In any case, This demonstrates how versatile this
tool is, and how control over the transmitted masses can be achieved by varying
only the two parameters, V0 and U0.
In our setup, the QMS is operated at fixedm/z when generating size-selected
clusters, with mass resolution tuned by moving closer to the upper tip of the
stability region. If unselected clusters are required, the “low q” region is used
to achieve maximum cluster transmission.
Chapter 8: Nanocluster source 151
Figure 8.9: Photographs of the mass selection part of the nanocluster source. From
the top left, clockwise, the transport electrostatic lenses placed at the exit of the
bender, the QMS in its free standing configuration, the final vacuum chamber with
the QMS mounting and pumping system, and the QMS mounted in the chamber.
After passing through the QMS, a Mo target collects the transmitted clus-
ters. The target is connected to a Keithley model 6487/E picoammeter that,
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together with custom written software, allows mass spectra to be acquired,
and kinetic energy distribution curves for the clusters to be determined. Soft
landing conditions can be achieved by applying a proper retarding potential
to the deposition substrate: once the energy distribution curve is known, it
is possible to select a retarding voltage that reduces cluster kinetic energy to
below 1 eV/atom for the vast majority of the clusters, thus minimizing the
possibility of atomic reordering or cluster break-up upon collision with the sub-
strate. Pressures during operation in this stage are of the order of 10−7 mbar
at maximum capacity.
Regarding size-selected nanocluster currents, expected values are between
few tens and few hundreds of pA, depending on composition and mass of the
chosen clusters, in agreement with what we have observed for Ni. This current
range is already adequate for time resolved experiments. In fact, assuming a
mean selected cluster current of 200 pA for single-ionized particles, this corre-
sponds to a deposition rate of about 109 clusters/s. Considering a 1 mm2 beam
section, and a typical metal atomic density of 1015 cm−2, the equivalent of 1 ML
of atoms for a 10-atom cluster is deposited in about 103 s, corresponding to
deposition times for experiments of the order of tens of minutes.
8.4 Outlook
To date, the nanocluster source at the Surface Science Laboratory is fully func-
tional as a standalone machine. In particular, unselected Ni cluster currents
of the order of 100 nA can be consistently generated, with selected currents of
the order of 100 pA. Currently, one of the major points still in need of active
involvement is optimization of the currents, so that a database of parameters
specific for this machine can be built for different cluster sizes and different ma-
terials. Next, the connection to the experimental chambers will be of paramount
importance. In the SuperESCA setup, a final set of Einzel lenses about 500 mm
long, coupled with a set of bellows, will allow for the selected cluster beam to
propagate in vacuum, and the clusters to be deposited in situ. The beam can,
in this way, be focused on a particular spot on the target, where the clusters can
be soft landed by applying a retarding potential. Such a transport electrostatic
lens system has been chosen because of its more tunable nature with respect to
RF octupoles. This is necessary since it will be placed after the QMS selection
has been performed, and electrostatic lenses can be tuned for very good trans-
mission for a selected mass. By using SIMION to simulate the electrostatic lens
system (see Fig. 8.10), it has been possible to determine that 5 sections are
adequate for achieving maximum transmission through the lens system for all
masses of interest. This will allow the whole machine to be transported to the
Surface Science Laboratory UHV chamber, and to the SuperESCA beamline,
where the unique real time XPS capabilities will be applied to the study of the
size-selected nanoclusters produced.
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Figure 8.10: Simulations performed in SIMION for a concept 500 mm transport
lens to fit inside a CF63 bellows, to be used for connecting the nanocluster source to
the SuperESCA experimental chamber. Full transmission was obtained for an initial
charge distribution in a 5 mm radius disk, with kinetic energy EK = 100 eV, and
maximum divergence half angle 8◦.
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