Recommender systems are frequently used in domains in which users express their preferences in the form of graded judgments, such as ratings. If accurate top-N recommendation lists are to be produced for such graded relevance domains, it is critical to generate a ranked list of recommended items directly rather than predicting ratings. Current techniques choose one of two sub-optimal approaches: either they optimize for a binary metric such as Average Precision, which discards information on relevance grades, or they optimize for Normalized Discounted Cumulative Gain (NDCG), which ignores the dependence of an item's contribution on the relevance of more highly ranked items.
INTRODUCTION
Recommendation technology has been widely adopted by many online services in recent years, to help relieve users of massive information overload [1] . Collaborative filtering (CF) is one of the most popular and successful techniques for recommender systems [9] and is deployed, for example, by Amazon and Netflix. The core idea behind CF is that users whose past interests were similar will also share common interests in future. Users' interests are inferred from patterns of interaction, either explicit or implicit, of users with items. In a typical case involving explicit feedback, users are asked/allowed to explicitly rate items, using a predefined rating scale (graded relevance), e.g., 1-5 stars on the Netflix movie recommendation site. A higher grade indicates stronger preference for the item, reflecting a higher relevance of the item with respect to the user. In a typical case involving implicit feedback [15] , users interact with items by downloading or purchasing, and their preferences are deduced from the resulting patterns. In this paper we propose a new CF model for the case of graded relevance data.
One way to measure the fit of a learned model for graded relevance data (e.g., ratings) is to use a metric such as RootMean-Square Error. This metric was adopted as the evaluation metric in the Netflix Prize contest 1 . However, it is now widely recognized that recommendation approaches optimized to minimize the error rate usually achieve poor performance on the top-N recommendation task [8, 11] . In practice, users focus their attention on only a small number of recommendations, effectively ignoring all but a short list of N recommended items. For this reason, it is more useful to focus the recommendation model on making this short list of top-N items as relevant as possible, rather than on accurately predicting ratings of non-relevant items. Despite the different nature of the underlying data (graded v.s. binary) the ultimate objective of CF models in all cases is the same, i.e., to generate a top-N recommendation list of relevant items to individual users. This task is essentially a ranking task, i.e., ranking items according to their relevance to the user. Consequently, CF models that optimize for a ranking metric are particularly well suited to address it.
Various models use learning to rank [22] techniques to optimize binary relevance ranking metrics. For example, several CF models [25, 28, 29] compute near optimal ranked lists with respect to the Area Under the Curve (AUC), Av-erage Precision (AP) [24] and Reciprocal Rank [34] metrics. However, metrics that are defined to handle binary relevance data are not directly suitable for graded relevance data. In order to apply binary metrics, and CF methods that optimize for these metrics, to graded relevance data, it is necessary to convert the data to binary relevance data. This conversion is generally accomplished by imposing a threshold (e.g., defining rating levels 1-3 as non-relevant and 4-5 as relevant). This process has two major drawbacks: 1) we lose grading information among the rated items, e.g., items rated with a 5 are more relevant than items rated with a 4. This information is crucial in building precise models. 2) the choice of the threshold relevance is arbitrary and will have an impact on the performance of different recommendation approaches.
A well-known metric in the area of information retrieval (IR) is Normalized Discounted Cumulative Gain (NDCG) [17] , which can be used to measure the performance of ranked results with graded relevance and is often used for evaluating recommender systems [4, 20, 21, 33, 36] . NDCG is dependent on both the grades and the positions of the items in the ranked list. However, NDCG is a so-called "non-cascade" metric. Under "cascade metrics", such as Average precision and Reciprocal Rank, the contribution of a given item has a dependence on the relevance of higher ranked items. Instead, NDCG assumes independence between the items in the ranked list, i.e., each item contributes to the quality of the ranked list solely based on its own grade and position, while ignoring the impact of items that are ranked above it. The "non-cascade" nature of NDCG, has recently drawn criticism from authors who point out the advantages of cascade metrics [6, 26] .
Graded Average Precision (GAP) [26] has been proposed as a generalized version of Average Precision in the use scenario with graded relevance data. GAP, being similar to Average Precision, reflects the overall quality of the top-N ranked items. Moreover, it inherits all the desirable properties of AP: top-heavy bias, high informativeness, elegant probabilistic interpretation, and solid underlying theoretical basis [26] . In this paper, we propose a new CF approach, i.e., a latent factor model for Graded Average Precision (GAPfm), that learns latent factors of users and items so as to directly optimizes GAP of top-N recommendations. The contributions in this paper can be summarized as:
• We propose a novel CF approach that directly optimizes GAP. We show that GAPfm outperforms stateof-the-art methods for various evaluation metrics including GAP, Precision and NDCG.
• We conduct a theoretical analysis of the smoothed approximation of GAP and support its validity.
• We provide a learning algorithm that scales linearly with the number of observed grades in the dataset. Moreover, we further exploit properties of GAP and provide a sub-linear complexity learning algorithm that is suitable for large data sets. The reminder of the paper is organized as follows: in Section 2 we discuss previous research contributions that are related to our approach proposed in this paper. Then, in Section 3, we introduce the notation and terminology adopted throughout the paper, after which, in Section 4, we present the details of GAPfm. The experimental evaluation is presented in Section 5. Finally, Section 6 summarizes our contributions and discusses future work.
RELATED WORK
The approach proposed in this paper is rooted in the research areas of collaborative filtering and learning to rank. In the following, we discuss related contributions in each of the two areas, and position our work with respect to them.
Collaborative Filtering. A large portion of recent CF approaches tries to address the rating prediction problem, as defined in the Netflix Prize contest. CF approaches can categorized broadly into two categories: memory-based and model-based [1] . Memory-based approaches rely on the similarities between users or items, and generate rating predictions by aggregating preference data over similar users (userbased) [12] or similar items (item-based) [27] . Model-based approaches learn a prediction model based on a set of training data, and then use the prediction model to generate recommendations for individual users [2, 13] . Latent factor models (or more specifically, matrix factorization techniques) have attracted significant research attention, due to their superior performance on the rating prediction problem, as witnessed during the Netflix Prize contest [18, 19] . The methods developed to attack the Netflix Prize were highly effective for the rating prediction task, but have turned out to have relatively poor performance on the top-N recommendation task [8] .
A few contributions have been proposed specifically to address the ranking problem in CF. Bayesian personalized ranking (BPR) [25] and Collaborative Less-is-More Filtering (CLiMF) [29] seek to improve top-N recommendation by directly optimize binary relevance measures, i.e., Area Under the Curve (AUC) in BPR and Reciprocal Rank in CLiMF. In a similar spirit, TFMAP [28] directly optimizes Average Precision for context-aware recommendations. All of these methods use binary implicit-feedback data. However, as discussed in Section 1, these methods are not well-suited for graded relevance datasets, since they are not able to fully exploit the information encoded in the grade levels.
Research that deals with the ranking problem for cases involving graded relevance data includes EigenRank [20] and probabilistic latent preference analysis [21] , which exploit pair-wise comparisons between the rated items. Collaborative competitive filtering [39] has further advanced the performance of top-N recommendation by imposing local competition, i.e., constraining items that users have seen but not rated to be less preferred that items both seen and rated. However, none of these methods are designed to optimize for any specific ranking/evaluation measure.
To our knowledge, the only existing CF approach, that directly optimizes a graded evaluation measure is CofiRank [36] , which minimizes a convex upper bound of the NDCG loss through matrix factorization. Some of the latest contributions aim at enhancing the performance of CofiRank and boosting the NDCG score of the ranking results [4, 33] . These approaches are often referred to as collaborative ranking, and are evaluated by their performance on ranking graded items. Note that these approaches solve a different problem. Instead of addressing the top-N recommendation task, they rank a list of rated items that has already been given, i.e., pre-specified. As mentioned in Section 1, even results that are ranked optimally in terms of NDCG may still yield suboptimal top-N recommendations. The new approach introduced by this paper, GAPfm, directly optimizes a recently proposed cascade metric GAP. In our experimental evaluation, we demonstrate that GAPfm outperforms CoFiRank with respect to a range of conventional top-N evaluation metrics.
Learning to Rank. The task of learning to rank is to learn a ranking function that is used to rank documents for given queries [22] . Inspired by the analogy between querydocument relations in IR and user-item relations in recommender systems, many CF methods were proposed recently [4, 14, 25, 28, 29, 33, 36] . Our work in this paper also falls into this category, and in particular, it is closely related to one sub-area of learning to rank, i.e., direct optimization of evaluation metrics.
Note that the key challenge of directly optimizing evaluation metrics lies in the non-smoothness [5] of these measures. Specifically, these metrics are defined on the rankings and the grades (in the case of graded relevance data) of documents/items in a list, which are indirectly determined by the parameters of the ranking function. Research contributions have been made to directly optimize evaluation metrics by exploiting structured estimation techniques [32, 38] that minimize convex upper bounds of loss functions based on evaluation measures, e.g., SVM-MAP [40] and AdaRank [37] . In addition, SoftRank [31] and its extensions [7] were proposed to use smoothed versions of evaluation measures, which can then be directly optimized. Our work can be considered part of this research direction, since our proposed approach optimizes a smoothed version of GAP. The difference with previous work is that we integrate GAP optimization with latent factor models for learning optimal top-N recommendation in the graded relevance domains. We also contribute a learning algorithm that guarantees that the proposed approach is highly scalable.
NOTATION AND TERMINOLOGY
We denote the graded relevance data from M users to N items as a matrix Y M ×N , in which the entry ymi denotes the grade given by user m to item i. Note that we have ymi ∈ {1, 2, . . . , ymax}, in which ymax is the highest grade. Note also that ymi = 0 indicates that user m's preference for item m is unknown. |Y | denotes the number of nonzero entries in Y . In addition, Imi serves as an indicator function that is equal to 1, if ymi > 0, and 0 otherwise. We use U D×M to denote the latent factors of M users, and in particular Um denotes a D-dimensional (column) vector that represents the latent factors for user m. Similarly, V D×N denotes the latent factors of N items and Vi represents the latent factors of item i. Note that the latent factors in U and V are model parameters that need to be estimated from the data (i.e., a training set). The relevance between user m and item i is predicted by the latent factor model, i.e., using the inner product of Um and Vi, as below:
To produce a ranked list of items for a user m all items are scored using Eq. (1) and ranked according to the scores.
In the following, we use Rmi to denote the rank position of item i for user m, according to the descending order of predicted relevances of all items to the user. For example, if the predicted relevance of item i is higher than that of all the other items for user m, i.e., if fmi > fmj, j = 1, 2, . . . , N and j = i, then Rmi = 1. Taking into account both the original definition of GAP in [26] and the notation introduced above, we can rewrite the formulation of GAP for a ranked item list recommended for user m as follows:
where I(·) is an indicator function, which is equal to 1 if the condition is true, and otherwise 0. δ l denotes the thresholding probability [26] that the user sets as a threshold of relevance at grade l, i.e., regarding items with grades equal or larger than l as relevant ones, and items with grades lower than l as irrelevant ones. Zm is a constant normalizing coefficient for user m, as defined below:
where n ml denotes the number of items rated with grade l by user m.
For notational convenience in the rest of the paper, we substitute the last term of the parentheses in Eq. (2), as shown below:
We assume that each grade l is an integer ranging from 1 to ymax, since usually a non-integer grade scale can be transformed to an integer grade scale by multiplying by a constant factor, e.g., the scale of 1 to 5 stars with half star increment can be transformed to the scale of 1 to 10 stars by multiplying factor 2. As suggested in [26] , the value of δ l for each grade needs to be empirically tuned according to the specific use cases. In this paper, we adopt an exponential mapping function that maps the grade l to the thresholding probability δ l , as shown in Eq. (5) . Note that other expressions for the definition of δ l can be also used, without influencing the main results on the optimization of GAP, as presented in the next section.
the items are not smooth with respect to the predicted useritem relevance, and thus, GAP results in a non-smooth function with respect to the latent factors of users and items, i.e., U and V . Therefore, standard optimization methods cannot be used to maximize the objective function as in Eq. (2) . In this work, we exploit core ideas from the literature on learning to rank [7] and recent work that successfully used smoothed approximations of evaluation metrics for CF with implicit feedback data [28, 29] . We approximate the rankbased terms in the GAP metric with smoothed functions with respect to the model parameters (i.e., the latent factors of users and items). Specifically, the rank-based terms 1/Rmi and I(Rmj ≤ Rmi) in Eq. (2) are approximated by smoothed functions with respect to the model parameters U and V , as shown below:
where g(x) is a logistic function, i.e., g(x) = 1/(1 + e −x ). The basic assumption of the approximation in Eq. (6) is validated in [7] , i.e., the condition of item j being ranked higher than item i is more likely to be satisfied, if item j has relatively higher relevance score than item i. However, the approximation in Eq. (7) proposed in [28, 29] is heuristic, and the rationale of this approximation has not been well justified. In this paper, we present our theoretical analysis of the approximation in Eq. (7) and support its validity. The detail of the validation is given in Appendix A.
We attain a smoothed version of GAPm by substituting the approximations introduced in Eq. (6) and (7) into Eq. (2), as shown below:
Note that for notation convenience, we make use of the substitution f m(j−i) := Um, Vj − Um, Vi . In Eq. (8), we drop the coefficient 1/Zm, which is independent of latent factors, and thus, has no influence on the optimization of GAPm. Taking into account GAP of all M users (i.e., the average GAP across all the users) and the regularization for the latent factors, we obtain the objective function of GAPfm as below:
U and V are Frobenius norms of U and V , and λ is the parameter that controls the magnitude of regularization. Note that the constant coefficient 1/M is also dropped in the following, since it has no influence on the optimization of F (U, V ).
Optimization
Since the objective function in Eq. (9) is smooth over the model parameters U and V , we can optimize it using stochastic gradient ascent. In each iteration, we optimize F (Um, V ) for user m independently of all the other users. The gradients of F (Um, V ) with respect to user m and item i can be computed as follows:
The derivation of the gradient in Eq. (10) is rather straightforward. However, the derivation of Eq. (11) S is the average number of rated items across all the users. Similarly, for a given user m, the complexity of computing the gradient in Eq. (11) is O(DS 2 m +DSm), and the complexity in one iteration over all the users is O(DS 2 M + DSM ).
Note that since we have the conditions |Y | = SM and |Y | >> M, S, D, the overall complexity of GAPfm in one iteration can be regarded as |Y |, which is linear to the number of observed ratings in the given dataset. In addition, as can be observed, for a fixed set of latent factors V , updating the latent factors of user m as in Eq. (10) can be conducted independently of updates of all the other users. Therefore, in each iteration, the optimization of U for individual users can be done in parallel. As a result, the time complexity of updating U in practice can even be a constant, which is determined by the computing facilities (i.e., number of processors), while not bounded by the scale of |Y |. In Section 5, we will experimentally show the exploitation of parallel computing for GAPfm and the resulting benefit.
However, as shown in Eq. (11), the latent factors of one item, e.g., item i, is coupled with the latent factors of some other items. Therefore, the advantages of using parallel computing for updating U cannot be transferred to the update of V . Although the linear complexity with respect to the scale of the given dataset |Y | is already a crucial advantage for the scalability of GAPfm, we shall still investigate possibilities to further reduce the computational complexity, especially for the cases when the data is of extremely large scale.
Adaptive Selection
The key idea we propose to reduce the complexity of updating V is to adaptively select a fixed number (K) of items for each user in each iteration and only update their latent factors. The criterion of adaptive selection is to select the K most "misranked" (or disordered) items for each user in each iteration. We present the theoretical support for this technique in Appendix C. For example, if user m has three ALGORITHM 1: Fast Learning: AdaptiveSelection Input: Graded items by user m, i.e., Nm = {y mi > 0, i = 1, 2, . . . , N }, latent factors Um and V , and the number of selected items K. Output: Selected item set for user m: Tm. if
Initialize U (0) and V (0) with random values, and t = 0; repeat % Updating U in parallel;
based on Eq. (11);
rated items with ratings 2, 4, 5 (i.e., the rank of the third item is 1), and the predicted relevance scores (i.e., fmi) after an iteration are 0.3, 0.5, 0.1 (i.e., the rank of the third item is predicted to be 3), then the third item is the most "misranked" one, which (assuming K is set to 1) will be selected for updating its latent factors in the next iteration. Essentially, the K items are adaptively selected representing the worst offending items with respect to the loss function. The optimization of the latent factors of these selected items yields the highest benefit in terms of optimizing GAP. We summarize the adaptive selection strategy in Algorithm 1.
Note that with a fixed K, the complexity of updating V in one iteration is O(DK 2 M + DKM ). As a result, using C = KM (note that C >> D, K), the overall complexity of GAPfm is in the magnitude of O(C), which is a constant being independent of the scale of |Y |. In Section 5, we will experimentally validate the complexity of GAPfm and the usefulness of the adaptive selection strategy. Summarizing, the entire learning algorithm of GAPfm is illustrated in Algorithm 2.
Discussion
In addition to the aforementioned learning algorithm of GAPfm and its complexity analysis, we further discuss two characteristics of GAP that provide more insight into the usefulness of GAPfm.
First, since GAP can be regarded as a generalization of AP to multi-grade data [26] , GAPfm can be also seen as a generalization of [28] , a CF approach that directly optimizes AP in the implicit feedback domain. This can also be seen by looking at the smoothed version of GAP in Eq. (8) , for the case of ymax = 1. For better readability, we leave the detailed proof in Appendix D. This characteristic indicates that although GAPfm is specifically designed for the recommendation domains with graded relevance data, it can also be utilized for the optimization of AP in the domains with implicit feedback data , as it becomes equivalent (for ymax = 1) to the approach proposed in [28] .
Second, since GAP is an approximation to the area under the graded precision-recall curve as illustrated in [26] , GAPfm can also be extended to the optimization of graded precision (GP) and graded recall (GR) at the top-N part of the recommendation list, as shown in Appendix D. Note that similar to GAPfm, we can first approximate GP@n and GR@n by smoothed functions of latent factors, and then learn the latent factor models in the same fashion as approached in GAPfm (c.f. Section 4.2 and 4.3). This characteristic of GAPfm is important for real-world applications, since GAPfm can be simply adapted in real-world systems and tuned to achieve high recall or precision at certain position of users' recommendation lists. We also note that, beyond the scope of the current paper, our approach could also be applied for optimizing another recently proposed evaluation metric, expected reciprocal rank [6] . Here, we keep our focus on the optimization of GAP, and on understanding the properties of GAPfm and evaluating its performance.
EXPERIMENTAL EVALUATION
In this section we present a series of experiments to evaluate the proposed GAPfm algorithm. We first give a detailed description of the dataset and setup that is used in the experiments. Then, we validate several properties of GAPfm, as mentioned in Section 4. Finally, we compare the recommendation performance between GAPfm and several state-of-the-art alternative approaches.
We design the experiments in order to address the following research questions: 1) Is GAPfm effective for optimizing GAP? 2) Is GAPfm scalable for large-scale use cases? 3) Does GAPfm outperform state-of-the-art CF approaches for top-N recommendation?
Experimental Setup

Dataset
The Netflix Prize dataset is one of the most used graded relevance dataset for CF 2 . Two parts of the dataset are used, i.e., the training set and the probe set. The training set consists of ca. 99M ratings (integers scaled from 1 to 5) from ca. 480K users to 17.7K movies. The probe set contains ca. 1.4M ratings disjoint from the training set. The training set is used for building recommendation models, and the probe set is used for the evaluation. In the experiments, we exclude the users with less than 50 ratings from the training set. This choice is made to guarantee that users have sufficient number of ratings so as to facilitate our investigation on different cases in terms of the number of ratings per user.
This also allows us to analyze the complexity of GAPfm, as discussed in Section 4.3. Note that this exclusion criterion removes one third of users, without dramatically reducing the size of the dataset, i.e., it only results in an reduction of 4% of the number of ratings. The statistics of the training set are summarized in Table 1 .
Experimental Protocol
We randomly select a certain number of rated movies and their ratings for each user in the training set to form a training data fold. For example, under the condition of "Given 10", we randomly select 10 rated movies for each user in order to generate a training data fold, from which the ratings are then used as the input data to train the recommendation models. In the experiments we investigate a variety of "Given" conditions, i.e., 10, 20, 30, and 50. Based on the learned recommendation models, recommendation lists can be generated for each user, and the performance can be measured according to the ground truth in the probe set. Note, that the probe set was originally designed for the purpose of measuring the accuracy of rating prediction in the Netflix Prize competition. However, it is not guaranteed that for any user the performance of a recommendation list is measurable. For example, it is infeasible to measure the performance of a ranked list if a user has only one rating in a probe set. For this reason, in our experiments we choose to measure the recommendation performance only based on the ground truth of the users who have at least 5 rated movies in the probe set (ca. 14% users in the probe set). Note that the choice of 5 is set to allow all the evaluation metrics (as introduced later in this section) to achieve the highest possible value 1 for the task of top-5 recommendation.
In addition to GAP, two additional evaluation metrics are used in the experiments to measure the recommendation performance, i.e., NDCG and Precision. As mentioned in Section 1, NDCG is a well-known evaluation metric for measuring the performance of ranked results with graded relevance. Precision is a traditional evaluation measure that reflects the ratio of relevant items in the ranked list given a truncated position. A relevance threshold of determining relevant items is necessary when precision is applied to the graded relevance scenarios. We set the relevance threshold to be 5 (the highest rating value in the dataset), when measuring the precision of the recommendation list. This choice is also supported by literature on recommender systems evaluation [8] .
Since in recommender systems the user's satisfaction is dominated by only a few items on the top of the recommendation list, our evaluation in the following experiments focuses on the performance of the top-5 recommended items, i.e., GAP@5, NDCG@5 and P@5 (averaged across all the test users) are used to measure the recommendation performance. Note that in the evaluation we cannot treat all the unrated items/movies as irrelevant to a given user. A widely-used practical strategy, [8, 18, 28] , is to first randomly select 1000 unrated items (which are assumed to be irrelevant to the user) in addition to the ground truth (i.e., rated items) for each user in the probe set, and then evaluate the performance of the recommendation list that consists of only the selected unrated items and the ground truth items. This evaluation strategy is also adopted here.
We randomly select 1.5% (a similar size to the probe set) of the data in the training set to generate a validation set, which is used to determine parameters that are involved in GAPfm and baseline approaches and also to investigate the properties of GAPfm as presented in the next section.
Parameter setting.
We set the dimensionality of latent factors to be 10 for both GAPfm and other baseline approaches based on latent factor models. The remaining parameters are empirically tuned so as to yield the best performance in the validation set, i.e., for GAPfm we set the regularization parameter λ=0.001 and the learning rate γ=10 −5 .
Implementation.
We implement the proposed GAPfm in Matlab using its parallel computing toolbox, and run the experiments on a single PC with Intel Core-i7 (8 cores) 2.3GHz CPU and 8G RAM memory. For the purpose of reproducibility, we make our implementation code of GAPfm publicly available (link blinded for review).
Validation: Effectiveness
In the first experiment we investigate the effectiveness of GAPfm, i.e., whether learning latent factors based on GAPfm contributes to the improvement of GAP. We use the training set under the conditions "Given 10", "Given 20" and "Given 30", respectively, to train the latent factors, U and V , which are then used to generate recommendation lists for individual users. The performance of GAP is measured according the hold-out data in the validation set along the iterations of the learning algorithm as described in Section 4. The results are shown in Fig. 1 , which demonstrates that GAP gradually improves along the iterations and attains convergence after a certain number of iterations. For example, under the condition of "Given 10", it converges after 60 iterations, while it converges with less iterations as more data from the users is available for training. According to the observation from this experiment, we can confirm a positive answer to our first research question.
Validation: Scalability
We conduct three experiments to validate the scalability of GAPfm. In the first experiment we empirically investigate the benefits that we can draw from employing parallel computing for updating latent user factors in GAPfm. We then validate the overall complexity of GAPfm as theoretically analyzed in Section 4.2. The last experiment is conducted to investigate the impact of the proposed adaptive selection strategy, as discussed in Section 4.3.
Parallel Updating of Latent User Factors
As shown in Section 4.2, the update of latent user factors U in GAPfm can be conducted in parallel. By utilizing multiple cores/processors of the computing machine for the experiments, we empirically investigate the average runtime for updating U per iteration against the number of processors employed. Note that updating U in parallel has no influence on the quality of the resulting latent factors, and thus, the performance of the recommendation lists is not influenced. As shown in Fig. 2 , for each of the "Given" conditions, the runtime of updating U in the learning algorithm is reduced remarkably when increasing the number of processors for parallelizing the learning process. Note that the reduction of runtime for updating U is not exactly inversely-proportionate to the number of processors, due to the system process maintenance constraints. However, the experiments are sufficient to demonstrate that parallelization can be used to speedup the optimization of the latent user factors in GAPfm, given adequate computing facilities.
Linear Complexity
Since the size of the data used for training the latent factors in GAPfm varies under different "Given" conditions, we can empirically measure the complexity of GAPfm by observing the computational time consumed at each condition. In Fig. 3 , the average iteration time is shown, which grows nearly linearly as the number of ratings used for training increases. This result validates the scalability of GAPfm under the basic setting, i.e., it scales linearly to the amount of observed data in the training dataset.
Impact of Adaptive Selection
In order to investigate the impact of the adaptive selection strategy for GAPfm, we design an experiment under the condition of "Given 50" to measure the computational cost for the cases where different numbers of items, i.e., different values for K (varying from 5 to 50), are adaptively selected during iterations for each user for training GAPfm. Mean- while, we measure the performance of GAP based on the hold-out data in the validation set, corresponding to each case of K.
The results are shown in Fig. 4 . Note that increasing K is equivalent to increasing the size of the data for training GAPfm. Thus, as shown in the previous experiment, the average iteration time increases almost linearly to the growth of K. However, we do observe that GAPfm already achieves relatively high GAP even with a small value of K, compared to the GAP achieved when the latent factors of all the items (i.e., K = 50) are updated. For instance, when only 20 items are adaptively selected for updating their latent factors in each iteration of the learning algorithm, i.e., K = 20, nearly 75% of the runtime can be saved, compared to the case of updating the latent factors of all the items. Meanwhile, the drop of GAP is only around 5%, i.e., the GAP is 0.206 when K = 20, and 0.216 when K = 50. For large-scale datasets where computational cost is crucial, the small performance hit introduced by the adaptive selection process pays off due to the large gain attained in terms of computational cost. As analyzed in Section 4.3, we can practically maintain a constant complexity of GAPfm by using adaptive selection with a fixed K. In next section, we will further demonstrate the performance of GAPfm with adaptive selection in the case of K = 20. Finally, we also conducted an experiment for validating the utility of adaptive selection, compared to random selection, i.e., in the case of K = 20 we randomly select 20 rated items for updating their latent factors in each iteration of GAPfm. Random selection for K = 20 produced a value of GAP = 0.166, which is 19% lower than computed using adaptive selection. In total, the experimental results confirm the value of the proposed adaptive selection for GAPfm in terms of both recommendation performance and the computational cost.
Summarizing, the observations from the experiments presented above allow us to give a positive answer to our second research question, i.e., GAPfm can be highly scalable (with constant complexity independent of the scale of the given dataset) and used for large-scale datasets.
Performance on Top-N Recommendation
We compare the performance of GAPfm with three baseline approaches. Each of the baseline approaches is listed and briefly introduced below:
• PopRec is a naive and non-personalized baseline that recommends movies in terms of their popularity, i.e., the number of ratings from all the users. Note that another naive baseline based on the average rating of movies was also tested, but it achieved rather low performance compared to other baselines. For this reason, we excluded it from our experimental results reported in this paper. Although being a naive baseline, PopRec is shown in literature to have competitive performance for the top-N recommendation task on the Netflix dataset [8] .
• SVD++ is a state-of-the-art CF approach, which is shown to be superior for the rating prediction task as witnessed in the Netflix Prize contest [18] . We use the implementation of SVD++ available in GraphLab 3 [23] . Note that the dimensionality of latent factors used in SVD++ is set to 10, the same as the setting for the proposed GAPfm. Other parameters, such as the regularization parameter, are tuned according to the observation from the validation set.
• CofiRank is a state-of-the-art CF approach that specifically optimizes for the ranking performance of recommendation results [36] . In addition, to the best of our knowledge, CofiRank is also the only well-established CF approach that directly optimizes NDCG measure for graded relevance datasets. Note that the implementation of CofiRank is based on the publicly available software package from the authors 4 . The dimensionality of latent factors is also set to 10, and the remaining parameters are tuned on the validation set. In Table 2 , we present the performance of GAPfm and the baseline approaches for "Given" 10 to 30 items per user in the training set. Under all three conditions, GAPfm largely outperforms all the baselines, i.e., over 30% in P@5, 15% in NDCG@5 and 10% in GAP@5. All the improvements are statistically significant, according to Wilcoxon signed rank significance test with p<0.01. The results indicate that the proposed GAPfm is highly competitive for the top-N recom- mendation task. We also demonstrate that the optimization of GAP leads to improvements in terms of precision and NDCG. We also notice that SVD++ is only slightly better than PopRec in P@5 (which was also observed in related work of [8] ), but worse than PopRec in both NDCG@5 and GAP@5. This result again indicates that optimizing rating predictions do not necessarily lead to good performance for top-N recommendations.
In Table 3 , we show the performance of GAPfm with adaptive selection for "Given 50" items per user in the training set, which simulates the case of relatively large user profiles. As indicated in Section 5.3, we adopt K = 20 for the adaptive selection in GAPfm. GAPfm still achieves a large improvement over all of the baselines across all the metrics, and also slightly outperforms GAPfm with adaptive selection, i.e., ca. 6% in NDCG@5 and ca. 8% in GAP@5. However, we observe that GAPfm with adaptive selection still improves over PopRec, SVD++ and CofiRank to a significant extent. Moreover, as mentioned before, under the condition of "Given 50", training GAPfm with adaptive selection at K = 20 saves around 75% computation time. Therefore, the drop in recommendation performance can be considered to be acceptable for real-world applications.
Performance on Ranking Graded Items
The last experiment is conducted to examine the performance of GAPfm on the task of ranking a given list of rated/graded items. We compare GAPfm with other collaborative ranking approaches proposed in the literature. Note that our focus on this paper is on top-N recommendation, which differs essentially from the ranking of rated items. In this setting we do not sample unrated items but only focus on the correct ranking of the rated items. However, this experiment only serves to verify that GAPfm would be still competitive even in the case of evaluating the ranking of rated items. For this reason, we extend our experiment on a different dataset, i.e., the MovieLens 100K dataset 5 [12] , and compare the performance of GAPfm with a state-of-the-art approach, Win-Loss-Tie (WLT) feature-based collaborative ranking [33] , which is, to our knowledge, the latest contribution to collaborative ranking. We follow exactly the same experimental protocol as used in the work of [33] , to allow us to make a straightforward comparison with the results reported in their work. The results are shown in Table 4 . We observe that GAPfm achieves competitive performance for ranking rated items, across all the conditions and NDCG at all the truncation levels. These results indicate that the optimization of GAP for top-N recommendation would naturally lead to improvements in terms ranking graded items. In summary, according to our observations from Section 5.4 and 5.5, we can conclude a positive answer to our last research question.
CONCLUSIONS AND FUTURE WORK
We have presented GAPfm, a new CF approach for top-N recommendation, by learning a latent factor model that directly optimizes GAP. We propose an adaptive selection strategy for GAPfm so that it could attain a constant computational complexity, which guarantees its usefulness for large scale use scenarios. Our experiments also empirically validate the scalability of GAPfm. GAPfm is demonstrated to substantially outperform the baseline approaches for the top-N recommendation task, while also being competitive for the performance of ranking graded items, compared to the state of the art.
There are a few directions for future work. First, inspired by statistical analysis of evaluation metrics [35] , we would like to analyze the relations and differences between learning methods that optimize different evaluation metrics. Second, we are also interested in developing distributed version of the proposed GAPfm, by taking into account recent contributions of distributed latent factor models [10] . Third, considering the multi-facet relevance judgments in recommender systems, such as accuracy, diversity, serendipity, we would also like to investigate the possibilities of optimizing top-N recommendation with multiple cohesive or competing objectives [3, 16, 30] .
APPENDIX A. VALIDATION OF EQ. (7)
Note that we neglect the user index m in the following, due to its irrelevance to this validation. Given relevance predictions on all the items, i.e., fi, i = 1, 2, . . . , N , the definition of the rank of item i, i.e., Ri, can be formulated as below:
Suppose that f is continuous and bounded within [a, b] . We can approximate Ri by a smooth function of f as below:
In the case N is large (which is common for most recommendation domains), we could further approximate the summation by integration over all the possible values of f . Under this approximation, we obtain: Note that it is reasonable to assume b − a >> 0, since theoretically b could be positive infinite and a could be negative infinite (if latent factors are drawn from real values). Therefore, we can finally obtain:
which validates the approximation in Eq. (7), i.e., 1/Ri = g(fi).
B. DERIVATION OF EQ. (11)
Note that we drop the derivative of the regularization term, i.e., −λVi in the following. Replacing k with j in the last summation term, and applying the property g (−x) = g (x) so as to combine the last two summation terms, we obtain: Note that βmjig(fmj ) − βmij g(fmi) = 0 if i = j. We can add this condition into above and take out Imi and Um to attain Eq. (11).
C. ADAPTIVE SELECTION
We present our justification of the criterion for adaptive selection proposed in Section 4.3. Note that in the following, we drop the user index m, due to its irrelevance to this validation. By the definition of the indicator function I, we have I(yi < yj ) + I(yj ≤ yi) = 1. Therefore, we can rewrite Eq. (4) Note that the first summation is non-negative. Also note that when Rj ≤ Ri and yj ≤ yi (i.e., two items are misranked), we have y j l=1 δ l − y i l=1 δ l ≤ 0. Therefore, the second summation is composed by non-positive terms, i.e., only leading to a loss of GAP. In addition, the loss is proportionate to y j l=1 δ l − y i l=1 δ l , the difference of grades of misranked items. Thus, it is obvious that the largest loss would be casued by the most misranked item, justifying our criterion for adaptive selection, i.e., updating most misranked items would lead to largest upgrade of GAP.
D. CHARACTERISTICS OF GAPFM
Generalization. In the scenario with implicit feedback data (binary relevance data), we have ymax = 1. Thus, in the case of Imi > 0 and Imj > 0, it implies that we have ymi = ymj = ymax = 1. Substituting this condition into Eq. (4) and taking into account of the definition of in Eq. (5), we obtain βmij = 1. Furthermore, the smoothed GAP as in Eq. (8) returns to:
Imj g(f m(j−i) ) which is equivalent to the smoothed AP (excluding the context variable and the constant coefficient) as proposed in the work of [28] . Therefore, the proposed GAPfm is a generalization of the approach optimizing AP in the implicit feedback domains.
Specialization. Graded precision and graded recall are two specialized metrics that can be decomposed from GAP. As defined in [26] , we can rewrite GP@n and GR@n for the top-n recommendation list of user m as follows:
ImiI(Rmi ≤ n)ξ Then, similar optimization as used in GAPfm can be performed to learned latent factors that optimize GP@n or GR@n.
