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POLYREGULARITY OF THE DOT PRODUCT OF SLICE
REGULAR FUNCTIONS
A. GHANMI
Abstract. In this paper, we are concerned with the S–polyregularity
the regular dot product of slice regular functions. We prove that the
product of a slice regular function and right quaternionic polynomial
function is a S–polyregular function and we determinate its exact order.
The general case of the product of any two slice regular functions is
also discussed. In fact, we provide sufficient and necessary conditions
to the product of slice regular functions be a S–polyregular function.
The obtained results are then extended to the product of S–polyregular
functions and remain valid for a special dot product. As consequences
we obtain linearization theorems for such S–polyregular products with
respect to the slice regular functions.
1 Introduction
A special generalization of entire functions are the so–called (n + 1)–
polyanalytic functions. We denote their space by An. According to [10], a
function f is said to be polyanalytic of order n + 1 (level n) if it satisfies
the generalized Cauchy equation ∂n+1z f = 0. Such functions have numerous
applications in various fields and the sphere of applications has been con-
siderably extended to mechanics and mathematics physics. See for instance
[18, 20, 22, 17, 2, 1]. For a complete survey on these functions one can refer
to [6] and the rich list of references therein. In the last decade, they have
found interesting applications in signal processing, time–frequency analysis
and wavelet theory [15, 16, 2]. Moreover, polyanaliticity was essential in
characterizing the classical Hilbert space on the complex plane with respect
to the gaussian measure in terms of the so–called polyanalytic Bargmann
spaces [21]. Such spaces are closely connected to the spectral theory of a
special magnetic Laplacian [13, 1, 2].
The first generalization in the quaternionic setting is due to Brackx [8, 9]
who defined the k–monogenic functions to be the elements of Ker(D)k+1,
D being the Füter operator. Its analog for the (left) slice derivative ∂I is
recently introduced in [11] (see also [12, 7, 4]). Thus, the solution of the
generalized Cauchy–Riemann equations ∂I
n+1
f |I = 0; I2 = −1, leads to the
space SRn of S–polyregular functions of level n (or order n + 1), i.e., such
that the restriction to any slice CI is polyanalytic of level n. Some basic
properties of this new class of S–polyregular functions have been established
Date: January 18, 2017.
1991 Mathematics Subject Classification. 30G35.
Key words and phrases. Polyanalytic functions, Regular dot product, Slice regular func-
tions, S–polyregular functions, S–polyregularity index, Linearization.
Dedicated to the memory of Kettani Ghanmi (1945–2018).
1
ar
X
iv
:1
90
1.
10
11
0v
1 
 [m
ath
.C
V]
  2
9 J
an
 20
19
2 A. GHANMI
and investigated in the recent works [7, 4]. For our purpose, we recall the
following
Proposition 1.1 (Proposition 2.3 in [7]). For every f ∈ SRn there exist
some ϕk ∈ SR = SR0; k = 0, 1, · · · , n, such that
f(q, q) =
n∑
k=0
qkϕk(q).
Proposition 1.2 (Proposition 2.4 in [7]). A function f belongs to SRn if
and only if there exists some F ∈ SR such that f = Hn(F ). Moreover, we
have
SRn =
n∑
k=0
Hk(SR),
where the differential transformation Hn is defined by
Hk(F )](q) := (−1)ke|q|2∂kI (e−|q|
2
F ).
Proposition 1.3 (Proposition 2.5 in [7]). If f is a S–polyregular function,
then for every I ∈ S, and every J ∈ S perpendicular to I, there are two
polyanalytic functions Ff , Gf : CI −→ CI such that for any q = x+ Iy
fI(q) = Ff (q) +Gf (q)J.
Although the slice regularity is a beautiful notion allowing generaliza-
tion of interesting results from complex analysis to quaternionic analysis,
there are many technical problems to take care of for lack of commutativity.
A known fact in this context is that the product of two left slice regu-
lar functions is not necessarily a slice regular. To overcome this, a special
?Ls –product was introduced in [?]. Its natural extension to S–polyregular
functions is presented in [7]. However, the most common classical exam-
ples, always used to prove that the dot product do not leave SR invari-
ant, are clearly S–polyregulars as is the case of the elementary function
f(q, q) = (q − i)q. Indeed, ∂I2(f |I) = 0. Moreover, we have
f |I = qϕ|I + ψ|I ; ϕ|I := −12(I + IiI).
The function ψ defined by ψ|I = f |I − qϕ|I belongs to SR for ∂I(iq) = ϕ.
Motivated by this observation, we will study in this paper the polyregular-
ity of slice regular functions leading to a special phenomena for the classical
dot product in SR. More precisely, we are interested in providing neces-
sary and sufficient conditions on the input functions f, g ∈ SR to f · g be
S–polyregular. Thus, we begin by proving that the generic element qnαqm;
α ∈ H, is S–polyregular of level do not exceed m. Its exact level is specified
in Theorem 2.2. More generally, we show that if f ∈ SR and g ∈ HRM [q]
is a right quaternionic polynomial function of degree M , then f · g ∈ SRM
and the exact value of its level has been made explicit (see Theorem 2.6).
This result is improved in Section 3 by showing that the sufficient condition
g ∈ HRM [q] is also a necessary condition (Theorem 3.4). Another character-
ization is given by Theorem 3.2 which proves that the dot product f · g of
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f, g ∈ SR is a S–polyregular function if and only if f, g ∈ SR satisfy one of
the following equivalent conditions
(a) Z(Gf ) ∪ Z
(
∂k0gI
∂yk0
)
= CI ⇐⇒ (b) GfJ ∂
k0gI
∂yk0
= 0 on CI
for some positive integer k0 and every I ∈ S. Here Z(h) denotes the zeros set
of h and fI = Ff +GfJ with Ff , Gf : CI −→ CI are two holomorphic func-
tions on CI ; I ∈ S and J is imaginary unit perpendicular to I. Subsequently,
a sufficient condition to f ·g be slice regular is shown to be fI ∈ CI for every
I ∈ S. Another immediate consequence is that the resulting products can
be linearized with respect to SR in the sense that for every f, g ∈ SR such
that f · g ∈ SRm, we have f · g =
m∑
j=0
qjϕj for some ϕj ∈ SR.
The generalization to S–polyregular functions is possible by considering
the special Lsp–product defined by
(f Lsp g)(q, q) =
m,n∑
j,k=0
qj+kϕj(q)ψk(q) (1.1)
for given f(q, q) =
m∑
j=0
qjϕj ∈ SRm and g(q, q) =
n∑
k=0
qkψk ∈ SRn with
ϕj , ψk ∈ SR. This will be discussed in Section 4.
2 S–polyregularity of SR ·HRM [q]
We begin by examining the S–polygularity of the dot product of elemen-
tary slice regular functions presented by the generic elements
An,m(q|α) := qnαqm; q ∈ H, (2.1)
for given nonnegative integers n,m and quaternionic number α. Thus, mak-
ing direct computation we see that the An,m(q|α) satisfy the identities
∂I(An,m(q|α)) = m2
(
An,m−1(q|α)− IAn,m−1(q|αI)
)
= m2
(
An,m−1(q|α) +An,m−1(q|IαI)
)
= m2 A
n,m−1(q|α+ IαI). (2.2)
Now, associated to given nonnegative integers m and k, we consider the
function on S×H given by
Smk (I, α) :=
k∑
j=0
(
k
j
)
IjαIj . (2.3)
Thus, we claim the following
Lemma 2.1. Let I ∈ S and m, k be nonegative integers. Then
(i) We have Smk (I, α) = 0 for every real α.
(ii) The functional α 7−→ Smk (I, α) is R–linear on H, in the sense that
Smk (I, α+ λβ) = Smk (I, α) + Smk (I, β)λ (2.4)
holds true for every α, β ∈ H and λ ∈ R.
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(iii) We have the binomial property
Smk (I, α) + ISmk (I, α)I = Smk+1(I, α). (2.5)
(iv) If Smk0(I, α) = 0 for some nonnegative integer k0, then S
m
k (I, α) = 0
for every integer k ≥ k0.
Such function will play a crucial rule in determining the exact level of
S–polyregularity of An,m(q|α). To be more precise, we need to fix further
objects. Let ℵIm(α) denotes the subset of nonnegative integers
ℵIm(α) := {k; k = 0, 1, · · · , Smk (I, α) = 0}.
From (iv) of Lemma 2.1, it is clear that ℵIm(α) is infinite once it is not
empty. To ℵIm(α), we associate the quantity
%msp(α) := max
I∈S
{ρm,Isp (α)},
where ρm,Isp (α) stands for
ρm,Isp (α) :=
{
min{m,minℵIm(α)} if ℵIm(α) 6= ∅,
m if ℵIm(α) = ∅.
Notice for instance that %msp(α) = 0 for ρm,Isp (α) = 0 whenever α is real.
Theorem 2.2. The function An,m(q|α) is S–polyregular in the q–variable
of exact level
Levsp(An,m(·|α)) = %msp(α) ≤ m.
Proof. To prove the S–polyregularity of An,m(q|α) we make use of (2.2) and
a reasoning by induction. Indeed, we show that
∂I
k(An,m(q|α)) =
(1
2
)k m!
(m− k)!A
n,m−k(q|Smk (I, α)) (2.6)
=
(1
2
)k m!
(m− k)!q
nSmk (I, α)qm−k
for every k ≤ m, where Smk (I, α) is the function in (2.3). Therefore, for
k = m we have
∂I
m(An,m(q|α)) =
(1
2
)m
m!An,0(q|Smm(I, α)) ∈ SR,
so that ∂I
m+1(An,m(q|α)) = 0. Furthermore, for every I ∈ S we have
∂I
ρm,Isp (α)(An,m(q|α)) 6= 0 and ∂Iρ
m,I
sp (α)+1(An,m(q|α)) = 0
by the definition of ρm,Isp (α). This is to say An,m(q|α) ∈ SR%msp(α) ⊂ SRm of
exact level %msp(α). This completes the proof. 
Corollary 2.3 (Linearization). The generic element An,m(q|α) is a poly-
nomial function in q with coefficients in SR, that is there exist some slice
regular functions ϕαj ; j = 0, 1, · · · ,m, such that
An,m(q|α) = qmϕαm + qm−1ϕαm−1 + · · ·+ qϕα1 + ϕα0 .
Proof. The proof is an immediate consequence of the S–polyregularity of
An,m(q|α) proved in Theorem 2.2 combined with Proposition 1.1. 
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Definition 2.4. We call %msp(α) the S–polyregularity index of the generic
element An,m(q|α).
The %msp(α)–index is in general hard to compute. However, we can provide
exact value of %msp(α) for some particular cases. Thus, for real a, we have
ℵIm(a) = {0} and then %msp(a) = 0. The case of α = a + bJ ; J ∈ S, a ∈ R
and b ∈ R∗, is discussed by the following lemma.
Lemma 2.5. For every J ∈ S, a ∈ R and b ∈ R∗, we have ℵIm(a + bJ) =
ℵIm(J) and
%msp(a+ bJ) = %msp(J) = m. (2.7)
Proof. Using the R–linearity of the functional α 7−→ Smk (I, α), we get
ℵIm(a+ bJ) = {k; k = 0, 1, · · · , Smk (I, a) + Smk (I, J)b = 0} = ℵIm(J).
Now, if K ∈ S such that K ⊥ J , then ℵKm(J) = ∅ since in this case KjJ =
(−1)jJKj and therefore
Smk (K,J) =
k∑
j=0
(
k
j
)
(−1)jIK2j =
k∑
j=0
(
k
j
)
I 6= 0
for every k. Accordingly, ρm,Ksp (J) = m. To conclude, it suffices to observe
that ρm,Isp (J) ≤ %msp(J) ≤ m holds true for every I ∈ S and in particular for
I = K ⊥ J . 
The next result discuss the generalization of Theorem 2.2 to the dot prod-
uct of a slice regular function f ∈ SR and a right quaternionic polynomial
function g ∈ HRM [q]. The obtained result can be stated as follows.
Theorem 2.6. Let f(q) =
∞∑
n=0
qnαn be a slice regular function and g a right
quaternionic polynomial function of degree M , then f · g is a S–polyregular
function whose exact level given by
Levsp(f · g) = min{M,max
I∈S
min
M⋂
m=k
∞⋂
n=0
ℵIm(αn}.
Proof. Notice for instance that if f(q) =
N∑
n=0
qnαn and g(q) =
M∑
m=0
qmβm, are
right quaternionic polynomial functions of degrees N and M , respectively,
then we have
(f · g)(q) =
N∑
n=0
M∑
m=0
An,m(q|αn)βm.
Hence, by Theorem 2.2, it is clear that f · g is S–polyregular of level do not
exceed M . Its exact level satisfies
Levsp(f · g) ≤ max
n=0,··· ,N,
m=0,··· ,M
{%msp(αn)} ≤M.
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The case of arbitrary f(q) =
N∑
n=0
qnαn ∈ SR and g is a right quaternionic
polynomial function of degree M is similar. In fact, from
(f · g)(q) =
∞∑
n=0
M∑
m=0
An,m(q|αn)βm
and Theorem 2.2, we claim that f · g ∈ SRM as well as
Levsp(f · g) ≤ max
m=0,··· ,M
n=0,···
Levsp(An,m(·|αn)) ≤ max
m=0,··· ,M
n=0,···
{%msp(αn)}.
This can be reproved rigourously making use of the identity (2.6). Indeed,
direct computation yields
∂I
k(f · g)(q) =
∞∑
n=0
M∑
m=0
∂I
k(An,m(q|αn))βm
=
∞∑
n=0
M∑
m=k
∂I
k(An,m(q|αn))βm
since ∂I
k(An,m(q|αn)) = 0 for m ≤ k − 1. Next, using (2.6) we obtain
∂I
k(f · g)(q) =
(1
2
)k ∞∑
n=0
qn
M∑
m=k
m!
(m− k)!S
m
k (I, αn)qm−kβm. (2.8)
In particular, for k =M it follows that
∂I
M (f · g)(q) =
(1
2
)M
M !
∞∑
n=0
qnSMM (I, α)βM ∈ SR.
Moreover, from (2.8), we see that the determination of the exact value of the
S–polyregularity of f · g is closely connected to the set of positive integers k
such that Smk (I, αn) = 0 for every m = k, · · · ,M and n = 0, 1, · · · , i.e.,
ℵIk,M (f) :=
M⋂
m=k
∞⋂
n=0
ℵIm(αn).
Indeed, if max
I∈S
minℵIM (f) < M , then f ·g ∈ SRs with s = max
I∈S
minℵIk,M (f).
Otherwise s =M . This completes our check of Theorem 2.6. 
Remark 2.7. In virtue of SRm =
m∑
j=0
qjSR, the previous theorem implies
that f ·g can be linearized with respect to SR in the sense that f ·g =
m∑
j=0
qjϕj
for some ϕj ∈ SR. In particular, for every slice regular function f , the
function f · q is biregular and therefore there exist ϕ0, ϕ1 ∈ SR such that
f · q = qϕ1 + ϕ0.
3 A characterization of the S–polyregularity of SR · SR
In the sequel, we will examin the general case of the dot product of slice
regular functions in order to provide necessary and sufficient condition to
such product be S–polyregular. The main result of the present section is
based on the following lemma.
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Lemma 3.1. Let f, g ∈ SR and Ff , Gf : CI −→ CI be two holomorphic
functions on CI ; I ∈ S, such that fI = Ff + GfJ for given imaginary unit
J perpendicular to I. Then, for every positive integer k, we have
∂I
k(fg)I = IkGfJ
∂kgI
∂yk
= GfJ
∂kgI
∂xk
. (3.1)
Proof. A direct computation using the definition of the slice derivative shows
that ∂I satisfies the following rules for the product of real differentiable
functions f, g : H −→ H,
∂I(fg)I = (∂IfI )gI + fI (∂IgI )−
1
2[fI , IidH]
∂gI
∂y
, (3.2)
where [·, ·] denotes the commutation operation. They reduce further to
∂I(fg)I = −
1
2[fI , IidH]
∂gI
∂y
if f and g are assumed to be slice regular functions. By applying again (3.2)
to the product in the right–hand side of the obtained identity, we get
∂I
2(fg)I = −
1
2
{
(∂I([fI , IidH]))
∂gI
∂y
+ [fI , IidH](∂I
∂gI
∂y
)
− 12 [[fI , IidH], IidH]
∂2gI
∂y2
}
which reduces further to
∂I
2(fg)I =
(
−12
)2
[[fI , IidH], IidH]
∂2gI
∂y2
= −12(fI + IfI I)
∂2gI
∂y2
by means of the facts
∂I
(
∂gI
∂y
)
= ∂
∂y
(∂IgI ) = 0
as well as
∂I([fI , IidH]) = ∂I(fI )I − ∂I(IfI ) = ∂I(fI )I − I∂I(fI ) = 0
fulfilled for f, g ∈ SR. More generally, one gets by induction
∂I
k(fg)I =
(
−12
)k
[fI , IidH]k
∂kgI
∂yk
,
where [fI , IidH]k := [· · · [[fI , IidH], IidH] · · · , IidH] is the iteration of the
commutator operator k–times. Straightforward computation shows that
[fI , IidH]k = (−2I)k−1[fI , IidH]; k ≥ 1,
so that we have
∂I
k(fg)I = −
1
2I
k−1[fI , IidH]
∂kgI
∂yk
, (3.3)
By making use of the Splitting lemma [5, 14, 3], there exist two holomorphic
functions Ff , Gf : CI −→ CI such that fI = Ff +GfJ for given imaginary
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unit J perpendicular to I. Therefore, we can rewrite (3.3) in the following
form
∂I
k(fg)I = IkGfJ
∂kgI
∂yk
since Ff and Gf takes values in CI , IJI = J and [fI , IidH] = 2GfJI. The
second equality in (3.1) readily follows since ∂gI
∂y
= I ∂gI
∂x
for g being slice
regular and JI = −JI. 
Accordingly, we can prove the following
Theorem 3.2. If f, g ∈ SR such that fI ∈ CI for every I ∈ S, then
f · g ∈ SR. More generally, f · g is S–polyregular if and only if there exists
a positive integer k0 such that for every I ∈ S we have
Z(Gf ) ∪ Z
(
∂k0gI
∂yk0
)
= CI .
Here Z(h) denotes the zeros set of h.
Proof. The condition f ∈ SR such that fI ∈ CI for every I ∈ S is clearly
equivalent to that Gf = 0. Hence, by Lemma 3.1, we get ∂I
k0(f · g)I = 0
for arbitrary I and therefore f · g ∈ SR. This completes our check of the
first assertion. The second one is immediate from Lemma 3.1 and traduces
the fact that GfJ
∂k0gI
∂yk0
= 0 on H for every I, J ∈ S such that J ⊥ I. 
Remark 3.3. An interesting particular case of sufficient condition ensuring
the polyregularity of f · g is that g ∈ SR and ∂
k0gI
∂yk0
= 0 on CI for every
I ∈ S.
The first assertion of Theorem 3.2 can be reproved using the splitting
lemma for slice regular functions. Indeed, with Gf = 0, one obtains (f ·g)I =
FfFg + FfGgJ which shows that f · g ∈ SR, since FfFg and FfGg are
holomorphic functions on CI . The general case of arbitrary f, g ∈ SR leads
to the following result reproving and iproving the first assertion of Theorem
2.6.
Theorem 3.4. Let f, g ∈ SR and Ff , Gf : CI −→ CI be two holomorphic
functions on CI ; I ∈ S, such that fI = Ff + GfJ for given imaginary unit
J ⊥ I. Assume in addition that Gf is not identically zero on CI . Then, f ·g
is S–polyregular if and only if g ∈ HR[q] is a right quaternionic polynomial
function in q.
Proof. Starting from the splitting lemma for slice regular functions, we get
(f · g)I (FfFg −GfGg) + (FfGg +GfFg)J,
where Ff , Gf , Fg, Gg : CI −→ CI are holomorphic functions on CI ; I ∈ S,
such that fI = Ff + GfJ and gI = Fg + GgJ for given imaginary unit
J ⊥ I. This implies that f · g is S–polyregular if and only if FfFg −GfGg
and FfGg + GfFg are polyanalytic functions on CI thanks to Proposition
1.3 (Proposition 2.5 in [7]). This is in fact equivalent to say that Gg and Fg
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are polynomials functions in z ∈ CI whenever Gf is not identically zero on
CI . 
4 The polyregularity of the Lsp–product of S–polyregular
functions
The special Lsp–product defined on the S–polyregular functions f(q, q) =
m∑
j=0
qjϕj ∈ SRm and g(q, q) =
n∑
k=0
qkψk ∈ SRn with ϕj , ψk ∈ SR, by
(f Lsp g)(q, q) =
m,n∑
j,k=0
qj+k(ϕj · ψk)(q) (4.1)
is one of the more natural products on S–polyregular functions extending
the classical dot product on slice regular functions. In fact, for f, g ∈ SR
(i.e., m = n = 0), we have
f Lsp g = f · g.
Therefore, the S–polyregularity of f Lsp g is closely connected to the one
of ϕj · ψk for varying j = 0, 1, · · · ,m and k = 0, 1, · · · , n, discussed in the
previous sections. Thus according to Theorems 2.2, 2.6 and 3.2, we assert
the following
Theorem 4.1. Let f ∈ SRm and g ∈ SRn. Then, the function f Lsp g is
S–polyregular in the following cases:
(1) the ψk are right quaternionic polynomial functions
(2) (ϕj)I ∈ CI for every I ∈ S and j = 0, 1, · · · ,m
(3) there exists a positive integer k0 such that for every j = 0, 1, · · · ,m
and k = 0, 1, · · · , n, we have
Gϕj ·
∂k0(ψk)I
∂yk0
= 0
for every I ∈ S.
In conclusion, Lsp maps SRm × SRn into
∞⋃
s=0
SRm+n+s for some s. Its
analog for the polyanalytic functions is clearly a trivial fact and reads simply
Am · An = Am+n.
5 Concluding remark
In the previous sections, we have studied the polyregularity of the dot
product of slice regular functions f, g ∈ SR. We have provide sufficient
condition as well as a concrete characterization to such product be S–
polyregulars. Thus, the polyregularity of f · g is completely determined
by g, while f has a direct impact in determining the exact level of polyregu-
larity of f ·g. Subsequently, we have linearized such products as polynomials
in q with coefficients are regular functions in SR. In particular, the function
f · q is biregular even f belongs to SR and therefore f · q = qϕ1 + ϕ0 for
some ϕ` ∈ SR; ` = 0, 1. The inverse problem can also be considered. This
means that for given biregular function qϕ+ψ, one looks for the existence of
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f, g ∈ SR that solve the functional equation qϕ+ψ = f ·g. Another interest-
ing problem to be considered is motivated by Proposition 1.2 (Proposition
2.4 in [7]) ensuring the existence of F ∈ SR such that
f = (−1)ne|q|2∂nI (e−|q|
2
F )
for given f ∈ SRn. The case of the biregular function f · q with f ∈ SR
leading to
f · q = −e|q|2∂I(e−|q|2F )
is of particular interest. Such type of problems are the subject of a forth-
coming paper.
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