Link distance and shortest path problems in the plane  by Cook, Atlas F. & Wenk, Carola
Computational Geometry 44 (2011) 442–455Contents lists available at ScienceDirect
Computational Geometry: Theory and
Applications
www.elsevier.com/locate/comgeo
Link distance and shortest path problems in the plane✩
Atlas F. Cook IV a,∗, Carola Wenk b
a Department of Information and Computing Sciences, University of Utrecht, The Netherlands
b Department of Computer Science, University of Texas at San Antonio, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 30 January 2009
Received in revised form 11 January 2011
Accepted 26 April 2011
Available online 29 April 2011
Communicated by J. Mitchell
Keywords:
Shortest paths
Link distance
Simple polygon
Polygonal domain
This paper describes algorithms to compute Voronoi diagrams, shortest path maps, the
Hausdorff distance, and the Fréchet distance in the plane with polygonal obstacles. The
underlying distance measures for these algorithms are either shortest path distances or
link distances. The link distance between a pair of points is the minimum number of edges
needed to connect the two points with a polygonal path that avoids a set of obstacles. The
motivation for minimizing the number of edges on a path comes from robotic motions and
wireless communications because turns are more diﬃcult in these settings than straight
movements.
Link-based Voronoi diagrams are different from traditional Voronoi diagrams because a
query point in the interior of a Voronoi face can have multiple nearest sites. Our site-based
Voronoi diagram ensures that all points in a face have the same set of nearest sites. Our
distance-based Voronoi diagram ensures that all points in a face have the same distance to
a nearest site.
The shortest path maps in this paper support queries from any source point on a ﬁxed
line segment. This is a middle-ground approach because traditional shortest path maps
typically support queries from either a ﬁxed point or from all possible points in the plane.
The Hausdorff distance and Fréchet distance are fundamental similarity metrics for shape
matching. This paper shows how to compute new variations of these metrics using shortest
paths or link-based paths that avoid polygonal obstacles in the plane.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
This paper describes algorithms to compute Voronoi diagrams, shortest path maps, the Hausdorff distance, and the
Fréchet distance in the plane with polygonal obstacles. The underlying distance measures for these algorithms are either
shortest path distances or link distances. The link distance between a pair of points is the minimum number of edges
necessary to connect the two points with a polygonal path that avoids a set of obstacles. Link distance has a wealth of
applications including robotic motion, wireless communications, geographic information systems, VLSI, computer vision,
solid modeling, image processing, and even water pipe placement [5,19,28,31,34]. These applications are naturally modeled
by link distance because turns are costly while straight line movements are inexpensive.
Previous works use various preprocessing schemes to permit the eﬃcient calculation of the link distance between a pair
of points. In a simple polygon with k vertices, Suri [34] describes how to compute the link distance from a ﬁxed source
point s to any other point in the plane in logarithmic time after O (k) preprocessing. Arkin, Mitchell, and Suri [5] and Efrat
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Link distance results. A line segment with endpoints a and b is denoted by ab. The shortest path map SPM(ab,R2) supports queries from any
source point s ∈ ab to any target point t ∈R2, and SPM(ab, cd) supports queries from any s ∈ ab to any t ∈ cd. A simple polygonal with k vertices
is denoted by P , and a polygonal domain with k vertices is denoted by D . The complexity of any objects that are not obstacles is denoted by N .
The Fréchet distance lower bound applies to the complexity of the free space diagram. The O˜ (. . .) notation hides poly-logarithmic factors.
Time Space
Site-based Voronoi diagram P O (N2k logNk) Θ(N2k)
Distance-based Voronoi diagram P O (N(N + k) logN logk) Θ(N(N + k))
SPM(ab,R2) P O (k2) O (k2)
SPM(ab, cd) D O (k6λ6(k)) O (k7)
Hausdorff distance P O (kN + N2) O (k + N)
for points D O (Nk7/3 log3.11 k + N2k) O (k + N)
Hausdorff distance P O (kN + N2 logN) O (kN)
for line segments D O˜ (N2k2) O (Nk2)
Fréchet distance P O (kN + N2) O (k + N2)
D O (N2k7 logkN), Ω(N2k4) O (Nk2 + k4)
et al. [19] generalize this result and show how to return the link distance between any two points in logarithmic time
after O (k3) preprocessing. Work in a polygonal domain with k vertices by Mitchell, Rote, and Woeginger [31] supports link
distance queries from a ﬁxed source point s to any other point in the plane in logarithmic time after O (k4) preprocessing.
Preprocessing schemes also exist to return Euclidean shortest paths between a pair of points in logarithmic time. In a
simple polygon with k vertices, Guibas et al. [24] show how to return a shortest path between any two points after O (k)
preprocessing. In a polygonal domain with k vertices, Hershberger and Suri [26] use O (k logk) preprocessing to calculate
shortest paths from a ﬁxed source point to any other point in O (logk+ K ) time, where K is the complexity of the returned
path. Their continuous Dijkstra technique is suﬃciently versatile that it can also be used to construct a Voronoi diagram.
Chiang and Mitchell [11] can ﬁnd a shortest path between any two points in a polygonal domain in O (logk) time after
O (k11) preprocessing. Bae and Okamoto [8] support shortest path queries between any two points on the boundary of a
polygonal domain after O˜ (k5) preprocessing, where O˜ (.) suppresses logarithmic factors.
The Fréchet distance is a similarity metric that is commonly applied to polygonal curves [3,6,9,20,33]. Although the
traditional Fréchet distance is computed in a problem space that is free of obstacles, recent works have begun to apply the
Fréchet distance to new settings. Efrat et al. [20] use the Fréchet distance to compute constrained morphs. Buchin et al. [9]
compute the Fréchet distance between simple polygons. Chambers et al. [10] explore a homotopic variation of the Fréchet
distance. Cook and Wenk [14] compute the Fréchet distance inside a simple polygon. Maheshwari and Yi [29] explore the
Fréchet distance on a convex polyhedral surface.
1.1. Link distance results
Table 1 summarizes our link distance results. The near-linear function λs(k) is deﬁned by the length of a Davenport–
Schinzel sequence [1]. This near-linear function is useful for bounding the complexity of the lower envelope of k shapes
when any pair of shapes intersect at most s times.
Section 3.1 describes tight bounds and eﬃcient algorithms for two types of link-based Voronoi diagrams in the plane.
Surprisingly, this seems to be the ﬁrst time that link-based Voronoi diagrams have been studied.
Section 3.2 describes a shortest path map that supports link distance queries from any source point on a ﬁxed line
segment in a polygonal domain. Although there are related Euclidean results that support queries from any source point in
the plane [8,11,24], we are not aware of any related work that supports link distance queries from any source point in a
continuous subset of a polygonal domain.
Section 3.3 shows how to compute the Hausdorff distance for point sets and line segment sets in the plane with polygo-
nal obstacles. Section 3.4 shows how to compute the link-based Fréchet distance either exactly or approximately in a simple
polygon. A novelty of the exact algorithm is that it permits the link-based Fréchet distance to be computed in the same
time and space as it takes to decide whether the Fréchet distance is less than or equal to some ﬁxed constant. The only
other known exact algorithms where it is possible to shave off the logarithmic Fréchet optimization factor are for the weak
or discrete Fréchet distance. Section 3.5 describes how to compute the Fréchet distance in a polygonal domain.
1.2. Euclidean shortest path results
Table 2 summarizes our Euclidean shortest path results. Sections 4.1 and 4.2 deﬁne dynamic and static spotlight struc-
tures that encode all shortest paths between two line segments in a polygonal domain. Section 4.3 shows how to compute
the Fréchet distance in a polygonal domain and describes a lower bound for the free space diagram. The motivation for
studying this problem is that teaming up two people for safety reasons is common practice in many real-life situations,
ranging from scouts in summer camp, to ﬁre ﬁghters and police oﬃcers, and even to astronauts exploring the moon. In
all of these applications, two team members need to coordinate their movement to stay within “walking distance” so that
fast assistance can be offered in case of an emergency. The Fréchet distance is an ideal model for this scenario. Section 4.4
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Euclidean shortest path results. The shortest path map SPM(ab, cd) supports queries from any source point s ∈ ab to any target point t ∈ cd. P is
a simple polygon with k vertices; D is a polygonal domain with k vertices. N is the complexity of any objects that are not obstacles. The Fréchet
distance lower bounds apply to the complexity of the free space diagram.
Time Space
Fréchet distance P O (k + N2 logNk logN) O (N2 + k)
D O (N2k4 logNk logk), Ω(N2k2) O (Nk + k4)
Weak Fréchet distance D O (N2k3λ6(k) logNk), Ω(N2k2) O (Nk + k4)
SPM(ab, cd) D O (k4λ6(k)), Ω(k2) O (k5)
shows how to construct a shortest path map in a polygonal domain that can return the shortest path between any two
points on a pair of ﬁxed line segments.
Previous versions of this work have appeared as Cook IV (2009) [13], Cook IV and Wenk (2008) [15,16], Cook IV and
Wenk (2009) [17].
2. Preliminaries
Throughout this paper, O = {o1,o2, . . . ,ok} denotes k obstacle vertices in the plane. The total number of vertices in the
plane that are not considered to be obstacles is represented by N . These vertices will describe points, line segments, and
polygonal curves. A shortest path between two points s and t is written as π(s, t), and d(s, t) is the Euclidean length of
π(s, t). Analogous concepts for link distance are denoted by πL(s, t) and dL(s, t). A line segment with endpoints a and b is
written as ab.
A Voronoi diagram is a subdivision of a space such as the plane into maximal regions such that all points in a region
have the same nearest neighbor site with respect to some distance measure. Aurenhammer [7] and Okabe et al. [32] have
written excellent surveys of Voronoi diagrams and their applications.
A shortest path map SPM(s) is also a subdivision of a space into maximal regions. It is constructed from a ﬁxed source
point s such that all points within a region have the same combinatorial optimal path to s [30]. This typically means that
there exists an optimal path with the same sequence of interior vertices from s to every point in a given region. The
following property was proved in Lemma 4.1 of Arkin, Mitchell, and Suri [5]:
Property 1. A line segment cd intersects at most three regions of a link-based shortest path map SPM(s) for a ﬁxed source point s in a
simple polygon. Furthermore, the distance function f : [c,d] → N with f (t) = dL(s, t) is piecewise constant and is (at worst) deﬁned
by the sequence of distances i + 1, i, i + 1, where i = mint∈cd dL(s, t).
The idea behind Property 1 is that the link distance from a ﬁxed source point s to a line segment cd involves at most
two distinct distances i and i + 1. This follows because the acyclic nature of the dual graph for SPM(s) ensures that cd
intersects at most three regions of SPM(s).
The Fréchet distance [3] is a similarity metric that is deﬁned for two polygonal curves A, B : [0,1] → Rν as
δF (A, B) = inf
α,β:[0,1]→[0,1] supt∈[0,1]
d
(
A
(
α(t)
)
, B
(
β(t)
))
where α and β range over continuous non-decreasing reparameterizations and d is a metric for points. For a given constant
ε  0, free space is {(s, t) | s ∈ A, t ∈ B, d(s, t)  ε}. A free space cell is the parameter space deﬁned by two line segments
ab ∈ A and cd ∈ B , and the free space inside the cell is all points {(s, t) | s ∈ ab, t ∈ cd, d(s, t) ε}.
Alt and Godau’s [3] Fréchet decision problem algorithm determines whether the Fréchet distance δF (A, B) ε for a given
constant ε  0. Their algorithm builds a free space diagram which represents the distance between all pairs of points s ∈ A
and t ∈ B . Dynamic programming is then used to check for the existence of a monotone path through the free space. Such
a monotone path permits only non-decreasing reparameterizations. The Fréchet optimization problem returns the smallest
value of ε such that the decision problem is true, and this optimal value of ε is the Fréchet distance.
Although the Fréchet distance requires non-decreasing reparameterizations, a variant called the weak Fréchet distance
drops this requirement. Another variant called the discrete Fréchet distance only considers distances between pairs of ver-
tices [6].
The Euclidean distance between two points s and t is denoted as ‖s− t‖, and π(s,oi) ◦ t denotes the shortest path from
s to oi concatenated with the line segment from oi to t . When s has line of sight to t , we write π(s, t) = s ◦ t .
3. Link distance problems
This section develops link distance algorithms to compute Voronoi diagrams, shortest path maps, and the Fréchet distance
in the plane with polygonal obstacles.
A.F. Cook IV, C. Wenk / Computational Geometry 44 (2011) 442–455 445Fig. 1. Shortest path map edges are shown as solid lines. (a) Vs(S) has Ω(N2k) complexity. Vd(S) can have (b) Ω(Nk) or (c) Ω(N2) edges deﬁning layer
L1. For both (b) and (c), layer L1 consists of the lightly shaded regions plus the solid visibility polygon edges, and layer L2 consists of the remaining
(disconnected) heavily shaded portions of P .
3.1. Voronoi diagrams
Let P be a simple polygon with vertices o1, . . . ,ok . Let S = s1, . . . , sN be a set of point or line segment sites in P . Unlike
traditional Euclidean Voronoi diagrams, each point in the plane can have multiple nearest sites with respect to link distance.
We deﬁne a site-based Voronoi diagram Vs(S) as a partition of P such that all points within one face have the same set
of nearest neighbor sites with respect to link distance. We deﬁne a distance-based Voronoi diagram Vd(S) as a partition
of P such that all points within a face have the same link distance to a nearest site. A distance-based Voronoi diagram
is composed of interior-disjoint layers for i = 0 . . .k such that the i-th layer is Li = {t ∈ P | i = mins∈S dL(s, t)}. Note that
all points in a layer need not share the same set of nearest neighbor sites. Candidate edges for Vs(S) and Vd(S) can be
determined by precomputing Suri’s [34] shortest path map SPM(s j) for each site s j ∈ S in O (Nk) total time and space.
Related work in Gewali et al. [22] has considered the arrangement of visibility polygons for a set of sites but did not
explore this arrangement for all link distances from 0 to k. Klein et al. [27] have deﬁned an abstract Voronoi diagram that
is decoupled from the type of site, supports any convex distance function, and assigns each face to a single site. Note that
link-based Voronoi diagrams cannot be described as abstract Voronoi diagrams because a single face can be associated with
multiple nearest sites.
Theorem 2. A site-based Voronoi diagram Vs(S) hasΘ(N2k) complexity and can be constructed in O (N2k) expected time. All nearest
sites to a query point as well as the link distance to any of these nearest sites can be returned in O (logNk + K ) time, where K is the
complexity of the output.
Proof. Consider the arrangement of all O (Nk) edges that result from computing SPM(s1), . . . ,SPM(sN ). This arrangement
can have Ω(N2k) complexity because Ω(k) pairs of adjacent obstacle vertices oi, oi+1 ∈ P can be associated with an ar-
rangement of Ω(N2) complexity (see Fig. 1a). This lower bound is tight because each of the O (Nk) edges can intersect at
most three faces in each of SPM(s1), . . . ,SPM(sN ) by Property 1. A standard incremental algorithm can be used to construct
this arrangement in O (N2k) expected time or in O (N2k logNk) deterministic time [1]. A simple breadth-ﬁrst postprocess-
ing step can convert this arrangement into Vs(S) by merging adjacent faces with link distance i that are separated by a
suboptimal edge with link distance j > i. 
Compared to Vs(S), the distance-based Voronoi diagram Vd(S) has asymptotically superior complexity bounds because
the points in a face of Vd(S) need not share the same set of nearest neighbor sites. Recall that the i-th layer Li of Vd(S) is
the set of all points in P whose link distance to a nearest site is i. Let SPMx(si) ⊆ P denote the set of points at link distance
x from a site si . Using this notation, the i-th layer can be expressed as Li =⋃Nc=1 SPMi(sc) −
⋃i−1
m=0Lm . Consequently, we
can bound the complexity of Vd(S) by analyzing the union complexity of shortest path map edges. Each boundary edge of
a shortest path map has one endpoint at a reﬂex vertex of the simple polygon P and one endpoint at some point on the
boundary of P . All other points on such a shortest path map edge lie in the interior of P .
Theorem 3. A distance-based Voronoi diagram Vd(S) hasΘ(N(N+k)) complexity and can be constructed in O (N(N+k) logN logk)
time. Link distance and link path queries are supported in O (logNk + K ) time, where K is the complexity of any returned path.
Proof. A distance-based Voronoi diagram Vd(S) has Ω(Nk) complexity because each of the N sites can contribute Ω(k)
edges that contribute to a layer (see Fig. 1b). Vd(S) has Ω(N2) complexity because Ω(N) edges contributed by s1, . . . , sN/2
can each intersect Ω(N) edges contributed by sN/2+1, . . . , sN (see Fig. 1c). We will show next that Vd(S) has O (N(N + k))
complexity.
Consider a pair of sites si and s j . Assume that SPMm(si) is disjoint from SPMm(s j) for all 0 m < x. Let e be a ﬁxed
shortest path map edge of SPMx(si). Consider what happens to e when we compute the union of the regions SPMx(si) and
SPMx(s j). One possibility is that the entire edge e still appears on the boundary of this union. Another possibility is that
one connected subset of e appears on the boundary of the union. The ﬁnal possibility is that the edge e is split into multiple
disjoint edges that appear on the boundary of the union. We will now bound the number of edges that can contribute to
Vd(S) as a result of this splitting behavior.
446 A.F. Cook IV, C. Wenk / Computational Geometry 44 (2011) 442–455Fig. 2. (a) SPMx(si) can intersect SPMx(s j) in at most one connected component because otherwise the simple polygon P would have to contain a hole in
the cross-hatched region. (b) Computing the union of SPMx(si) and SPMx(s j) can cause at most two edges of SPMx(s j) to split into four smaller edges e1,
e2, e3, and e4.
Fig. 3. No additional splitting occurs when computing the union of SPMy(si) and SPMy(s j) for any y > x.
As illustrated by the counter-example in Fig. 2a, SPMx(si) can intersect SPMx(s j) in at most one connected component
because otherwise the simple polygon P would have to contain a hole. Combining this fact with Property 1 ensures that
the union of SPMx(si) and SPMx(s j) can split at most two boundary edges of SPMx(s j) into four smaller edges e1, e2, e3,
and e4 (see Fig. 2b).
If SPMx(si) intersects SPMx(s j), then no additional splitting of shortest path map edges occurs when computing the
union of SPMy(si) and SPMy(s j) for any y > x. To begin to see why, observe that if SPMx(si) intersects SPMx(s j), then
all subsequent regions SPMy(si) must also intersect SPMy(s j). This follows from induction because when SPMy−1(si) and
SPMy−1(s j) share a point, then SPMy(si) and SPMy(s j) must also share a point.
Indeed, as illustrated by the counter-examples in Figs. 3a and 3b, assume that some shortest path map edge e in
SPMy(s j) could split into two edges e5, e6 when we computed the union of two intersecting regions SPMy(si) and SPMy(s j).
Notice in Fig. 3b that the cross-hatched region bounded by e5, SPMy−1(s j), and SPMy(si) must be inside the simple polygon
(otherwise, there would be a hole). Since it is not possible to block visibility in this cross-hatched region, e5 must be a
simple polygon edge, and the endpoint v ∈ e5 that intersects SPMy(si) must be a vertex of P .
Since a shortest path map edge cannot contain any vertex of P in its interior, the shortest path map edge e cannot
contain v in its interior. This means that e cannot split into the two edges e5 and e6 when we compute the union of
SPMy(si) and SPMy(s j). Thus, no splitting occurs when computing the union of SPMy(si) and SPMy(s j). This means that
splitting behavior contributes only O (1) edges to Vd(S) for each pair of sites. Hence, splitting behavior contributes a grand
total of O (N2) edges to Vd(S). The complexity of Vd(S) is the number of (unsplit) shortest path map edges plus the number
of additional edges that are created due to splitting. This sum equals O (kN + N2).
Efrat and Har-Peled [21] show in their preliminaries how to construct layer L1 using a divide-and-conquer approach.
Their divide step recursively computes a layer for sites s1, . . . , sN/2 and another layer for sites sN/2+1, . . . , sN . At each
of the O (logN) recursive levels, a plane sweep is used to merge layers together in O (N(N + k) logk) time. Using
our complexity bounds, a straightforward extension of this approach can be used to sequentially compute all layers in
O (N(N + k) logN logk) total time and O (N(N + k)) space. The partition Vd(S) can then be triangulated and preprocessed
for point location using standard techniques [1]. A nearest site to a query point t can be returned by locating the triangle
containing t and backtracking to a nearest site. 
3.2. Shortest path maps
This section describes two link-based shortest path maps that support O (logk) time path queries from any source point
s on a ﬁxed line segment ab. Throughout this section, ab and cd are ﬁxed line segments in the plane, and P is a simple
polygon with k vertices. Previous link-based work in P uses a shortest path map SPM(s) to support queries from a ﬁxed
source s to any point t ∈ P after O (k) preprocessing [34]. Previous work can also be used to construct a shortest path map
SPM(R2,R2) that supports queries between any two points in P after O (k3) preprocessing [5,19]. The below SPM(ab,R2)
structure is different because it supports queries from any point s ∈ ab to any point t ∈ R2 after O (k2) preprocessing.
We use the following terminology of Arkin, Mitchell, and Suri [5]: the combinatorial structure of a shortest path map
is deﬁned by the combinatorial structures of its edges. The combinatorial structure of a shortest path map edge E is a
vertex-edge pair (v, e) such that E has one endpoint on an obstacle vertex v and has its other endpoint on an obstacle
edge e. As the source point s varies along a line segment, the position of E ’s endpoint on e is parameterized by g(s) = A+BsC+Ds
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(v1, e1) rotates about v1 and translates along e1 according to the function g1(s). (b) All link distances dL(s, t) for s ∈ ab, t ∈ cd equal either i, i+1, or i+2,
where i = mins∈ab,t∈cd dL(s, t).
for constants A, B , C , D . This parameterization is similar to the projection functions in Aggarwal et al. [2]. We deﬁne an
edgelet αi as a maximal line segment such that the shortest path map SPM(s) for every source point s ∈ αi has the same
combinatorial structure (see Fig. 4a).
Theorem 4. A link-based shortest path map SPM(ab,R2) can be constructed in a simple polygon P with k vertices in O (k2) time and
space. SPM(ab,R2) allows dL(s, t), πL(s, t) to be returned for any s ∈ ab and t ∈ R2 in O (logk + K ) time, where K is the complexity
of any returned path. The same query times can also be supported to within one link of optimal after O (k) preprocessing.
Proof. Compute Suri’s [34] SPM(o j) for each vertex o j ∈ P and intersect the edges in these structures with ab. By Property 1,
this partitions ab into O (k) edgelets. For each edgelet αi ⊆ ab, compute a parameterized shortest path map SPM(αi) plus a
non-parameterized triangulation such that at most two parameterized edges of SPM(αi) need to be evaluated at query time.
The idea behind the triangulation is that at most two parameterized shortest path map edges (v1, e), (v2, e) ∈ SPM(αi) can
intersect the interior of a ﬁxed edge e ∈ P (by Property 1). As the source point s varies over αi , the edge (v1, e) touches a
subsegment σς ⊆ e. The three points v1, σ , and ς deﬁne a triangle 1. Similarly, the parameterization for (v2, e) deﬁnes a
second triangle 2. Triangulating 1 ∪2 yields a constant number of triangles that can be associated with (v1, e), (v2, e).
No other parameterized shortest path map edges intersect these triangles for any s ∈ αi because shortest path map edges in
a simple polygon never cross each other. By repeating this process for all edges in SPM(αi), we obtain a ﬁxed triangulation
Ti for the edgelet αi .
A query dL(s, t) is handled in O (logk) time by identifying the edgelet αi containing s, using point location in Ti to
determine the triangle containing t , and evaluating the at most two parameterized edges associated with this triangle.
Approximate queries use a single shortest path map SPM(ab) to return mins′∈ab dL(s
′, t) [34]. This value always equals either
dL(s, t) or dL(s, t) + 1. 
Consider now a polygonal domain D with k vertices. The below shortest path map supports link distance queries between
two ﬁxed line segments ab and cd in D . This is different from previous work by Mitchell et al. [31] that supports link
distance queries from a ﬁxed source point s after O (k4) preprocessing.
Theorem 5. A link-based shortest path map SPM(ab, cd) can be constructed in a polygonal domain D in O (k6λ6(k)) time and O (k7)
space. Using this structure dL(s, t) and πL(s, t) can be returned for any points s ∈ ab and t ∈ cd in O (logk + K ) time, where K is the
complexity of any returned path.
Proof. Property 1 permits O (k3) edgelets to be deﬁned on ab by computing O (k2) shortest path map edges for each of
the O (k) obstacle vertices and intersecting these edges with ab. For each edgelet αi , a shortest path map edge E ∈ SPM(αi)
can be described by a vertex-edge pair (v, e) and can be parameterized by the position of s ∈ αi such that E ∩ cd deﬁnes
a constant complexity algebraic curve. Constructing such a curve for each choice of v and e yields O (k2) curves whose
arrangement can be constructed in O (k4) space and O (k3λ6(k)) time [1]. Constructing an arrangement for each of the
O (k3) edgelets on ab yields SPM(ab, cd). 
3.3. Hausdorff distance
The Hausdorff distance is a similarity metric that is commonly used to compare sets of points or line segments. The
directed Hausdorff distance of two compact sets A and B equals δ˜H (A, B) = supa∈A infb∈B dL(a,b). The (undirected) Haus-
dorff distance δH (A, B) = max(δ˜H (A, B), δ˜H (B, A)) is the larger of the two directed distances [4]. Although the Hausdorff
distance is normally computed using a Voronoi diagram, our site-based and distance-based Voronoi diagrams encode more
information than is necessary to compute the Hausdorff distance, and we achieve better bounds with shortest path map
techniques.
Throughout this section, the sets A and B are assumed to have N vertices in total. Recall that P is a simple polygon with
k vertices, and D is a polygonal domain with k vertices. To reduce the number of point location queries and improve the
448 A.F. Cook IV, C. Wenk / Computational Geometry 44 (2011) 442–455Fig. 5. (a) Two line segments in a simple polygon can produce (b) a cell with a non-convex free space. Link distances in the cell are labeled. Notice that
the white free space in the cell is non-convex because the points (a, t) and (s,d) are in the white free space but there is no line of sight through the free
space between these points. (c), (d) Free space for a cell in a simple polygon is connected.
runtimes by a logarithmic factor, we construct a connected polygonal path PB that passes through every point of B . The
polygonal path PB has O (k + N) vertices, avoids all obstacles, and can be constructed by traversing the obstacle vertices
in sorted order. By Property 1, PB can be intersected with a shortest path map SPM(a) for any point a ∈ A in O (k + N)
time in order to calculate infb∈B dL(a,b). Repeating this process for each of the points a ∈ A is suﬃcient to compute the
Hausdorff distance for point sets. In a simple polygon P , the path PB is intersected with the link-based shortest path maps
of Suri [34]. Each shortest path map has O (k) edges and can be computed in O (k) time.
In a polygonal domain D , the link distances from any point a ∈ A to all points in B can be determined in
O (k
7
3 log3.11 k + Nk) time and O (k + N) space using the shortest path structure in Theorem 13 of Mitchell et al. [31]. Re-
peating this process for each of the N points in A is suﬃcient to compute the Hausdorff distance. This yields the following
result.
Theorem 6. The link-based Hausdorff distance can be computed for point sets A and B in O (N(k + N)) time and O (k + N) space in
a simple polygon P and in O (Nk
7
3 log3.11 k + N2k) time and O (k + N) space in a polygonal domain D.
For line segment sets, a shortest path map SPM(cd) of Suri [34] can return the nearest point on cd ⊆ B to any query
point. The intersection of A with SPM(cd) consequently deﬁnes a function that encodes for every point on A the nearest
point on cd. By computing such a function for every line segment in B , a set of functions is obtained whose lower envelope
encodes for every point on A the nearest point on B .
In a simple polygon, the shortest path map of Suri [34] can be used to intersect A with SPM(cd) in O (k + N) time and
space. Repeating this process for all line segments cd ⊆ B yields O (N2) piecewise constant functions whose lower envelope
encodes for every point on A the nearest point on B . This lower envelope can be computed in O (N2 logN) time [1] and
is suﬃcient to determine the Hausdorff distance. The space used is O (kN) by storing only the lower envelope for one line
segment ab ⊆ A at a time. In a polygonal domain, the shortest path structure of Mitchell et al. [31] can similarly be used to
construct O (N2k2) piecewise constant functions in O (N2k2α(k) log2 k) time and O (Nk2) space. The lower envelope of these
functions can be computed in O (N2k2 logNk) time [1] and encodes for every point on A the nearest point on B . This yields
the following result.
Theorem 7. The link-based Hausdorff distance can be computed for line segment sets A and B in a simple polygon P in O (N(k +
N logN)) time and O (kN) space and in a polygonal domain D in O (N2k2(α(k) log2 k + logNk)) time and O (Nk2) space.
3.4. Fréchet distance in a simple polygon
The Fréchet distance is a similarity metric that is commonly used to compare two polygonal curves (see Section 2).
A link-based cell is the parameter space deﬁned by two line segments ab and cd. The free space inside this cell is all points
{(s, t) | s ∈ ab, t ∈ cd, dL(s, t) ε} for any given constant ε  0.
Lemma 8. The free space in a link-based cell in a simple polygon need not be convex. However, the free space is x-monotone, y-mono-
tone, and connected.
Proof. Figs. 5a and 5b illustrate a link distance scenario where the free space in a cell C is not convex. However, the free
space is x-monotone and y-monotone because the distance function f s,cd for any horizontal or vertical line segment in C is
piecewise constant and decreasing–increasing bitonic by Property 1.
To see that the free space in C is connected, pick two arbitrary free space points (s, t) and (s′, t′) in C such that
dL(s, t),dL(s′, t′) ε, ss′ ⊆ ab, and tt′ ⊆ cd. Let πL(s, t) have the form s, s1, . . . , t , and let πL(s′, t′) have the form s′, s′1, . . . , t′
(see Figs. 5c and 5d). Let T be the shaded region bounded by s′s, πL(s, t), tt′ , and πL(t′, s′). Although all link distance paths
from ρ ∈ ss′ to  ∈ tt′ need not lie entirely in T , we shall see that it is possible to continuously slide πL(s, t) to πL(s′, t′)
such that all intermediate link paths are contained in T and correspond to free space points in C .
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free space diagram and describe (c) a directed acyclic graph.
If s1 has line of sight to every point on ss′ , then πL(s, t) can be slid directly to πL(s′, t) because all of the intermediate
link paths in T have the same link distance as πL(s, t) (see Fig. 5c). Otherwise, let p = ss1 ∩ s′s′1 (see Fig. 5d). Since a line
l through p can always connect every point on ss′ to some point on s1, . . . , t, t′, . . . , s′1, it is always safe to slide πL(s, t)
through T to πL(s′, t). It is now guaranteed that dL(s′, t) ε and dL(s′, t′) ε. This means that it is safe to slide πL(s′, t)
through T to πL(s′, t′) because both of these paths correspond to free space points on a vertical line in the cell C and a
vertical line has a decreasing–increasing bitonic distance function. Hence, the free space in C is connected. 
Lemma 9. The decision problem for the link-based Fréchet distance between polygonal curves A and B in a simple polygon can be
solved in O (kN + N2) time.
Proof. Using Lemma 8, the free space on any row or column in the free space diagram can be computed in O (k + N)
time by tracing a polygonal curve through Suri’s [34] SPM(s) structure. Consequently, all free space on the O (N) rows and
columns deﬁning the cell boundaries in the free space diagram can be computed in O (kN +N2) time. The decision problem
can now be solved by propagating reachability information in constant time per cell via dynamic programming [3,14]. 
Theorem 10. The link-based Fréchet distance between polygonal curves A and B in a simple polygon can be computed exactly in
O (kN + N2) time and O (k + N2) space. It can also be computed to within ±B links of optimal in O ( kNB + N
2
B2 ) time and O (k + N
2
B2 )
space ( for B  2).
Proof. An approximation algorithm is ﬁrst used to narrow the search space to O (1) candidate values for the Fréchet distance.
After this, the exact decision problem algorithm is executed O (1) times to determine the exact Fréchet distance.
To approximate the Fréchet distance to within ±B links of optimal, let a bundle be a connected group of O (B2)
cells. Consider ﬁrst a bundle containing only one cell. Assume this cell is the parameter space for ab and cd, and let
i = mins∈ab, t∈cd dL(s, t). Since all link distances dL(s, t) in this cell must equal either i, i + 1, or i + 2 (see Property 1 and
Fig. 4b), any link distance in this cell is within two links of all distances in the bundle. Now suppose the bundle size is in-
creased from one to ﬁve by adding to the bundle the four cells adjacent to the original cell at its left, top, right, and bottom
edges (ignore diagonally adjacent cells). Since we are dealing with polygonal curves, any link distance in the original cell is
now is accurate to within three links of all distances in the larger bundle. By repeatedly applying this idea, a representative
distance can be made accurate to within B  2 links of all distances in a diamond-shaped bundle with O (B2) cells (see
Fig. 6a).1
If each bundle contains O (B2) cells, then O ( N2B2 ) bundles are suﬃcient to cover the free space diagram. We organize
these bundles into O ( NB ) columns and represent each bundle by a node and a representative distance (see Fig. 6b). Although
it would be easy to compute O ( N
2
B2 ) representative distances in O (
kN
B + N
2
B2 logk) time using the ﬁxed-source shortest path
maps of Suri [34], we can improve this to O ( kNB + N
2
B2 ) time as follows.
By projecting all bundle nodes onto the vertical axis of the free space diagram (see Fig. 6b), we obtain a set of O ( NB )
points on the polygonal curve B . A polygonal path through these points can now be created that has length O (k + NB ) by
connecting each point to a vertex of the simple polygon. This polygonal path can be traced through a shortest path map
in O (k + NB ) time by Property 1. By repeating this process for each of the O ( NB ) columns, a representative distance can be
computed for all bundle nodes in O ( kNB + N
2
B2 ) total time.
After deﬁning a representative distance for each bundle node, a directed acyclic graph can be formed by connecting
each bundle node to the at most three adjacent bundle nodes that can be reached by a monotone path from the current
bundle node (see Fig. 6c). The resulting directed acyclic graph represents all possible monotone paths through the bundles.
1 A rectangular bundle of cells can also be used but yields a slightly poorer approximation.
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Consequently, a breadth ﬁrst search on the O ( N
2
B2 ) nodes and edges in this graph can be used to approximate the Fréchet
distance to within ±B links of optimal. To compute the exact Fréchet distance, apply the approximation algorithm with a
constant bundle size, and execute the exact decision problem in Lemma 9 a constant number of times. 
Notice that the bundles technique allows the link-based Fréchet optimization problem to be computed in the same
asymptotic time and space as the decision problem. The only other known exact algorithms where it is possible to shave off
the logarithmic Fréchet optimization factor are the weak Fréchet distance and the discrete Fréchet distance. In these settings,
the free space diagram can be treated as a planar graph [3], and any linear-time shortest path algorithm (e.g., [25]) can be
applied to this planar graph to solve the optimization problem. The bundles technique can also be used to approximate the
traditional Euclidean Fréchet distance (without obstacles) between polygonal curves A and B in Rν . If lmax is the length of
the longest line segment in A ∪ B , then the result is accurate to within ±B · lmax of the optimal Fréchet distance after
O ( N
2
B2 ) time.
3.5. Fréchet distance in a polygonal domain
The link-based Fréchet distance is more diﬃcult to compute in a polygonal domain than in a simple polygon because the
free space inside a cell can be disconnected. We use the shortest path map SPM(ab, cd) from Theorem 5 to compute the
Fréchet distance.
Lemma 11. The free space diagram for the link-based Fréchet distance in a polygonal domain can have Ω(N2k4) complexity.
Proof. Fig. 7 illustrates a single cell with Ω(k4) complexity. In Fig. 7a, two line segments ab and cd are enclosed in rect-
angular obstacles with tiny openings, and Ω(k2) line of sight edges can be drawn between pairs of these openings. Let
the intersections of these Ω(k2) edges with ab be a1, . . . ,aΩ(k2) and the intersections with cd be c1, . . . , cΩ(k2) . The points
a1, . . . ,aΩ(k2) and c1, . . . , cΩ(k2) deﬁne a grid of Ω(k
2) line segments in the cell such that all distances on these line seg-
ments are at most two, and all other distances are three. By choosing ε = 2, free space is the union of Ω(k2) horizontal and
vertical lines and has Ω(k4) total complexity (see Fig. 7b).
Deﬁne the polygonal curves by their endpoints as A = {a,b,a,b, . . . ,a,b} and B = {c,d, c,d, . . . , c,d}. Since the N24 cells
deﬁned by ab and cd each have Ω(k4) complexity, the free space diagram can have Ω(N2k4) complexity. 
Theorem 12. The link-based Fréchet distance δF (A, B) between polygonal curves A and B in a polygonal domain can be calculated in
O (N2k7 logkN) time and O (Nk2 + k4) space.
Proof. The exact decision problem is solved by representing each of the O (N2) free space cells by the SPM(ab, cd) struc-
ture of Theorem 5 and combining dynamic programming [3] with a plane sweep to propagate reachability information in
O (N2k7 logkN) time. O (Nk2 + k4) space is suﬃcient to store one edgelet of a cell at a time as well as the cell boundaries
of one row for dynamic programming.
The Fréchet distance can be approximated to within one link of optimal by computing a representative link distance for
each cell. Let i = mins∈ab, t∈cd dL(s, t), and recall that all link distances in a cell are either i, i + 1, or i + 2 (see Property 1
and Fig. 4b). For a given query point t , SPM(ab) returns mins∈ab dL(s, t) in O (logk) time by [31]. Hence, the shortest distance
deﬁned by SPM(ab)∩cd equals i = mins∈ab, t∈cd dL(s, t). This value can be computed in O (k2α(k) log2 k) total time and O (k2)
space by Property 1. Repeating this process for each of the O (N2) cells takes O (N2k2α(k) log2 k) total time and O (k2 + N2)
space. Once the value of i is known for each cell, it is trivial to obtain the value i + 1 for each cell. Since all link distances
in a cell are either i, i + 1, or i + 2, the value of i + 1 is within one link of all link distances in a cell. The Fréchet distance
can now be computed to within one link of optimal in O (N2) time by constructing a directed acyclic graph and performing
a breadth ﬁrst search as in Theorem 10. Given this approximate solution, the exact decision problem can be solved O (1)
times to compute the exact Fréchet distance in O (N2k7 logkN) time. 
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s,oi ,o j ∩ cd changes continuously and describes
(c) a dynamic spotlight LD in a cell C . (d), (e) Free space for LD is the intersection of a lightly-shaded free space ellipse with the darkly-shaded dynamic
spotlight LD .
The link-based Fréchet distance δF (A, B) between polygonal curves A and B in a polygonal domain can also be ap-
proximated to within 2 links of optimal in O (Nk
7
3 log3.11 k + N2k) time and O (k + N2) space using similar techniques (see
Theorem 6.14 in [13]).
4. Euclidean shortest path problems in a polygonal domain
The remainder of this paper explores Euclidean shortest path problems. Sections 4.1 and 4.2 introduce shortest path
structures in a polygonal domain. These structures are used to compute the Fréchet distance in Section 4.3 and a shortest
path map in Section 4.4.
Let ab and cd be two ﬁxed line segments. A shortest path between two points s ∈ ab and t ∈ cd can have two forms.
Line of sight shortest paths π(s, t) = s ◦ t are represented by a structure that we call a dynamic spotlight. Shortest paths of
the form π(s,o j) ◦ t have their ﬁnal turn at an obstacle vertex o j and are represented by a structure that we call a static
spotlight. Together, dynamic and static spotlights completely encode all shortest paths between ab and cd. These spotlights
are related to the output-sensitive visibility graph algorithm of Ghosh and Mount [23] because both techniques consider
visibility between pairs of obstacle vertices.
4.1. Dynamic spotlights
Line of sight shortest paths from s ∈ ab to t ∈ cd are represented by a structure that we call a dynamic spotlight. As
illustrated in Fig. 8, suppose that s,oi ,o j is a triangle with apex s ∈ ab, sides supported by soi and so j , and base on cd. Let
Iab ∈ ab be a maximal connected interval such that s,oi ,o j contains no obstacles in its interior for any s ∈ Iab . A dynamic
spotlight is deﬁned as LD(Iab,oi,o j) = {(s, t) | π(s, t) = s ◦ t, s ∈ Iab, t ∈ s,oi ,o j ∩ cd}. Note that the endpoints c and d
are also candidates for oi and o j . As s varies over Iab , the maximal interval s,oi ,o j ∩ cd that is directly visible from s
changes continuously and describes LD . The free space for LD is {(s, t) ∈ LD | ‖s − t‖  ε}. Both LD and its free space
are contained in a cell C whose parameter space is associated with ab and cd. Each dynamic spotlight can be associated
with a unique visibility graph edge; thus, a cell C contains O (k2) non-empty dynamic spotlights. Note that each spotlight
is interior-disjoint from all other spotlights in C because there is at most one line of sight path between any points s ∈ ab
and t ∈ cd.
Lemma 13. The free space for the O (k2) dynamic spotlights in a cell C has O (k2) complexity and can be computed in O (k2) time and
space.
Proof. We compute all dynamic spotlights in C as follows. For every vertex o j , perform an angular sweep around o j to de-
termine a partition of [0,2π ] that encodes the angular ordering of vertices that are visible from o j as well as intervals with
line of sight to ab or to cd. Overlaying this partition with a copy shifted by π yields a partition that encodes bidirectional
line of sight information along a line through o j . Each interval in this partition encodes line of sight to both ab and cd and
describes a dynamic spotlight. The partition for each o j has O (k) complexity and can be computed in O (k) time after O (k2)
preprocessing as in [36]. After computing all dynamic spotlights in C , we intersect each spotlight with the free space ellipse
that corresponds to the Euclidean free space between ab and cd (see Fig. 8e).2 Since all spotlights are interior-disjoint, this
computation yields the union of the free spaces for all dynamic spotlights in C . 
4.2. Static spotlights
Paths from s ∈ ab to t ∈ cd that have their ﬁnal turn at an obstacle vertex o j have the form π(s,o j)◦t and are represented
by a structure that we call a static spotlight. As depicted in Fig. 9, let Iab be an interval on the partition of ab that is produced
2 The Euclidean free space {(s, t) | s ∈ ab, t ∈ cd, ‖s − t‖ ε} is an ellipse in the cell C because the disk described by ‖s − t‖ ε undergoes an aﬃne
transformation when mapped to C [3].
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of free space points in the cell C . (d) Line of sight from o j can be restricted to visible intervals Icd,1, . . . ,Icd,O (k) ∈ cd by cutting out (e) darkly-shaded
horizontal slabs from the cell C .
by SPM(o j)∩ab. Note that π(s,o j) has the same combinatorial structure for all s ∈ Iab . Let Icd be one of the O (k) maximal
connected intervals on cd with line of sight to o j . A static spotlight is now deﬁned as LS = {(s, t) | s ∈ Iab, t ∈ Icd}. Note
that there are O (k2) pairs (Iab,Icd) for each of the O (k) vertices o j . Thus, a cell C that is described by two line segments ab
and cd contains O (k3) non-empty static spotlights. The free space for LS (Iab,o j,Icd) is {(s, t) ∈ LS | d(s,o j)+‖o j − t‖ ε}.
Please refer to Fig. 9.
Unlike dynamic spotlights, static spotlights represent shortest path candidates that can include suboptimal paths. This
follows because a static spotlight for o j forces a path from s to t to go through o j even when π(s, t) does not have its ﬁnal
turn at o j . However, every shortest path π(s, t) must be represented by at least one dynamic or static spotlight because
shortest paths can only turn at obstacle vertices [5,28].
Lemma 14. The free space for the O (k3) static spotlights in a cell C has O (k3) complexity and can be computed in O (k3) expected
time or O (k2λ6(k)) deterministic time.3
Proof. For a ﬁxed obstacle vertex o j , SPM(o j)∩ab partitions ab into intervals Iab,1, . . . ,Iab,O (k) [30]. These intervals induce
O (k) vertical slabs in the cell C . Within each slab, the free space inequality d(s,o j)+‖o j − t‖ ε describes a semi-algebraic
set of constant description complexity (see Fig. 9c). The overlay of the vertical slabs for oi and o j has O (k) complexity, and
within each of the O (k) overlayed slabs the semi-algebraic sets for oi and o j have O (1) intersections. Thus, the union of
semi-algebraic sets has O (k · k2) complexity over all pairs of obstacle vertices.
We now enforce line of sight information from each o j onto the maximal intervals Icd,1, . . . ,Icd,O (k) ∈ cd that are visible
from o j (see Figs. 9d and 9e). For each of the O (k) intervals on cd that is not directly visible to o j , we cut out a horizontal
slab from the semi-algebraic set for o j . Each of these O (k) horizontal slabs intersects the semi-algebraic set for o j O (k)
times, yielding O (k2) vertices per o j . Thus, the free space has O (k3) complexity. It can be computed using an incremental
algorithm in O (k3) expected time or O (k2λ6(k)) deterministic time. 
4.3. Fréchet distance
This section computes the Fréchet distance with respect to Euclidean shortest paths for two polygonal curves A, B in a
polygonal domain with k vertices. The dynamic and static spotlights from Sections 4.1 and 4.2 are used to construct the free
space inside C .
4.3.1. Decision problem
Lemma 15. Free space in a cell C has O (k4) complexity and can be constructed for any ε  0 in O (k4) expected time or O (k3λ6(k))
deterministic time.
Proof. The free space in a cell C is the union of the free spaces for the dynamic and static spotlights (see Lemmas 13
and 14). Each of the O (k2) dynamic spotlights can intersect the semi-algebraic set for o j (see Fig. 9c) O (k) times, for a
total of O (k · k3) intersections of this type over all o j . Each of the O (k2) dynamic spotlights can also intersect the O (k2)
line of sight enforcing horizontal slabs (see Fig. 9e). Hence, the arrangement of the dynamic and static spotlights has O (k4)
complexity. The arrangement can be computed with an incremental algorithm [1]. 
An Ω(k2) lower bound is now given for the complexity of a cell C , and an Ω(N2k2) lower bound is given for the
complexity of the N2 cells deﬁning the free space diagram.
Lemma 16. The free space diagram for two polygonal curves A and B in a polygonal domain with k vertices can have Ω(N2k2)
complexity. Here, N is the complexity of A and B.
3 The deterministic construction is based on a near-linear function λs+2(k) that is deﬁned by the length of a Davenport–Schinzel sequence [1]. In this
case, s = 4 is the number of intersections between two semi-algebraic sets that are deﬁned by quadratic functions.
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Proof. Fig. 10 illustrates a situation where Ω(k2) points in a cell have the same shortest path distance, and all other
distances in the cell are larger. Hence, for an appropriate choice of ε, the free space in this cell is composed of Ω(k2)
disjoint regions.
Deﬁne the polygonal curves by their vertices as A = {a,b,a,b, . . . ,a,b} and B = {c,d, c,d, . . . , c,d}. Since the N24 cells
described by ab and cd each have Ω(k2) complexity, the free space diagram has Ω(N2k2) complexity. 
Theorem 17. The Fréchet decision problem for polygonal curves A and B in a polygonal domain with k vertices can be solved for any
constant ε  0 in O (N2k4 logk) time. Here, N is the complexity of A and B. Theweak decision problem can be answered in O (N2k4)
expected time or O (N2k3λ6(k)) deterministic time. Both approaches use O (Nk + k4) space.
Proof. The decision problem can be solved with dynamic programming [3] by propagating reachability information through
each of the O (N2) cells with a plane sweep in O (k4 logk) time. The weak decision problem can be answered by marking
a set of connected free space components as reachable and checking if the upper-right corner of the free space diagram is
reachable.
All shortest paths on a horizontal or vertical line segment in a cell can be described by a ﬁxed-source shortest path map
with O (k) complexity [26,30]. Thus, there are at most O (k) free space and reachable space intervals on any cell boundary,
and all cell boundaries on the two rows required for dynamic programming can be stored in O (Nk) space. An additional
O (k4) storage is needed to propagate reachability through a single cell. 
4.3.2. Optimization problem
Critical values are candidate values for ε that are caused by a geometric conﬁguration change of the free space. The
smallest critical value ε∗ for which the decision problem returns true is the Fréchet distance. The standard approach [3] to
ﬁnd ε∗ is to apply parametric search with Cole’s [12] sorting trick. An alternative to parametric search is to run the decision
problem once for every bit of accuracy that is desired [35]. In the following theorem, we apply parametric search to a set
of parameterized free space vertices.
Theorem 18. The Fréchet distance for two polygonal curves A and B in a polygonal domain with k vertices can be computed in
O (N2k4 logk logNk) time, where N is the complexity of A and B. The weak Fréchet distance can be computed in O (N2k4 logNk)
expected time or O (N2k3λ6(k) logNk) deterministic time. Both approaches use O (Nk + k4) space.
Proof. In Lemmas 14 and 15, each of the O (k4) free space vertices in a cell was described combinatorially as the intersection
of two semi-algebraic sets. Since the semi-algebraic sets depend on ε, the location of an intersection point in R2 can be
described by a (possibly partially deﬁned) algebraic curve ρi(ε) that has constant degree and description complexity.
As in Alt and Godau [3], there are three types of critical values that could inﬂuence the existence of a monotone path
through the free space diagram. Type (a) critical values are values of ε such that some ρi(ε) touches a corner of the
free space diagram. Type (b) critical values occur when two ρi(ε) intersect or when free space becomes tangent to a cell
boundary. Monotonicity-enforcing type (c) critical values occur when a pair of intersection points lie on a horizontal/vertical
line. Note that type (c) critical values can be ignored for the weak Fréchet distance.
Using parametric search with Cole’s [12] sorting trick on the O (N2k4) functions ρi(ε) plus the O (N2k4 logk) runtime for
the decision problem (Theorem 17), the Fréchet distance can be computed in O (N2k4 logk logNk) time. The weak Fréchet
distance can be computed similarly. The space requirement is identical to the decision problem. 
4.4. Two-segment shortest path map
Chiang and Mitchell [11] support queries between any two points in a polygonal domain with k vertices after O (k11)
preprocessing. Using our spotlight structures, we develop a shortest path map SPM(ab, cd) that supports queries from any
source point s ∈ ab to any destination point t ∈ cd after O (k4λ6(k)) preprocessing.
All dynamic spotlights encode π(s, t) = s ◦ t paths and contribute to SPM(ab, cd). Although dynamic spotlights are always
interior-disjoint and consist entirely of shortest paths, static spotlights can overlap and encode suboptimal paths. The main
454 A.F. Cook IV, C. Wenk / Computational Geometry 44 (2011) 442–455Fig. 11. (a) For a ﬁxed value of s, the bisector B jl(s) is a hyperbolic arc that intersects cd at most twice. (b) Inside a vertical slab in the overlay for o j ,ol ,
B jl(s)∩ cd is a semi-algebraic set with constant complexity. Darkly shaded points satisfy d(s,ol)+ ‖ol − t‖ d(s,o j)+ ‖o j − t‖ for t ∈ cd. Unshaded points
satisfy d(s,ol) + ‖ol − t‖ > d(s,o j) + ‖o j − t‖.
task to construct SPM(ab, cd) is to prune the static spotlights into an interior-disjoint set of optimal paths. Regions of overlap
between all static spotlights for o j and ol can be resolved with a hyperbolic bisector B jl(s) = {(s, t) | d(s,o j) + ‖o j − t‖ =
d(s,ol) + ‖ol − t‖} that is commonly used in additively weighted Voronoi diagrams (see [7] and Fig. 11a). Note that for a
ﬁxed point s, the hyperbolic bisector B jl(s) intersects cd in at most two points.
Theorem 19. SPM(ab, cd) can be constructed in O (k5) expected time or O (k4λ6(k)) deterministic time and O (k5) space. After this
preprocessing, queries d(s, t), π(s, t) for any s ∈ ab and t ∈ cd take O (logk + K ) time, where K is the complexity of any returned
path. SPM(ab, cd) can have Ω(k2) complexity.
Proof. The goal is to partition the parameter space for ab and cd such that for all points (s, t) in a region the shortest path
π(s, t) has the same combinatorial structure. We obtain this partition by inserting a static spotlight bisector for each pair of
obstacles into the vertical slab arrangement of the dynamic and static spotlights which has O (k4) complexity by Lemmas 14
and 15. We show next that the new arrangement with these bisectors has O (k5) complexity.
Consider the overlay of the O (k) vertical slabs deﬁning non-empty static spotlights for oi and o j . Inside each of these
slabs, B jl(s) ∩ cd is a semi-algebraic set of constant complexity (see Fig. 11). Since there are O (k) vertical slabs per pair
o j,ol , the bisectors contribute O (k3) constant-complexity semi-algebraic sets.
Each of these O (k3) semi-algebraic sets intersects: (1) each of the O (k2) dynamic spotlights O (1) times (because the
intersection of two constant complexity sets has constant complexity) and (2) each of the O (k2) line of sight enforcing hor-
izontal slabs for the static spotlights O (1) times. Hence, the arrangement has O (k5) complexity. An incremental algorithm
(see [1]) can build both the arrangement and a point location structure in O (k5) expected time or O (k4λ6(k)) deterministic
time and O (k5) space. The Ω(k2) lower bound follows from Lemma 16. 
5. Conclusion
This paper describes algorithms to compute Voronoi diagrams, shortest path maps, the Hausdorff distance, and the
Fréchet distance in the plane with polygonal obstacles. The underlying distance measures for these algorithms are either
shortest path distances or link distances.
It would be interesting to extend our link-based shortest path map structures SPM(ab,R2) and SPM(ab, cd) to support
queries between any two points in the plane and to compare the resulting runtimes with the O (k11) Euclidean runtime of
Chiang and Mitchell [11]. It would also be interesting to extend our Fréchet distance approach to a set of three or more
polygonal curves (see related work by Dumitrescu and Rote [18]).
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