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We present an efficient approach for surface hopping-based nonadiabatic dynam-
ics in the condensed phase. For the systems studied, a restricted Kohn-Sham orbital
formulation of delta self-consistent field (∆SCF) method has been used for efficient
calculation of excited electronic states. Time-dependent density functional theory is
applied to aid excited state SCF convergence and provide guess electronic state densi-
ties. Aside from that the Landau-Zener procedure simplifies the surface hopping be-
tween electronic states. By utilizing the combined Gaussian and plane waves approach
with periodic boundary conditions the method is easily applicable to full atomistic
DFT simulations of condensed phase systems, and was used to study the nonradiative
deactivation mechanism of photoexcited diimide in water solution.
1 Introduction
Nonadiabatic processes are ubiquitous in nature and the majority of them happens in the
condensed phase. Whereas biologically light driven processes usually take place in the liquid
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phase, artificial ones are also being developed in the solid phase. Simulating them, in or-
der to better understand and optimize them, is a formidable theoretical and computational
challenge. As the complexity grows exponentially with the system size, only semi-classical
methods can cope with the difficulties, with the nonadiabatic molecular dynamics (NA-MD)
at its forefront. NA-MD strongly depends on the electronic structure method used for de-
scription of excited electronic states. For condensed phase systems this is further made
difficult by the number of closely interacting elements, the number of excited states, not
to mention the possibility to treat the system periodically in order to include long range
interactions effects. From the usual set of available tools to simulate such systems, the
quantum mechanics (QM)/molecular mechanics (MM) approach represents a compromise,
where an active part of the system is treated at QM level, while the rest is taken as an
environment modeled at a lower level of theory, typically with force fields. A large variety of
QM/MM approaches has been developed and used extensively, and we list just a few studies
made with them.1–8 QM/MM, however, becomes unpractical when the system cannot be
clearly partitioned, a scenario usually encountered in modeling charge mobility in photo-
voltaic materials,9 or the force fields are inadequate to capture the polarization effects for
different electronic states.10,11 The latter may be accounted for with polarizable continuum
models,12 particularly in cases where the nuclear dynamics is negligible,13 but similar to
QM/MM, the system requires a priory partitioning which is not always applicable. In these
cases the all-atom and possibly periodic description at the same QM level becomes more
appealing. Approximated electronic structure methods, e.g., semiempirical,14 density func-
tional tight-binding,15–17 and fragmented molecular orbitals,9,18,19 were applied for NA-MD
on large (periodic) systems.
When it comes to accuracy, the choice of available electronic structure methods for con-
densed phase systems narrows down to the use of Kohn-Sham (KS) density functional theory
(DFT) due to its good compromise between accuracy and computational efficiency. One pos-
sibility for excited electronic states is time-dependent (TD) DFT which has been previously
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used for NA-MD with periodic boundary conditions.20–22 The other option is the delta self-
consistent field (∆SCF) method, which instead of obtaining excited state properties from
the perturbation of the ground electronic state density by solving the TD-DFT density re-
sponse function,23,24 constructs the excited electronic state with the variational principle,
and calculates the required properties directly from it using the same ground state DFT
subroutines.25–29 Like the ground state, the excited state electronic densities are constructed
from KS molecular orbitals whose occupation numbers are appropriately adjusted and also
optimized in some ∆SCF variational procedures. Thus an excited state is available with
the ∆SCF method at the same level and computational cost as the ground DFT electronic
state. The method is easy to implement into existing DFT software packages, due to which
it has been used for modeling excited states and their NA effects of bulk systems and surface
bounded molecules.27–32 Recent ∆SCF method assessments show that excited state energies
match accurately with TD-DFT results over a wide configurational space including regions
with conical intersections,31,33–35 and the method is also less prone to problems of underes-
timated charge transfer states.36 Like the ground DFT electronic state, a guess electronic
density is required for the variational procedure, where some educated guess or other excited
state method may be used to provide the initial starting excited state electronic density.
The other important aspect of NA-MD is the coupled electron-nuclear dynamics. While
a number of different methodologies have been developed over the years (the reader is re-
ferred to review papers37,38 and39 for more details), the trajectory surface hopping (TSH)
approach stands out due to its simplicity and easily implemented procedure, which makes
it also suitable for condensed phase simulations. TSH-NA-MD is a well established semi-
classical methodology for describing the evolution of the system in the excited electronic
states. For detailed derivation and explanations of the TSH-NA-MD, as well as its limi-
tations, the reader is referred to the following references and the references within.37,40–44
A commonly used procedure for switching between electronic states during TSH-NA-MD
is the Tully’s fewest-switch (FS) surface hopping (SH) algorithm.45 Another option is the
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Landau-Zener (LZ)46–48 SH algorithm, particularly its adiabatic reformulation by Belyaev
and Lebedev,49 which was shown by Xie et al. to give the same results as the Tully’s FS-SH
for the systems studied.50,51 This reformulation is particularly appealing since NA coupling
terms are not required, while LZ generally avoids inclusion of decoherence corrections neces-
sary with Tully’s FS-SH algorithm.52 The LZ algorithm was used by Tavernelli and coauthors
for TSH-NA-MD in condensed phase systems described at the QM/MM level.20,21
Particularly interesting are the applications of the efficient ∆SCF method in excited
states for ab initio NA-MD. Lin et al. were first to use the ∆SCF method for TSH-NA-
MD of periodic systems enabling the whole system to be treated at the same DFT level.53
These authors have simulated energy dissipation from excited electronic to phonon states
in a periodic bilayer of MoSe2 to model the light to heat conversion mechanism in solid
photovoltaic materials.53,54 The excited states were obtained by promoting a fixed number
of electrons to the lowest virtual orbitals and by keeping their occupation fixed during ∆SCF.
For the electronic structure calculations they have chosen the Vienna Ab initio Simulation
Package55 and coupled it with their in-house TSH procedure that later evolved into a QMXD
code.56 Similarly, Pradhan and coauthors have coupled the Quantum Espresso57 program
package with the Libra code from Akimov58 using the ∆SCF method, and reported using
it for examination of the nonradiative deactivation (NRD) mechanisms for few systems in
gas phase.35 In their ∆SCF implementation fractional occupations of spin-unrestricted KS
orbitals have been used.
In this work we present NA-MD for the condensed phase using the CP2K software pack-
age59 which is widely used for all-atom ab initio and DFT MD calculations of condensed
phase systems.60,61 For the systems studied in this work, we used the ∆SCF with restricted
KS molecular orbitals and fixed occupation numbers for calculation of excited electronic
states and their corresponding properties based on the mixed Gaussian and plane waves ap-
proach. Tamm-Dancoff linear response (LR) TD-DFT62 was employed for the initial guess of
excited state electronic densities. We applied Belyaev and Lebedev’s reformulation of LZ-SH
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for NA transitions between electronic states, although Tully’s FS-SH is also possible with our
implementation (see section 2 and Supporting Information). By using the LZ-SH we avoid
the calculation of NA coupling terms at the ∆SCF level. To the best of our knowledge,
we present here the first ∆SCF based TSH simulations conducted with the CP2K program
package and application to periodic systems using LZ-SH.
We have applied our CP2K ∆SCF based TSH-NA-MD on two systems: ethylene in gas
phase which we used to validate our implementation; and diimide molecule in water solution
as a simple example of a condensed phase system. NRD pathways of the electronically excited
1ππ∗ state of ethylene were thoroughly investigated in a number of previous studies.35,63–72
The second system we studied is the diimide molecule, the simplest diazo compound. It
is isoelectronic to ethylene, and like ethylene it has been used in a number of theoretical
studies since its discovery.73–80 While the isomerization reaction between its trans and cis
conformers in the ground electronic state has been of great interest,73,75,78–80 only a small
number of studies have examined diimide’s dynamics in the excited states. Tavernelli and
coauthors have simulated a few trajectories in gas phase for both conformers initiated in the
first singlet excited state, and examined the influence of initial conditions and the use of a
thermostat in their NA-MD simulations on the diimide NRD mechanism.81 Handt et al. have
used their developed semiclassical NA equation-of-motion methodology to study the photo-
dynamics of isolated diimide whose photoabsorption process was also explicitly simulated.82
In both studies TD-DFT based methods were used for construction of electronic states. On
the experimental side, lifetime measurements and characterization of photoproducts have
been made for the photoexcited diimide in gas phase,83–85 but there are no time-resolved in-
vestigations of the deactivation mechanisms. As for the condensed phase, only an absorption
spectrum of diimide in aqueous solution was reported up-to-date.86 On the other hand, the
excited state dynamics of diimide’s methylated analogue (H3C–N=N–CH3) has been studied
experimentally and theoretically in gas phase and solution.87–96 In order to fill the gap we
conducted NA-MD on a diimide molecule solvated in a periodic box of water molecules in
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order to model the liquid state in a sound manner. This also allowed us to investigate the
potential effects of explicit solvent molecules on diimide’s NRD mechanisms.
The paper is structured as follow: section 2 gives a very brief overview of TSH and a
detailed description of our ∆SCF method with CP2K; After the computational methods in
section 3, section 4 reports the findings of NA-MD simulations conducted on ethylene and
diimide systems, respectively, while the final conclusions are given in section 5.
2 Theory
The TSH-NA-MD is based on approximating the exact quantum nuclear wave packet evo-
lution with a number of classical trajectories that are propagated in a manifold of adiabatic
electronic states. For details, we refer to Refs.37,40–44. Using Ei(Rt), the adiabatic energy of
the i-th electronic state, which is an eigenvalue of the electronic Hamiltonian Ĥe at a nuclear
configuration Rt,
Ĥe(Rt) |ψi(Rt)〉 = Ei(Rt) |ψi(Rt)〉 , (1)
a linear combination of orthogonal adiabatic electronic eigenfunctions |ψi(Rt)〉 of Eq. (1)




φi(Rt) |ψi(Rt)〉 . (2)
φi(Rt) designates the corresponding coefficients whose evolution along the trajectory is given
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and whose square of the absolute value gives the i-th electronic state population number
Pi (= φ
∗
iφi). The NA coupling vectors 〈ψi| ∇ |ψj〉 in Eq. (3) induce the population transfer
6
between the i-th and j-th pair of electronic states. From aforementioned, it is clear that,
among others, the quality of electronic states, namely the corresponding energies, gradients
and NA coupling elements, together with the trajectory’s initial conditions and simulation
length determine the outcome of NA-MD simulations. For the condensed phase, the deter-
mination of excited states, and their properties, is particularly computationally expensive,
so simulations are usually done in the framework of DFT.
In this work, we use the ∆SCF method25–29 for the calculation of excited electronic
states and their gradients. ∆SCF is based on the existence of an excited electronic state
density ρi(~r) for each excited electronic eigenstate |ψi〉, which in the limit of the adiabatic
approximation is described by stationary KS DFT.33 In terms of DFT KS molecular orbitals








2 = ραi (~r) + ρ
β
i (~r), (4)
where nijσ are the occupations of the j-th KS orbital with spin state σ. ~r is a three-
dimensional position vector. The total density (4) is the sum of the two spin densities, ραi (~r)




























The first term on the left-hand side (l.h.s.) parenthesis of Eq. (5) is the kinetic energy oper-
ator for noninteracting electrons, while the three remaining terms are the external electro-
static (including electron-nuclei interaction), electron-electron repulsion (including electron
self-interaction), and exchange–correlation potentials, respectively. Because of the functional
dependence of the latter two terms on the total system electronic density and the difference
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of the two spin densities, the eigenpair solution of Eq. (5) is obtained in a self-consistent
procedure. Ideally, the exchange–correlation functional should correct for all the effects the
KS noninteracting density structure omits, but in reality it only corrects them to a certain
level. Similarly to DFT with fractionally occupied KS orbitals,97 the corresponding total





























The corresponding ground state electronic density has the lowest energy KS orbitals pop-
ulated according to the Aufbau principle with occupation numbers ni,σ equal to one, while
zero for the other remaining KS orbitals. This density can be represented as a Slater de-
terminant composed of KS orbitals. DFT with fractionally occupied KS orbitals optimizes
also the orbital occupation numbers in addition to KS orbitals to get the lowest electronic
energy.98 Care should be taken into account because the Hohenberg-Kohn theorem does not
hold for excited states, and the presence of a local minimum does not necessary guarantee a
meaningful excited state density.33,99
But the main challenge is the excited state density itself since ∆SCF cannot directly
give an excited electronic state density, nor even guess one. Instead the initial density, i.e.
occupation numbers, has to be provided a priori, either by an educated guess, or by using a
suitable electronic structure method. We use Tamm-Dancoff LR-TD-DFT within CP2K62 to
provide the initial excited electronic state density, as well as a reference to compare the ∆SCF
results to. It should be noted that, contrary to the ∆SCF method, the LR-TD-DFT does not
directly construct the electronic excited state densities but instead gives the characteristic
electronic density change relative to the ground state electronic density of a system perturbed
by a weak external field. Therefore, the corresponding LR-TD-DFT density change has to be
combined with the ground state electronic density in order to reconstruct the excited state
electronic density. Within LR-TD-DFT in the Tamm-Dancoff approximation the electronic
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density change is expressed as a linear combination of occupied (o) and unoccupied (u)
ground state KS orbital pairs, ϕoσ(~r)ϕuσ(~r), weighted with corresponding coefficients X
i
ouσ
for each electronic state i. The latter are the elements of the eigenvector of Casida’s equation
in the Tamm-Dancoff approximation for the i-th excited electronic state.100 Since the sum of






2) gives the change of its occupation number, the corresponding
occupation number in Eq. (4) for the occupied KS orbital of the i-th electronic excited





2, where n0oσ is the corresponding occupation number of the ground
electronic state. Analogously, the occupation number of a KS orbital, that was unoccupied





2. This gives our guess
electronic density for the i-th excited electronic state.
Converging the ∆SCF states can also been challenging. The excited state energy (6)
is minimized by optimizing the KS orbitals and their occupations with a restrain that the
electronic density resembles the excited state electronic density. The occupation numbers are
typically kept fixed and changed by small amounts only when KS orbital optimization ex-
hibits convergence issues. Previous ∆SCF procedures used for ab initio MD report updating
the fractional occupations either by Gaussian smearing,6 or smearing with the Fermi-Dirac
distribution function.35 In our ∆SCF procedure, we update orbital occupation numbers with
TD-DFT as explained previously. As we are also fixing the orbital occupations and opti-
mizing only the KS orbitals, we have constructed an elaborated SCF convergence scheme
consisting of several consecutive SCF diagonalization algorithm changes in order to converge
the ground and excited electronic states (see Fig. 1). In case the SCF convergence fails, a
TD-DFT calculation is conducted to construct the new occupation numbers and the SCF is
repeated. After convergence is achieved, the occupation numbers are rounded to the nearest
integers and SCF repeated once more. This assures that the excited electronic states are
constructed consistently by using the same occupation numbers, and minimizes the use of
TD-DFT calculations in subsequent trajectory steps. The TD-DFT calculation also provides
9
a new reference excited state density and checks the nature of excited electronic states. This
is important in case of appearance of any new state along the NA-MD. Reusing the KS
orbitals from the previous trajectory step also speeds up the SCF convergence. TD-DFT
calculations are also called in the first trajectory steps.
KS orbital
occupations
Round occupations to near-































Figure 1: Scheme of the ∆SCF procedure for obtaining the excited state energy and gradient.
Converged KS orbitals can be optionally further used to calculate the NA coupling terms
(indicated with dashed lines). For more information see the Supporting Information.
Another difference with our ∆SCF scheme compared to the ones used in Refs.6 and35
is that we use restricted instead of unrestricted KS orbitals for the treatment of singlet
excited electronic states in order to avoid spin contamination. In other words, spatial KS
orbitals for the alpha and beta spin channels are identical (ϕiα = ϕiβ) and, because the
occupation number is equally shared between the two spins, the difference between the α
and β spin densities is zero, as expected in the singled excited electronic state. The use
of restricted KS orbitals in ∆SCF reminds of the restricted-open (RO) KS101 and the RO
singlet state (SS)102,103 formulations, which also have identical spatial KS orbitals for the two
spin channels. However, the latter two methods construct the excited singlet state energy
indirectly from energies belonging two identical total densities but both with individually
different spin densities through the use of a spin purification formula.25 Both of these two
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but none reproduces the proper contribution of the singlet state directly. The SCF procedure
has to converge the two distinct electronic densities, either simultaneously like in the RO-
KS and RO-SS methods,104,105 or independently as typically performed with unrestricted
∆SCF.106 The latter is particularly impractical for NA-MD while it requires two independent
SCF calculations instead of one, and, apart from the singlet state electronic energy, does not
provide directly any other excited state property101 nor a clear procedure for determining
NA couplings like with the RO-KS method.107 The use of restricted KS orbitals with equally
split occupation numbers between the two spin channels simplifies the ∆SCF procedure as it
converges only one density. In fact, because of the imposed symmetry between the two spin
channels, they are combined, yielding only one set of KS orbitals whose occupation numbers
range from 0 to 2, where those in between we further round to the nearest integer. This is the
same formulation as previously used in a number of spin-unpolarized restricted KS ∆SCF
methods.30,31,108 The exchange–correlation term is provided with an excited state electronic
density that has no difference in spin densities and resembles more the singlet exited state.
Note that within DFT it is not possible to uniquely distinguish whether such an electronic
density belongs to a singlet excited, or a triplet excited state with zero projection of the
total spin (S = 1, Sz = 0). However, since there is no difference between spin densities it
is certainly not a superposition of these two states, and all our calculations show that the
corresponding electronic energy is similar or higher than the RO-KS singlet state energy.
The use of restricted KS orbitals limits the application of this ∆SCF approach only to
closed shell systems and singlet excited states. Once the ∆SCF energy (6) is converged, the
corresponding KS orbitals and occupation numbers are inserted into the ground state DFT
gradient subroutine to obtain the excited electronic state gradient.
Because ∆SCF excited electronic states behave diabatically and are mutually indepen-
dent, they are reordered according to their electronic energy at every trajectory step. As for
the NA coupling elements between electronic states, they can only be approximated since
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∆SCF per se does not give a sound insight into electronic wave functions. The direct overlap




















The full derivation of Tully’s FS-SH in restricted KS ∆SCF, discussion of arising complica-
tions and our implementation are given in the Supporting Information. We also investigated
the hermitian coupling term (see Eq. S11) arising from the nonorthogonality in comparison to
the antihermitian terms standardly used. Interestingly, for the examples studied neglecting
the hermitian term gave smoother NA couplings between the ground and excited electronic
state which for the examined system were similar to the TD-DFT NA coupling values ob-
tained from the auxiliary wave functions (see the comparison in Supporting Information).
We included this option of computing the NA couplings into our implementation (details in
the Supporting Information), but for the studied systems we use the LZ formula rewritten












where Zij = |Ei−Ej| is the potential energy gap between the two electronic states, while the
double dot indicates second order derivation with respect to time. This last term is evaluated
numerically from energy differences of the three last points along the trajectory as in Ref.51.
Unlike the original Tully’s FS-SH algorithm45 LZ does not require additional procedures to
account for the missing decoherence.52 With the LZ the use of the NA couplings can be
eliminated altogether as well as the propagation of electronic populations in Eq. (3). Note
that the population of electronic state Pi in the LZ-SH formulation is given by the ratio
of the current number Ni of trajectories being evolved in the electronic state i to the total
number of trajectories Ntraj., Pi(t) = Ni(t)/Ntraj..
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3 Computational Details
The CP2K code was coupled to the Zagreb Surface Hopping NA-MD code developed by the
Došlić group and available through the E-CAM software repository.109–111 Nuclear trajec-
tories were propagated with the velocity Verlet algorithm. If the LZ-SH probability for a
hop to another state, calculated for each trajectory step, is larger than a random uniform
number ξ ∈ [0, 1], the NA hop takes place. The nuclear velocities are then rescaled along the
direction of the gradient difference between the new and previous electronic states in order
to conserve the total energy.112 Hops which violate energy conservation are discarded and
the trajectory continues in the current electronic state.
For NA-MD, the initial conditions for the systems in gas phase were sampled from a
thermalized Wigner distribution function while for the condensed phase from ab initio MD.
Details for each are given in the Supporting Information.
All NA-MD simulations were conducted using the PBE0 functional113 with the auxiliary
density matrix method (ADMM)114 and the TZVP-GTH basis set115 with Goedecker-Teter-
Hutter (GTH) pseudopotentials116, while the plane wave cutoff was set to 500 Ry. Empirical
dispersion corrections of the D3 type117 were included in the condensed phase calculations.
A nuclear propagation time step of 0.5 fs was used for the NA-MD runs. All NA-MD
trajectories were evolved in a microcanonical (NVE) ensemble. The CP2K code was used for
all electronic structure calculations, unless stated otherwise. For our restricted KS ∆SCF
calculations the occupations of corresponding KS orbitals were adjusted by providing an
occupation list, in case of RO-KS calculations by manually alternating the occupations for
the two spin channels within the SCF part of the code. Turbomole 7.3118 was employed
for the calculations of excited electronic states at the algebraic diagrammatic construction
scheme of the second order (ADC(2)) level119,120 which were compared to the energies and
nature of ∆SCF and TD-DFT excited electronic states. Gaussian 09121 was used for the
CASSCF calculations. The same TZVP basis set by Schäfer et al.122 was used with the
latter two codes.
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4 Results and Discussion
4.1 Benchmarking Restricted KS ∆SCF Energies for Ethylene and
Diimide
We first compare the energies obtained at the restricted KS ∆SCF level for the two systems
of interest with few selected methods. Electronic energies were determined along a simplified
cis to trans isomerization pathway described by the torsional angle of the systems’ double
bonds (see Fig. 2b). All other geometric parameters were fixed to values corresponding to
their minimum energy structures in the ground electronic state at the PBE0/TZVP level.
Figure 2a depicts the energy profile of the ground electronic and the two lowest singlet excited
electronic states on the torsional angle between the CH2 groups in ethylene calculated at
the ADC(2), TD-DFT, and ∆SCF levels of theory. At the ∆SCF level the first singlet
excited state, also called the V state, is 7.12 eV above the minimum geometry ground
electronic state (N state) energy and corresponds to ππ∗ character. The same excitation
calculated at the Tamm-Dancoff LR-TD-DFT level is slightly higher, 7.78 eV, while the
ADC(2) result is 8.40 eV. The entire torsional potential energy curve calculated at the
∆SCF level using the hybrid PBE0 functional and the Gaussian and plane waves approach
is shifted by about 1.3 eV above the potential energy curve previously obtained by Pradhan
at el., which used the unrestricted ∆SCF method with a PBE functional and a plane waves
code.35 This shift alleviates the negative energy difference between the V and N electronic
states which the same authors have obtained with the PBE functional at angles close to 90◦.35
It is worth mentioning that a very good agreement with the singlet excited electronic state
energies calculated with the RO-KS method was obtained. The calculated ∆SCF vertical
excitation compares well to the experimentally reported ππ∗ electronic excitation reported

























Figure 2: a) Energies of the N (black line), V (red) and second singlet excited (blue) states
relative to the N state minimum geometry energy as a function of the torsional angle be-
tween the CH2 groups in ethylene. All other ethylene geometric parameters were kept at
the N electronic state equilibrium geometry values. Solid, dashed, and dotted-dashed lines
show energies calculated at the ∆SCF, Tamm-Dancoff TD-DFT, and ADC(2) methods, re-
spectively. For all calculations, only the torsional angle was varied, while all other ethylene
geometry parameters were kept at N state minimum geometry values. b) Definition of the
pyramidalization angle (ϑ) and torsional angle (θ) in ethylene. Two C–H bonds of the same
CH2 group define a plane (blue) with a normal vector (~n1). With the direction of the C–C
bond it defines a torsional plane (green) for the first CH2 group. The angle between the two
torsional planes of each CH2 group defines the torsional angle θ. Pyramidalization angle ϑ
is the inclination of the normal ~n from the direction orthogonal to the C–C bond and laying
in the corresponding torsional plane. At the ethylene ground state equilibrium geometry all
angles are zero.
At all three examined levels of theory, the calculated V states are of the same nature,
corresponding to the electronic density reduction in the C=C region, while in terms of
molecular orbitals (KS orbitals at the DFT level) all have the HOMO to LUMO transfer
as their most dominant contribution. The reduction of the electron density in the V state
makes the torsion of the C=C bond energetically favorable. As for the N state, any torsion
of the double bond destabilizes the N electronic state, rising its energy up by 4.29 eV for the
90◦ torsion angle. The energy gap at the ∆SCF level between the V and N states at this
geometry is 1.02 eV, while 2.6 eV at the MR-CISD/SA-3-CAS(2,2)/aug-cc-VDZ level.66 This
is due to the missing multireference character of the N state which single reference methods
typically cannot reproduce at these geometries.66,128 For the same reason the N state curve
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exhibits a cusp at 90◦ instead of the smooth transition.128–130
The second excited electronic state the single reference methods give (blue lines in Fig. 2)
is the π3s Rydberg state. It is highly overestimated compared to reported values (see for
example in Refs.70,71) because the used TZVP basis set lacks diffusive orbitals, but properly
increases in energy with respect to the increase of the torsional angle. Because a number
of recent studies had demonstrated the role of the Rydberg states in the initial phase of
ethylene NA-MD with ambiguous conclusions on the overall excited state lifetime,70–72 we do
not include Rydberg states in the manifold of excited states but keep in mind their potential
effects. Single reference methods fail to reproduce the nature of the second non-Rydberg
excited electronic state (called the Z state), which is of the double excitation character (1π∗2)
and whose electronic energy decreases with the torsional angle and intersects the V state at
angles close to 90◦.64,66,70,131,132 The potential energy curve of the Z state, obtained by the
∆SCF method, qualitatively agrees with multireferences methods. Converging this state at
the ∆SCF level, however, proved to be an issue as the SCF convergence scheme failed for
torsional angles larger than 60◦.
Diimide’s lowest singlet excited states are similar to those of ethylene. The first singlet
excited state is of nπ∗ character,74,76 which has a weakened N=N bond due to the population
of the π∗ orbital. Figure 3 shows the energy of the ground and first excited electronic
states on the torsional angle between the two NH groups. As in case of ethylene, single
reference methods fail to properly describe the ground electronic state at angles close to 90◦
by overestimating the ground state barrier and displaying a cusp at the 90◦ angle, which are
particularly exhibited at the MP2 level.133 On the other hand, the TD-DFT and the ADC(2)
methods underestimate the energy of the first excited state. For a better comparison with
the multireference methods, energy curves at the SA-CASSCF(6,4)/TZVP level are also
shown (see Supporting Information for more details). The ∆SCF curve is systematically
shifted by an almost constant value of 1.35 ± 0.04 eV and 0.93 ± 0.05 eV from the TD-
DFT and ADC(2) values, respectively. It is also shifted relative to the energies of the
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singlet excited state computed with the RO-KS method, which are similar to the TD-DFT
results and also intersect with the ground electronic state. ∆SCF energies obtained with
the B3LYP functional match up the PBE0 values, while omitting any exact Hartree-Fock
exchange lowers the excited state slightly below the displayed TD-DFT energy curve, but
above the RO-KS singlet state energy curve also computed without the exact Hartree-Fock
exchange (not shown). The ∆SCF first excited state curve also indicates the presence of a
local minimum similar to the one reported by Tavernelli et al. at the TD-DFT level.81 The
optimized excited state minimum and the conical intersection (CI) geometry between the
two states at the SA-CASSCF(6,4)/TZVP level are given in the Supporting Information.
In case of diimide the Rydberg states are higher in energy,74 while the double excitation















Figure 3: Energies of the ground (black line) and first singlet excited (red line) electronic
states in diimide as functions of the torsional angle between the two NH groups. Solid,
dashed, dotted-dashed and dotted lines show energies calculated at the ∆SCF, Tamm-
Dancoff TD-DFT, ADC(2), and SA-CASSCF(6,4) methods, respectively. The cis isomer
is indicated with the angle of 0◦. The scan was made by varying only the HN=NH torsional
angle starting from the minimum cis conformation. Energies are relative to the correspond-
ing electronic ground state value of the trans conformer. The insets on the left and right
show cis and trans diimide conformers, respectively, while the inset in the middle shows the
definition of the torsional angle θ.
Overall, the restricted ∆SCF method gives the lowest singlet excited states for ethylene
that matches well with other single reference method results, while in case of diimide it
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alleviates the issue of state intersection at distorted geometries, but preserves the underlying
issues of the single reference methods. Thus, we included only the ground and first singlet
excited electronic states into the NA-MD simulations.
4.2 NA-MD in Gas Phase
4.2.1 Ethylene
Figure 4 shows an evolution of N and V state electronic energies together with the most
relevant geometrical parameters in one ethylene trajectory. This selected trajectory shows a
typical behavior observed in the whole ensemble of studied trajectories. 400 trajectories in
total were used to examine the NRD pathways of ethylene initiated from the V excited state
in the Franck-Condon region of the configuration space. Each trajectory was propagated for
500 time steps. In the initial phase of the displayed trajectory a concerted motion composed
of the C=C bond extension, the C=C bond torsion, and the pyramidalization of both CH2
groups reduces the energy gap between the two states. At the 52.5 fs time mark the gap is
only 0.03 eV and a NA hop to the N state occurs. Within the examined ensemble, all of the
trajectories deactivate to the N state through similar twisted-pyramidalized CI geometries.63
Once in the N state, all of the electronic energy is converted into vibrational motion. For
the trajectory in figure 4 the energy is mostly transferred to the C–H bond vibrations and
CH2 groups pyramidalization vibrations, as observed from their amplitude increase. The
torsional oscillation continues, but in this case it is insufficiently excited to cause the cis-
trans isomerization. About half of the trajectories exhibit the cis-trans isomerization within
the propagation time, while only a few show the hydrogen atom migration and forming of
the ethylidene in the N state. We have observed only one trajectory that underwent a H2




































Figure 4: a) Evolution of the N (black) and V (red) state energies along a selected ethylene
trajectory. The currently occupied state is indicated with orange points. A vertical gray
dashed line indicates the moment a NA hop from the V to N state has occurred. All energies
are relative to the smallest energy value along the whole trajectory. b) Evolution of the
absolute torsional angle θ between the two CH2 groups (black line) and the pyramidalization
angles (ϑ) for each CH2 group (red and blue lines, respectively) of the same trajectory.
For the angle definitions, see figure 2b. c) Evolution of the C–C distance (d) for the same
trajectory.
We found a monoexponential decay function to fit the average population of the V state,
see figure 5. The fitted lifetime of the V state is 33 fs, which is very close the two experimen-
tally measured values, 30 ± 15 fs123 and 20 ± 10 fs124. Note that according to Ref.124, those
experimental values should be interpreted as the time the nuclear wave packet requires to
leave the Franck-Condon region and not the V state lifetime. Comparable studies applying a
higher level of theory and quantum like NA methods report lifetimes of about 100 fs.65,69–71
The vast methodological differences make a direct comparison not expedient. On the other
hand, Pradhan and co-authors used an analogous ∆SCF approach and reported a lifetime of
58 fs,35 which is in reasonable agreement with our simulation. Few reasons might explain the
difference to these previously published works. The first is the reduced energy gap between
the excited and ground electronic states for the 90◦ twisted structures compared to more
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accurate ab initio values,66 which effects the LZ hopping probability by giving more frequent
hops to the ground state. Although the gap is negative on the PBE-∆SCF surface of Prad-
han et al.,35 they mitigated this issue by employing Tully’s SH formula which is immune
to erroneous negative energy differences at CI geometries. However, we are unaware how
their nonadiabatic 〈ψV| d/dt |ψN〉 couplings compare to values obtained with other methods.
Another contributing factor to the shorter lifetime, particularly to the previous ∆SCF value,
is the use of initial conditions with significantly more kinetic energy, as ours were obtained
by sampling from the Wigner, while theirs from the Boltzmann distribution function. This
is in line with observation that the first distribution gives shorter lifetimes.135 We also ex-
pect that the inclusion of other excited electronic states, mostly the second excited singlet
state, as well as the Rydberg states, would, as reported,71 temporarily trap the excited state
population and prolong the V state lifetime.






















Figure 5: Evolution of the average population of the V (red line) and N (black line) states
of the ensemble of 400 ethylene trajectories initiated from the V state. The dashed gray
curve indicates the fitted decay function of the V state defined in the inset. Fitted values
are t0 = 13 fs and τ = 20 fs, giving a lifetime (t0 + τ) of 33 fs. Of the two fitted parameters,
t0 designates the onset of population transfer, while τ a exponential decay constant.
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4.2.2 Diimide
A set of 100 trajectories for trans-diimide and a set of same size for the cis-diimide conformer
in gas phase were propagated for 250 fs of the NA-MD. These two sets show similar behavior
so the explanation is given only on the trans-diimide results and figures related to cis-diimide
conformer are in the Supporting Information. Figure 6 displays results for all trajectories of
the trans-diimide set. Dynamics resembles that of ethylene, with N=N bond extension and
the two NH groups twisting along the N=N bond in the initial phase. This is the motion
driving the system towards the excited electronic state minimum. For 83% of trajectories
the energy difference between the two electronic states reaches or fells below 1 eV in the first
50 fs of NA-MD (see figure 6a). About 60% of trajectories ends in the ground electronic
state within this period, while the remaining deactivates at a lower rate as the decay is
biexponential (see figure 6b), with lifetimes of 37 and 153 fs. For the cis conformer they
are 32 and 148 fs. Spikes in the energy differences are observed because of aforementioned
insufficiency of ground state DFT at geometries distorted around 90◦. These are the main
cause for splitting of the population into deactivating channels of two different rates, because
as the energy difference incorrectly decreases, the LZ algorithm detects a requirement for
NA hop. Nonetheless, the NA hop happens in a region of configuration space with strong
NA coupling between the two states. Thus, the smaller lifetime value can be regarded as
a lower estimate of the diimide first excited state lifetime in a limit of a very strong NA





































































































; t ≥ t0
Figure 6: Evolution of 100 NA-MD trajectories for trans-diimide (left) and cis-diimide (right)
in the gas phase. a) and e) Energy difference between the first excited and ground electronic
states. b) and f) Average population of the first excited (red) and ground (black) electronic
states. The fitted biexponential decay function for the first excited state is shown with a
gray dashed line. The fitted decay function is shown in the inset of figure f. c) and g) N=N
bond lengths for the same trajectories. d) and h) The torsional angle θ between the two NH
groups along each trajectory. Lines in figures a, c, d, e, g and h are colored red (black) if the
corresponding trajectory is in the first excited (ground) electronic state. The two obtained
lifetimes for the trans-diimide are t0 + τ1 = 37 fs and t0 + τ2 = 152 fs, with t0 = 26 fs, while
the fraction of the trajectories deactivating via a shorter lifetime pathway (α) is 0.59. The
corresponding values for the cis-diimide are: t0 + τ1 = 32 fs, t0 + τ2 = 148 fs and α = 0.70.
In order to further facilitate this point we shifted the first ∆SCF excited state relative to
the ground electronic state by −1.0 eV. This brings the two DFT/∆SCF potential energy
curves in figure 3 almost in contact at the torsional angle of 90◦, which causes a significant
reduction in lifetime, because almost all trajectories deactivate to the ground state. The
fitted lifetime of the first excited state in that case is 20 fs (see Fig. S5 in the Supporting
Information), which is in line with the NA quantum molecular dynamics simulations of Handt
and coworkers at the LDA/cc-pVDZ level of theory who observed that the nonadiabatic
transition occurs ca. 20 fs after excitation.82 When a switch to the ground state occurs, all of
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the initially absorbed photon’s ∼4 eV of energy is converted into internal vibrational energy,
further increasing the amplitudes of diimide internal bond oscillations. Since a restricted KS
formalism is used to obtain the ground and excited electronic state energies, no observation
of diimide fragmentation is observed for the duration of the simulation. However, in addition
to the cis-trans isomerization, we observed a number of trajectories undergoing isomerization
into isodiimide (NNH2), which is known to exist in matrix environments.
136 At the end of
the simulation time half of the trans-diimide molecules have isomerised into the cis form,
with the process starting already in the initial phase of the NA-MD as in line with the
reported isomerization time of ∼25 fs.82 While most of the trajectories continue with the
redistribution of vibrational energy among their six internal degrees of freedom once in the
ground electronic state, few of them exhibit a repopulation of the first excited state. In
other words, few trajectories in the ground electronic state exhibit a NA hop back to the
excited state. While the NRD process then continues again from the excited state, the 6%
of population that remains in the excited state at the end of the simulation is mainly due
to these population oscillations between the two electronic states. Of those that remained
in the nπ∗ state, only two trajectories exhibited oscillations around the first excited state
minimum structure without showing any inclination towards deactivation into the ground
electronic state. This is in agreement with Handt et al.82
Similar observations were made for the cis conformer and with the used simulation con-
ditions we have not found any significant differences in NA-MD between the two diimide
conformers in gas phase. The observed NRD pathways for diimide conformers are similar
to the reported NRD mechanisms of methylated diimide (H3C–N=N–CH3) conformers. The
dominating deactivation pathway of the nπ∗ electronic state is the NA population transfer
through the CI with the distorted CNNC geometry (torsional angles close to 90◦ 95). Re-
ported lifetime for the trans methylated conformer is in the range of 90-200 fs,91,95,96 while
the cis shows a biexponential decay with lifetimes of 66 and 186 fs.95
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4.3 NA-MD of Diimide in the Condensed Phase
The trans-diimide molecule was solvated with 62 water molecules in a periodic cubic box
with side length of 11.913 Å. As geometrical parameters obtained from the ground state
DFT-based MD at ambient conditions indicate in table 1, water molecules induce only a
small perturbation on the system when compared to its vacuum equilibrium counter values.
Table 1: Main geometric parameters of the trans- and cis-diimide conformers in the con-
densed and gas phases of the sampled initial conditions for the corresponding NA-MD sim-
ulations in comparison to optimized minimum geometry. Values for the ab initio MD in
explicit solvent and the vacuum minimum geometry were obtained with the PBE functional.
The gas phase was sampled with the Wigner distribution directly at the same level of the-
ory used in subsequent NA-MD simulations (PBE0). The same TZVP-GTH basis set was
employed for all calculations. Values for the cis conformer are shown in parenthesis.
solvated MD vacuum minimum gas phase Wigner
d(N–N) [Å]
1.250 ± 0.020 1.248 1.229 ± 0.036
(1.247 ± 0.011) (1.243) (1.228 ± 0.032)
d(N–H) [Å]
1.051 ± 0.027 1.046 1.037 ± 0.069
(1.057 ± 0.038) (1.054) (1.052 ± 0.064)
∢(H–N–N) [◦]
108.6 ± 3.4 106.2 106.2 ± 6.1
(112.6 ± 4.5) (113.2) (114.1 ± 6.2)
The trans-diimide six internal vibrational frequencies are perturbed by about −20 to
+60 cm−1 when compared to corresponding vacuum frequencies (for details see the Sup-
porting Information). Formation of weak hydrogen bonds between the diimide and water
molecules is observed during the ground state NVT ab initio MD trajectory. This is clearly
indicated in figure 7a with the peaks at 1.85 Å and 2.05 Å of the Ndii.Hwat. and Hdii.Owat.
radial distribution functions, respectively. Their intensities, which are roughly half their cor-
responding maximum values, comply with the observation that the diimide-water hydrogen
bonds are present only half of the propagation time. It is more probable to observe one
NH group interacting with the oxygen atom of the nearby water molecule and the other NH
group loose, than seeing both interacting at the same time. However, while one NH group
interacts with the oxygen atom, the other group forms the O–H· · ·N hydrogen bond with a
neighboring water molecule. Such a configuration is captured in figure 7b. The two types of
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hydrogen bonds then alternate between the two NH groups during the dynamics. The first
peak of the Ndii.Owat. distribution function reveals that the average N· · ·O hydrogen bond
length is 2.85 Å, which is almost identical to the measured OO distance of pure water.137
The presence of the maxima in the range of 3 − 4 Å for all displayed distribution functions
indicates the size of the first water solvation shell structured around the diimide, which
consists of about 14-18 water molecules.


















Figure 7: a) Radial distribution functions for the trans- and cis-diimide solvated in water.
The full black, red, and gray lines represent diimide nitrogen–water hydrogen (Ndii.Hwat.),
diimide hydrogen–water oxygen (Hdii.Owat.), and diimide nitrogen–water oxygen (Ndii.Owat.)
radial distribution functions, respectively. The cis conformer values are shown with dashed
lines. b) Illustration of the trans-diimide in a periodic water box with water molecules
removed from the front part of the box. The green dashed lines indicate hydrogen bonds
between diimide and water molecules.
As for the first excited state of solvated trans-diimide in water, the calculated vertical
excitation on an ensemble of 100 randomly selected NVT geometries is 4.45± 0.14 eV at the
PBE0-∆SCF level. Because the vertical excitation of the aforementioned ensemble sampled
in vacuum is 4.46 ± 0.26 eV, one can conclude that the solvent has almost no effect on the
excited electronic state energies. This absence of any significant solvent induced shift is in line
with experimental observation,86 confirming no significant perturbation of the diimide system
by the water molecules. A direct comparison of the nπ∗ excitation energy (4.45 ± 0.14 eV)
with the experimentally determined absorption maximum (3.44 eV86) suggests that ∆SCF
overestimates the first singlet excited state.
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For the NA-MD, 50 trajectories were propagated to a total length of 50 fs. The initial
phase of dynamics resembles that of the trans-diimide in gas phase (see Fig. 8). Nonetheless,
in this NA-MD only four trajectories have hopped to the ground electronic state (see the full





















































































Figure 8: Evolution of 50 and 270 NA-MD trajectories for solvated trans-diimide (left)
and solvated cis-diimide (right), respectively. Only the first 50 fs of the simulation are
displayed for the cis-diimide. a) and e) Energy difference between the first excited and
ground electronic states. b) and f) Average population of the first excited state (full red
line). In figure b the red dashed line shows the average population obtained by irreversible
forced switching to the ground state which was enforced when the corresponding trajectory
energy difference falls below 1 eV. c) and g) N=N bond lengths for the same trajectories.
d) and h) The torsional angle θ between the two NH groups along each trajectory. Lines in
figures a, c, d, e, g and h are colored red (black) if the corresponding trajectory is in the
first excited (ground) electronic state.
Such a low rate of population transfer to the ground electronic state can be partly traced
to the initial conditions. Standard deviations of geometrical parameters for the condensed
phase ensemble are smaller than the ones for the gas phase (see table 1). Note that the mean
values mainly differ because the gas phase was directly sampled using the PBE0 functional.
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This is because the initial conditions for the condensed phase were obtained from an ab
initio MD trajectory which generally samples a narrower part of the configuration space
than the thermalized Wigner distribution function at the same temperature. The ratio of
initial average kinetic energies between the solvated and the isolated diimide is almost three
times in favor of the latter. Consequences of such different initial conditions are evident in
the first 20 fs of the NA-MD between the solvated and isolated trans-diimide, as within this
time the fraction of trajectories reaching energy of 1 eV, or lower, is tenfold in the gas phase.
We also observed that spikes associated with SCF ground state energy instabilities are more
frequent in the gas phase due to the more rapid change of geometry around the distorted
structures with θ = 90◦. To overcome the small depopulation rate from the dynamics in
the condensed system and estimate its excited state lifetime, instead of hops, occurrences
when the energy gap decreased below a certain threshold were accounted instead. Within
this approach, the population for each trajectory is assumed to have switched completely to
the lower state at the first instance the energy gap becomes smaller than 1 eV. We fitted
this forced population evolution (designated with the dashed red line in figure 8b) with a
monoexponential decay function exp(−(t − t0)/τ), which, by adding the obtained τ and t0
gives a lifetime of 62 fs. During the dynamics, some hydrogen bonds between the diimide
and water molecules were easily broken once the diimide system underwent its torsional
distortion around the N=N bond in the excited state, while some remain. Because of the
short simulation time relative to the diffusion constant of water, no significant change of the
solvation structure was observed. The number of trajectories undergoing NRD mechanism
is insufficient to reveal the effect of the water on the trans-diimide excited state dynamics.
In order to capture the effects of the environment on the NRD pathways of the cis con-
former nπ∗ excited state, we simulated its NA-MD in a smaller cubic periodic box with side
length of 8.987 Å and 29 water molecules. The size of the box is sufficient to incorporate
the first solvation shell. Geometric parameters of the cis-diimide system show no signif-
icant perturbation by the surrounding water molecules when compared to corresponding
27
vacuum equilibrium values (see table 1). Influence of water molecules is more exhibited on
the perturbation of the ground state’s asymmetric and symmetric N–H stretch vibrations
while their frequencies are blue-shifted by 185 and 110 cm−1, respectively, to corresponding
vacuum values. The perturbation of the remaining four normal modes is similar to those of
the trans conformer (for details see the Supporting Information). Radial distribution func-
tions, when compared to values of the trans conformer in Fig. 7, show that the N–H· · ·O
hydrogen bonding pattern is significantly altered. A more detailed analysis reveals that a
water molecule can exchange between the two NH groups, i.e., a water molecule initially
bound to one NH group can move to the other NH group due to the cis orientation of the
two N–H bonds. In average, as seen in the distribution of oxygen atoms around each NH
group (see the Supporting Information), the water molecule has a high probability of being
between the two NH groups, so the N–H· · ·O hydrogen bond is less colinear compared to
the solvated trans-diimide. This is favorable as a polar water molecule moves in the prox-
imity of the permanent electric dipole moment of the cis system (vacuum value is 3 D at
the PBE/TZVP level). As a consequence, the hydrogen bond is in average weaker in the
solvated cis conformer.
For cis-diimide in the condensed phase NA-MD 270 trajectories were propagated for
500 time steps. Again, the NRD mechanism is identical to the gas phase case, while the
initial 50 fs are analog to the trans conformer in the condensed phase (see Fig. 8). Full
trajectories are given in the Supporting Information. Statistics reveals that the first excited
state also decays with a biexponential rate (see Fig. 9). Its shorter lifetime component is
almost identical to the gas phase value, while the slower lifetime component is 50% larger.
Apart from the lower initial kinetic energy of the diimide in the condensed phase, we now
identify other contributing factors that prolong the excited state lifetime. On one hand,
there is the thermostatic effect of the water molecules on the photoexcited diimide. The
kinetic energy gained in the excited electronic state from the relaxation of diimide from its
Franck-Condon region to the local excited state minimum is drained away by the surrounding
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water molecules. This can be clearly seen in the evolution of the mean kinetic energy for
trajectories that remain in the excited electronic state by the end of the simulation. As
figure 9b shows, the initial oscillation of this mean kinetic energy attenuates and the system
settles in the minimum of the excited electronic state. All trajectories within this set ended
in the excited state minimum. As the kinetic energy reduces, the coupling between electronic
states also reduces, which consequentially prolongs the deactivation time. In the case of the
LZ algorithm (8) this is directly influenced by reducing Z̈ij, or in Tully’s FS-SH by reducing
the 〈ψi| d/dt |ψj〉, as energies and wave functions change slower with time, respectively, when
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Figure 9: a) Evolution of the excited (red line) and ground (black) electronic state popula-
tions of the ensemble of solvated cis-diimide. The gray dashed line shows the fitted biexpo-
nential decay function (in inset) of the excited state. The two lifetimes are t0 + τ1 = 37 fs
and t0 + τ2 = 226 fs. The population of the cis excited state conformer in gas phase is given
for comparison (red dashed line). Its two corresponding lifetimes are 32 fs and 148 fs. Other
fitted values are given in the Supporting Information. b) Evolution of the mean diimide
subsystem kinetic energy (K̄dii.) within the periodic box sampled from trajectories which
remain in the excited electronic state for the whole simulation time.
Figures 10a and c show that the hydrogen bonding pattern between the diimide and
neighboring water molecules is preserved for the aforementioned set of trajectories remaining
in the excited state. As the N–H bonds distort into opposite directions during the dynamics
the Hdii. · · ·Owat. radial distribution function also evolves into the shape corresponding more
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to the trans conformer (compare to Fig. 7). In case of trajectories deactivating to the ground
electronic state, once the absorbed energy is converted into the kinetic energy upon a NA hop,
the sudden increase of diimide velocities and nearby water molecules is enough to disrupt the
hydrogen bond interactions as clearly seen by the reduction of the first peaks in figures 10b
and d. The solvation shell, however, remains intact while the Ndii.Owat. radial distribution
functions do not change in time nor display dependence on the electronic states. This is in
line with the observation by Cattaneo and Persico on the cooling of the vibrationally excited
methylated diimide during and after the NRD.91 As expected, no repopulation of excited
electronic state was observed due to a significantly larger number of degrees of freedom among
which the absorbed photon energy gets distributed. An analogue cooling of vibrationally
excited diimide in ground electronic state is observed. No isodiimide formation occurs for
the solvated system during the simulation time, while the cis to trans ratio at the end is
2 : 1.























the excited electronic state
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Figure 10: Radial distribution functions for the solvated cis-diimide computed at the first
(black line) and last (dashed red line) step of NA-MD simulations. Images a and b show the
Hdii.Owat., while c and d display the Ndii.Hwat. radial distribution functions. Distance between
atom pairs (dij) designates distance for Hdii.Owat. in images a and b, and for Ndii.Hwat. in
images c and d. Within images a and c the system remains in the first excited electronic
state, while in images b and d it relaxes to the ground state.
The statistics for the solvated trans-diimide is insufficient to observe the cooling effect
and changes in the hydrogen bonding pattern (see an analogue of Fig. S6 in the Supporting
Information). Nonetheless, the differences in the ground state N–H· · ·O hydrogen bonds
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between the trans and cis conformers might explain why the deactivation rate in the first
conformer is not as rapid as in the latter, i.e., why are there no fast-deactivating trajectories
observed in trans-diimide NA-MD. The distribution of oxygen atoms around the NH groups
has shown that the N–H· · ·O hydrogen bond is in average weaker in the cis than in the
trans conformer, making the torsion of the N=N bond less influenced by the neighbouring
water molecules in the cis conformer. In trans-diimide the more stable hydrogen bond
might be slowing the torsional motion in the initial phase of NA-MD. This is in line with
the observation that the same hydrogen bonds are preserved in the vibrationally cooled cis
conformer trajectories that remained in the first electronic excited state (see Fig. 10a and
c).
5 Conclusions
In this work we have presented an approach for NA-MD in the condensed phase using the
CP2K program package. This was achieved by utilizing the Gaussian and plane waves
approach with periodic boundary conditions. For the systems studied in this work, a ∆SCF
procedure based on restricted KS orbitals for efficient calculation of singlet excited electronic
state energies and corresponding gradients was carried out. During the SCF optimization of
the excited state electronic densities the corresponding KS orbital occupation numbers were
fixed and rounded to 0, 1, or 2. The latter criterion has been relaxed whenever the SCF would
exhibit convergence issues and a TD-DFT calculation was employed to update the occupation
numbers. Although Tully’s FS-SH can in principle be used with our implementation, Landau-
Zener formulation of SH was used to determine the hopping probabilities among electronic
states, avoiding the computation of the nonadiabatic coupling terms between electronic
states and propagation of the electronic populations as well as decoherence corrections.
We have also shown how the calculation of nonadiabatic coupling elements between ground
and excited electronic state can be simplified, but also raised doubt in the general validity
31
of using KS orbitals for the construction of nonadiabatic coupling terms within the ∆SCF
formulation. To our best knowledge, this is the first use of the CP2K code to calculate
electronic excited states at the ∆SCF level and to conduct Landau-Zener TSH-NA-MD
simulations on periodic systems.
The implementation successfully reproduced the NRD pathway of the photoexcited sin-
glet ππ∗ state of ethylene in gas phase and the corresponding excited state lifetime. The
diimide system was studied in the condensed phase using a periodic water box as well as in
gas phase for comparison. While comparison between equilibrated structures in the ground
electronic state for the two different phases shows no significant perturbation of the diimide
system by the surrounding water molecules, excited state NA-MD simulations display that
the hydrogen bonds between the solute and the solvent are preserved in the excited state and
how they couple the solute to the solvent, where the latter acts as a thermostat, cooling the
system significantly in the initial stages of excited state evolution. Aside from the difference
in the initial conditions for the gas and condensed phase NA-MDs, we account these effects
partly responsible for the observed prolongation of the diimide’s excited state lifetime in the
condensed phase. No significant differences between the two conformers could be observed in
the gas phase, and their NA-MD are virtually identical, yielding equal deactivation kinetics.
However, a more frequent exchange of the water molecule between the two NH groups as
well as the presence of the permanent electric dipole moment in the cis-diimide weakens the
hydrogen bond between the solute and the solvent. This makes the torsional motion easier in
the initial phase of NA-MD due to which the solvated cis conformer kinetics resembles more
the one in gas phase. On the other hand the stronger hydrogen bond in trans-diimide might
be responsible for the absence of the fast-decaying component. In the excited state, the two
conformers become indistinguishable while they evolve around their common excited state
minimum structure. Thus distinctions in their NRD kinetics arise from the subtle difference
the two conformers impose on the solvent molecules around them in their ground electronic
state. Findings on the diimide systems are consistent with previous observations made on
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the methylated diimide (H3C–N=N–CH3).
In summary, we have shown how the CP2K’s all-atom DFT simulation capabilities can be
further efficiently expanded from ground to excited electronic states and used for trajectory
surface hopping, introducing another potential toolset for NA-MD of condensed phase sys-
tems. Since this approach can be used with periodic boundary conditions, detailed studies of
photovoltaic materials, photoactive molecules adsorbed on surfaces as well as environmental
effects for liquids, such as the one studied in this work, may be of future interest.
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fast non-reactive deactivation of the retinal chromophore in non-polar solvents. Phys.
Chem. Chem. Phys. 2017, 19, 25970–25978.
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