The 2016 Kumamoto earthquake (Kumamoto earthquake sequence) is an extremely high-seismicity event that has been occurring across Kumamoto and Oita Prefectures in Japan since April 14, 2016 (JST). The earthquake early warning system of the Japan Meteorological Agency (JMA) issued warnings for 19 events in the Kumamoto earthquake sequence from April 14 to 19, under some of the heaviest loading conditions since the system began operating in 2007. We analyzed the system performance for cases where a warning was issued and/or strong motion was actually observed. The results indicated that the system exhibited remarkable performance, especially for the most destructive earthquakes in the Kumamoto earthquake sequence. In addition, the system did not miss or seriously under-predict strong motion of any large earthquake from April 14 to 30. However, in four cases, the system issued over-predicted warnings due to the simultaneous occurrence of small earthquakes within a short distance, which implies a fundamental obstacle in trigger-data classifications based solely on arrival time. We also performed simulations using the integrated particle filter (IPF) and propagation of local undamped motion (PLUM) methods, which JMA plans to implement to address over-prediction for multiple simultaneous earthquakes and under-prediction for massive earthquakes with large rupture zones. The simulation results of the IPF method indicated that the IPF method is highly effective at minimizing over-prediction even for multiple simultaneous earthquakes within a short distance, since it adopts a trigger-data classification using velocity amplitude and hypocenter determinations using not-yet-arrived data. The simulation results of the PLUM method demonstrated that the PLUM method is capable of issuing warnings for destructive inland earthquakes more rapidly than the current system owing to the use of additional seismometers that can only be incorporated by this method.
Introduction
The 2016 Kumamoto earthquake (Kumamoto earthquake sequence) consists of the collective earthquake activity that has continuously occurred in Kumamoto Prefecture and its surrounding areas in Japan since April 14, 2016, at 21:26 (JST) (e.g., JMA 2016) . This activity has caused damages in the form of building collapses and landslides and has taken a toll of 49 lives as of June 16, 2016 (Cabinet Office, Government of Japan 2016 . The Japan Meteorological Agency (JMA) reported that JMA seismic intensities of 7, which is the maximum on the JMA scale (JMA 1996) , were observed during the M6.5 and M7.3 earthquakes that occurred on April 14 and 16, respectively (JMA 2016) . This observation marked the first occurrence of a seismic intensity of 7 since the 2011 Open Access *Correspondence: kodera@mri-jma.go.jp 1 Meteorological Research Institute, Japan Meteorological Agency, Tsukuba, Ibaraki, Japan Full list of author information is available at the end of the article off the Pacific coast of Tohoku earthquake (Tohoku-oki earthquake) (M9.0). JMA also announced that the number of felt earthquakes reached 1093 in the Kumamoto earthquake sequence from April 14 to 30 (JMA 2016) . One of the most notable characteristics of this sequence was a large number of seismic events, including destructive earthquakes, that occurred within a short time across a wide area (Fig. 1a, b) . The first earthquake occurred in Kumamoto Prefecture on April 14 at 21:26 with a magnitude of 6.5 and generated many aftershocks within a radius of approximately 10 km from the epicenter. On April 16 at 01:25, a M7.3 earthquake occurred near the epicenter of the first earthquake, causing extremely high seismicity within an approximately 120-km range across Kumamoto and Oita Prefectures.
The earthquake early warning (EEW) system operated by JMA for the general public since 2007 (Hoshiba et al. 2008) issued several "warnings" for the Kumamoto earthquake sequence. The JMA EEW system disseminates a warning for the general public in an effort to mitigate damage from incoming strong motion. Figure 1c shows the number of warnings issued for the Kumamoto earthquake sequence from April 14 to 30. The second and ninth highest daily numbers of warning issuances since 2007 were recorded on April on 16 and 14, respectively. During the Kumamoto earthquake sequence, the system continued to operate under some of the heaviest loading conditions yet observed. An investigation of the system performance under such severe conditions can provide valuable insight into the effectiveness of the method adopted by the current system.
JMA has recently begun developing new techniques to further improve its system performance. JMA plans to introduce the integrated particle filter (IPF) method (Tamaribuchi et al. 2014 ) to address over-predictions caused by hypocenter mislocation that results from multiple simultaneous earthquake events. The propagation of local undamped motion (PLUM) method is also scheduled to be implemented in order to minimize underpredictions for massive earthquakes with large rupture zones (Kodera et al. 2014) . It would be advantageous to analyze actual improvements achievable by these methods for the Kumamoto earthquake sequence because the spatial and temporal patterns of these earthquake occurrences significantly differ from those of past earthquakes.
In this study, we investigated the current system performance for the Kumamoto earthquake sequence, focusing on the cases where warnings were issued or where strong shaking was actually observed. In addition, we performed simulations using the IPF and PLUM methods for characteristic events and evaluated their effectiveness for the Kumamoto earthquake sequence. Analysis of the current JMA EEW system performance for the Kumamoto earthquake sequence
The current JMA EEW system predicts seismic intensities on the JMA scale based on hypocenter and magnitude estimations (e.g., Hoshiba 2014). The JMA seismic intensity is represented on a 10-level scale ranging from 0 to 7, where 5 and 6 each contain "upper" (5U and 6U) and "lower" (5L and 6L) subdivisions (JMA 1996) . A rough comparison of the JMA scale with the modified Mercalli intensity scale is shown in Fig. 2a . The system is operated mainly on the basis of JMA's strong-motion seismometer network of approximately 270 seismometers deployed at approximately 60-km intervals (Fig. 2b) throughout Japan. The system determines hypocenter locations and magnitudes using trigger data from these strong-motion seismometers. The system also uses approximately 800 high-sensitivity seismometers in Hi-net of the National Research Institute for Earth Science and Disaster Prevention (NIED) (Okada et al. 2004 ) (see Fig. 2b ). The system receives hypocenters estimated by Hi-net stations when the hypocenters are precisely determined. The system issues a warning when (1) the maximum predicted seismic intensity reaches ≥5L and (2-a) the system receives trigger data from at least two strong-motion seismometers or (2-b) the system receives trigger data from at least one strong-motion seismometer and a hypocenter estimated by Hi-net stations. In many cases, the time of warning issuance depends on the time of (1) and (2-a) since receiving hypocenters precisely estimated by Hi-net stations generally requires a relatively long time. A warning is issued according to a predefined area division that consists of 188 areas in total across Japan (Fig. 2c) . The initial warning area is defined as areas in which a seismic intensity of ≥4 is predicted at the time. The warning is updated when a seismic intensity of ≥5L is newly predicted for at least one area outside of the most recent warning area. The new warning area additionally incorporates areas with a current predicted seismic intensity of ≥4. Hoshiba et al. 2010) . b JMA strong-motion seismometers (red circles) and high-sensitivity seismometers in Hi-net of NIED (gray diamonds) incorporated by the current system. c Area division adopted in the current system (yellow areas). Case Nos.
(1) to (6) indicate the epicenter regions of earthquakes given in Tables 1 and 2 From April 14 to 19, the system issued warnings in 19 cases. For these cases, we calculated (1) prediction scores at the time of warning issuance to determine whether a warning was issued based on an accurate prediction result and (2) lapse times from the detection at the first triggered station to verify whether the system processed the observed data without delays. In addition, we investigated four cases in which seismic intensities of ≥5L were actually observed but no warning was issued, to determine whether the system missed or under-predicted strong motion.
The prediction score is defined as the proportion of areas in which the seismic intensity is predicted within a one-level error on the JMA scale among areas where the observed or predicted seismic intensity is ≥4. For instance, if areas A, B, and C have observed seismic intensities of 3, 4, and 5L, and the predicted seismic intensities are 5L (two-level error), 4 (no error), and 4 (one-level error), respectively, the prediction score is 66.7%. Since the system mainly targets large seismic intensities capable of causing serious damage, areas in which both the observed and predicted seismic intensities are less than 4 are excluded from the calculation.
Result 1: cases with a warning issued
We calculated prediction scores and lapse times for each of the 19 warning cases (Table 1 ) and compared them to the maximum observed seismic intensities (Fig. 3) . Twelve out of 19 cases had prediction scores of ≥85%, and the number with scores of <10% was 4 out of 19 (Fig. 3a) . Among the cases with a maximum observed intensity of ≥5L, 12 out of 14 had scores of ≥85% and 0 out of 14 had scores of <10%. The number of cases with lapse times of ≤10.0 s and ≤5.3 s was 16 and 12 out of 19, respectively (Fig. 3b) . Except for the cases with prediction scores of <10% and maximum seismic intensities of <4, the number of cases with lapse times of ≤10.0 s and ≤5.3 s was 13 and 11 out of 14, respectively.
For the M6.5 earthquake (No. 1 in Table 1 ), the system issued a warning with a prediction score of 100.0% at 3.8 s after detection (Fig. 4a) . The location error of the estimated epicenter was less than 10 km, and the estimated magnitude was equal to the actual magnitude. The warning area covered all the areas where the maximum observed seismic intensity was ≥4 (Fig. 4c) . The blind zone was a circular area with a 25-km radius. In the final prediction result by the system, the estimated hypocenter and magnitude were also nearly identical to the actual source parameters (Fig. 4b) .
For the M7.3 earthquake (No. 5 in Table 1 ), the system issued a warning with a prediction score of 45.7% at 3.9 s after detection ( Fig. 5a-1 ) and updated the warning with a prediction score of 97.4% at 8.6 s ( Fig. 5a-2) . At 3.9 s, the epicenter location was estimated with an error of less than 10 km and the estimated magnitude was 5.9. Although the magnitude was under-estimated, it was large enough to meet the criteria for a warning issuance. The first warning area covered the areas in which seismic intensities of ≥5U were observed (Fig. 5c ). The blind zone of the first warning was 26 km. At 8.6 s, the estimated magnitude rose to 6.9 and the predicted seismic intensities at the time satisfied the warning update condition. The second warning area covered all the areas with seismic intensities of ≥5L and most areas with seismic intensities of 4. In the final prediction result, the system estimated a seismic intensity of 7 (Fig. 5b ). Note that a M5.7 earthquake occurred at 32.3 s after the M7.3 earthquake, approximately 80 km away (see Fig. 5a -1) (JMA 2016) . This M5.7 event did not influence the hypocenter and magnitude estimations for the M7.3 earthquake; however, the system under-predicted a seismic intensity in the area of the M5.7 earthquake. The predicted seismic intensity for the area was 4, based on the estimate for the M7.3 earthquake. The observed seismic intensity was 6L, dominantly generated by strong motion from the M5.7 earthquake (Aoi 2016) .
Cases with prediction scores of <10% occurred due to the misclassification of trigger data derived from multiple simultaneous earthquakes. For example, in case No. 14, a M2.9 earthquake occurred at 11:29:00.3 in Kumamoto Prefecture and a M3.2 earthquake occurred at 11:28:57.5 in Oita Prefecture. The system predicted a seismic intensity of 7, estimating an offshore hypocenter with M6.9 (Fig. 6a) . However, the maximum observed seismic intensity was just 3 (Fig. 6b) . The classification algorithm based on arrival time in the system classified the trigger data from the M2.9 and M3.2 earthquakes into a single event because most stations were triggered by the M2.9 or M3.2 earthquake within 10 s of each other.
There were several cases in which the system issued a warning with a relatively low prediction score (between 10 and 85%) or required a relatively long lapse time (>10 s) for large earthquakes with an observed seismic intensity of ≥5L. In case No. 9, the prediction score was below 85% due to a minor error in the estimated epicenter location. In case No. 11, the prediction score was low at 22.2% because strong motion was localized such that the ground motion prediction equation did not fit the observed seismic intensity distribution. In case No. 2, the system issued a warning for the M5.8 earthquake at 21.2 s after detection. This was due to a lack of data from all the stations within an approximately 90-km radius from the epicenter. These stations were not triggered by the M5.8 earthquake because a M4.6 earthquake occurred in nearly the same location approximately 44 s before the M5.8 earthquake.
Table 1 Warnings from April 14 to 19 and corresponding data from the actual earthquakes
This table lists prediction results with issuance times, prediction scores, and lapse times for issued warnings (the "Warning" section) and information on the actual earthquakes that occurred at the time (the "Actual earthquake" section). In the "Warning" section, a case with more than one row indicates that a warning was updated at least once. A case with more than one row in the "Actual earthquake" section indicates that more than one earthquake occurred simultaneously. The epicenter locations are specified by the numbers shown in Fig. 2c . For case No. 12, the epicenter location and magnitude of the second earthquake have not been precisely determined (the location is roughly estimated to be (2) From April 14 to 30, 18 earthquakes generated a seismic intensity of ≥5L (JMA 2016), equal to the threshold of seismic intensity for warning issuance. The system did not issue warnings for four out of the 18 earthquakes. Table 2 lists information about the four earthquakes and their corresponding final prediction results. In each case, the system detected the earthquake occurrences and provided source parameter estimations, but warnings were not issued. This was because the predicted maximum seismic intensities did not reach 5L, rather than because the system completely missed the earthquakes.
In case Nos. 1-3, the system provided accurate hypocenter and magnitude estimations, although no warning was issued. The system did not satisfy the warning criteria owing to minor errors in the estimates. In case No. 4, the system under-predicted the maximum seismic intensity by a three-level error because the M4.5 earthquake generated very localized strong motion that was difficult for the system to detect. The maximum observed seismic intensity of 5U was recorded only at the station directly above the epicenter, while the seismic intensities at other stations were ≤3.
Discussion
Results 1 and 2 indicate that the system exhibited remarkable performance, especially for destructive earthquakes where a warning issuance was particularly desirable. According to result 1, the prediction scores were ≥85% in 12 out of the 14 cases in which the observed seismic intensity was ≥5L, and the lapse times were ≤5.3 s in 11 out of the 14 cases. This suggests that, for most of the large earthquakes, the system issued warnings with high accuracy and without lengthy delays. According to result 2, in the four cases where no warnings were issued, the system estimated accurate source parameters (Nos. 1-3) or predicted appropriate ground shaking except for the event where strong motion was very localized (No. 4). This indicates that the system did not miss or seriously under-predict strong motions for any large earthquake from April 14 to 30.
On the other hand, result 1 also reveals that the system has difficulty distinguishing between earthquakes that occur within a short distance and time of one another. Since the Tohoku-oki earthquake, JMA has continued to improve its algorithm for classifying trigger data (e.g., JMA 2012), which has allowed the system to distinguish multiple simultaneous earthquakes within a few hundred kilometers more robustly. However, in the Kumamoto earthquake sequence, several earthquakes occurred simultaneously within a very narrow range, which was difficult even for the improved system to effectively process. Some earthquakes simultaneously occurred within distances comparable to the spatial interval of the seismometer network. A trigger-data classification based only on arrival time differences appears to pose a fundamental obstacle for separating trigger data from multiple earthquakes within such short distances.
Although the system was required to process considerable earthquake data in a short period, it operated stably and successfully issued warnings for destructive inland earthquakes of the Kumamoto earthquake sequence. This implies that the method adopted by the current system will work effectively for similar destructive inland earthquakes that may occur in the future. At the same time, if the system continues to implement the current method, the trigger-data classification algorithm will need to be fundamentally improved.
Performance analysis of new techniques: simulations of IPF and PLUM methods
We evaluated the performance of two new techniques, the IPF and PLUM methods, for the Kumamoto earthquake sequence and simulated their prediction behavior for characteristic events.
The IPF method is a hypocenter estimation algorithm that uses a Bayesian estimation framework and a particle filter technique (Tamaribuchi et al. 2014 2014). The IPF method uses many types of observed data in addition to arrival time, such as velocity amplitude, not-yet-arrived data (Horiuchi et al. 2005) , and B-∆ (Odaka et al. 2003; Tsukada et al. 2004) , in its trigger-data classification and hypocenter determination. The IPF method is expected to distinguish and separately process multiple simultaneous earthquakes more robustly than the current method, which relies only on arrival time.
The PLUM method is a simple wavefield estimation algorithm derived from Hoshiba's (2013) method, which does not require source parameter determination (Kodera et al. 2014 where Ir pred is the predicted seismic intensity of a target point and Ir i (i = 1, 2, . . . , n) indicates real-time seismic intensities (Kunugi et al. 2013 ) observed at stations located within a distance of 30 km from the target point. Note that site amplification factors are taken into account in the actual calculation. The PLUM method is expected to stably estimate strong motion generated by very large earthquakes with wide rupture zones and is suited to the rapid detection of inland earthquakes. The PLUM method can operate with a denser seismic (1) Ir pred = max(Ir 1 , Ir 2 , . . . , Ir n ), network than that used by the current and IPF methods since it requires only observed real-time seismic intensities, which are available even from stations with a lower S/N ratio than the level required by the current and IPF methods. JMA plans to use approximately 400 additional strong-motion seismometers for the PLUM method (Fig. 7) in future operations.
We selected six cases for the simulations: Case Nos. 1 and 5 given in Table 1 were chosen to evaluate prediction accuracy and warning issuance rapidity for destructive inland earthquakes and case Nos. 10, 12, 14, and 17 were chosen to examine behaviors in multiple simultaneous earthquakes that could lead to over-prediction. The IPF method was carried out with the same trigger data Table 1 . b Final prediction result by the current system for case No. 5. c Actual seismic intensities observed in case No. 5. Definitions of colors, shading, and symbols are the same as in Fig. 4 from strong-motion stations that the current system actually received and processed. The IPF method did not use high-sensitivity seismometers in Hi-net. For the PLUM method, a dataset was created by calculating realtime seismic intensities from waveforms recorded during the events by the existing and additional strong-motion seismometers (approximately 670 points in total across Japan). The time window of the real-time seismic intensity was set to 5 s. In the PLUM method simulations, calculations were done at 1-s intervals and delays related to computation and data transmission were not taken into account.
Results
We calculated the prediction scores and warning issuance times for each of the six cases (Table 3) . For case Nos. 1 and 5, warnings were issued in both the IPF and PLUM method simulations. The initial issuance times for the IPF method were 0.4 s later in case No. 1 and 0.8 s later in No. 5 than those in the current method. Those for the PLUM method were 1.5-2.5 s faster in case No. 1 and 3.0-4.0 s faster in No. 5. Note that the issuance times for the PLUM method have an uncertainty of 1 s since the PLUM method was performed using 1-s intervals in the simulations. The prediction scores of the IPF method were comparable to those of the current method in case No. 1 and slightly lower in No. 5. For the PLUM method, prediction scores were lower in both case Nos. 1 and 5. For case Nos. 10, 12, 14, and 17, which the current method over-predicted, the IPF method issued no warnings except for case No. 10. The PLUM method issued no warnings for any case. Figure 8 shows the warning areas and predicted seismic intensities in the IPF and PLUM methods for case No. 1. The IPF method estimated an accurate hypocenter and magnitude when issuing a warning (Fig. 8a-1) . The IPF method issued a warning for nearly the same areas as the current method (see Fig. 4a ), with a blind zone of 26 km. In the final prediction result, the maximum predicted seismic intensity rose from 5U to 6U (Fig. 8a-2) , and the prediction score reached 100.0%. In the PLUM method, a warning was initially issued for the areas closest to the epicenter (Fig. 8b-1) . The blind zone at the initial issuance was 15-19 km. Eight seconds later, the PLUM method updated the warning and the surrounding areas were included in the warning area ( Fig. 8b-2 Fig. 6 a Warning area and prediction result for the warning issuance by the current system for case No. 14 in Table 1 . b Actual seismic intensities observed in case No. 14. Definitions of colors, shading, and symbols are the same as in Fig. 4 
Table 2 Major earthquakes with no warning issued and the corresponding final prediction results
This table lists the four cases from April 14 to 30 in which seismic intensities of ≥5L were actually observed but warnings were not issued by the system. The definitions of the epicenter locations are the same as in second (and final) warning area was much smaller than those in the current and IPF methods, it covered all areas with an observed seismic intensity of ≥5L (see Fig. 4c ).
In the final prediction result, the prediction score of the PLUM method was 95.2%. The PLUM method over-predicted a seismic intensity for the area to the southwest of the epicenter with a two-level error due to a mismatch in strong-motion attenuation (Fig. 8b-3 ). Figure 9 illustrates the warning areas and predicted seismic intensities in the IPF and PLUM methods for case No. 5. When the IPF method issued a warning, the estimated hypocenter was located very close to the correct position; however, the estimated magnitude was 2.0 units lower than the actual magnitude (Fig. 9a-1) . The blind zone was 29 km. All areas with an observed seismic intensity of ≥5L were included in the warning area (see Fig. 5c ), although the warning area in the IPF method was smaller than the final warning area in the current method (see Fig. 5a-2) . The estimated magnitude rose to 7.0 in the final prediction result, but the warning was not updated because a seismic intensity of ≥5L was not predicted outside of the warning area ( Fig. 9a-2) . The final prediction score was 97.4%. The IPF method under-predicted the seismic intensity in the area of the M5.7 earthquake, as did the current method. In the PLUM method, a warning was initially issued for the areas closest to the epicenter ( Fig. 9b-1 ). The blind zone was 9-14 km, which was much smaller than those in the current and IPF methods. The warning was later updated four times, as S-wave propagation continued (Fig. 9b-2-5) . The final warning area in the PLUM method was similar to that in the IPF method and covered all areas, except one, with a seismic intensity of ≥5L. In the final prediction result (Fig. 9b-6 ), the PLUM method predicted a seismic intensity of 7. Additionally, the strong motion generated by the M5.7 earthquake was also predicted. On the other hand, the mismatch in strong-motion attenuation resulted in over-prediction for several areas around the epicenters.
For cases involving multiple simultaneous earthquakes (Nos. 10, 12, 14, and 17), over-predicted warnings were not issued, except in the IPF method simulation for case No. 10. In case Nos. 12 and 17, the IPF method did not generate over-predictions and correctly isolated and individually processed trigger data from the multiple simultaneous earthquakes. This successful isolation resulted from the use of observed velocity amplitudes in classifying trigger data. In case Nos. 10 and 14, the IPF method failed to distinguish the trigger data because the earthquakes had very similar origin times and magnitudes; however, the IPF method reduced over-prediction effects relative to the current method. The hypocenter location estimates in the IPF method were closer to the actual locations than those in the current method, owing to the use of not-yet-arrived data in hypocenter determination. In case No. 10, the IPF method estimated a hypocenter located close to the station that observed the maximum displacement amplitude and calculated a magnitude of 5.8, which was 0.6 units lower than that in the current method. Although the IPF method ended up issuing an over-predicted warning, the number of warning areas was roughly half of that in the current method. In case No. 14, the IPF method estimated a hypocenter close to the M3.2 earthquake and the estimation result did not satisfy the warning criteria. In the PLUM method, no warning was issued for any of the cases because large real-time seismic intensities were not observed.
Discussion
The simulation results for case Nos. 1 and 5 indicate that the IPF method performs as well as the current method for destructive inland earthquakes. The IPF method successfully issued warnings for all areas affected by strong motion within a delay of <1 s, compared to the current method. The prediction score at the time of the warning issuance in case No. 5 was lower than that in the current method; however, the warning area was large enough to sufficiently cover all the areas struck by strong motion. The slight delays in warning issuance arose from a difference in the time of magnitude estimation, which can be improved by increasing the frequency of magnitude calculation.
The simulation results also reveal that the PLUM method is superior in initial warning issuance compared to the current method. In the PLUM method, the initial warning issuance times were 1.5-2. Fig. 4 stations that detected the strong motion were among the additional seismometers incorporated only in the PLUM method. The PLUM method seems to be effective at providing longer lead times for areas closest to an epicenter, where the strongest shaking is likely to be observed.
On the other hand, the PLUM method did not provide long lead times for the surrounding areas. According to the simulations for case Nos. 1 and 5, the warning areas of the PLUM method did not include the surrounding areas until the S-waves approached these areas. For the surrounding areas, the IPF method provides longer lead times than the PLUM method. The combined use of the IPF and PLUM methods would be more effective at maximizing the total lead times for all the areas, as mentioned by Kodera et al. (2014) .
Note that the PLUM method detected and predicted the strong motion produced by the M5.7 event in case No. 5. Prediction methods based on source parameter estimates would be unable to predict such strong motion, or even recognize such earthquake occurrence, because the waveform of the M5.7 event overlapped completely with that of the M7.3 event, and the STA/LTA trigger related to the M5.7 event did not function. This indicates that the PLUM method and other wavefield estimation approaches are needed for robust strong-motion prediction for intense seismic activities.
Both the IPF and PLUM methods exhibited better performance for the multiple simultaneous earthquakes that resulted in over-predicted warnings in the current method. In the IPF method, the classification algorithm using the observed velocity amplitude improved its ability to discriminate between earthquake occurrences. In addition, hypocenter determinations using not-yetarrived data enhanced the robustness of the source parameter estimates when the classification of trigger data was partially incorrect. Introducing many types of data other than arrival time seems to be a promising approach for minimizing over-predictions related to source parameter estimation. In the PLUM method, small multiple simultaneous earthquakes pose no serious problems since such earthquakes only generate small real-time seismic intensities not targeted by the PLUM method, which implies that the PLUM method is sufficiently robust for multiple simultaneous earthquakes.
Further enhancements in the performance of the IPF and PLUM methods appear to be possible by incorporating more observational facilities into the system. According to the PLUM method simulations, the size of the blind zone strongly depends on the density of the incorporated seismic network. The size of a blind zone would be further reduced if real-time seismic intensities are available from a denser seismic network (e.g., a lowcost sensor network). The PLUM method may have less difficulty incorporating low-cost sensors since the algorithm it uses is very simple and requires only real-time seismic intensities. In the IPF method, a denser seismic network may further improve the ability of trigger-data discrimination, enabling the IPF method to recognize the spatial distribution of velocity amplitude with a higher resolution.
The IPF and PLUM method simulations indicate that these new methods are superior to the current method and that introducing these methods would further improve the performance of the JMA EEW system for the Kumamoto earthquake sequence, although the current method itself exhibited excellent performance. To more effectively mitigate damage from impending destructive inland earthquakes in the future, the IPF and PLUM methods should be implemented and operated in the actual system.
Conclusions
We evaluated the current JMA EEW system performance for cases with warnings issued from April 14 to 19 and those in which a seismic intensity of ≥5L was actually observed but no warning was issued from April 14 to 30. The analysis of cases with warnings revealed that the system issued warnings with high accuracy and without lengthy delays for most of the large earthquakes in the Kumamoto earthquake sequence. Among the 14 cases where the observed seismic intensity was ≥5L, warnings with a prediction score of ≥85% were issued in 12 cases and those with a lapse time of ≤5.3 s were issued in 11 cases. The analysis of the cases in which no warning was issued demonstrated that the system did not miss or seriously under-predict strong motion for any large earthquake from April 14 to 30. These results indicate that the method adopted by the current system has the ability to operate stably and successfully issue warnings for destructive inland earthquakes even under conditions of extremely heavy loading. On the other hand, the analysis of cases with warnings also reveals that the current system has difficulties in separating trigger data from multiple earthquakes occurring within short distances and times. There were four cases of warnings with a prediction accuracy of <10%, which resulted from hypocenter mislocations due to incorrect classification of trigger data from multiple simultaneous earthquakes.
We simulated the behavior of the IPF and PLUM methods for the M6.5 and M7.3 earthquakes and for multiple simultaneous earthquakes that produced over-predicted warnings in the current system. The IPF method exhibited high performance for the M6.5 and M7.3 earthquakes, as did the current method. For multiple simultaneous earthquakes, the IPF method did not issue over-predicted warnings in 3 out of the 4 cases. The PLUM method initially issued warnings 1.5-2.5 s earlier than the current method for the M6.5 earthquake and 3.0-4.0 s earlier for the M7.3 earthquake, due to the use of a denser seismic network. The PLUM method did not result in over-predictions for the multiple simultaneous earthquakes because large real-time seismic intensities were not observed. These results indicate that the IPF and PLUM methods are superior to the current method and that implementing these methods in the actual system would lead to further improvements in the system performance and more effective damage mitigation of impending destructive inland earthquakes in the future.
