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Abstract- Hyperspectral data has rich spectrum information, strong correlation between bands and 
high data redundancy. Feature band extraction of hyperspectral data is a prerequisite and an important 
basis for the subsequent study of classification and target recognition. Deep belief network is a kind of 
deep learning model, the paper proposed a deep belief network to realize the characteristics band 
extraction of hyperspectral data, and use the advantages of unsupervised and supervised learning of 
deep belief network, and to extract feature bands of spectral data from low level to high-level gradually. 
The extracted feature band has a stronger discriminant performance, so that it can better to classify 
hyperspectral data. Finally, the AVIRIS data is used to extract the feature band, and the SVM classifier 
is used to classify the data, which verifies the effectiveness of the method. 
 
Index terms: Hyperspectral, Feature extraction, Deep learning, Deep belief network, Restricted boltzman 
machines 
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I. INTRODUCTION 
 
Hyperspectral image consists of a number of narrow and continuous spectrum, and it includes a 
wealth of detailed spectral characteristics of the objects, and can characterize features of the 
object by the spectral properties and geometry aspects. Hyperspectral data is composed by a large 
number of high-dimensional spectral data, has good correlation between bands and high 
information redundancy, and the spectral data has non-linear characteristics, the spectral analysis 
process vulnerable to "Hughes" phenomena influence [1,2], so a good performance multi-spectral 
analysis algorithm becomes impractical or low efficiency in high spectral analysis. In order to 
take full advantage of high-dimensional spectral characteristics as well as to reduce the data 
redundancy caused by complex calculations, we must reduce the hyperspectral image data 
dimensionality, and find more effective low-dimensional features to express the original high-
dimensional data, meanwhile improve spectral image classification recognition accuracy. 
Scholars for hyperspectral image data dimensionality reduction algorithm has been a lot of 
research, and achieved certain results. These methods are mainly divided into feature selection 
and feature extraction two kinds methods, the feature selection method is to select several band 
for subsequent processing by the algorithm directly from the original band, the feature extraction 
method is to transform a high-dimensional spectral space to a low-dimensional feature space 
through an algorithm, and maintain the original characteristics of spectral data. Classic 
hyperspectral dimensionality reduction methods are Principal Component Analysis (PCA) [3] 
and Linear Discriminant Analysis (LDA) [4]. Studies suggest that the linear PCA dimension 
reduction method abandoned property details of the spectral dimension, the result of 
dimensionality reduction of hyperspectral is same to multi-spectral image, and lost the original 
hyperspectral information, is not optimal method[3,5-6]. Thus, in recent years the research with 
nonlinear dimensionality reduction algorithms have become focuses, and include transformation 
based on kernel method and Manifold Learning algorithm. The kernel principal component 
analysis (Kernel PCA, KPCA) [7] and Kernel Discriminant Analysis (KLDA) [8] are 
representative kernel method. The manifold learning algorithms applied to hyperspectral image 
dimensionality reduction mainly include local linear embedding (LLE), isometric mapping 
(Isomap), Laplacian Eigenmaps (LE), local tangent space alignment(LTSA) [9-12] and so on. 
However, manifold learning algorithms are unsupervised dimensionality reduction methods, and 
they are difficult to improve the results of following analysis naturally. 
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The deep structure learning model can extract the characteristic data of the expressive power 
from the original data through the design of the deep structure, which has attracted more and 
more attention of scholars both at home and abroad in recent years in recent years. Deep belief 
network (DBN) is a kind of deep learning model, it proposed by Hinton in 2006 [13], the DBN 
model simulate the organization structure of the depth brain, and learn abstraction characteristics 
at different levels through a bottom-up automatic method, and obtain the nonlinear feature 
description of analyzing objects. DBN combines the advantages of unsupervised learning and 
supervised learning, and it is an automatic extraction process without artificial selection. In 2006, 
Hinton and others [14] proposed using DBN to achieve nonlinear high dimensional data 
dimension reduction and classification, and triggered a wave of study of deep learning. Since 
then, deep learning as a new research direction of machine learning, has achieved great success in 
the [15-18] image, voice, text classification and pattern recognition etc. The study [19] proposed 
using DBN for aerial remote sensing image of road detection, and applied deep learning model to 
the field of spectral data analysis. 
Depth network can fully exploit the relationship between hyperspectral image data, can get the 
deep relationship between the data, and can be used to establish a robust target feature extraction 
and classification recognition method. This paper attempts to apply the deep belief network to 
proceed the hyperspectral image data, combining with the inherent characteristics of 
hyperspectral image data, to explore hyperspectral image information processing method using 
deep learning method, with a view to hyperspectral image data nonlinear feature extraction is 
introduced a new method, and hope to introduce new methods for non-linear feature extraction 
for the hyperspectral image data. 
 
II. DEEP BELIEF NETWORK MODEL 
 
Hinton proposed deep learning model based on multilayer restricted Boltzmann machine with the 
energy function [20-22], the model is composed with multilayer structure from the bottom layer 
to the top layer [14]. Hidden layers of the DBN model are obtained through the weight and bias 
calculations, and the top-level units normalize output value to the probability using softmax 
activation function, finally the DBN gets the nonlinear mapping of the input data and the labeled 
data, and the algorithm regards the deep neural network as a binding of multilayer RBM [13]. 
The DBN model is a multi-layered learning model and can be trained by unsupervised and tuned 
by supervised and shown in Figure 1. 
INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 9, NO. 4, DECEMBER 2016 
1994 
 
 
Figure 1.  structure of DBN model 
 
The DBN model uses the Wake-Sleep algorithm thinking [23], and the whole process is divided 
into pre-training and fine-tuning two stages. The DBN trains data for next layer in accordance 
with the bottom-up order in pre-training, and gets better performance weights through step by 
step learning. In fine-tuning, the DBN model regards the original training data as the supervised 
data, the pre-trained weight as the initial value, using gradient decreased algorithm and the back-
propagation algorithm, to fine-tune the DBN according to the top-down sequence, and make 
DBN model achieve the optimal. Since the two stages of the whole process of DBN are linear in 
time and space complexity, therefore during training large quantities of data, DBN model is very 
effective. 
a. Restricted Boltzmann Machine 
Restricted Boltzmann Machine (RBM) is composed with a visible layer and a hidden layer, and 
the hidden layer is a feature detector, the RBM is shown in Figure 2. The nodes of the visible 
layer and the hidden layer of DBN are connected with each other, and the nodes the visible layer 
and the hidden layer are not connected with each other, so that the value of the same layer will 
not affect the probability distribution of each other. 
 
Figure 2. structure of RBM model 
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Assuming a RBM has n visible units and m hidden units, i represents the i-th visible unit, j 
represents the j-th hidden layer unit, vi represents the i-th visible unit state, hj represents the j-th 
hidden layer unit state, The energy function of the combined configuration of RBM is defined as 
the formula (1). 
,
( , | ) i j ij i i j ji j i jE v h v h w v a h b                               （1） 
Among them, 
( , , )i j ija b w  is the RBM model parameter, ij
w
is the connection weight between 
the visible layer unit i and the hidden layer unit j, i
a
 is the bias of the visible layer unit i, and j
b
 
is the bias of the hidden layer unit j. Assuming the ( , )v h satisfies the Boltzmann distribution, and 
bases on the energy function ( , | )E v h  , the joint probability distribution of a configuration is 
obtained by ( , )P v h  formula (2), 
( , | )
( , | )
( )
E v he
P v h
Z





                                                               （2） 
Among them, Z is the partition function, also known as the normalization factor, 
( , | )
,
( ) E v h
v h
Z e  
. 
Because the RBM is a two part graph model, In the case of the visible layer unit v, the 
independent units in the hidden layer h satisfy the formula (3), 
1 2( | , ) ( | , ) ( | , ) ( | , )np h v p h v p h v p h v                   （3） 
Similarly, the visible layer units satisfies the formula (4), 
1 2( | , ) ( | , ) ( | , ) ( | , )np v h p v h p v h p v h                   （4） 
Therefore, when the RBM model input is the visible layer v, the hidden layer h is obtained by 
calculating the ( | , )p h v  , and then the visible layer is reconstructed by ( | , )p v h  . DBN model 
fines tune the parameters through the BP algorithm, so that the reconstruction of the visible 
similar to visible layer v, and the hidden layer unit h is the characteristics data of the input unit of 
visible layer. 
Because there is no relationship between the pre-training process of RBM and dimensions of data, 
so the characteristics can be used to the effective projection of high-dimensional data, which is 
the reason why the DBN model is used to extract the feature bands of hyperspectral data. 
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b. Contrast Divergence Gradient Approximation 
The activation probability formula (5) of hidden layer unit j is known when the input state of the 
visible unit is given by the structure of connection between layers and connectionless inter-layer 
of RBM. 
( 1| , ) ( )j j i ij
i
p h v b v w   
                                 （5） 
Among them, 
1
1 exp( )x
 
   is the sigmoid activation function. On the contrary, when the state 
of the hidden layer unit is given, the activation probability of the visible layer unit i is the formula 
(6), 
( 1| , ) ( )i i j ij
j
p v h a h w   
                                 （6） 
RBM training goal is to get
( , , )i j ija b w  , and make the joint probability distribution ( , )P v h  
maximum [24], and achieve the purpose of fitting the given training data. Parameter   can be got 
by maximizing the log likelihood function learning of the RBM in the training set, but the joint 
probability distribution ( , | )P v h   of visible layer unit v and hidden layer unit h is difficult to 
obtain, and can get approximation by Gibbs sampling [25]. In 2002, Hinton presented contrasting 
divergence (CD) algorithm to achieve RBM fast learning [26].The formula (5) is used to 
calculate the binary state of the hidden layer unit, and to determine the characteristic data retained 
in the hidden layer. The formula (6) is used to determine the probability of 1 of the visible layer, 
and then to obtain a reconstruction of the visible layer. The RBM parameters are updated by 
maximize the log likelihood function of stochastic gradient ascent method with reconstruction 
data of visible layer and the original visible layer data, the main basis of the weights updating is 
the correlation difference between the hidden layer activation unit and the visual layer inputs, as 
in equation (7-9). 
( )new oldij ij i j data i j reconw w v h v h                          （7） 
( )new oldi i i data i recona a v v                                   （8） 
( )new oldj j j data j reconb b h h                                  （9） 
Among them,   is learning rate of pre-trained, data

 is the average value defined by  the 
distribution of training data set, recon

 is a replacement of expect value of elmod

 calculated 
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with contrastive divergence algorithm proposed by Hinton, and recon

 is result of 1-step Gibbs 
sampling or average obtained by repeating Gibbs sampling. The contrasting divergence algorithm 
makes it run only a small amount of Gibbs sampling to achieve weight updating, thereby 
speeding up the training process. 
c. Fine-tuning of DBN model  
Seen from the above RBM training process, the function of getting recon

 is Differentiable 
function using contrasting divergence algorithm in RBM, therefore, DBN model calculate error 
of gradient using back-propagation algorithm with the labeled data and regard squared error as 
the cost function, fine tune the model parameters, and achieve optimizing the DBN model role. 
The square error is calculated as the formula (10), 
1
( )
2
n m
ij ij
i j
C d y 
                                         （10） 
Among them, d is expected to output, y is the results got with contrasting divergence algorithm of 
the RBM, n is the number of data samples for training, m is the number of output units. 
According to the gradient descent algorithm, the RBM parameter change is calculated as the 
formula (11), 
C
 


  
                                                        （11） 
Among them,  is the learning rate, the formula (11) is transformed to formula (12) using 
SoftMax regression model to calculate and obtain  , 
( )
n
ij pi pi pj
p
d y y   
                                     （12） 
In comparison, the shallow layer neural network is easy to fall into local minimum because of the 
initial value of parameter setting. At the same time, in the DBN model, because more reasonable 
initial values are found in the pre-training process, it is better to use the back propagation 
algorithm to fine tune the parameters. BP algorithm in DBN model requires only a local search 
for the weight parameter space, training is speeded up, and the convergence time is also less. 
 
III. EXPERIMENTAL DATA AND PARAMETER SETTING 
 
a. experimental data and preparation 
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In order to verify the effectiveness of the DBN deep learning model implementing hyperspectral 
data dimensionality reduction, in this paper the AVIRIS hyperspectral original image 
experiments were carried out, and the image was taken from the northwestern Indiana India Pine 
remote sensing experiment area in June 1992 shooting. The original image has 220 bands, and 
the wavelength range is 400 ~ 2500nm, spectral resolution is 10nm, the image size is 145 * 145 
pixels and a pixel depth is 16 bits, spatial resolution is 3.7m. The data set consists of 16 ground 
truths, the paper uses the 50, 27 and 17 bands spectral image to make the R, G, B false color 
image, and the false color image of Indian Pine is shown in Figure 3.The spectral data of 16 kinds 
of ground truth are used as the sample set, and the true value of the sample set is shown in Figure 
4. 
                                                     
Figure 3. Original Indian Pine Hyperspectral Image  Figure 4. Indian Pine Ground Truth Graph 
 
The experimental sample set is shown in table 1. 
 
Table 1: Indian Pine Sample Set 
 
# Ground truth Sample 
size 
# Ground truth Sample 
size 
1 Alfalfa 46 9 Oats 20 
2 Corn-notill 1428 10 Soybean-notill 972 
3 Corn-mintill 830 11 Soybean-mintill 2455 
4 Corn 237 12 Soybean-clean 593 
5 Grass-pasture 483 13 Wheat 205 
6 Grass-trees 730 14 Woods 1265 
7 Grass-pasture-mowed 28 15 Buildings-Grass-Trees-Drives 386 
8 Hay-windrowed 478 16 Stone-Steel-Towers 93 
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The water vapor absorption bands, ozone effects bands, and low SNR bands are removed from 
image in this experiment, and noise ratio relatively high bands are retained to constitute the data 
set.  
The 145*145*200 hyperspectral data set after pretreatment reformed  21025*200 two-
dimensional data set through one-dimensional spectral data vectorization, the columns of the 
two-dimensional data set are 200 spectral bands, and seen as variables for feature extraction  of 
hyperspectral image, and the rows values of the two-dimensional data set are hyperspectral data 
of the image. 
b. experimental parameter setting 
In this paper, we use matlab2015b language to achieve hyperspectral data feature extraction 
algorithm, the algorithm is debugged and run in the ThinkStation Lenovo image processing 
workstation, the operating system is Win 7. The DBN model parameters for achieving spectral 
data feature extraction are shown in table 2.  
 
Table 2: DBN Model Parameter for Our Experiment 
 
Parameters Values 
Number of batches 1 
Number of nodes in input layer 200 
Pre-training epoch 50 
Learning rate for weights 0.001 
Learning rate for biases of visible units 0.001 
Learning rate for biases of hidden units 0.001 
Weight of cost 0.0002 
Initial momentum 0.5 
Final momentum 0.9 
Fine-tuning epoch 200 
 
After removal of the low SNR band, the remaining 200 bands of the Indian pine data do for the 
experimental data, in order to achieve the purpose of extraction feature bands, the DBN model 
input layer nodes is 200, with the same number of spectral bands. 
In this paper, the batch number of the input of the DBN model is set to 1, and the model 
parameters are updated by the way of online learning. 
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Due to the DBN model the training process, if the learning rate is too large, the DBN will lead to 
a rapid increase in reconstruction error, abnormal weight will become larger, therefore the 
initialization learning rate of the connection weights is set to 0.001. 
If the learning rate is too large in model training process, the DBN model will not be stable, the 
stability of the model can be increased by setting a small learning rate, but the speed of 
convergence will be slow. In order to increase the stability of the DBN model, this paper 
proposes to use the momentum to realize updating the parameters, and achieves increasing the 
stability of the DBN model. The initial learning momentum is 0.5 in this paper experiments, and 
the momentum is 0.9 when the reconstruction error is stable. The updating of the momentum of 
the model is shown in Formula (13), 
)( recondata
old
ij
new
ij p                            （13） 
The momentum learning rate p  is increased based on the formula (7), (8), (9), and the range of 
the value of p  is [0.5, 0.9]. 
RBM is the core of the model of DBN deep structure, and the accuracy of its training results 
increases with the increasing of the number of layers, but too much RBM layers will lead to 
overfitting to the whole DBN model in the training process. In order to avoid overfitting, the 
method is to increase the penalty in the process of updating the weight parameter ij
w
. In this 
paper experiments, the weight of the penalty is updating as the formula (14), 
  
old
ijrecondata
old
ij
new
ij wpww   )(                 （14） 
Among them,   is the punishment coefficient, as shown in Table 1, the value is 0.0002. 
During the experiment, the number of pre-training iteration of each RBM is 50 times, and the 
iteration number of the fine-tuning of DBN model is 200 times. 
 
IV.  ANALYSES OF THE RESULTS 
 
The DBN model trains each layer RBM of it through unsupervised training methods firstly, and 
implements feature points of the sample data mapping to different feature spaces, as far as 
possible retaining the characteristic information of the original data. After that the supervised 
learning method used to train the whole network, and the DBN model parameters are optimized. 
In the process of calculation, the error caused by the unsupervised or supervised process will 
affect the final result of the model. The RBM is the core of the DBN model, different number of 
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RBM layers result in different model error. At present, there is no sound theoretical basis for 
selection of the RBM layer number of DBN model, and most of the researches about the depth of 
RBM selection were proposed by the prior knowledge [27, 28], it is difficult to give full play the 
advantages of deep DBN model. The paper [29] made it clear to the DBN deep model, an 
increasing the number of RBM layers can improve DBN model capabilities, but too more RBM 
layers will lead to a decline in DBN model overall generalization ability [30], DBN model 
structure should be specific research issues. 
a. The influence of RBM layers 
In this paper, the optimal network structure of the DBN model identified after much 
experimenting. To reduce the influence of non-related parameters on the training results, the 
influence of RBM layer on the results of DBN model is studied by assuming each hidden layer 
having the same number of nodes. In the experiment, the number of RBM layer of the DBN 
model is set to 1 layer to 7 layers corresponding to seven kinds of DBN structure model. The 
hidden layer units are 600 each structure, and the output layer units are 5, that is, after DBN 
dimension reduction, 5 characteristic bands are generated. 
Hinton proposed the reconstruction error to evaluate the DBN model in the literature [25]. The 
reconstruction error is different between original data and the mapping results obtained by the 
RBM training input data, and the training data is used as the initial state (typically assessed by a 
two-norm or norm). Reconstruction error can reflect to some extent the likelihood of the training 
data and the original data, but it is not entirely reliable [25]. Therefore, in this paper, a number of 
experimental methods are used to analyze the influence of RBM layer on the DBN model, in 
which the RBM structures are set from 1 layer to 7 layers, and repeat the experiment 5 times for 
each structure. Figure 5 is characterized by obtaining different depth reconstruction error of 
reconstruction results of DBN model feature data and the original data. 
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Figure 5. Reconstruction error with different depths of DBN 
 
Figure 5 shows, when the RBM in DBN model had 1 layer, the reconstruction error was 
maximum, reached 0.5, the results of the 5 experiments did not differ much, The DBN model of 
1 layer RBM is relatively stable, but the reconstruction errors were larger. The layer number of 
RBM in DBN model was 4, the reconstruction error was minimum, was 0.072, and the results 
gaps between the 5 experiment was small, which indicated that the reconstruction error of 4 
RBMs in DBN model was minimum, and the model was most stable. The reconstruction error of 
the DBN model is gradually increasing from 5 RBM layers, and the results gaps between the 5 
experiments were bigger, which indicated that the generalization ability of the DBN model 
beginning to decline from 5 layers, the over fitting phenomenon occurred, and DBN model began 
to become unstable. Therefore, the RBM layer number in the DBN model has great influence on 
the nonlinear low-dimensional projection of high-dimensional data, and the suitable RBM 
dimensions can improve the generalization ability of the DBN model. 
Figure 6 is the reconstruction error of one of 5 experiments of bottom layer RBM of different 
depths DBN model. 
 
Figure 6. Reconstruction error with the bottom layer of different depths of DBN 
 
From Figure 6 shows that with 1 RBM layer, and 50 times iterative training, the reconstruction 
error of underlying RBM decreased gradually from 0.11, finally reaches 0.008, and the 
reconstruction error changed relatively smooth in whole training process, which indicates that the 
training process of the RBM is relatively stable throughout. When the RBM layer number 
changed from 2 to 7, and iterative number was 50 times in  training process, the reconstruction 
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error of underlying RBM reduced from 0.005 to 0.0004, initial training error is smaller than 1 
RBM layer and the number of iterations reached 45, the reconstruction error tended to be stable, 
but the reconstruction error change is not smooth in whole training process, which indicates that 
the underlying RBM was instable in the training process, did not reach the best state,  and needs 
to increase the number of RBM. 
 
Figure 7. Reconstruction error with the top layer of different depths of DBN 
 
Figure 7 shows the reconstruction error curve of top-level layers of different RBM layers in 
training process. Seen from the chart, the reconstruction error of top-level layer RBM decreased 
in the training process, and the reconstruction error curves were relatively smooth, which 
indicates that the model will tend to be stable in the top-level layer RBM in different depth DBN 
model. However, the reconstruction error is relatively large when the start of training for each top 
-level RBM, which was due to the initial weights are randomly set, so the reconstruction error is 
relatively large at beginning of trainings. Therefore, it is worth further research on how to 
initialize each layer of RBM, which is helpful to improve the overall performance of the model. 
b. The influence of the hidden layer units 
The paper [30] pointed out that different hidden layer unit number have a significant impact on 
the dimensionality reduction performance of the entire DBN network, when the hidden layer unit 
size is too small, connections between neurons correspond less, and not enough to extract the 
classification of relevant information, and the number of hidden layer units is too much also 
easily lead to over fitting problem. Hyperspectral data is highly redundant data, and the hidden 
layer can be set a little bit of units. In the experiment, the number of RBM layers was 4, the 
number of each hidden layer units was [600, 400, 200, 100, 50, 5], and the other parameters are 
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fixed. For 600 hidden layer units, the deep structure of DBN is 200-600-600-600-5, 5 is the true 
dimension of the hyperspectral data through features after extraction. As can be seen from figure 
8, when the number of unit in the hidden layer is 100, the reconstruction error of the DBN model 
is the smallest, but the operation cost is a little bit longer. 
 
Figure 8. Reconstruction error and computation time of different number of nodes in hidden layer 
 
In order to verify the validity the effectiveness of using DBN model to extract the feature of 
hyperspectral data. In this paper, the result of the feature extraction with different hidden layer 
unit size of DBN model were used as the input of SVM classifier[31,32], and the indina pine 
hyperspectral data was used to classify. The SVM algorithm used the open source tool LibSVM 
as multi-classifier, and used the Gauss RBF kernel function as SVM kernel function. Penalty 
coefficient C and the intervals are two parameters RBF kernel function must be set, use the grid 
search method of cross-validation to determine in experiments. 
Figure 9 is the classification results obtained by setting the penalty coefficient of Gauss RBF 
kernel function C=50 and  =0.2 with different units in the hidden layer in several experiments.  
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Figure 9. Classification accuracy of different number of nodes in hidden layer 
 
It is easy to see that the DBN model in the deep structure of 200-100-100-100-5, the 
classification of the overall accuracy (OA) and the Kappa coefficient is the largest. The overall 
accuracy (OA) and the Kappa coefficient of is the second when the number of hidden layer units 
is 200. Table 3 for the hidden layer node number is 100, the SVM classification results of the 
confusion matrix. 
Table 3 shows the classification confusion matrix using SVM as classifier when hidden layer 
units are 100. 
 
Table 3: Confusion matrix of classification results for 100 hidden layer nodes 
 
Class 
Ground-truth 
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15 #16 
#1 42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
#2 0 1057 0 6 0 0 0 0 0 13 0 0 0 0 0 5 
#3 0 21 731 0 0 0 0 0 0 0 0 0 0 0 0 0 
#4 0 84 9 214 8 0 0 0 0 44 37 14 0 41 0 0 
#5 0 53 0 0 435 36 0 2 0 0 0 0 0 45 2 0 
#6 1 0 0 2 0 567 0 4 2 0 36 1 4 68 0 0 
#7 0 0 0 0 3 0 26 7 0 12 68 0 0 0 0 0 
#8 3 52 0 0 7 32 2 413 0 2 23 0 0 7 11 0 
#9 0 0 0 0 27 13 0 25 15 0 80 21 13 0 16 0 
#10 0 68 37 0 0 0 0 24 0 851 0 41 0 13 0 2 
#11 0 20 30 0 1 0 0 3 0 0 1963 0 0 57 12 2 
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#12 0 52 23 12 2 47 0 0 0 0 123 516 0 0 0 0 
#13 0 21 0 2 0 0 0 0 3 32 74 0 186 0 0 0 
#14 0 0 0 0 0 35 0 0 0 0 51 0 0 1034 0 0 
#15 0 0 0 1 0 0 0 0 0 18 0 0 2 0 345 0 
#16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 84 
Total 46 1428 830 237 483 730 28 478 20 972 2455 593 205 1265 386 93 
Accuracy 0.91 0.74 0.88 0.90 0.90 0.78 0.93 0.86 0.75 0.88 0.80 0.87 0.90 0.82 0.89 0.90 
In this paper, the DBN model is used to extract the feature bands of hyperspectral data, and used 
the SVM algorithm to classify in low dimension feature space, and got good classification result 
finally, which stated that the inherent law of hyperspectral data were better explored by multi-
layer RBM in DBN through unsupervised learning and supervised fine-tuning, made a good 
foundation for the latter to effectively classify and identify. 
 
V. CONCLUSIONS 
 
Hyperspectral data dimensionality reduction is the first step in hyperspectral image analysis and 
application, and is an important means to obtain spectral information. In this paper, a new method 
based on depth learning model, DBN model, is proposed to extract the hyperspectral data. 
Compared with the traditional BP neural network, the DBN is adopted based on statistical 
methods, through combination low-level features of the data sample, forms more high-level 
abstraction represents of feature, and can discover the real relationship of the bands, and can get 
more accurate description of spectral space, and avoid the uncertainty of traditional neural 
networks applied to hyperspectral data.  
In this model, each RBM of the DBN model is trained by unsupervised method, and the 
parameters of DBN model are obtained, then the BP network is used to optimize the parameters, 
and makes the DBN model to achieve the best, and finally the SVM classifier is used to achieve 
data classification. Through the experiment finds that the DBN deep structure model has strong 
scalability, if RBM layers number of the model is too little, the DBN model expression ability is 
insufficient, but over more RBM layers will make the model produce the phenomenon of over 
fitting, and proper DBN model structure can help to improve the accuracy of classification and 
recognition of hyperspectral data. 
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