A statistical quantization model is used to analyse the eects of quantization when digital technique is used to implement a real-valued feedforward multi-layer neural network. In this process, we introduce a parameter that we call \eective non-linearity coecient" which is important in the study of the quantization eects. We develop, as function of the quantization parameters, general statistical formulations of the performance degradation of the neural network caused by quantization. Our formulation predicts (as intuitively one may think) that network's performance degradation gets worse when the number of bits is decreased; a change of the number of hidden units in a layer has no eect on the degradation; for a constant \eective non-linearity coecient" and number of bits, an increase in the number of layers leads to worse performance degradation of the network; the number of bits in successive layers can be reduced if the neurons of the lower layer are non-linear.
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I. Introduction
One of the rst problems in the hardware implementation of articial neural networks is to determine how many bits are necessary to represent physical states, parameters and variables, to ensure certain learning and generalization performance.
In the analysis of the eects of quantization on learning and generalisation, one of the complications is the non-linear transfer functions commonly used to represent neurons. Assumptions on the distributions of the neuron responses are necessary to relate quantization widths in dierent layers.
Not much work has been done in this area, although eorts that may be of interest, for example, are those that target the determination of a relationship between the number of hidden units, the number of hidden layers and the learning and generalisation capability of a network [1] .
In this paper we use statistical models to represent the quantized values of weights and neurons a feedforward multi-layerneural network, and given some assumptions on their distributions, we investigate a relationship between bit-resolution, number of hidden units and layers, and the performance degradation of the network. The paper is structured as follows. In Section II. we dene our statistical model and some terminology. Section III. develops for a three layer network the relationships between inputs and outputs, based on our statistical models. The assumptions on the neural network are stated. We also introduce in this section the \eective non-linearity coecient" which plays an important role in the understanding of the role of non-linear units on bit-resolution. In Section IV. we reveal and analyse the relationship between bit-resolution, network architecture and the performance degradation of the network. Finally, in Section V. we present some conclusions.
II.
Statistical Model of
Quantization
The eects of quantization can be approached in many ways. For complex systems, the statistical model is a convenient method. The idea is that a quantized signal can be represented by the original signal plus a quantization error (noise), e(n). We make the following assumptions: e(n) is a stationary random process; e(n) is independent of the signal; e(n) is a white noise; 1 is the quantization width, e(n) is uniformly distributed in [01;1], thus, the mean is zero and the variance is 1 2 =12 denoted by 2 1 . This model does not give correct results in the case when the signal is highly self-correlated [2] .
In the following Efzg represents the expectation of z and 2 z denotes the variance of z. 1 III.
Effects of Quantization

A. First Hidden Layer
In the following, x 0 k is the input signal from input node k, w 0 ik is the weight connecting node k in the input layer and node i in the rst hidden layer, y 0 i is the input of node i while x 1 i is the output: 
In-between 01 1 2 N01 x < 01 1 2 N01 1 1 and N are quantization width and number of bits respectively in the quantization of the outputs of the rst hidden layer and the weights between the rst and the second hidden layers.
We dene the \eective non-linearity coecient" of the nodes in the rst hidden layer as follows: 
Since neural networks are generally non-linear, E 1 is greater than unity. Now we can derive the distribution of x 1 i . The probability density of x 1 i in (01 1 h is the input signal from the second layer, w 2 ih is the weight connecting node h in the second layer and node i in the third layer, y 2 i is the input of node i in the third layer and x 3 i is its output. Following the similar assumptions made above we can generalize the above analysis to higher hidden layers. For the nth hidden layer, y n01 i is the input of node i, K n is the number of nodes, E n is the \eective non-linearity coecient", and 1 n01 and N are the quantization width and the number of bits in the quantization of the outputs of the (n0 1)th hidden layer and the weights between the (n0 1)th and the nth hidden layers, we have: 
First we consider the case where the second layer is the output layer. we assume 1y 1 i has an uniform distribution in [0maxj1y 1 i j; maxj1y 1 i j], the output nodes of the network are assumed to have the function of: y = f (x) = 1 x > 0 01 x < 0 Now we can calculate the probability P f 2 that an output node gives a wrong output because of the quantization noise: (47) and (48) it is clear that increasing the number of bits results in the improvement of signal to noise ratios and the ratio is independent of the number of nodes in each layer. This means that if we change the number of nodes in a layer the signal to quantization noise ratio in the output of the layer remains the same, although the network's performance may or may not degrade.
Then, is it necessary for all the layers to have the same number of bits? Let us consider the second layer. Suppose we use M bits to represent the output of the rst hidden layer, then equation (13) , which means that the power of newly introduced noise in the output of the rst hidden layer is the same as the power of the original noise in the input (this is requirement is commonly used in signal processing systems), then Since E 1 > 1, N < M . The greater E 1 is, the more M is less than N . The reason is: as E 1 increases, less unprocessed information is passed to the second layer, so less bits are needed to represent the information. So from layer to layer the necessary number of bits decreases. Table 1 shows that as the number of layers and the non-linearity of the nodes increase, which indicates that the network needs to extract the small changes in the input signal, the signal to noise ratio decreases with a xed number of bits. In this case more bits are needed to keep the signal to noise ratio constant. E i is the only parameter which makes our neural network dierent from linear ones. It is a measure of a neural network's non-linearity with respect to its inputs. According to the above analysis the performance of a network is closely associated with this parameter. Actually we can interpret E i as a measure of the permeability of a node. It controls the amount of information that is allowed to \pass through" and the amount that is compressed (abstracted) into one bit by the node after it produces its input weighted sum. Therefore the \eective non-linearity coecient" controls the non-linear amount of informationowing in the network from its input to its output.
V. Conclusions
In this paper for feedforward multi-layer neural networks, we have developed relationships using statistical models between the quantization width of weights and neuron input/output states, and network architecture (number of hidden units and layers) and the performance of the network. To develop the relationships, assumptions on the distribution of the response of hidden units are necessary in order to relate distributions between successive layers. Following the assumptions, the \ve developed the general formulation of the probability (P f ) that an output node of the network gives a result dierent from the output when no quantization is involved. Our formulation predicts (as intuitively one may think) that P f increases when the number of bits is decreased; a change of the number of hidden units in a layer has no eect on P f ; for a constant \Eective Non-linearity Coecient" and number of bits, an increase in the number of layers leads to an increase in P f ; the number of bits in successive layers can be reduced if the neurons of the higher layer have an \eective non-linearity coecient" that is greater or equal to one (non-linear neurons).
VI.
