We create several families of bases for the symmetric polynomials. From these bases we prove that certain Schur symmetric polynomials form a basis for quotients of symmetric polynomials that generalize the cohomology and the quantum cohomology of the Grassmannian. Our work also provides an alternative proof of a result due to Grinberg.
Introduction
In [Gri19] Grinberg studied the quotient ring S/ h n−k+1 − a 1 , . . . , h n − a k = S/I where S is the ring of symmetric polynomials in k variables over some commutative ring R, h n−k+i is the (n − k + i) th complete homogeneous symmetric polynomial in S, the a i are arbitrary members of S satisfying deg(a i ) < n − k + i, and I is the ideal of S given by
This quotient is of interest because it generalizes the ordinary and quantum cohomologies of the Grassmannian. When R = Z and a i = 0 the quotient S/I becomes isomorphic to H * (Gr(k, n)), the cohomology of the Grassmannian. When R = Z[q], a i = 0 for i < k, and a k = (−1) k+1 q the quotient S/I becomes isomorphic to QH * ( Gr(k, n)), the quantum cohomology of the Grassmannian (see [Pos05] ).
Grinberg established (see [Gri19, Theorem 2 .7]) that {s λ | λ ∈ P k,n−k } (1.1)
is an R-basis for the quotient S/I, where s λ is a Schur polynomial and P k,n−k is the set of partitions with at most k parts, each at most n − k. In his proof, Grinberg first uses the Jacobi-Trudi identity to show that (1.1) spans S/I and then computes an explicit Gröbner basis for a related quotient to deduce that rank R (S/I) = #P k,n−k . Grinberg also proved (see [Gri19, Theorem 9 .9] and [Gri19, Theorem 9.11]) that {m λ | λ ∈ P k,n−k } and {h λ | λ ∈ P k,n−k } are R-bases for S/I, where m λ is a monomial symmetric polynomial.
In this paper we will study the quotient ring S/ p n−k+1 − a 1 , . . . , p n − a k = S/J for R a commutative Q-algebra, where the h n−k+i 's from the definition of S/I are replaced with p n−k+i 's, the power sum symmetric polynomials, and J is the ideal of S given by J = p n−k+1 − a 1 , . . . , p n − a k .
Grinberg's methods for S/I cannot be applied to S/J because there is no analogue of the Jacobi-Trudi identity for the p n−k+i 's and there is no equivalent of the Gröbner basis of [Gri19, Proposition 4.1] for our ideal J . Therefore, we will need to approach the power sum symmetric polynomials from a different perspective. In particular, we will construct bases for S from which bases for S/J can be deduced. This method can also be used to provide an alternative of Grinberg's result that (1.1) is a basis for S/I, without using other quotients or Gröbner bases.
Our main results are Theorem 1.1 and Corollary 1.2.
Theorem 1.1. Let Q n−k+1,n be the set of partitions whose parts are weakly between n − k + 1 and n. Then: When R is a commutative Q-algebra, the set
is an R-basis for S.
When R is any commutative ring, the set
is an R-basis for S. Furthermore, the s λ 's in Theorem 1.1 may be replaced by m λ 's or by e λ ′ 's, where e λ is an elementary symmetric polynomial and λ ′ denotes the conjugate of λ.
Corollary 1.2. The sets
are R-bases for S/J and for S/I. The rest of this paper is structured as follows. In Section 2 we review the theory of symmetric polynomials. In Section 3 we will prove Theorem 1.1 for the p i 's, and in Section 4 we will prove Corollary 1.2 for S/J . In Section 5 we will prove Theorem 1.1 for the h i 's, and in Section 6 we will prove Corollary 1.2 for S/I. In Section 7 we will state a couple of conjectures.
Preliminaries
In this section we will review the theory of symmetric polynomials. The reader may wish to consult [Sta99, Section 7] or [Mac98] for a more detailed treatment.
Let R be a commutative ring. Fix some positive integer k. We set S = R[x 1 , . . . , x k ] S k to be the set of elements of R[x 1 , . . . , x k ] that are invariant under all permutations of x 1 , . . . , x k , that is, S is the set of symmetric polynomials in R[x 1 , . . . , x k ]. Then S is a commutative R-algebra.
A partition λ = (λ 1 , λ 2 , . . . , λ ℓ(λ) ) is a weakly decreasing sequence of positive integers of length ℓ(λ). We set λ i = 0 for i > ℓ(λ). We say that |λ| = i≥1 λ i . The conjugate of a partition λ ′ is the partition with parts λ ′ i = #{λ j ≥ i}. Note that |λ ′ | = |λ|. Set: P = {λ a partition} P (i) = {λ ∈ P and |λ| = i} P k = {λ ∈ P and ℓ(λ) ≤ k} P k (i) = {λ ∈ P k and |λ| = i} P k,n−k = {λ ∈ P k and λ 1 ≤ n − k} P k,n−k (i) = {λ ∈ P k,n−k and |λ| = i} Q n−k+1,n = {λ ∈ P and n ≥ λ 1 ≥ · · · ≥ λ ℓ(λ) ≥ n − k + 1} Q n−k+1,n (i) = {λ ∈ Q n−k+1,n and |λ| = i} Note that λ ′ ∈ P k ⇐⇒ λ 1 ≤ k, and that members of Q n−k+1,n could have any length. The majorization ordering λ µ is a poset structure on P and is given by
Recall the following well-known families of symmetric polynomials.
• The monomial symmetric polynomials, m λ = a1,...,a k a distinct permutation of λ1,...,λ k x a1 1 · · · x a k k when ℓ(λ) ≤ k. We set m ∅ = 1 and m λ = 0 when ℓ(λ) > k.
• The elementary symmetric polynomials,
x j1 · · · x ji and e λ = e λ1 · · · e λ ℓ(λ) .
We set e 0 = e ∅ = 1. Note that e i = 0 when i > k. • The complete homogeneous symmetric polynomials,
We set h 0 = h ∅ = 1.
• The Schur symmetric polynomials,
when ℓ(λ) ≤ k. We set s ∅ = 1 and s λ = 0 when ℓ(λ) > k. • The power sum symmetric polynomials,
for i ≥ 1. We set p ∅ = 1. Each of the above families contains a basis for S, specifically:
• When R is a commutative Q-algebra: p λ for λ ′ ∈ P k Two well-known recursive identities state that for i > k, we have
These follow from [Mac98, (2.11')] and [Sta99, (7.13)] respectively upon setting x k+1 , x k+2 , . . . to 0, noting that this sets e k+1 , e k+2 , . . . to 0, recalling that e 0 = 1, and rearranging. The first identity (2.1) is one of the Newton-Girard identities.
When ℓ(λ) ≤ k, the Jacobi-Trudi identity states that
where h i = 0 for i < 0 (see [Mac98, (3.4 
)]).
We set S i = span R (m λ | λ ∈ P k (i)) to be the set of all homogeneous polynomials of degree i in S. Then S is a graded ring S = S 0 ⊕ S 1 ⊕ · · · and each of the bases for S becomes a basis for S i upon restricting to those λ that satisfy |λ| = i. In particular, S i is a free and finite R-module of rank #P k (i). We will use the terminology of [GR19, Remark 11.1.17] and [GR19, Corollary 11.1.19] to discuss the transition matrices between the bases of S i . In particular, we will need the following:
• The family {s ν } ν∈P k (i) expands unitriangularly in {m ν } ν∈P k (i) under , that is,
where M (e, s) λ,µ ∈ R and M (e, s) λ,λ = 1. The expansions (2.4) and (2.5) follow from [Mac98, Table 1 ] upon setting x k+1 , x k+2 , . . . to 0.
We define Λ = R[x 1 , x 2 , . . . ] S∞ , the ring of symmetric functions, to be the ring of power series over R of bounded degree in countably many variables which are invariant under any permutation of x 1 , x 2 , . . . . We can define m λ and p λ in Λ identically as in S by setting k = ∞ (we will assume that we are working in S unless otherwise specified). We set Λ i to be the set of all homogeneous power series of degree i in Λ so that Λ is a graded ring
Setting x k+1 , x k+2 , . . . to 0 in a symmetric function gives a symmetric polynomial in x 1 , . . . , x k , and setting x k+1 , x k+2 , . . . to 0 is an algebra homomorphism from Λ onto S that sends m λ to m λ and p λ to p λ .
Bases with Power Sum Symmetric Polynomials
For this section let R be a commutative Q-algebra. Fix some positive integer k.
Fix some integer n ≥ k.
For this section, set
This is the restriction of the basis from Proposition 3.1 to S i .
Remark 3.2. Since m λ p µ is homogeneous of degree |λ| + |µ|, Proposition 3.1 is equivalent to showing that for i ≥ 0, V i is an R-basis for S i . We will do so by showing that #V i = rank R (S i ) and span R (V i ) = S i (that this will imply Proposition 3.1 is well-known, see [GR19, Exercise 2.5.18b] 1 ).
1 Exercise solution: Consider the k-linear map f : A → A given by f (γ i ) = β i . Then f is a surjective endomorphism, so by
From [Aig07, Section 1.6, (6)] and [Aig07, Section 1.6, (4)], we have that
The result follows from equating coefficients of q i on both sides of (3.1).
Remark 3.4. One interesting question raised by Lemma 3.3 is whether a bijective proof that #P k (i) = #V i could be found. No such proof is known to the author.
In order to show that V i spans S i , we will show that span R (V i ) contains every member of the monomial basis of S i . We will now provide an algorithm to convert any m λ (with λ ∈ P k (i)) into an R-linear combination over V i by induction on i. The steps of the algorithm are:
(1) If λ 1 ≤ n − k then m λ = m λ p ∅ ∈ V i and we are done. If not, we have λ 1 ≥ n − k + 1.
(2) Expand m λ in the power sum basis in Λ i . Note that each p µ with a nonzero coefficient satisfies
Repeatedly apply the Newton-Girard identity (2.1)
to convert each p µ1 into an S-linear combination of p n−k+1 , . . . , p n . Note that since all of these computations can be seen as taking place in S µ1 , we have that the degree of the coefficient of p n−k+t is µ 1 − (n − k + t).
(4) Factor out p n−k+1 , . . . , p n from each term and recollect to write m λ as an S-linear combination of p n−k+1 , . . . , p n in which the coefficient of p m has degree i − m for each m ∈ {n − k + 1, . . . , n}. (5) By induction, the coefficient of each of p n−k+1 , . . . , p n can be written in the basis of Proposition 3.1.
Specifically, we expand each coefficient in the m λ basis of S and repeat the algorithm. (6) Since multiplying an element of V i−m by p m with n − k + 1 ≤ m ≤ n will result in a member of V i , we see that we have written m λ as an R-linear combination of elements of our basis.
Example 3.5. Let k = 3, n = 4, λ = (2, 2, 1), and consider m λ = m 2,2,1 .
(1) We have λ 1 = 2 < 1 = n − k, so we proceed to step (2).
(2) In Λ we have m 2,2,1 = 1 2 p 2,2,1 − p 3,2 − 1 2 p 4,1 + p 5
and setting x 4 , x 5 , . . . to 0 we see that this equality holds in S as well.
(3) The only p µ with µ 1 > n is p 5 , so we use a Newton-Girard identity to rewrite m 2,2,1 = 1 2 p 2,2,1 − p 3,2 − 1 2 p 4,1 + (e 1 p 4 − e 2 p 3 + e 3 p 2 ) (4) Now we factor out p n−k+1 , . . . , p n = p 2 , p 3 , p 4 : m 2,2,1 = 1 2 p 2,1 + e 3 p 2 + (−p 2 − e 2 )p 3 + − 1 2 p 1 + e 1 p 4 (3.2) (5) To convert the coefficients of p 2 , p 3 , and p 4 into our basis, we convert them into the monomial basis and apply the algorithm, giving:
Here is a formal proof that the algorithm works and terminates. This also proves Proposition 3.1. First, we will show that step (3) works, then we will show that the entire algorithm is valid.
Proof. We will induct on t.
Base case n − k + 1 ≤ t ≤ n: We can just take d t,m = δ t,m where δ is the Kronecker delta. Induction step t > n: Suppose that Lemma 3.6 holds for all smaller t ≥ n−k+1. From the Newton-Girard identity (2.1) we have
Lemma 3.7. Let i ≥ 0 and λ ∈ P k (i). Then m λ ∈ span R V i . In particular, the algorithm works.
Proof. We will induct on i.
Base case i ≤ n − k: We have λ 1 ≤ i ≤ n − k so m λ = m λ p ∅ ∈ V i . Induction step i > n − k: Suppose that Lemma 3.7 holds for all smaller i. Let λ ∈ P k (i). If λ 1 ≤ n − k then m λ = m λ p ∅ ∈ V i as desired, so let λ 1 ≥ n − k + 1.
Claim. In Λ, for some c t ∈ Λ i−t , we have
Proof of the claim. The proof of [GR19, Proposition 2.2.10] shows that in Λ, the family {p ν } ν∈P (i) expands invertibly triangularly in the family {m ν } ν∈P (i) under the reverse of the majorization ordering. Then by [GR19, Corollary 11.1.19 (a)] we have that the family {m ν } ν∈P (i) expands invertibly triangularly in the family {p ν } ν∈P (i) also under the reverse of the majorization ordering. Specifically, we have for some b λ,µ ∈ R that 2
For each µ in the sum, we have µ λ =⇒ µ 1 ≥ λ 1 , and also µ 1 ≤ |µ| = i, so it follows that
Therefore, we can take
where c t ∈ S i−t . Applying Lemma 3.6 to each t in the sum (since t ≥ λ 1 ≥ n − k + 1) gives Proof of Proposition 3.1. Recall Remark 3.2. We established that #V i = rank R (S i ) in Lemma 3.3. Then, in Lemma 3.7 we showed that if λ ∈ P k (i) then m λ ∈ span R (V i ). It follows that span R (V i ) = S i , so V i is an R-basis for S i and the result follows.
We can now switch the m λ 's for s λ 's to obtain the basis (1.2) from Theorem 1.1. Proof. Let w be the partition consisting of k copies of n−k. Then λ ∈ P k,n−k =⇒ λ w, and every partition λ with at most k parts satisfies λ w =⇒ λ 1 ≤ n − k =⇒ λ ∈ P k,n−k . Therefore, λ ∈ P k,n−k ⇐⇒ λ w. Let λ ∈ P k,n−k . Then for each µ in the sum (2.4) we have µ λ w =⇒ µ w =⇒ µ ∈ P k,n−k . The result follows.
Corollary 3.9. The set
Proof. By Proposition 3.1 we see that a basis for the span
Therefore, by [GR19, Corollary 11.1.19 (e)] and Lemma 3.8, we see that {s ν } ν∈P k,n−k is a basis for the span R (p µ | µ ∈ Q n−k+1,k )-module S and the result follows.
Now we will show that the s λ 's of Corollary 3.9 may be replaced by e λ ′ 's. Proof. This is identical to Lemma 3.8 except with (2.5) instead of (2.4).
Corollary 3.11. The set
Proof. This is identical to Corollary 3.9 except with e ν ′ instead of s ν , with s ν instead of m ν , and with Lemma 3.10 instead of Lemma 3.8.
Remark 3.12. Corollary 3.9, Proposition 3.1, and Corollary 3.11 prove half of Theorem 1.1.
Quotients with Power Sum Symmetric Polynomials
For this section let R be a commutative Q-algebra. Recall that in the definition of J we had a i ∈ S with deg(a n−k+i ) < n − k + i for i = 1, . . . , k. Set b n−k+i = a i (this is just a reindexing). In particular, deg(b n−k+i ) < n − k + i and J = p n−k+1 − b n−k+1 , . . . , p n − b n .
First, we create slightly more general versions of the bases from Corollary 3.9, Proposition 3.1, and Corollary 3.11.
are R-bases for S. 3 We will need this case in Section 5. 4 We will need this case in Section 5.
Proof. It suffices to show that the members of the sets, when restricted to those with degree at most i, are a basis for S 0 ⊕ · · · ⊕ S i . In this sense, the first set expands invertibly triangularly in the basis from Corollary 3.9 under the partial ordering (λ, µ) < (ρ, τ ) ⇐⇒ |λ| + |µ| < |ρ| + |τ |. The second set expands invertibly triangularly in the basis from Proposition 3.1 under the same ordering. The third set expands invertibly triangularly in the basis from Corollary 3.11 under the same ordering. Then all three sets are bases by [GR19, Corollary 11.1.19 (e)].
Corollary 4.2. The sets
Therefore, by Corollary 4.1, three bases for S/J are
and {e λ ′ | λ ∈ P k,n−k }.
Bases with Complete Homogeneous Symmetric Polynomials
For this section let R be any commutative ring. Fix some positive integer k. We set S = R[x 1 , . . . , x k ] S k to be the ring of symmetric polynomials in R[x 1 , . . . , x k ].
Remark 5.1. We can do with the complete homogeneous symmetric polynomials almost exactly what we did with the power sum symmetric polynomials with only a few minor changes, such as exchanging the monomial and Schur symmetric polynomials and using the Jacobi-Trudi identity in the analogue of Lemma 3.7.
Theorem 5.2. The set
For this section, set
This is the restriction of our basis to S i .
Remark 5.3. Since s λ h µ is homogeneous of degree |λ| + |µ|, we can prove Theorem 5.2 by showing that for i ≥ 0, V i is an R-basis for S i . We will do so by showing that #V i = rank R (S i ) and span R (V i ) = S i . Showing that #V i = rank R (S i ) is identical to Lemma 3.3, so we only need to establish that span R (V i ) = S i . We will do so by showing that span R (V i ) contains every member of the Schur basis of S i .
Lemma 5.4. Let t ≥ n − k + 1. Then for some d t,m ∈ S t−m (where n − k + 1 ≤ m ≤ n) we have
Proof. We will induct on t. Base case n − k + 1 ≤ t ≤ n: We can just take d t,m = δ t,m where δ is the Kronecker delta. Induction step t > n: Suppose that Lemma 5.4 holds for all smaller t ≥ n − k + 1. From (2.2), we have
Lemma 5.5. Let i ≥ 0 and λ ∈ P k (i). Then s λ ∈ span R V i .
Proof. We will induct on i. Base case i ≤ n − k: We have λ 1 ≤ i ≤ n − k so s λ = s λ h ∅ ∈ V i . Induction step i > n − k: Suppose that Lemma 5.5 holds for all smaller i. Let λ ∈ P k (i). If λ 1 ≤ n − k then s λ = s λ h ∅ ∈ V i , so let λ 1 ≥ n − k + 1.
Claim. In S i , for some c t ∈ S i−t , we have
Proof of the claim. The Jacobi-Trudi identity (2.3) states that
where S k is the symmetric group on {1, . . . , k}. Since
we see that each term in the sum (5.1) is in S i . Since λ 1 ≤ λ 1 + σ(1) − 1 we can just factor h λ1+σ(1)−1 out of each term and recollect to obtain the desired expansion (there will be no h i 's with i > |λ| since then the corresponding term in (5.1) would not be in S i ).
Now we can write that
where c t ∈ S i−t . Applying Lemma 5.4 to each t in the sum (since t ≥ λ 1 ≥ n − k + 1) gives
where d t,m ∈ S t−m . Note that c t d t,m ∈ S i−t+t−m = S i−m . Since i − m < i, by our induction hypothesis, we can expand c t d t,m as an R-linear combination of V i−m . Then since multiplication by h m , n − k + 1 ≤ m ≤ n, converts a member of V i−m into a member of V i , we see that we have expanded s λ as an R-linear combination of elements of V i . This concludes the induction step.
Proof of Theorem 5.2. Recall Remark 5.3. In Lemma 5.5 we showed that if λ ∈ P k (i) then s λ ∈ span R (V i ). It follows that span R (V i ) = S i , so V i is an R-basis for S i and the result follows. Now we will show that the s λ 's of 5.2 may be replaced by m λ 's or by e λ ′ 's.
Corollary 5.6. The set
Proof. This is identical to Corollary 3.9 except with Theorem 5.2 instead of Proposition 3.1, with s ν and m ν switched, and with h µ instead of p µ .
Corollary 5.7. The set {e λ ′ h µ | λ ∈ P k,n−k , µ ∈ Q n−k+1,n } is an R-basis for S.
Proof. This is identical to Corollary 3.9 except with Theorem 5.2 instead of Proposition 3.1, with s ν instead of m ν , with e ν ′ instead of s ν , with Lemma 3.10 instead of Lemma 3.8, and with h µ instead of p µ .
Remark 5.8. Remark 3.12, Theorem 5.2, Corollary 5.6, and Corollary 5.7 prove Theorem 1.1.
Quotients with Complete Homogeneous Symmetric Polynomials
For this section let R be any commutative ring. Recall that in the definition of I we had a i ∈ S with deg(a n−k+i ) < n − k + i for i = 1, . . . , k. Set b n−k+i = a i (this is just a reindexing). In particular, deg(b n−k+i ) < n − k + i and I = h n−k+1 − b n−k+1 , . . . , h n − b n . First, we create slightly more general versions of the bases from Theorem 5.2, Corollary 5.6, and Corollary 5.7. Proof. This is identical to Lemma 4.1 except with Theorem 5.2 instead of Corollary 3.9, with Corollary 5.6 instead of Proposition 3.1, and with Corollary 5.7 instead of Corollary 3.11. 
Conjectures
We have thus far shown that all of Grinberg's bases for S/I are also bases for S/J except for the {h λ } λ∈P k,n−k basis. Here we conjecture two analogs:
Conjecture 7.1. The set {h λ p µ | λ ∈ P k,n−k , µ ∈ Q n−k+1,n } is an R-basis for S, and the set {h λ | λ ∈ P k,n−k } is an R-basis for S/J . Conjecture 7.2. The set {h λ ′ p µ | λ ∈ P k,n−k , µ ∈ Q n−k+1,n } is an R-basis for S, and the set {h λ ′ | λ ∈ P k,n−k } is an R-basis for S/J (note the conjugates).
