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Unœil et Farey
Patrice PHILIPPON
UMR 7586 du CNRS - Ge´ome´trie et Dynamique,
Universite´ P. & M. Curie, T.46-56, 5e`me e´t., F-75252 PARIS cedex 05.
Re´sume´ : Nous pre´sentons les suites de Farey dans diffe´rents points de vue graphiques
attractifs. En particulier, l’œil de Farey permet de visualiser les meilleures approxi-
mations rationnelles attache´es a` un nombre re´el. Nous de´crivons ensuite plusieurs al-
gorithmes connus permettant de se´lectionner dans la suite de Hurwitz des approxima-
tions de type particulier, y compris un algorithme, peut-eˆtre moins connu, produisant
la suite des meilleures approximations rationnelles (dites aussi meilleures approxima-
tions de type 1). Nous e´tudions plus particulie`rement ce dernier algorithme.
§ 1. Le jardin des visibles et le graphe de Farey
Le jardin des visibles (i.e. des points visibles depuis l’origine, cf. [2], page 29) est
constitue´ du re´seau Z2 ou` l’on plante un arbre aux points de coordonne´es premie`res
entre elles. Se dessine alors des demi-rayons partant de ces points visibles et couvrant
tous les points de Z2 cache´s (par un point visible) lorsqu’on regarde a` partir de l’origine.
On comple`te ces rayons en un graphe des cache´s en reliant verticalement chaque point
visible aux deux rayons voisins le long de la verticale passant par ce point visible.
Le jardin des visibles et le graphe des cache´s
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Dans les repre´sentations ci-dessus l’origine est le point bleu et nous n’avons esquisse´
qu’une partie du graphe des cache´s, le graphe complet se de´duit comme union des images
par la famille de transformations (x, y) 7→ (±x, y + nx) , n ∈ Z , du graphe dessine´,
plus e´ventuellement les deux demi-droites isole´es {0} × [1,+∞[ et {0}×]−∞,−1] .
Pour une meilleure visibilite´ il s’ave`re judicieux de redresser le graphe des cache´s
par l’application [1,∞[×R→ [1,∞[×R , (x, y) 7→ (x, yx ) , obtenant ainsi la bannie`re de
Farey ou` les areˆtes radiales deviennent des areˆtes paralle`les au premier axe de coordonne´e
et les areˆtes paralle`les au second axe de coordonne´e gardent la meˆme direction.
La bannie`re de Farey est le graphe dont les sommets sont les points (q, pq ) ∈
[1,∞[×R lorsque pq parcourt l’ensemble des nombres rationnels (e´crits sous forme
re´duite) et les areˆtes les lignes horizontales (u, 1q ) , u ≥ pq , oriente´es de 1 vers +∞ ,
et les lignes verticales reliant chaque sommet aux lignes horizontales voisines, oriente´es
des lignes vers le sommet. Le graphe obtenu est pe´riodique par translation verticale de
1 et syme´trique par rapport a` la droite d’ordonne´e 12 . On ne repre´sente ci-dessous
que la bande [1,∞[×[0, 1] , correspondant a` la partie du graphe des cache´s esquisse´e
pre´ce´demment.
La bannie`re de Farey
Rappelons que pour tout n ∈ N∗ la suite de Farey de niveau n , note´e Fn , est la
suite, range´e par ordre croissant, des rationnels de de´nominateur au plus n et compris
entre 0 et 1 : F1 = 0, 1 , F2 = 0, 12 , 1 , F3 = 0, 13 , 12 , 23 , 1 . . . voir [4], §1 & 2 ou [2],
chap. 3, par exemple. Dans [4] la suite de Farey de niveau n , n ∈ N , est e´tendue
a` tous les rationnels en incluant de plus les ✭✭ infinis ✮✮ −10 et
1
0 aux extre´mite´s :
F ′0 = −10 , 01 , 10 , F ′1 = −10 , −11 , 01 , 11 , 10 , F ′2 = −10 , −21 , −11 , −12 , 01 , 12 , 11 , 21 , 10 . . . On
retrouve la suite Fn sur la bannie`re de Farey repre´sente´e ci-dessus, par exemple,
comme la suite des ordonne´es des areˆtes horizontales du graphe de Farey rencontre´es en
remontant la ligne verticale d’abscisse n (ou d’abscisse quelconque entre n compris
et n+ 1 exclu).
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Le peigne de Farey est la contraction horizontale dans la bande [0, 1[×R du graphe
pre´ce´dent par la transformation (u, v) 7−→ (u−1u , v) . De meˆme que pour la bannie`re
de Farey, on ne repre´sente que la partie du graphe dans le carre´ [0, 1[×[0, 1] , le peigne
complet est l’union des translate´s par les points (0, n) , n ∈ Z , de ce morceau.
Le peigne de Farey
L’œil de Farey est enfin obtenu par application au graphe pre´ce´dent de la fonction
exponentielle (s, t) 7−→ se2iπt , dont l’image se trouve dans le disque unite´ D(0, 1) du
plan. Cette transformation rend compte de la pe´riodicite´ de la bannie`re de Farey par
les translations verticales entie`res. Ci-dessous c’est la figure de gauche qui repre´sente
l’œil de Farey de´duit du peigne des figures pre´ce´dentes par la transformation indique´e,
la figure de droite en est le syme´trique (par rapport soit a` l’origine, soit a` l’axe vertical,
car l’œil est de´ja` syme´trique par rapport a` l’axe horizontal).
L’œil de Farey
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En re´sume´ on a les transformations suivantes entre ces diffe´rentes repre´sentations
du graphe de Farey :
[1,+∞[×R −→ [1,+∞[×[0, 1[ −→ [0, 1]× [0, 1[ −→ D(0, 1)
(x, y) 7−→ (x,{ yx}) 7−→ (x−1x ,{ yx}) 7−→ (x−1x , 2π { yx})
(u, v) 7−→ (u−1u , v) 7−→ (u−1u , 2πv)
(s, t) 7−→ (s, 2πt)
(ρ, θ)
les trois premiers syste`mes de coordonne´es e´tant carte´siens et le dernier polaire. On note
{⋆} le nombre dans l’intervalle [0, 1[ congru a` ⋆ modulo Z .
Les dimensions fractale et de Hausdorff du peigne de Farey ou de l’œil de Farey
comme sous-ensemble de R2 (c’est-a`-dire du graphe image dans le carre´ ou le disque
unite´) est e´gale a` 3/2 . En effet, le nombre Nε de disques de diame`tre ε ne´cessaires
pour couvrir le peigne de Farey, par exemple, satisfait
∣∣log(Nε) + 32 log(ε)∣∣ = Oε(1)
pour ε→ 0 . On ve´rifie que dans la partie du peigne de Farey comprise dans le rectangle
[1− 1q , 1− 1q+1 ]×[0, 1] avec q ≤ 1√ε , chaque morceau d’areˆte du graphe doit eˆtre couvert
se´pare´ment par autant de disques que sa longueur divise´e par le diame`tre du disque,
soit au total un nombre de disques de l’ordre de 1ε . En sommant pour q = 1, . . . ,
[
1√
ε
]
on trouve un nombre de disques de l’ordre de 1
ε3/2
pour couvrir la partie du graphe
contenue dans le rectangle [0, 1− 1√
ε
]× [0, 1] . Enfin le rectangle [1− 1√
ε
, 1]× [0, 1] peut
eˆtre couvert par au plus (
√
2/ε)3/2 disques de diame`tre ε et la dimension fractale est
e´gale a` la limite limε→0
log(Nε)
| log(ε)| .
§ 2. Chemins et meilleures approximations
Rappelons que nous avons oriente´ les areˆtes du graphe de Farey, de sorte que dans
la bannie`re de Farey, par exemple, on peut se de´placer le long des areˆtes horizontales
de gauche a` droite et sur les areˆtes verticales en se dirigeant vers le sommet de l’unique
areˆte horizontale prenant naissance sur l’areˆte verticale et filant a` sa droite.
Un chemin dans la bannie`re de Farey peut eˆtre de´crit par une suite de fractions
p0
q0
, p1q1 , . . . correspondant aux diffe´rentes areˆtes horizontales emprunte´es. On notera en
effet qu’on ne peut emprunter une telle areˆte horizontale qu’a` partir de son sommet,
auquel aboutissent les deux seules areˆtes verticales oriente´es vers l’areˆte horizontale
conside´re´e.
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Approximations unilate´rales
On conside`re la forme de surface suivante, exprime´e dans les diffe´rents domaines
de repre´sentation du graphe de Farey de´crits a` la section pre´ce´dente :
dx∧dy
x ↔ du ∧ dv ↔ ds∧dt(1−s)2 ↔ dρ∧dθ2π(1−ρ)2
A` un nombre re´el ξ ∈ [0, 1[ on associe dans l’œil de Farey le rayon d’angle 2πξ et
on conside`re le chemin du graphe de Farey qui minimise la surface comprise entre ce
rayon et le chemin pour la forme ci-dessus. Ce chemin est de´crit par la suite de fractions
p0
q0
, p1q1 , . . . donnant la suite des meilleures approximations de type 1 de ξ , c’est-a`-dire
satisfaisant pour tout k ∈ N :
(1) ∀(p, q) ∈ Z×N∗ , q ≤ qk , p
q
6= pk
qk
,
∣∣∣∣ξ − pq
∣∣∣∣ >
∣∣∣∣ξ − pkqk
∣∣∣∣ .
On remarquera qu’e´tant donne´ que deux e´le´ments conse´cutifs d’une suite de Farey Fn ,
n ∈ N , n > 1 , ne peuvent avoir le meˆme de´nominateur (cf. [2], Thm.31), la condition
ci-dessus de´termine uniquement pkqk de`s que qk > 1 . De plus, lorsque qk = 1 il n’y
a ambigu¨ıte´ a` de´terminer la meilleure approximation entie`re que pour les ξ ∈ 12 +N .
Ainsi a` chaque re´el ξ est associe´ un chemin dans l’œil de Farey qui devient ainsi un
✭✭ approximoscope ✮✮ :
L’approximoscope positionne´ a` ξ = 938 (rayon vert)
Sur l’image ci-dessus, en suivant l’e´clair blanc on lit la suite des meilleures approxima-
tions de type 1 de 938 : 0 ,
1
3 ,
1
4 ,
3
13 ,
4
17 ,
5
21 ,
9
38 .
La surface comprise entre le rayon de´termine´ par ξ et un chemin associe´ a` une
suite p0q0 ,
p1
q1
, . . . s’e´crit (pour le calcul on pre´fe´rera revenir a` la bannie`re de Farey)
(2)
∞∑
k=0
(qk+1 − qk)
∣∣∣∣ξ − pkqk
∣∣∣∣ ,
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ce qui montre que la suite des meilleures approximations de ξ de´termine bien le chemin
minimisant la surface qu’il de´limite avec le rayon associe´ a` ξ . Alternativement, c’est
le chemin ou` les trajets radiaux font sur chaque circonfe´rence un angle minimal avec la
direction du rayon de´termine´ par ξ .
Remarque – On notera que les convergents du de´veloppement en fraction continue
(re´gulie`re) de ξ sont des meilleures approximations de type 1 , au sens de (1)
(cf. [2], Thm.181). Toutefois, ces convergents ne donnent pas toutes les meilleures
approximations en ce sens. Ils donnent toutes les meilleures approximations de type
0 , au sens plus fort suivant (cf. [2], Thm.182) :
(3) ∀(p, q) ∈ Z×N∗ , q ≤ qk , p
q
6= pk
qk
, |qξ − p| > |qkξ − pk| .
Exemples – Les convergents de la fraction continue re´gulie`re de 14 sont 0 et
1
4 , les
meilleures approximations de type 0 , alors que la suite des meilleures approximations
de type 1 est 0, 13 ,
1
4 .
La premie`re meilleure approximation p0q0 de ξ (avec de´nominateur q0 = 1 ) est
l’entier le plus proche de ξ et non sa partie entie`re (avec l’ambigu¨ıte´ de´ja` mentionne´e
si ξ ∈ 12 +N ).
Approximations bilate´rales
Avec les meˆmes notations que ci-dessus, partant de la paire d’entiers
(
[ξ]
1 ,
[ξ]+1
1
)
encadrant un re´el ξ on peut conside´rer la chaˆıne de Hurwitz associe´e a` ξ , voir [4],
forme´e des couples
(
p′k
q′
k
,
p′′k
q′′
k
)
, k ∈ N , d’e´le´ments des suites de Farey F1,F2, . . . ,
encadrant ξ (un meˆme couple peut donner l’encadrement de´sire´ pour plusieurs suites
de Farey successives). Ainsi
p′k
q′
k
et
p′′k
q′′
k
sont des e´le´ments conse´cutifs d’une suite de Farey
Fn . Mais, la premie`re suite de Farey contenant un e´le´ment (ne´cessairement unique car
deux e´le´ments conse´cutifs d’une suite de Farey ne peuvent avoir le meˆme de´nominateur)
strictement compris entre ces deux fractions est celle qui contient lame´diante
p′k+p
′′
k
q′
k
+q′′
k
(cf.
[2], Thm.29) et on voit donc que
(
p′k+1
q′
k+1
,
p′′k+1
q′′
k+1
)
est soit
(
p′k
q′
k
,
p′k+p
′′
k
q′
k
+q′′
k
)
, soit
(
p′k+p
′′
k
q′
k
+q′′
k
,
p′′k
q′′
k
)
,
selon que la me´diante
p′k+p
′′
k
q′
k
+q′′
k
est supe´rieure ou infe´rieure a` ξ .
Exemple – La chaˆıne de Hurwitz ainsi associe´e a` 8538 = 2 +
9
38 est :(
2
1 ,
3
1
) (
2
1 ,
5
2
) (
2
1 ,
7
3
) (
2
1 ,
9
4
) (
11
5 ,
9
4
) (
20
9 ,
9
4
) (
29
13 ,
9
4
) (
38
17 ,
9
4
) (
38
17 ,
47
21
) (
85
38
)
.
Lorsque ξ est rationnel, il co¨ıncide avec une des me´diantes
p′k+p
′′
k
q′
k
+q′′
k
, pour un
certain k . Au-dela` de cet indice k on peut poursuivre la chaˆıne de Hurwitz soit en
conservant le couple
(
p′k
q′
k
,
p′k+p
′′
k
q′
k
+q′′
k
)
, soit le couple
(
p′k+p
′′
k
q′
k
+q′′
k
,
p′′k
q′′
k
)
. Nous pre´fe´rons ici ne
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pas conside´rer la chaˆıne de Hurwitz d’un nombre rationnel au-dela` de la me´diante avec
laquelle il co¨ıncide. Ainsi les rationnels sont les nombres ayant une chaˆıne de Hurwitz
finie (le dernier couple se re´duisant au rationnel donne´).
Remarque – Lorsque ξ n’appartient pas a` l’intervalle [0, 1] notre de´finition de chaˆıne de
Hurwitz diffe`re de celle de´crite dans [1] par exemple, voir aussi [4]. Dans ces re´fe´rences,
si on suppose ξ > 0 par exemple, on part du couple
(
0
1 ,
1
0
)
et la chaˆıne de Hurwitz
de´bute par
(
1
1 ,
1
0
) (
2
1 ,
1
0
)
. . .
(
[ξ]
1 ,
1
0
)
avant de faire apparaˆıtre le couple
(
[ξ]
1 ,
[ξ]+1
1
)
d’e´le´ments de F1 encadrant ξ .
La chaˆıne de Hurwitz associe´e a` ξ fournit simultane´ment les suites des meilleures
approximations rationnelles de ξ par valeurs infe´rieures et supe´rieures. On conside`re
aussi la suite de Hurwitz forme´e des composantes des couples d’une chaˆıne de Hur-
witz, non re´pe´te´es et range´es par de´nominateurs croissants (c’est la suite des me´diantes
forme´es successivement). La suite de Hurwitz
(
pk
qk
)
k∈N
de ξ de´bute par p0q0 =
[ξ]
1
p1
q1
= [ξ]+11
p2
q2
= 2[ξ]+12 . . . Cette suite contient toutes les ✭✭ approximations ra-
tionnelles ✮✮ de ξ (dans n’importe quel sens raisonnable) et en particulier les meilleures
approximations de type 0 et 1 discute´es pre´ce´demment, qu’il faut toutefois encore
savoir trier.
Exemple – La suite de Hurwitz de 8538 est : 2 3
5
2
7
3
9
4
11
5
20
9
29
13
38
17
47
21
85
38 . Et les
meilleures approximations de type 0 sont : 2 94
38
17
85
38 .
La suite de Hurwitz
(
pk
qk
)
k∈N
de ξ est caracte´rise´e par la suite des signes associe´s
aux sens des approximations successives de ξ par ses e´le´ments. Plus pre´cise´ment, on
reconstruit pas a` pas la suite de Hurwitz de ξ a` partir de la partie entie`re de ξ et
de la suite caracte´ristique des signes εk+1 :=
pk−qkξ
|pk−qkξ| , k ≥ 2 . On posera ε1 = −1
et ε2 = +1 de sorte a` comple´ter la suite caracte´ristique en ε1 ε2 ε3 . . . (on notera le
de´calage d’indice par rapport a` la suite de Hurwitz qui commence a` l’indice 0 ). Pour
retrouver la suite de Hurwitz a` partir de la suite caracte´ristique on ve´rifie que le terme
pk+1
qk+1
est e´gal a` la me´diante de pkqk et
pℓ
qℓ
ou` ℓ est le plus grand indice < k tel que
εkεℓ = −1 et le couple correspondant de la chaˆıne de Hurwitz se de´duit des signes εℓ ,
εk et εk+1 . Lorsque ξ est rationnel et k est le premier indice tel que pk − qkξ = 0
on pose conventionnellement εk+1 = εk et la suite caracte´ristique s’arreˆte a` k + 1 .
Exemple – La suite caracte´ristique de 8538 est : − + + + + − − − − + + .
On ve´rifie encore, en e´cartant le premier signe et avec notre convention ci-dessus sur
le dernier signe dans le cas d’un nombre rationnel, que les longueurs des blocs de signes
identiques dans la suite caracte´ristique sont les quotients partiels du de´veloppement en
fraction continue re´gulie`re de ξ , hormis pour la partie entie`re de ξ de´butant a` la fois
le de´veloppement en fraction continue et la suite de Hurwitz dans notre description. Les
approximations de type 0 (les convergents de cette fraction continue re´gulie`re) sont les
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e´le´ments pkqk de la suite de Hurwitz pre´ce´dant un changement de signe (i.e. tels que
εk+1εk+2 = −1 ), voir [4], §3 & 5 et aussi §4 ci-apre`s.
La suite de Hurwitz de ξ se repre´sente sur le graphe de Farey par les deux chemins
qui minimisent la surface que chacun d’eux de´limite avec le rayon de´termine´ par ξ , mais
avec la contrainte de ne jamais couper ce rayon. Il y a donc deux chemins s’approchant
du rayon de´termine´ par ξ par l’un ou l’autre de ses coˆte´s. Les areˆtes radiales de chacun
de ces deux chemins e´nume`rent les suites des meilleures approximations de ξ par valeur
supe´rieure ou infe´rieure respectivement.
§ 3. L’algorithme des meilleures approximations de type 1
Nous voulons maintenant de´crire un algorithme permettant de construire directe-
ment par induction les meilleures approximations de type 1 , plutoˆt que de les ex-
traire de la suite de Hurwitz. Nous convertirons cet algorithme en un algorithme de
de´veloppement en fraction continue a` la section 5.
Soit pkqk et
pk+1
qk+1
deux meilleures approximations successives d’un re´el ξ ∈ [0, 1[ ,
que l’on supposera pour simplifier irrationnel. On a quatre positionnements possibles :
Cas I : ξ ≤ pk+1
qk+1
<
pk
qk
pk+1
qk+1
≤ ξ < pk
qk
Cas II :
pk
qk
<
pk+1
qk+1
≤ ξ pk
qk
< ξ ≤ pk+1
qk+1
et en particulier il ne peut exister de fraction pq de de´nominateur 0 < q ≤ qk+1
strictement comprise entre pkqk et
pk+1
qk+1
. En effet, celle-ci donnerait une approximation
de ξ meilleure que pkqk contredisant, si q ≥ qk , le fait qu’il n’y pas de meilleure
approximation autre que pkqk ou
pk+1
qk+1
de de´nominateur compris entre qk et qk+1 ,
ou, si q ≤ qk , que pkqk est une meilleure approximation. En conclusion, les fractions
pk
qk
et pk+1qk+1 sont (a` l’ordre pre`s) conse´cutives dans la suite de Farey Fqk+1 , on a donc
d’apre`s [2], Thm.28 :
(4) εk+1 := pkqk+1 − pk+1qk = ±1 .
Dans les cas I le signe est +1 (car pk+1qk+1 <
pk
qk
) tandis que dans les cas II il est e´gal a`
−1 (car pkqk <
pk+1
qk+1
), comme ξ 6= pkqk on a εk+1 =
pk−qkξ
|pk−qkξ| en tout cas.
On ve´rifie alors sans difficulte´ la formule suivante :
(5) ξ − pk+1
qk+1
= ξ − pk
qk
+
εk+1
qkqk+1
.
En particulier, comme les quantite´s ξ − pkqk et
εk+1
qkqk+1
sont de signes oppose´s, on a
(6)
∣∣∣∣ξ − pk+1qk+1
∣∣∣∣ =
∣∣∣∣
∣∣∣∣ξ − pkqk
∣∣∣∣− 1qkqk+1
∣∣∣∣ .
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E´tant donne´ ξ, pk, qk, pk−1, qk−1 on peut de´terminer pk+1, qk+1 de la fac¸on
suivante. On cherche qk+1 congru a` εk+1 fois l’inverse de pk modulo qk . La
formule (4) e´crite pour k−1 donne −pkqk−1 ≡ εkmod(qk) , ce qui montre que l’inverse
de pk modulo qk est la classe de −εkqk−1 et qu’on doit chercher qk+1 ∈ N∗ de la
forme −εk+1εkqk−1 + λqk , λ ∈ Z .
On fixe λ en imposant 1qkqk+1 < 2
∣∣∣ξ − pkqk ∣∣∣ , ce qui, vu (6) est e´quivalent a`∣∣∣ξ − pk+1qk+1 ∣∣∣ < ∣∣∣ξ − pkqk ∣∣∣ . On a donc les conditions qk+1 > 12|pk−qkξ| et qk+1 > qk .
Comme il n’y a pas de meilleure approximation de ξ de de´nominateur strictement com-
pris entre qk et qk+1 , il re´sulte que qk+1 est le plus petit entier > max
(
1
2|pk−qkξ| ; qk
)
de la forme −εk+1εkqk−1 + λqk , soit (les crochets [⋆] de´signant la partie entie`re de
⋆ ) :
(7) qk+1 = −εk+1εkqk−1 +
(
1 +
[
max
(
1
2qk|pk − qkξ| ; 1
)
+ εk+1εk
qk−1
qk
])
qk .
En fait, la condition qk+1 > qk de´coule de qk+1 >
1
2|pk−qkξ| :
Lemme 1 – Si pk−1qk−1 et
pk
qk
, k ∈ N∗ , sont deux meilleures approximations successives
de ξ et εk =
pk−1−qk−1ξ
|pk−1−qk−1ξ| , εk+1 =
pk−qkξ
|pk−qkξ| , alors tout entier q >
1
2|pk−qkξ| de la
forme q = −εk+1εkqk−1 + λqk , λ ∈ Z , satisfait q > qk .
Le de´nominateur de la meilleure approximation suivant pkqk s’e´crit qk+1 =
ak+1qk − εk+1εkqk−1 avec (les crochets [⋆] de´signant la partie entie`re de ⋆ )
(8) ak+1 := 1 +
[
1
2qk|pk − qkξ| + εk+1εk
qk−1
qk
]
.
En particulier, on a ak+1 ∈ N∗ , ak+1 − εk+1εk ≥ 1 pour tout k ∈ N . De plus,
ak+1 − εk+1εk = 1 si et seulement si ak+1 = 2 et εk+1 = εk et, si ξ est irrationnel,
on a ak+1 − εk+1εk ≥ 2 pour une infinite´ de k .
De´monstration – Les entiers q conside´re´s satisfont pqk − pkq = εk+1 ou` on a pose´
p = −εk+1εkpk−1 + λpk . On ve´rifie alors (les quantite´s ξ − pkqk et
εk+1
qqk
sont de signes
oppose´s) ∣∣∣∣ξ − pq
∣∣∣∣ =
∣∣∣∣
∣∣∣∣ξ − pkqk
∣∣∣∣− 1qqk
∣∣∣∣
et si q > 12|pk−qkξ| on en de´duit ∣∣∣∣ξ − pq
∣∣∣∣ <
∣∣∣∣ξ − pkqk
∣∣∣∣ .
Comme il n’y a pas de meilleure approximation de ξ de de´nominateur ≤ qk autre que
pk
qk
, on a ne´cessairement q > qk . En particulier et alternativement a` la formule (7),
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qk+1 peut aussi eˆtre trouve´ comme le plus petit entier >
1
2|pk−qkξ| de la forme
qk+1 = −εk+1εkqk−1 + λqk . La valeur de λ est alors donne´e par le membre de droite
de (8) et en posant ak+1 = λ on obtient l’expression de qk+1 et la formule (8) voulues.
On ve´rifie sur l’expression de qk+1 que si ak+1 ≤ 0 alors qk+1 ≤ −εk+1εkqk−1 <
qk ce qui est impossible par ce qu’on vient d’e´tablir, ceci montre ak+1 ∈ N∗ . Ainsi, si
εk+1εk = −1 alors ak+1 − εk+1εk ≥ 2 . Si εk+1εk = 1 on a qk+1 > qk et ak+1 ≥ 2 ,
car sinon qk+1 = qk − qk−1 < qk . Ceci montre dans ce cas ak+1 − εk+1εk ≥ 1 et
qu’on ne peut avoir ak+1 − εk+1εk = 1 que lorsque εk+1 = εk et ak+1 = 2 . Mais,
si ξ est irrationnel on ne peut avoir εk constant a` partir d’un certain indice car, par
exemple, les convergents du de´veloppement en fraction (re´gulie`re) alternent le sens de
l’approximation, on a donc ak+1 − εk+1εk ≥ 2 pour une infinite´ d’indices k .
On calcule ensuite pk+1 a` partir de (4) :
pk+1 =
1
qk
(pkqk+1 − εk+1)
= ak+1pk − εk+1
qk
(1 + εkpkqk−1)
= ak+1pk − εk+1εkpk−1
car pk−1 = 1qk (εk + pkqk−1) d’apre`s (4) exprime´e pour k − 1 .
Finalement, on a les formules de re´currence suivantes, qui fournissent l’algorithme
cherche´ pour construire la suite des meilleures approximations :
i) p−1 = 1 , q−1 = 0 , p0 = a0 l’entier le plus proche de ξ , q0 = 1 , ε0 = 1 et ε1
le signe de a0 − ξ ,
ii) puis, pour k ≥ 0 , ak+1 est de´termine´ par (8) et on a
(9)
{
pk+1 = ak+1pk − εk+1εkpk−1
qk+1 = ak+1qk − εk+1εkqk−1
,
ou` εk+1εk =
pk−qkξ
|pk−qkξ| ·
pk−1−qk−1ξ
|pk−1−qk−1ξ| repre´sente le changement de sens entre les
approximations pk−1qk−1 et
pk
qk
de ξ .
Remarque – Les formules (9) conduisent naturellement a` un de´veloppement en fraction
continue du nombre ξ sur lequel nous nous attarderons aux sections 5 et 6. On
notera qu’on a ak+1 = −εk Det
(
pk+1 pk−1
qk+1 qk−1
)
, le signe diffe´rant de celui des formules
donnant le de´veloppement en fraction continue (re´gulie`re) de ξ .
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§ 4. De´veloppements en fractions continues
Pour cette section une tre`s bonne re´fe´rence est l’ouvrage de O.Perron [7], auquel
nous renvoyons pour la plupart des de´finitions et affirmations.
On connait le de´veloppement en fraction continue ✭✭ ordinaire ✮✮ dont les conver-
gents fournissent la suite des meilleures approximations de type 0 d’un re´el. Ces frac-
tions continues, de la forme
(10) a0 +
1
a1 +
1
a2 +
1
a3 + . . .
= [a0, a1, a2, . . .]
ou` a1 , a2 , . . . sont des entiers naturels positifs et a0 un entier relatif, sont
dites re´gulie`res. Les fractions continues re´gulie`res infinies sont convergentes et en
bijection avec les nombres re´els irrationnels. A` chaque nombre re´el rationnel correspond
exactement deux fractions continues re´gulie`res finies (dont les nombres de quotients
partiels sont de parite´s diffe´rentes), l’une dont le dernier quotient partiel est 1 et l’autre
pas. Les de´veloppements en fractions continues re´gulie`res des nombres re´els quadratiques
sont ceux qui sont ultimement pe´riodiques. Les de´veloppements en fraction continue
re´gulie`re purement pe´riodiques correspondent aux nombres re´els quadratique re´duits
(i.e. > 1 et dont le conjugue´ est compris entre −1 et 0 ).
Plus ge´ne´ralement, les fractions continues semi-re´gulie`res sont celles de la forme
(11) a0 +
ε1
a1 +
ε2
a2 +
ε3
a3 + . . .
= a0 + ε1 a1 + ε2 a2 + . . .
ou` εi ∈ {±1} pour i ≥ 1 , a1 , a2 , . . . sont des entiers naturels positifs satisfaisant
ai + εi+1 ≥ 1 pour i ≥ 1 et, si la fraction continue est infinie, ai + εi+1 ≥ 2 pour
une infinite´ de i tandis que si la fraction continue est finie on demande que son dernier
quotient partiel soit > 1 (sauf s’il co¨ıncide avec le terme initial). Les fractions continues
semi-re´gulie`res sont convergentes et a` chaque nombre re´el irrationnel et suite de signes
(εi)i∈N∗ correspond un unique de´veloppement en fraction continue semi-re´gulie`re ayant
les εi comme nume´rateurs partiels. Un nombre re´el rationnel de de´nominateur q
a exactement q de´veloppements en fractions continues semi-re´gulie`res. Les fractions
continues semi-re´gulie`res pe´riodiques sont en bijection avec les de´veloppements des
nombres re´els quadratiques pour les suites pe´riodiques de signes prescrites.
Une fraction continue semi-re´gulie`re est dite singulie`re si on a de plus ai ≥ 2
et ai + εi ≥ 2 pour tout i ∈ N∗ . Tout nombre re´el a un de´veloppement en
fraction continue singulie`re, unique s’il n’est pas e´quivalent a`
√
5−1
2 (sous Sl2(Z) ).
Le de´veloppement en fraction continue singulie`re d’un nombre re´el quadratique est
pe´riodique et re´ciproquement.
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On peut de´velopper un nombre re´el en fraction continue avec l’algorithme ordinaire
mais selon l’entier le plus proche (plutoˆt que selon la partie entie`re). On obtient des
fractions continues semi-re´gulie`res satisfaisant de plus ai ≥ 2 et ai + εi+1 ≥ 2 pour
tout i ∈ N∗ . Ces de´veloppements sont les plus courts pour les nombres rationnels et
ils sont pe´riodiques pour les nombres quadratiques irrationnels.
Les de´veloppements des nombres rationnels en fractions continues singulie`res et
selon l’entier le plus proche ont les meˆmes quotients et nume´rateurs partiels, mais range´s
en ordre inverse. Les convergents pq des de´veloppements en fraction continue singulie`re
et selon l’entier le plus proche d’un nombre ξ sont les meilleures approximations de
type 0 qui satisfont
∣∣∣ξ − pq ∣∣∣ ≤ √5−12q2 .
On obtient e´galement par re´duction du de´veloppement en fraction continue
re´gulie`re d’un nombre re´el ξ une fraction continue, dite diagonale, dont les conver-
gents pq sont les meilleures approximations de type 0 satisfaisant
∣∣∣ξ − pq ∣∣∣ ≤ 12q2 . Les
de´veloppements en fraction continue diagonale des nombres quadratiques irrationnels
sont pe´riodiques.
Une fraction continue de la forme (11) avec εi ∈ {±1} et ai des entiers naturels
positifs est dite unitaire. J.Goldman [1], Thm.6, montre que, sous re´serve qu’elle ne
fasse pas apparaˆıtre une fraction partielle e´gale a` -1 1 , une telle fraction continue est
convergente et ses convergents appartiennent tous a` la suite de Hurwitz de sa limite.
En particulier, la suite de Hurwitz d’un re´el ξ s’identifie avec la suite des convergents
d’une fraction continue unitaire (mais pas semi-re´gulie`re) telle que εi ai = 1 1 ou
-1 2 , pour i ≥ 1 et a0 = [ξ] . Si la suite de Hurwitz est finie la fraction continue est
aussi finie tandis que si la suite de Hurwitz est infinie alors 1 1 apparaˆıt une infinite´ de
fois dans la fraction continue. Re´ciproquement, la suite des convergents d’une fraction
continue de ce type est la suite de Hurwitz de sa limite.
Suites d’approximations
Les approximations de type 0 sont les convergents du de´veloppement en fraction
re´gulie`re d’un re´el ξ . Par ailleurs, la suite de Hurwitz de ξ est constitue´e de tous les
convergents
(
pk
qk
)
k∈N
de ce de´veloppement en fraction continue re´gulie`re et de tous
les convergents interme´diaires (ils sont compris entre pkqk et
pk+1
qk+1
) :
λpk + pk−1
λqk + qk−1
, λ = 1, . . . , ak+1 − 1 , k ∈ N∗ .
On a plusieurs algorithmes qui se´lectionnent des sous-suites inte´ressantes de la suite
de Hurwitz et que nous voulons maintenant rappeler. Si ξ est rationnel les algorithmes
s’arreˆtent lorsque vk+1 =∞ , sinon ils se poursuivent inde´finiment. Nous avons en tout
premier lieu :
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le de´veloppement en fraction continue re´gulie`re :
0) a0 = [v0] est la partie entie`re de v0 = ξ , on pose v1 :=
1
v0−a0 > 0 ;
k) ak = [vk] , εk = +1 , puis vk+1 :=
1
vk−ak > 0 ,
dont les convergents sont les approximations de ξ de type 0 ;
puis :
un de´veloppement en fraction continue (semi-re´gulie`re) selon l’entier le plus proche :
-1) on pose v0 = ξ ;
k) ak est l’entier le plus proche de vk , puis vk+1 :=
1
|vk−ak| > 0 et εk+1 le signe
de vk − ak ,
dont les convergents pq satisfont
∣∣∣ξ − pq ∣∣∣ ≤ √5−12q2 , cf. [3], §2 ;
autre de´veloppement en fraction continue (semi-re´gulie`re) selon l’entier le plus proche :
-1) on pose v0 = ξ ;
k) ak est l’entier le plus proche de vk + 1−
√
5
2 , puis vk+1 :=
1
|vk−ak| > 0 et εk+1
le signe de vk − ak ,
dont les convergents pq satisfont
∣∣∣ξ − pq ∣∣∣ ≤ √5−12q2 , cf. [3], §4. Plus ge´ne´ralement,
McKinney [6] a e´tudie´ les de´veloppement selon l’entier le plus proche apre`s translation
par un re´el λ fixe´, qu’il appelle λ-de´veloppement ;
les de´veloppements en fraction continue ✭✭ ne´gative ✮✮ :
0) a0 = [v0] + 1 avec v0 = ξ , on pose v1 :=
1
a0−v0 > 0 et ε1 = −1 ;
k) ak = [vk] + 1 , puis vk+1 :=
1
ak−vk > 0 et εk+1 = −1 ,
dont les convergents sont les approximations de ξ par valeurs supe´rieures ;
0) a0 = [v0] avec v0 = ξ , on pose v1 :=
1
v0−a0 > 0 et ε1 = +1 ;
k) ak = [vk] + 1 , puis vk+1 :=
1
ak−vk > 0 et εk+1 = −1 ,
dont les convergents sont les approximations de ξ par valeurs infe´rieures ;
le de´veloppement en fraction continue unitaire ✭✭ complet ✮✮ :
0) a0 = [v0] avec v0 = ξ , on pose v1 :=
1
a0−v0 < 0 ;
k)
{
ak = 1 et εk = 1 si vk < 0
ak = 2 et εk = −1 si vk > 0 , puis vk+1 :=
1
ak+εkvk
= 1ak−|vk| ,
dont la suite des convergents est la suite de Hurwitz de ξ , cf. [1].
Le de´veloppement en fraction continue complet d’un re´el ξ est relie´ de fac¸on simple
au de´veloppement en fraction continue re´gulie`re. Si ξ = [c0, c1, c2, . . .] est la suite des
quotients partiels de ce dernier, le de´veloppement en fraction continue complet s’e´crit :
ξ = [ξ] + 1 1 +
[
1 1 + -1 2 + . . .+ -1 2︸ ︷︷ ︸
ci termes
+
]
i≥1
ou` la barre indique qu’a` chaque lecture de la se´quence entre crochets on doit la reproduire
et l’appendre avec incre´mentation de l’indice entier i de 1 a` +∞ , chaque groupe
successif contenant ci termes dont le premier est 1 1 et les e´ventuels autres -1 2 .
Lorsque ξ = [c0, c1, . . . , cm] est rationnel il n’y a que m groupes et le dernier groupe
ne contient que cm − 1 termes de sorte que la longueur totale du de´veloppement en
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fraction continue complet est c1 + . . .+ cm (en dehors de la partie entie`re initiale). On
a la correspondance suivante entre convergents du de´veloppement en fraction continue
complet, suite de Hurwitz et suite caracte´ristique :
[ξ]+ 1 1+
[
1 1 + -1 2 + . . .+ -1 2 + -1 2 +
]
i≥1
p0
q0
p1
q1
[
pc1+...+ci−1+2
qc1+...+ci−1+2
pc1+...+ci−1+3
qc1+...+ci−1+3
. . .
pc1+...+ci
qc1+...+ci
pc1+...+ci+1
qc1+...+ci+1
]
i≥1
− + [ (−1)i−1 (−1)i−1 . . . (−1)i−1 (−1)i ]
i≥1
.
On fera attention dans le tableau ci-dessus a` ce que lorsque ci = 1 ou ci = 2 les
fractions partielles correspondant aux convergents
pc1+...+ci
qc1+...+ci
et
pc1+...+ci+1
qc1+...+ci+1
ne sont
plus ne´cessairement -1 2 , car le premier terme de chaque groupe entre crochets est
toujours 1 1 et la fraction
pc1+...+ci
qc1+...+ci
se retrouve meˆme avant le de´but de ce groupe
quand c1 = 1 . Les convergents du de´veloppement en fraction continue re´gulie`re (i.e.
les meilleures approximations de type 0 ) sont p0q0 et les
pc1+...+ci
qc1+...+ci
, i ≥ 1 .
Quotients complets
Les quantite´s vk introduites ci-dessus sont lie´es aux quotients complets de la
fraction continue de la forme (11), c’est-a`-dire pour k ∈ N :
vk = ak +
εk+1
ak+1 +
εk+2
ak+2 +
εk+3
ak+3 + . . .
.
Supposons que la fraction (11) converge vers un re´el ξ et notons vk le quotient complet
ci-dessus et pkqk ses convergents, on ve´rifie alors :
ξ =
vk+1pk + εk+1pk−1
vk+1qk + εk+1qk−1
, vk+1 = −εk+1 qk−1ξ − pk−1
qkξ − pk et vk+1 =
εk+1
vk − ak .
Les quotients complets du de´veloppement en fraction re´gulie`re ont la proprie´te´ vk > 1
pour tout k ∈ N . On peut ainsi repe´rer les meilleures approximations de type 0
parmi les convergents des fractions continues selon l’entier le plus proche ou comple`te,
par exemple (ou tout autre de´veloppement dont la suite des convergents contient la
suite des meilleures approximations de type 0 range´e par de´nominateurs croissants).
Pratiquement on conside`re pour ces fractions le premier produit v2 . . . vk1+1 de module
> 1 , puis les produits suivants vki−1+2 . . . vki+1 de module > 1 , qui donnent (avec
k0 = 0 ) les indices ki correspondants aux meilleures approximations de type 0 . Les
quotients complets et partiels du de´veloppement en fraction continue re´gulie`re sont alors
ui+1 := |vki−1+2 . . . vki+1| =
∣∣∣ qki−1ξ−pki−1qkiξ−pki
∣∣∣ et ai+1 := [ui+1] .
Remarque – Si ξ est la limite de la fraction continue (11), ses quotients complets sont
donne´s par l’action des e´le´ments suivants de Gl2(Z) sur ξ ( k ∈ N ) :
vk+1 = [εk+1]ST
−ak [εk]ST−ak−1 [εk−1]ST−ak−2 . . . [ε1]ST−a0(ξ) ,
ou` S = x 7→ 1x , T : x 7→ x+ 1 et [ε] : x 7→ εx .
14
Un œil et Farey
Convergents interme´diaires
Pour les meilleures approximations de type 1 on sait les obtenir comme conver-
gents interme´diaires du de´veloppement en fraction continue re´gulie`re. Plus pre´cise´ment,
si
(
p˜i
q˜i
)
i∈N
est la suite des meilleures approximations de type 0 d’un re´el ξ =
[c0, c1, c2 . . .] les convergents interme´diaires entre
p˜i−1
q˜i−1
et p˜iq˜i s’e´crivent
(12)
λp˜i + p˜i−1
λq˜i + q˜i−1
, λ = 1, . . . , ci+1 − 1 .
Alors, les meilleures approximations de type 1 (qui ne sont pas de type 0 ) s’e´crivent,
pour λ, i ∈ N∗ :
λp˜i + p˜i−1
λq˜i + q˜i−1
avec ci+1 < 2λ ≤ 2ci+1 − 2 ou bien 2λ = ci+1 et [ci+1, ci, . . . , c2, c1] >
[ci+1, ci+2, ci+3, . . .] , voir [7], Satz 22, p.60. En effet, la condition a` ve´rifier par une
meilleure approximation de type 1 est
∣∣∣ξ − λp˜i+p˜i−1λq˜i+q˜i−1 ∣∣∣ < ∣∣∣ξ − p˜iq˜i ∣∣∣ , qui s’e´crit de
fac¸on e´quivalente
∣∣∣λ+ q˜i−1ξ−p˜i−1q˜iξ−p˜i ∣∣∣ < λ + q˜i−1q˜i ou encore, en e´tendant les notations
du paragraphe pre´ce´dent, 2λ > ui+1 − ri+1 ou` ui+1 := − q˜i−1ξ−p˜i−1q˜iξ−p˜i et ri+1 :=
q˜i−1
q˜i
. Comme ci+1 = [ui+1] cela donne 2λ ≥ ci+1 avec e´galite´ si et seulement si
ui+1− [ui+1] < ri+1 , ce qui est la condition e´nonce´e car ui+1− [ui+1] = [ci+1, ci+2, . . .]
et ri+1 = [ci+1, ci, . . . , c2, c1] .
Les convergents interme´diaires (12) sont les e´le´ments de la suite de Hurwitz entre
p˜i
q˜i
=
pc1+...+ci
qc1+...+ci
et p˜i+1q˜i+1 =
pc1+...+ci+1
qc1+...+ci+1
. On ve´rifie en effet
(
pc1+...+ci+λ
qc1+...+ci+λ
)
= λ
(
pc1+...+ci
qc1+...+ci
)
+
(
pc1+...+ci−1
qc1+...+ci−1
)
= λ
(
p˜i
q˜i
)
+
(
p˜i−1
q˜i−1
)
.
En se basant sur la section 3 pre´ce´dente, nous voulons de´crire dans la suivante
un algorithme donnant la fraction continue unitaire dont la liste des convergents est
constitue´e des meilleures approximations de type 1 d’un nombre re´el, range´es par
de´nominateurs croissants.
§ 5. De´veloppement des meilleures approximations de type 1
Nous reprenons les notations de la section 3, ξ ∈ [0, 1[\{ 12} est un nombre re´el
et pkqk , k ∈ N , la suite de ses meilleures approximations de type 1 . Dans le lemme 1
nous avons introduit des suites d’entiers ak et de signes εk , k ∈ N , satisfaisant les
relations (8) et (9).
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Pour k ∈ N posons bk := (−1)kεkak et conside´rons les fractions continues :
(13) ξ = a0 − ε0ε1
a1 − ε1ε2
a2 − ε2ε3
a3 − . . .
= b0 +
1
b1 +
1
b2 +
1
b3 + . . .
.
Les nume´rateurs et de´nominateurs des convergents de celle de gauche sont pk et qk ,
satisfaisant les relations (9), tandis que ceux de celle de droite satisfont ( p′−1 = 1 ,
q′−1 = 0 , p
′
0 = b0 , q
′
0 = 1 )
(14)
{
p′k+1 = bk+1p
′
k + p
′
k−1
q′k+1 = bk+1q
′
k + q
′
k−1
et donc p′k = (−1)[k/2]ε0 . . . εkpk , q′k = (−1)[k/2]ε0 . . . εkqk pour k ∈ N . On a aussi
(15) p′kq
′
k+1 − p′k+1q′k = (−1)k+1
pour tout k ∈ N .
Proposition 2 – La fraction continue dans le membre de gauche de (13) est unitaire,
convergente et satisfait ak−εkεk−1 ≥ 1 pour tout k ∈ N∗ , avec e´galite´ si et seulement
si ak = 2 et εk = εk−1 . De plus, si elle est infinie alors on a ak−εkεk−1 ≥ 2 pour une
infinite´ de k . En particulier, cette fraction continue ne fait pas intervenir de fraction
partielle e´gale a` -1 1 .
De´monstration – Cela re´sulte directement du lemme 1.
Remarque – Lorsque ξ est rationnel, les conditions ak ∈ N∗ et ak− εkεk−1 ≥ 1 pour
tout k ∈ N∗ , sont toujours satisfaites en vertu du meˆme lemme 1, mais il se peut
que le dernier quotient partiel soit 1 . Voir l’exemple de 14 dont le de´veloppement en
fraction continue des meilleures approximations de type 1 s’e´crit : 14 = 0+
1
3+ 11
et non
1
4 = 0+
1
4 qui est le de´veloppement en fraction continue des meilleures approximations
de type 0 .
Soit rk+1 :=
qk−1
qk
et
vk+1 := ak+1 − εk+1εk+2
ak+2 − εk+2εk+3
ak+3 − εk+3εk+4
ak+4 − . . .
,
on ve´rifie, a` l’aide de (9) pour la premie`re e´galite´,
(16) rk+1 =
1
ak − εk−1εkrk , vk+1 =
εkεk+1
ak − vk .
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Puis
(17) ξ =
vkpk−1 − εk−1εkpk−2
vkqk−1 − εk−1εkqk−2 , vk = εk−1εk
qk−2ξ − pk−2
qk−1ξ − pk−1 ,
et ainsi
ξ − pk
qk
=
(vkpk−1 − εk−1εkpk−2)qk − (vkqk−1 − εk−1εkqk−2)pk
qk(vkqk−1 − εk−1εkqk−2)
=
vk(pk−1qk − qk−1pk)− εk−1εk(pk−2qk − qk−2pk)
qk(vkqk−1 − εk−1εkqk−2)
=
εk(vk − ak)
qk(vkqk−1 − εk−1εkqk−2)
car pk−1qk − qk−1pk = εk et pk−2qk − qk−2pk = εk−1ak . On poursuit le calcul en
utilisant a` nouveau (9) :
qkξ − pk = εk(vk − bk)
(akqk−1 − εk−1εkqk−2) + (vk − ak)qk−1
=
εk(vk − ak)
qk + (vk − ak)qk−1 .
On a alors en inversant et changeant de signe les deux membres de l’e´galite´ pre´ce´dente
1
pk−qkξ =
εkqk
ak−vk − εkqk−1 , puis avec (16) et la de´finition de εk+1 :
vk+1 =
εkεk+1
ak − vk =
εk+1
qk(pk − qkξ) + εkεk+1
qk−1
qk
=
1
qk|pk − qkξ| + εkεk+1rk+1 .
D’apre`s le lemme 1 on a ak+1 ∈ N∗ et par suite 12qk|pk−qkξ| + εkεk+1rk+1 ≥ 0 , ce qui
montre 12 (vk+1 + εkεk+1rk+1) ≥ 0 , vk+1 > 0 et
(18)
1
2
(vk+1 − εkεk+1rk+1) = 1
2qk|pk − qkξ| > 0 .
Cette quantite´ vk+1 − εkεk+1rk+1 quantifie l’ ✭✭ exce`s ✮✮ d’approximation de ξ par
pk
qk
comparativement a` la meilleure approximation ✭✭minimale ✮✮ : 1
q2
k
. En reportant
l’expression (18) dans la de´finition (8) de ak+1 , on trouve
(19) (−1)k+1εk+1bk+1 = ak+1 = 1 +
[
1
2
(vk+1 + εkεk+1rk+1)
]
.
De plus, comme vk+1 =
εkεk+1
ak−vk > 0 on en de´duit que εk+1 est le signe de εk(ak−vk) .
Par ailleurs, il re´sulte de (16) :
εk+1vk+1 − εkrk+1 = εkvk − εk−1rk
(ak − vk)(ak − εk−1εkrk)
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et
vk+1 =
εk+1εk
ak − εkεk−1
. . .
a1 − ε1ε0
a0 − ξ
, rk+1 =
1
ak − εkεk−1
ak−1 − εk−1εk−2
. . .
− ε2ε1
a1
.
Posons v0 := ξ , r0 := ∞ et a0 l’entier le plus proche de ξ , on a l’algorithme
suivant pour de´terminer la fraction continue dont les convergents forment la suite des
meilleures approximations de type 1 d’un nombre re´el ξ :
0) a0 est l’entier relatif le plus proche de v0 = ξ et ε0 le signe de ξ , soit
ε1 := ε0
a0−v0
|a0−v0| , v1 :=
1
|a0−v0| et r1 :=
1
a0−ε0r0 = 0 ;
k) on pose ak := 1 +
[
1
2 (vk + εk−1εkrk)
]
, puis εk+1 := εk
ak−vk
|ak−vk| , vk+1 :=
1
|ak−vk|
et rk+1 :=
1
ak−εk−1εkrk .
Si ξ est rationnel on arreˆte l’algorithme lorsque ak = vk .
On ve´rifie alors que les fractions continues (13) ainsi obtenues convergent vers ξ .
En effet, d’apre`s (9) et (14), leurs convergents forment la suite
(
pk
qk
)
k∈N
des meilleures
approximations de type 1 de ξ .
Remarques – 1) Avec les meˆmes notations que pre´ce´demment, la fraction continue des
meilleures approximations de type 1 de −ξ est
−a0 + ε0ε1
a1 − ε1ε2
a2 − ε2ε3
a3 − . . .
.
2) En confrontant les e´quations (16) et (19) on obtient
εkεk+1
vk+1
= ak − vk = 1 +
[
1
2
(vk + εk−1εkrk)
]
− vk .
Comme rk < 1 on observe donc que εk+1 = −εk et vk+1 est petit (et en particulier
plus petit que 1 ) de`s que vk est assez grand, pre´cise´ment : −vk+12 < εkεk+1vk+1 < −
vk−3
2 .
Mesures d’approximations
Dans le de´veloppement en fraction continue des meilleures approximations de
type 1 d’un re´el ξ on a un lien direct entre la qualite´ de l’approximation pkqk et
18
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l’ampleur du saut vers qk+1 . rappelons que qk+1 est le plus petit entier de la forme
−εk−1εkqk−1 + λqk , λ ∈ Z , satisfaisant |qkξ − pk| > 12qk+1 , d’ou` pour tout k ∈ N :
(20)
1
2qk+1
< |pk − qkξ| ≤ 1
2(qk+1 − qk) .
D’un autre coˆte´, pour tous entiers p, q ∈ Z tels que qk ≤ q < qk+1 on a qk+1 ≤
(ak+1 + 1)qk et
(21)
∣∣∣∣ξ − pq
∣∣∣∣ >
∣∣∣∣ξ − pkqk
∣∣∣∣ > 12qk+1qk > 12(ak+1 + 1)q2k >
1
2(ak+1 + 1)q2
.
D’ou` l’inte´reˆt de controˆler la variation des quotients partiels ak+1 pour obtenir de
bonnes mesures d’approximation rationnelle d’un nombre re´el ξ .
Le cas des nombres quadratiques : pe´riodicite´
Supposons maintenant ξ quadratique sur Q d’e´quation ax2+ bx+ c = 0 , alors,
pour tout k ∈ N , vk satisfait l’e´quation quadratique
(22) Av2k +Bvk + C = 0
ou`
A := ap′2k−1 + bp
′
k−1q
′
k−1 + cq
′2
k−1
B := 2ap′k−1p
′
k−2 + b(p
′
k−1q
′
k−2 + p
′
k−2q
′
k−1) + 2cq
′
k−1q
′
k−2
C := ap′2k−2 + bp
′
k−2q
′
k−2 + cq
′2
k−2 .
On observe que les e´quations de ξ et vk se de´duisent l’une de l’autre par une
transformation de SL2(Z) et ont donc meˆme discriminant : B
2 − 4AC = b2 − 4ac .
Par ailleurs on ve´rifie ∣∣∣∣CA
∣∣∣∣ ≈ qk−2|qk−2ξ − pk−2|qk−1|qk−1ξ − pk−1| = |rkvk| ≤ |vk| ,
d’ou` ensuite ∣∣∣∣BA
∣∣∣∣ ≤
√
4C
A
+
b2 − 4ac
A
≪ |vk|1/2 .
Ces estimations, reporte´es dans (22), montrent que |vk| est borne´ et donc, par (19),
aussi |bk| qui, e´tant entier, ne prend donc qu’un nombre fini de valeurs. On de´duit
de (14) que les quotients qk+1qk =
1
|rk+2| sont e´galement borne´s et, d’apre`s (6), on a∣∣∣ξ − pkqk ∣∣∣ > 12qkqk+1 ≫ 1q2k .
En fait, comme dans le cas des fractions continues re´gulie`res le de´veloppement en
fractions continues des meilleures approximations de type 1 des nombres quadratiques
sont exactement ceux qui sont ultimement pe´riodiques.
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The´ore`me 3 – Si ξ est un nombre irrationnel quadratique, son de´veloppement des
meilleures approximations de type 1 est ultimement pe´riodique et re´ciproquement.
De´monstration – On montre comme pour le de´veloppement en fraction continue re´gulie`re
que les quotients complets sont des nombres quadratiques de hauteur borne´e, donc
sont en nombre fini. Cela implique le retour d’au moins un de ces quotients complets
dans la suite infinie qu’ils constituent. Toutefois, cela n’est pas suffisant pour assurer la
pe´riodicite´ de la suite car la de´finition du quotient partiel et donc du quotient complet
suivant, de´pend aussi de la valeur des quotients des de´nominateurs partiels successifs,
qui elle ne contient pas deux termes identiques. Mais on peut tout de meˆme trouver une
re´pe´tition dans la suite des triplets (vk, εk, εk−1) qui sont en nombre fini, ceci assure
la pe´riodicite´ des fractions partielles.
Soit donc k < ℓ deux indices distincts et assez grands tels que (vk, εk, εk−1) =
(vℓ, εℓ, εℓ−1) . Montrons qu’on a e´galite´ des quotients partiels ak = aℓ et pour cela
comparons σ(vk)− εkεk−1rk et σ(vℓ)− εℓεℓ−1rℓ en de´signant par σ la conjugaison
dans Q(ξ) . On sait que σ(vk)− εkεk−1rk −→
k→∞
0 et on calcule
σ(vk) = εkεk−1rk
σ(ξ)− pk−2/qk−2
σ(ξ)− pk−1/qk−1
= εkεk−1rk
(σ(ξ)− ξ) + (ξ − pk−2/qk−2)
(σ(ξ)− ξ) + (ξ − pk−1/qk−1)
= εkεk−1rk
(σ(ξ)− ξ)− εk−1 |ξ − pk−2/qk−2|
(σ(ξ)− ξ)− εk |ξ − pk−1/qk−1| .
Comme |ξ − pk−1/qk−1| < |ξ − pk−2/qk−2| on ve´rifie que (σ(ξ)−ξ)−εk−1|ξ−pk−2/qk−2|(σ(ξ)−ξ)−εk|ξ−pk−1/qk−1|
satisfait {
< 1 si εk−1 = εk =
σ(ξ)−ξ
|σ(ξ)−ξ| ou εk−1 = −εk = σ(ξ)−ξ|σ(ξ)−ξ|
> 1 si −εk−1 = εk = σ(ξ)−ξ|σ(ξ)−ξ| ou −εk−1 = −εk = σ(ξ)−ξ|σ(ξ)−ξ|
.
Ainsi, le signe de σ(vk) − εkεk−1rk ne de´pend que des valeurs de εk−1 et εk par
rapport a` σ(ξ)−ξ|σ(ξ)−ξ| . On en de´duit que le signe de
1
2
(vk + εk−1εkrk)− 1
2
(vk + σ(vk)) = −1
2
(σ(vk)− εk−1εkrk)
ne de´pend que des valeurs de εk−1 et εk . Et comme vk = vℓ , εk−1 = εℓ−1 , εk = εℓ
et k est assez grand les quantite´s 12 (vk+εk−1εkrk) et
1
2 (vℓ+εℓ−1εℓrℓ) sont toutes deux
voisines de t := 12 (vk+σ(vk)) =
1
2 (vℓ+σ(vℓ)) et du meˆme coˆte´ de t . Que t soit entier
ou non cela entraˆıne que les parties entie`res de 12 (vk + εk−1εkrk) et
1
2 (vℓ + εℓ−1εℓrℓ)
sont e´gales et donc ak = aℓ . Les expressions de vk+1 et εk+1 ne de´pendant que de
ak , vk et εk , il re´sulte vk+1 = vℓ+1 et εk+1 = εℓ+1 et la pe´riodicite´ de la suite
(εk, ak) pour k assez grand.
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§ 6. Quelques de´veloppements en fraction continue dont les convergents sont
les meilleures approximations de type 1
Les algorithmes de´crits aux sections 4 et 5 sont efficaces et faciles a` programmer
(avec PARI par exemple). Nous donnons ici les de´veloppements en fractions continues de
type 0 (usuel) et de type 1 pour quelques nombres particuliers. Une barre indique une
se´quence qui se re´pe`te inde´finiment avec une e´ventuelle incre´mentation d’un parame`tre
indique´ en indice. Des petits points indiquent que le de´veloppement se continue sans
motif apparent. Nous de´crirons ensuite pre´cise´ment la structure des de´veloppements en
fraction continue des meilleures approximations de type 1 .
Nota Bene – Sont indique´es en rouge les fractions partielles qui correspondent aux
convergents donnant les meilleures approximations de type 0 .
1
4 = [0, 4] = 0 + 1 3 + 1 1
85
38 = [2, 4, 4, 2] = 2 + 1 3 + 1 1 + -1 4 + 1 1 + -1 2 + 1 1
92
13 = [7, 13] = 7 + 1 7 + 1 1 + -1 2 + -1 2 + -1 2 + -1 2 + -1 2√
2 = [1, 2] = 1 + 1 2 + [ 1 1 + 1 1 + -1 3 ]
√
3 = [1, 1, 2] = 2 + -1 2 + [ 1 1 + -1 2 + 1 1 ]
√
5 = [2, 4] = 2 + 1 3 + [ 1 1 + -1 3 + 1 1 + -1 2 + -1 4 ]
√
6 = [2, 2, 4] = 2 + 1 2 + [ 1 2 + 1 1 + -1 2 + -1 3 ]
√
7 = [2, 1, 1, 1, 4] = 3 + -1 2 + [ 1 1 + 1 2 + 1 1 + -1 2 + -1 2 + 1 1 ]√
167 = [12, 1, 11, 1, 24]
= 13 + -1 7 + [ 1 1 + -1 2 + -1 2 + -1 2 + -1 2 + -1 2 + 1 12 + 1 1 + -1 2+...+-1 2+-1 2︸ ︷︷ ︸
12
+1 6 ]
√
69
7 = [3, 7, 6] = 3 + 1 4 + [ 1 1 + -1 2 + -1 2 + -1 4 + 1 1 + -1 2 + -1 2 + -1 5 ]
1+
√
5
2 = [1] = 2 + -1 2 + [ 1 1 ]
q
√
e=[1,q−1+2qn,1]n∈N
=1+1 [ q+12 ]+1 1+ -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
[ q−22 ]
+
[
1 1+1 [ q2 ]+qn+1 1+ -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
[ q−12 ]+qn
]
n∈N∗
, q ≥ 3 (≥ 6)
e=[2,1,2n,1]n∈N∗=3+ -1 2 +1 1 + -1 2 +
[
1 1 +1 n +1 1 + -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
n
]
n≥2
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√
e=[1,1+4n,1]n∈N=2+ -1 2 +
[
1 1 +1 1+2n +1 1 + -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
0+2n
]
n∈N∗
3
√
e=[1,2+6n,1]n∈N=1+1 2 +1 1 +
[
1 1 +1 1+3n +1 1 + -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
1+3n
]
n∈N∗
4
√
e=[1,3+8n,1]n∈N=1+1 2 +1 1 + -1 2 +
[
1 1 +1 2+4n +1 1 + -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
1+4n
]
n∈N∗
5
√
e=[1,4+10n,1]n∈N=1+1 3 +1 1 + -1 2 +
[
1 1 +1 2+5n +1 1 + -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
2+5n
]
n∈N∗
6
√
e=[1,5+12n,1]n∈N=1+1 3 +1 1 + -1 2 + -1 2 +
[
1 1 +1 3+6n +1 1 + -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
2+6n
]
n∈N∗
7
√
e=[1,6+14n,1]n∈N=1+1 4 +1 1 + -1 2 + -1 2 +
[
1 1 +1 3+7n +1 1 + -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
3+7n
]
n∈N∗
π=[3,7,15,1,...]
=3+1 4+1 1+ -1 2+ -1 2+ -1 9+1 1+ -1 2+ -1 2+ -1 2+ -1 2+ -1 2+ -1 2+ -1 2+1 146+1 1+ -1 2+ -1 2+...
e2=[7,2+3n,1,1,3+3n,18+12n]n∈N
=7+ 1 2+ 1 1+ 1 1+ 1 2+ 1 1+ -1 10+ 1 1+ -1 2+ -1 2+ -1 2+ -1 2+ -1 2+ -1 2+ -1 2+ -1 2+ -1 4
+
[
1 1+ -1 2+...+ -1 2+ -1 2︸ ︷︷ ︸
2+
[
3(n−1)
2
] + 1 1+ 1 2+[ 3n2 ]+ 1 1+ -1 2+...+ -1 2︸ ︷︷ ︸
2+
[
3(n−1)
2
]+ -1 10+6n+ 1 1+ -1 2+...+ -1 2︸ ︷︷ ︸
8+6n
+ -1 3+
[
3(n+1)
2
] ]
n∈N∗
Les premie`res formules donnant les de´veloppements en fraction continue re´gulie`re
sont connus, voir [7] par exemple. Pour de´montrer les e´galite´s avec les de´veloppements en
22
Un œil et Farey
fraction continue des meilleures approximations de type 1 , on peut ramener ces derniers
aux premiers a` l’aide de la transformation (e´limination des convergents superflus, ici piqi )
faisant passer du de´veloppement :
. . .+ ci ai + ci+1 ai+1 + ci+2 ai+2 + ci+3 ai+3 + . . .
au de´veloppement :
. . .+ ai+1ci aiai+1 + ci+1 + −ci+1ci+2 ai+1ai+2 + ci+2 + ai+1ci+3 ai+3 + . . .
De plus, lorsque la premie`re approximation ne co¨ıncide pas avec la partie entie`re
du nombre, c’est le de´but du de´veloppement en fraction continue re´gulie`re que l’on
raccourcit de son terme initial avec la transformation ( c1 = 1 ) :
a0 + c1 a1 + c2 a2 + . . . = (a0 + c1) + −c1c2 a2 + c2 + . . .
On constate alors que les de´veloppements de´duits par ces me´thodes co¨ıncident avec
les de´velopement en fraction continue re´guliers connus.
Les meˆmes me´thodes permettent de de´duire le de´veloppement en fraction continue
des meilleures approximations de type 1 du de´veloppement en fraction continue
complet avec les re´sultats sur les convergents interme´diaires rappele´s a` la fin de la
section 4. Pre´cise´ment, si ξ = [c0, c1, c2, . . .] est la suite des quotients partiels du
de´veloppement en fraction continue re´gulie`re on pose d’abord
c′0 :=
{
1 si ξ > [ξ] + 12
0 si ξ < [ξ] + 12
et c′i :=
{
ci+1 si ξ > [ξ] +
1
2
ci si ξ < [ξ] +
1
2
pour i ≥ 1 ,
puis λ0 = 0 et pour i ≥ 1
λi :=


c′i
2 c
′
i est pair et [c
′
i, c
′
i−1, . . . , c2, c1] > [c
′
i, c
′
i+1, c
′
i+2, . . .][
c′i
2
]
+ 1 sinon
,
et enfin
a0 :=
{
[ξ] + 1 si ξ > [ξ] + 12
[ξ] si ξ < [ξ] + 12
et εi ai :=
{
−1 λi + 1 si c′i−1 > λi−1
1 λi si c′i−1 = λi−1
, i ≥ 1 .
Alors le de´veloppement en fraction continue des meilleures approximations de type 1
s’e´crit :
(23) ξ = a0 +
[
εi ai + 1 1 + −1 2 + . . .+ −1 2 +︸ ︷︷ ︸
c′
i
−λi+1 termes
]
i≥1 .
On sait quels sont exactement les e´le´ments de la suite de Hurwitz qui sont les meilleures
approximations de type 1 de ξ . Ce sont a0 et les fractions
pc′
0
+...+c′
i−1
+λ
qc′
0
+...+c′
i−1
+λ
avec
λ = λi, . . . , c
′
i et i ≥ 1 . il suffit donc d’e´liminer les convergents superflus entre
pc′
0
+...+c′
i−1
qc′
0
+...+c′
i−1
et
pc′
0
+...+c′
i−1
+λi
qc′
0
+...+c′
i−1
+λi
. On ve´rifiera sur les exemples de´crits ci-dessus que les
de´veloppements en fraction continue des meilleures approximations de type 1 ont bien
la structure de la formule (23). Le point de´licat est la ve´rification de la condition dans
la de´finition de λi lorsque c
′
i est pair, c’est ce que fait automatiquement l’algorithme
pre´sente´ a` la section 5.
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