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Abstract
The Steiner trade spectrum of a simple graph G is the set of all integers t for which there is a simple graph H whose edges
can be partitioned into t copies of G in two entirely different ways. The Steiner trade spectra of complete partite graphs were
determined in all but a few cases in a recent paper by Billington and Hoffman (Discrete Math. 250 (2002) 23). In this paper we
resolve the remaining cases.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The concept of a combinatorial trade was ﬁrst formally applied in design theory in the 1960s (see Hedayat [8]), although the
idea was used much earlier (see [11] and [2] for a full survey of work in trades).
For trades in design theory, a block is deﬁned to be any subset of some given foundation set. A (k, t) trade of volume m and
foundation size v is then a pair {T , T ′} of disjoint sets of blocks, with each of T and T ′ containing m blocks of size k, based on a
foundation set of size v, such that every t-set chosen from the foundation occurs equally often in T and T ′. Every element in the
foundation must occur in T in order for the foundation size to be v. The trade is called Steiner if each t-set occurs at most once
in each of T and T ′.
A Steiner trade in which t = 2 can be easily represented in graph theoretic terms. The foundation is a set of v vertices, and
blocks are complete graphs of size k on the foundation set. Sets of size t = 2 are edges. The union of the blocks of T is then a
simple graph H on v vertices, which is also equal to the union of the blocks of T ′. Hence a Steiner (k, 2) trade of volume m and
foundation size v is equivalent to two disjoint decompositions of some simple graph H on v vertices into m copies of Kk .
In [3] the concept of a graphical trade is generalised to the case where the blocks are not necessarily complete graphs. Instead
we require each block to be isomorphic to some simple graph G, and we talk of a (Steiner) G-trade of volume m and foundation
size v (t is assumed to be 2). In fact the foundation size is often ignored; in the work on graphical trades in [3,4], and also in this
paper, the foundation size is unconstrained. We are similarly unconcerned with the form of H, provided it is equal to the union
of the blocks of T ′ as well as of T.
The trade spectrum TS(G) is deﬁned to be the set of positive integers m such that there is a Steiner G-trade of volume m. The
set of forbidden volumes,X(G), is deﬁned to be the set of positive integers m such that there is no Steiner G-trade of volume m,
that is, X(G)= Z+\TS(G).
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Table 1
The Steiner trade spectra of complete partite graphs with all parts the same size (which is at least two)
Number of parts Forbidden trade volumes Trade spectrum
1 X(G)= ∅ TS(G)= {1, 2, 3, . . .}
2 X(G)= {1} TS(G)= {2, 3, 4, . . .}
3 X(G)= {1, 2, 3} TS(G)= {4, 5, 6, . . .}
n4 X(G)= {1, 2, 3, 4, 5} TS(G)= {6, 7, 8, . . .}
Following [4], we say a G-trade {T , T ′} of volume m is linked if the blocks of T and T ′ can be assigned the labels
{G1,G2, . . . ,Gm} and {G′1,G′2, . . . ,G′m}, respectively, such that V (Gi) = V (G′i ), i = 1, 2, . . . , m. There can be no linked
trade ifG is complete, since if two complete graphs share the same vertices they are identical; but linked trades are very important
when G is incomplete.
In the initial work on graphical trades with incomplete graphs [3], various constructions were found (often using linked trades)
which had no analogue in the case where the blocks are complete graphs. As a result, the trade spectra of families of incomplete
graphs tend to include all volumes beyond a certain value, regardless of the block size (the results in this paper provide an
example of this). This is in contrast to the case where blocks are complete graphs, where the number of forbidden trade volumes
increases linearly with block size. However, results have only been determined for particular classes of graphs.
Further work [4] looked at the trade spectra of all complete partite graphs. A complete n-partite graph is a graph G in which
the vertices are partitioned into n parts, such that E(G) contains every edge between vertices in different parts, and no edges
between vertices in the same part. In the case where all parts are of size one, we have a complete graph, and thus the trade spectra
are known (see [10,7,6]). The trade spectra for complete partite graphs were resolved in the case where not all parts have the
same size, and also in the case where there are fewer than three parts (that is, G is bipartite or null). In the case where G has
three or more parts, all the same size (which is at least two), it was shown that trades always exist for volumes of six or greater,
but results were incomplete for volumes three, four and ﬁve.
In this paper we resolve all the remaining cases from [4], giving the results in Table 1.
Since the other cases have been resolved, we assume in this paper thatG=Kn(p), with n3, p2 (whereKn(p) represents
the complete partite graph with n parts of size p).
Given such a complete partite graph G, we have the following results from [4]:
(1) There are (linked) trades of every volume greater than or equal to six (based on linked C4 trades).
(2) For all n and p (n3, p2) we have {1, 2} ⊆ X(G) (1 is obvious sinceG does not contain isolated vertices; 2 follows from
the results presented in this paper in any case).
(3) When p = 2, there is no trade of volume m min(n, 5).
(4) For n= 3, there is a trade of volume four (based on the obviousK3 trade of volume four onH =K3(2)). This is Lemma 1.2
of [4].
The main part of this paper extends result (3) to all p2. In combination with (1), this resolves the trade spectra for all but
three cases. Result (4) deals with one of these, leaving only the cases n= 3, m= 5 and n= 4, m= 5.
In the case n = 3, m = 5, a trade was discovered for p = 2 using a computer search (see [9,1]). This paper concludes with
a simple generalisation of this trade to p3, and then a proof that there is no trade possible in the case n = 4, m = 5, thus
completing the problem.
2. Non-existence for m min(n, 5)
We begin with two simple properties of complete partite graphs:
Lemma 2.1. (i) An induced subgraph of a complete partite graph is a complete partite graph (note that the induced subgraph
may have only one part, in which case it has no edges).
(ii) If two complete partite graphs have exactly the same vertices, and both have at least two parts, then they must have at
least one edge in common.
Proof. (i) This is immediate from the deﬁnitions.
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(ii) Assume A and B are complete partite graphs on the same set of vertices, and that they both have at least two parts. Let
A be the complement of A. The complement of a complete n-partite graph is the disjoint union of n complete graphs. Since A
has at least two parts it follows that A is not connected. But B is connected, since it is a complete partite graph with at least two
parts. Therefore B cannot be a subgraph of A. It follows that A and B have at least one edge in common. 
Note that Lemma 2.1 (ii) is equivalent to Lemma 5.3 in [4]. This lemma leads to the following key result (whereA〈X〉 denotes
the subgraph of A induced by the vertex set X):
Lemma 2.2. Let {T , T ′}, where T = {G1,G2, . . . ,Gm} and T ′ = {G′1,G′2, . . . ,G′m}, be a Steiner trade of volume m with
blocks Gi,G′i ∼= Kn(p).
Then for C = V (Gi) ∩ V (Gj ), 1 i < jm, we have:
(i) C is a subset of one part of V (Gi), or C is a subset of one part of V (Gj ), or both;
(ii) |C|p.
In other words, at least one of Gi〈C〉 or Gj 〈C〉 does not have any edges.
Proof. (i) By Lemma 2.1 (i), both Gi〈C〉 and Gj 〈C〉 are complete partite graphs. If they both have at least two parts then by
Lemma 2.1(ii) they must have at least one edge in common, which contradicts the deﬁnition of a Steiner trade. Hence at least
one of these subgraphs has only one part. It follows that C is a subset of one part of the corresponding block (so if Gi〈C〉 has
only one part and hence has no edges, then C is a subset of one part of V (Gi)).
(ii) This follows immediately from (i). 
The main result of this paper is the proof that G = Kn(p), n3, has no trades of volume m if m min(n, 5). We do this in
two parts: ﬁrst we show that, provided n3, any trade withmnmust be linked; then we show thatKn(p) has no linked trades
of volume less than or equal to ﬁve. Thus we prove non-existence for all trade volumes covered by both lemmas (this parallels
the argument in Section 3 of [4], which proved the same result but only in the case p = 2).
Before starting on the ﬁrst part of this argument, we note a property of all trades {T , T ′} on graphs of regular degree d (such
as complete partite graphs with all parts the same size). If a vertex v occurs in n blocks of T, then it has degree nd in H and hence
occurs in exactly n blocks of T ′. We say n is the repetition number of v, referring equally to each half of the trade, T or T ′.
Theorem 2.1. Given G=Kn(p), n3, any G-trade of volume m with mn must be linked.
Proof. Consider a block of T,G1 say. By Lemma 2.2 (ii), at most p of the vertices inG1 also occur inGi , 2 im. Therefore
at most (m−1)p vertices ofG1 also occur in one or more of the other blocks of T. SinceG1 has np vertices andmn it follows
that G1 has at least p vertices which occur in no other block of T. These vertices have repetition number 1, and thus they each
occur exactly once in T ′.
First assume that not all of these p or more vertices occur in the same part ofG1. Then we can choose two points x and y with
repetition number 1 from different parts of G1. Since the edge xy occurs in T, it must occur in T ′. Hence x and y both occur in
one block of T ′, G′1 say, and neither occurs in any other block of T ′.
Every vertex in G1 is adjacent to at least one of x or y, since they are in different parts. These edges must be in T ′, therefore
every vertex in G1 is in G′1—that is, V (G1)= V (G′1).
This leaves the case where all the vertices with repetition number 1 occur in the same part of G1. Since there are at least p
such vertices, all the vertices in one part P ofG1 have repetition number 1. Choose one of these vertices, x say, and let the block
of T ′ containing x beG′1. In T, x is adjacent to every vertex in V (G1)\P , so x must be adjacent to every one of these vertices in
T ′ as well. But G′1 is the only block of T ′ containing x, so V (G1)\P ⊆ V (G′1).
Let y be any element of P other than x, and letG′
i
be the block of T ′ containing y. By the above argument, V (G1)\P ⊆ V (G′i ).
Recalling that G has at least three parts, we know that |V (G1)\P |2p. Therefore by Lemma 2.2 (ii) we must have G′i =G′1;
in other words, y ∈ G′1.
But y was arbitrarily chosen from P, hence P ⊆ V (G′1). Therefore V (G1) ⊆ V (G′1) and so again V (G1) = V (G′1). This
argument works for every block of T, so it follows that the trade {T , T ′} is linked. 
The second andmore difﬁcult part of the argument is to show that there are no linked trades of volume less than or equal to ﬁve.
Theorem 2.2. For any G=Kn(p), n2, p2, G has no linked trade of volume m5.
Proof. Assume G has a linked trade {T , T ′} of volume m5, with T = {G1,G2, . . . ,Gm}, T ′ = {G′1,G′2, . . . ,G′m}, and
V (G)= V (G′), = 1, 2, . . . , m.
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Let I, = V (G) ∩ V (G)= V (G′) ∩ V (G′), for all  = , 1, m. These intersection vertex-sets form the basis of
the reasoning in this proof.
We have V (G)= V (G′), = 1, 2, . . . , m, but G and G′ cannot have exactly the same edges, although we would expect
them to have many edges in common. If an edge e is in E(G) but not in E(G′), then emust be in some other block of T ′. Take
e ∈ E(G), E(G′) (e cannot occur in any other block of T or T ′). Then we say that e is “transferred” from G to G′.
Assume an edge e = ab is transferred from some G to some G′, with the sole restriction that  = . Then {a, b} ⊂ V (G)
and {a, b} ⊂ V (G′). Because the trade is linked, it follows that {a, b} ⊆ I—so edges can only be transferred from a block of
T to a block of T ′ via their intersection vertex set.
By Lemma 2.2, |I|p; and at least one ofG〈I〉,G〈I〉 and one ofG′〈I〉,G′〈I〉 has no edges.We have assumed
there is an edge e transferred fromG toG′, so e ∈ G〈I〉,G′〈I〉. Therefore neitherG′〈I〉 norG〈I〉 has any edges.
It follows that no edge can be transferred from G to G′, so edge transfer is one-way. To sum up:
(A) |I|p for all  = .
(B) If an edge is transferred fromG toG′, then I is contained within a single part ofG′ and a single part ofG, but contains
vertices from at least two parts of G and at least two parts of G′.
(C) If an edge is transferred from G to G′, then no edge can be transferred from G to G′.
Consider an arbitrary blockGi ∈ T . SinceGi = G′i , at least one edge is transferred fromGi to some blockG′j ∈ T ′, j = i.
By (B), we know that Iij is contained within one part of G′i , and within one part of Gj , but Iij contains vertices from at least
two parts of Gi and two parts of G′j .
Say Iij contains vertices from two parts Pi1 and Pi2 of Gi (it may contain vertices from other parts as well), and Iij is a
subset of some part P ′
i1 of G
′
i
. Then P ′
i1 contains at least one vertex from each of Pi1 and Pi2. Since Pi1 and Pi2 are disjoint
and both have size p, as does P ′
i1, P
′
i1 cannot contain all of Pi1 or all of Pi2; thus P
′
i1 deﬁnes a proper partition of Pi1 and Pi2.
We can write
Pi1 = A1 ∪ B1,
Pi2 = A2 ∪ B2,
where A1, B1, A2 and B2 are pairwise disjoint and are all non-empty, with
A1 ⊆ P ′i1, (1)
A2 ⊆ P ′i1, (2)
B1 ∩ P ′i1 = ∅, (3)
B2 ∩ P ′i1 = ∅. (4)
Also, since
Iij ⊆ P ′i1, (5)
we have
B1 ∩ Iij = ∅, (6)
B2 ∩ Iij = ∅. (7)
We have now deduced the structure shown in Fig. 1.
The vertex sets A1 and B1 occur in different parts of G′i but the same part of Gi . Therefore each edge ab, a ∈ A1, b ∈ B1,
lies in G′
i
but not Gi , and so must be transferred to G′i from some block of T. Choose one of these edges arbitrarily, a1b1 say,
and let Gr be the block from which a1b1 was transferred (other edges may be transferred from different blocks of T, but we
choose just one block). Obviously r = i. Any edges transferred must be between vertices in the intersection vertex set, so Iir
contains vertices from A1 and B1 (the reader may like to start referring to Fig. 2, although we do not fully deduce the structure
shown for some time).
By (B), Iir is contained in a single part of G′r , and within a single part of Gi , but it contains vertices from at least two parts
of Gr and two parts of G′i . In particular, since Iir contains vertices from A1 and B1 (and hence Pi1), we have Iir ⊆ Pi1.
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Fig. 1. The relationship between Gi , G′i , Gj , and G′j , given that at least one edge is transferred from Gi to G′j .
Similarly there must be some Gs ∈ T such that at least one edge a2b2, a2 ∈ A2, b2 ∈ B2, is transferred from Gs to G′i , and
Iis ⊆ Pi2.
Now consider an arbitrary vertex b in B1 ∪ B2. Assume without loss of generality that b ∈ B1. The points in A1 are in the
same part of Gi as b (Pi1). But they are in different parts of G′i , by (1) and (3). Since every part of every block has the size, it
follows that symmetrically there is at least one vertex, call it c, such that b and c are in different parts ofGi but the same part of
G′
i
. Thus the edge bc is transferred from Gi to some block of T ′, call it G′k . By (B), we know that Iik is contained in a single
part of Gk and a single part of G′i , but contains edges from more than one part of G′k and Gi . So Iik ⊂ P ′i2, where P ′i2 is some
part of G′
i
(P ′
i2 = P ′i1 since by (3), b /∈P ′i1).
We now prove that i, j, k, r, s are all distinct. By deﬁnition, i is distinct from the rest, since the other blocks were deﬁned in
terms of transfer of edges to or from G′
i
or Gi , respectively. Recall that edges are transferred from Gi to G′j and G′k , and from
Gr and Gs to G′i . Hence, by (C), j and k are distinct from r and s. We have shown that Iir ⊆ Pi1 and Iis ⊆ Pi2, implying
Iir = Iis and hence r = s. Similarly Iij ⊆ P ′i1 and Iik ⊆ P ′i2, so j = k. Thus i, j, k, r, s are all distinct.
There are a couple of immediate consequences of this result. Since we have deduced the existence of at least ﬁve blocks in each
of T and T ′,m5. But we are only considering trades of volumem5, som=5. Therefore {i, j, k, r, s} is some rearrangement
of {1, 2, 3, 4, 5}, and there are no blocks in T and T ′ other than Gi,Gj ,Gk,Gr ,Gs and G′i , G′j ,G′k,G′r ,G′s , respectively.
Using this knowledge, we can revisit the arguments used earlier and deduce the structure of the trade more precisely.
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Fig. 2. The relationship between Gi and G′i and the other blocks of T and T ′, plus the relationship between Gj , G′j , Gk , and G′k , given that an
edge is transferred from Gj to G′k .
Recall that we earlier deduced the existence of Gk by considering an arbitrary point b ∈ B1 ∩ B2, and showing that an edge
involving b must be transferred from Gi to some block of T ′, which we called G′k (so b ∈ Iik). But given any other point
b0 ∈ B1 ∪B2, some edge involving b0 must similarly be transferred fromGi to some block of T ′. By (C), this block cannot be
G′r orG′s ; and it cannot beG′j , since by (6) and (7), b0 /∈ Iij . Therefore some edge involving b0 must be transferred fromGi to
G′
k
. It follows that b0 ∈ Iik , and since b0 was chosen arbitrarily, B1 ∪ B2 ⊆ Iik . By a similar argument, A1 ∪ A2 ⊆ Iij .
But
|B1 ∪ B2| + |A1 ∪ A2| = |Pi1| + |Pi2| = 2p.
Therefore
|Iij | + |Iik |2p,
with equality if and only if A1 ∪ A2 = Iij and B1 ∪ B2 = Iik . But by (A), |Iij |, |Iik |p. It follows that
|Iij | = |Iik | = p,
A1 ∪ A2 = Iij ,
B1 ∪ B2 = Iik.
Since |Iij | = |Iik | = p, Iij ⊆ P ′i1 and Iik ⊆ P ′i2, we also have Iij = P ′i1 and Iik = P ′i2.
We can obtain a similar result for Iir and Iis . Recall Iir ⊆ Pi1 = A1 ∪ B1 and Iis ⊆ Pi2 = A2 ∪ B2. Consider arbitrary
vertices a ∈ A1, b ∈ B1. The edge ab occurs in G′i but not Gi , so it must be transferred to G′i from some block of T. Since
a, b ∈ Pi1 and Iis ⊆ Pi2, Gs is ruled out, and (C) rules out Gj and Gk . Therefore ab is transferred from Gr , and {a, b} ∈ Iir .
But a and b were arbitrary, so A1 ∪ B1 ⊆ Iir . Hence Pi1 = A1 ∪ B1 = Iir , and |Iir | = p. Likewise Pi2 = A2 ∪ B2 = Iis , and
|Iis | = p.
To sum up,
|Iij | = |Iik | = |Iir | = |Iis | = p,
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Iij = A1 ∪ A2 = P ′i1,
Iik = B1 ∪ B2 = P ′i2,
Iir = A1 ∪ B1 = Pi1,
Iis = A2 ∪ B2 = Pi2.
We have now deduced the trade structure as shown in Fig. 2, except for Ijk which is discussed below. Observe that V (Gi)=
V (G′
i
) has 2p of its vertices (A1∪A2∪B1∪B2) with repetition number 3 or more, and all other vertices have repetition number
1 (for instance, a vertex in A1 is in V (Gi), V (Gj ) and V (Gr)). In fact we have deduced quite a detailed structure. In particular,
note that:
(D) For all  = i, either one or more edges are transferred fromGi toG′, or one or more edges are transferred fromG toG′i .(E) If one or more edges are transferred fromGi to someG′, and one or more edges are transferred from someG toG′i , then
Ii ∩ Ii = ∅.
(F) For every  = i, |Ii | = p.
But the block Gi was chosen arbitrarily, so (D), (E), and (F) apply to any chosen block, besides Gi .
ConsiderGj andGk . Applying (D), assume without loss of generality that one or more edges are transferred fromGj toG′k .
Then by (E), Ijk contains at least one vertex from Iij = A1 ∪ A2; call it a. By (B) and (F),
B1 ∪ B2 = Iik = Pk1,
a ∈ Ijk = Pk2,
where Pk1 and Pk2 are parts of Gk . We know Pk1 = Pk2 since a /∈B1 ∪ B2. By deﬁnition, a ∈ A1 ∪ A2. But if a ∈ A1, then
the edges between a and the vertices in B2 occur in bothGi andGk , while if a ∈ A2, then the edges between a and the vertices
in B1 occur in both Gi and Gk . This is a contradiction, thus the trade does not exist. 
As an aside, the structure which we deduced (or could easily deduce) that the trade must have is essentially an expanded linked
C4 trade, like that used in Section 3 of [4] to construct trades for all volumes greater than or equal to six. But these trades do not
exist for any volume less than six.
Combining the two theorems above, we have our ﬁrst main result:
Theorem 2.3. Let G=Kn(p), n3, p2. Then G has no Steiner trade of volume less than or equal to min(n, 5).
Proof. This follows from Theorems 2.1 and 2.2. 
3. Resolving the special cases
We now need to resolve two special cases. First we show that there is a trade of volume 5 when n = 3 (of course this trade
cannot be linked). This is based on the following construction for the case p= 2 which was discovered using a computer search
([9], using [1]).
Lemma 3.1. The graph K3(2) has a trade of volume 5.
Proof. This is by example; see Fig. 3. 
The property of this trade that allows it to be generalised is that the vertices can be split into two groups of seven, so that each
part of each block contains one vertex from each group. The vertices have been numbered so that the even-numbered vertices
form one group and the odd-numbered vertices form the other.
Theorem 3.1. The graph K3(p) has a trade of volume 5, for all p2.
Proof. This is by construction. Replace each odd-numbered vertex in the trade illustrated in Fig. 3 with a distinct set of p − 1
vertices. Since every part of every block of T and T ′ contains one even-numbered and one odd-numbered vertex, the result is a
Steiner K3(p) trade of volume ﬁve. 
We now prove non-existence in the ﬁnal special case, when there are four parts.
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Fig. 3. A Steiner K3(2)-trade {T , T ′} of volume 5, where T = {G1,G2,G3,G4,G5} and T ′ = {G′1,G′2,G′3,G′4,G′5}. The foundation set
contains fourteen vertices, labelled 0–13.
Theorem 3.2. The graph K4(p) has no trade of volume 5.
Proof. Assume G=K4(p) has a trade {T , T ′} of volume 5, where T = {G1,G2,G3,G4,G5}, T ′ = {G′1,G′2,G′3,G′4,G′5}.
Consider the case where a block in T, G1 say, has no vertex of repetition number 1; that is, every vertex in G1 occurs in at
least one other block of T. By Lemma 2.2 (ii),G1 has at most p vertices in common with each of the other four blocks of T. Since
G1 has 4p vertices, the only way that this is possible is if G1 has exactly p vertices in common with each of the other blocks.
Say G1 contains a vertex v with repetition number 3 or more. Then v is in both Gj and Gk , for some Gj and Gk in T \{G1}.
NowG1 may have up to p vertices in common with each ofGj andGk—but since v is common to all three blocks,G1 can have
at most 1+ (p− 1)+ (p− 1)= 2p− 1 vertices which also occur in eitherGj orGk . This leaves at least 2p+ 1 other vertices
in G1, and so it implies there is at least one vertex in G1 with repetition number 1, a contradiction. Thus if there is no vertex of
repetition number 1, then each vertex in G1 must have repetition number 2.
Now consider the complementary case where a block of T,G1 say, contains a vertex s0 with repetition number 1. Then s0 also
occurs in one block of T ′,G′1 say, and s0 occurs in no other block of T or T ′. SayG1 has parts P11, P12, P13, P14, andG′1 has
parts P ′11, P ′12, P ′13, P ′14, with s0 ∈ P11, P ′11. LetA=P12∪P13∪P14. InG1, the vertex s0 is adjacent to each of the 3p vertices
in A. Since these edges must also occur in T ′ andG′1 is the only block of T ′ containing s0, it follows that P ′12 ∪P ′13 ∪P ′14 =A.
Consider a vertex t in P11\{s0}. Assume that t /∈P ′11\{s0}, and t is replaced by some t ′, t ′ ∈ P ′11\{s0}, t ′ /∈P11\{s0} (we show
that this leads to a contradiction). In T, the vertex t is adjacent to each vertex in A, but t /∈V (G′1). Thus the 3p edges between
t and the vertices of A must occur in the blocks of T ′ other than G′1;that is, in the blocks G′2, G′3, G′4, and G′5. Since all the
vertices of A occur in G′1, by Lemma 2.2 (ii) at most p of the vertices of A (and hence at most p of the edges between t and
vertices of A) occur in any of G′2, G′3, G′4, and G′5. Therefore the 3p edges between t and vertices of A are spread over at least
three of the blocksG′2,G′3,G′4, andG′5. Hence t has repetition number three or more; say t ∈ G′2,G′3,G′4. By symmetry t ′ also
has repetition number 3 or more, and hence by the pigeonhole principle at least one of G′2, G′3 or G′4 contains t ′; say t ′ ∈ G′2.
The blockG′1 contains all edges between t ′ and the vertices in A; these edges cannot be repeated in T ′, soG′2 contains at most
p − 1 vertices from A (they must be in the same part of G′2 as t ′) and hence at most p − 1 edges between t and the vertices of
A. Since G′3 and G′4 each contain at most p such edges, it follows that G′5 must contain at least one of the 3p edges between t
and the vertices of A. Therefore t, and symmetrically t ′, has repetition number 4 (repetition number 5 is ruled out since t /∈P ′11,
t ′ /∈P11).
So all of G′2, G′3, G′4, and G′5 contain t, and at least three of them, say G′2, G′3, and G′4, contain t ′. Let one of these three
blocks,G′2 say, contain an edge between t and a vertex v ∈ A. The edge t ′v occurs inG′1, so t ′ and v are in the same part ofG′2.
Therefore G′2 contains the edge t t ′. But at most one of G′2, G′3 or G′4 can contain this edge, so at most one of them can contain
any edge between t and a vertex v ∈ A. This leaves just two blocks of T ′ (G′5 and one of G′2, G′3 or G′4) which can contain
edges between t and the vertices in A, which we saw earlier is insufﬁcient. This gives a contradiction, so there is no vertex which
occurs in P11\{s0} but not in P ′11\{s0}.Hence, given the assumption thatG1 contains at least one vertex with repetition number
1, we know that for some block G′1 of T ′, V (G1)= V (G′1).
By considering the case where a block has no vertex of repetition number 1, and also the case where it has at least one such
vertex, we have shown that for any blockGi , eitherGi has exactly p vertices in common with each other block and every vertex
in Gi has repetition number 2, or V (Gi)= V (G′i ) for some G′i ∈ T ′, or both. Thus we can break the possible block structures
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into two distinct cases:
(a) V (Gi)= V (G′i ) for some G′i ∈ T ′.(b) Gi has exactly p vertices in common with each other block in T, every vertex in Gi has repetition number 2, and (a) does
not hold.
Let Gi be any block of type (b), and Gj be any other block of T. Then Q = V (Gi) ∩ V (Gj ) has size p. Since p2 we
can choose vertices x, y ∈ Q (they each have repetition number 2 because they are in Gi ). Since the edge xy can only occur
once in T, x and y must appear in either the same part of Gi or the same part of Gj , or both. Therefore the set A of vertices
adjacent to both x and y contains three parts of Gi and at least two parts of Gj , or vice-versa. Hence A has size 5p or more.
Since x and y each have repetition number 2 we can say x ∈ G′r ,G′s , y ∈ G′t , G′u, where G′r ,G′s ,G′t , G′u are blocks of T ′
with G′r = G′s and G′t = G′u. All the edges between x or y and the vertices in A must occur in T ′, hence A ⊆ G′r ∪ G′s and
A ⊆ G′t ∪G′u.
Assume t /∈ {r, s} (we shall show this leads to a contradiction). Since G′t contains at most p vertices from each of G′r and G′s
and all the vertices of A are in these two blocks,G′t can contain at most 2p vertices from A. ThereforeG′u contains at least 3p of
the 5p vertices ofA, and so u ∈ {r, s}. Say u= s. NowG′u=G′s can contain at most 4p−2 vertices fromA, since it contains both
x and y, which are not in A. The remaining p+ 2 or more vertices of Amust occur in bothG′r andG′t , contradicting Lemma 2.2
(ii). Thus by contradiction t ∈ {r, s}. Likewise u ∈ {r, s}; so {G′r ,G′s} = {G′t , G′u}. That is, x and y each occur in the same two
blocks of T ′. By extension all the p vertices inQ occur in the same two blocks of T ′, orQ=V (Gi)∩V (Gj )=V (G′k)∩V (G′l )for
some G′
k
,G′
l
∈ T ′.
We ﬁrst use this result in the case where some blocks are of type (a) and some are of type (b). Let Gi be of type (b) and Gj
be of type (a), and let Q= V (Gi) ∩ V (Gj ) as before. Using the above result and the fact that Gj is of type (a), we know that
Q= V (G′
k
)∩ V (G′
j
) and V (Gj )= V (G′j ), for some two blocksG′k andG′j in T ′ (no vertex from Q occurs in any other block
of T ′ since they all have repetition number 2). Consider some vertex v in Gi , v /∈Q. The p vertices of Q cannot all be in the
same part of Gi as v, so there is at least one edge between v and a vertex in Q. This edge must also occur in T ′, hence v is in
either G′
k
or G′
j
. But if v ∈ G′
j
then v ∈ Gj and hence v ∈ Q, contradicting our assumption. Therefore v ∈ G′k . But v was
arbitrarily chosen from V (Gi)\Q, hence V (Gi)\Q ⊂ V (G′k). Since Q ⊂ V (G′k) also, V (Gi) = V (G′k). Therefore Gi is of
type (a), contradicting the assumption that it is of type (b). Thus it is not possible to have some blocks of type (a) and some
blocks of type (b).
The two remaining cases are where all blocks are of type (a), or all blocks are of type (b). But if all trades are of type (a),
the trade is linked, which is ruled out by Theorem 2.2. Thus we have only to consider the case where all blocks are of type (b).
Consider one of the blocks, G1 say. Each vertex of G1 occurs in exactly one other block of T. In fact V (G1) is the union of the
disjoint p-sets V (G1) ∩ V (Gi), i = 2, 3, 4, 5. Generalising, the vertex set of each block of T is the union of four disjoint p-sets
of the form V (Gi)∩V (Gj ), i, j ∈ {1, 2, 3, 4, 5}, i = j . There are exactly ten such sets; call themQ1,Q2,Q3, . . . ,Q10. Each
of them occurs in exactly two blocks of T. By symmetry, the blocks of T ′ are similarly structured; in fact, we showed earlier
that if Gi is of type (b) and Gj is any other block of T, then Q = V (Gi) ∩ V (Gj ) = V (G′k) ∩ V (G′l ) for some G′k,G′l ∈ T ′.
Hence the vertex set of each block of T ′ is also the union of four sets Qi , i ∈ {1, 2, 3, . . . , 10}. Note that these vertex sets do
not necessarily correspond to the parts of the blocks.
For each block Gi or G′i , construct a parallel block Fi or F ′i respectively, which is isomorphic to K4. Label the four vertices
of the parallel block with the four sets in {Q1,Q2,Q3, . . . ,Q10} which make up the vertex set of the original block. Let
U = {F1, F2, F3, F4, F5}, U ′ = {F ′1, F ′2, F ′3, F ′4, F ′5}.
Now if Q and Q occur in the same block Gi of T, then there must be at least one edge between a vertex of Q and a
vertex of Q (since all 2p vertices cannot be in the same part of Gi ). Thus Q and Q must occur together in some block
of T ′. Therefore if an edge QQ occurs in an element of U, it must also occur in an element of U ′ (and vice-versa by
symmetry).
No edge can occur more than once in either U or U ′, since this would mean that either two blocks of T or two blocks of T ′
have 2p or more vertices in common. Since all the blocks in T are of type (b), the vertex sets of the blocks of T are all distinct
from the vertex sets of the blocks of T ′. Hence U and U ′ are distinct.
It follows that {U,U ′} is a properK4 Steiner trade of volume 5. But it is known that no such trade exists (probably ﬁrst proved
in [5]). Thus we have a contradiction for the ﬁnal case. 
4. Conclusion
We summarise our results, combined with the results from [4] and the results for complete partite graphs from [10], [7], and
[6]. This completely resolves the Steiner trade spectra for all complete partite graphs.
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Theorem 4.1. Let G be a complete partite graph.
(i) If there are n parts of size one (so that G is the complete graph Kn) then:
X(Kn)= {t | 1 t2n− 3} ∪ {t | 2n− 1 t3n− 4, t odd},
with precisely these exceptions: TS(K2)= {0} and 15 ∈ TS(K7).
(ii) If all n parts have the same size p, p2, then:
Number of parts Forbidden trade volumes Trade spectra
1 X(G)= ∅ TS(G)= {1, 2, 3, . . .}
2 {1} TS(G)= {2, 3, 4, . . .}
3 {1, 2, 3} TS(G)= {4, 5, 6, . . .}
n4 {1, 2, 3, 4, 5} TS(G)= {6, 7, 8, . . .}
(iii) If not all the part sizes ai , 1 in, are the same, then X(G)= {1, 2}, except 2 ∈ TS(G) in the following cases:
(a) n= 2; (b) n3, and for some 1 i, jn, 2aj = ai +
∑n
k=1ak .
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