Abstract. We classify the thick subcategories of an algebraic triangulated standard category with finitely many indecomposable objects.
Introduction
A full subcategory S of a triangulated category T is called thick if it is a triangulated subcategory of T which is in addition closed under taking direct summands.
A classification of thick subcategories can be used to gain structural information about the ambient triangulated category.
The classification problem was approached in various mathematical fields as in stable homotopy theory, in commutative algebra and in the representation theory of finite groups. The first work was done by Hopkins and Smith concerning the p-local finite stable homotopy category [17] . Hopkins [16] and Neeman [22] studied the concept for the category of perfect complexes D per (R) of a noetherian ring R. They showed that the thick subcategories of D per (R) correspond to specialization closed subsets of the prime ideal spectrum of R. Benson, Carlson and Rickard [6] classified the thick subcategories of the stable module category of the group algebra kG for a p-group G in terms of closed subvarietes of the maximal ideal spectrum of the group cohomology ring.
The triangulated categories of our interest are algebraic triangulated categories. A triangulated category is called algebraic if it is triangle equivalent to the stable category of a Frobenius category. An example for such a category is the stable module category mod(Λ) of a self-injective k-algebra Λ where k is a field. For instance, the group algebra kG for a finite group G is self-injective.
We concentrate on algebraic triangulated categories which have only finitely many objects and which are standard, i.e. the category is equivalent to the mesh category of its Auslander-Reiten quiver. For technical reasons we also assume connectivity.
The structure of these categories is well understood by work of Amiot [1] . In fact, they are triangle equivalent to the orbit category of the bounded derived category D b (mod(k ∆)) of a path algebra of a quiver of Dynkin type ∆ with respect to a specific group of automorphisms of D b (mod(k ∆)). From this we define the type of an algebraic triangulated category to be (∆, r, t) where r, t depend on the group of automorphisms.
Moreover, Ingalls and Thomas [18] give a combinatorial classification of exact abelian extension-closed subcategories of the abelian category mod(k ∆) in terms of noncrossing partitions associated to ∆.
The poset NC ∆ of noncrossing partitions associated to ∆ consists of certain elements of the Coxeter group associated to ∆. For the Dynkin types A and D there is an alternative description NC A (n) [24] and NC D (n) [5] of this poset induced by the hyperplane arrangement of the corresponding root system. NC A (n) corresponds to the original definition of noncrossing partitions due to Kreweras [21] .
In this paper, we connect the triangulated and the abelian world and we use the given classification in terms of noncrossing partitions for the classification of the thick subcategories of algebraic triangulated categories. This leads to the main result of this paper. Theorem 1.1. Let T be a finite triangulated category which is connected, algebraic and standard of type (∆, r, t) excluding the cases (D n , r, 2) for n even and (D 4 , r, 3). Put s = gcd(h ∆ , p) where p is a natural number depending on the type of T and h ∆ is the Coxeter number. Then, there is a bijective correspondence between
• the thick subcategories of T , and • elements of NC ∆ which are invariant under s-fold conjugation by the Coxeter element.
Additionally, we formulate this result on the level of the alternative definition of noncrossing partitions NC A (n) and NC D (n). This consideration is combinatorial and we use it to determine the number of thick subcategories in these cases.
For the two excluded types of the theorem it is not possible to describe the effect of the action of the group of automorphisms of D b (mod(k ∆)) in NC ∆ . Hence, we classify the type (D 4 , r, 3) by hand. The remaining type (D n , r, t) for n even is covered by the classification in terms of certain invariant elements of NC D (n) mentioned above.
The paper is organised as follows. First we discuss the structure of finite algebraic triangulated categories. Then we introduce noncrossing partitions and explain the classification of exact abelian extension-closed subcategories. The subsequent section connects the two concepts and contains the main result. Afterwards, we analyse more closely the cases A and D. An overview at the end helps to get along with the classification of the different types. At the end, we mention an application of the used method to the classification of thick subcategories of other orbit categories, namely cluster categories.
Finally, a word on notation. If ∆ is a quiver, we denote by ∆ its underlying graph. If the object does not depend on the orientation, we will just write ∆ as for the repetition Z∆ of the quiver or for the Coxeter number h ∆ . Note that the classification of thick subcategories in terms of NC ∆ requires the choice of an orientation ∆. But this is not a problem since we are free to choose any orientation.
Throughout this paper, let k be an algebraically closed field, algebras are finitedimensional k-algebras, and by mod(A) we mean the category of finite-dimensional left A-modules. All categories are k-linear and have finite-dimensional Hom-and Ext-spaces.
2. The structure of finite algebraic triangulated categories Definition 2.1. A triangulated category T is locally finite if for each indecomposable X of T there are at most finitely many isomorphism classes of indecomposables Y such that Hom T (X, Y ) = 0. If there are only finitely many indecomposable objects at all the category is called finite.
The structure of a locally finite triangulated category is classified via the shape of its Auslander-Reiten quiver. In order to describe this shape, we recall some definitions and notations concerning translation quivers and automorphism groups of quivers.
Let ∆ = ( ∆ 0 , ∆ 1 , s, t) be a quiver. For a vertex x ∈ ∆ 0 we denote by x + the set of direct successors of x and by x − the set of direct predecessors of x.
Definition 2.2. Let ∆ be a quiver. The repetition of ∆ [25] is the translation quiver Z∆ = Z ∆ defined as follows. The vertices of Z∆ are the pairs (i, x) with i ∈ Z and x ∈ ∆ 0 . To each arrow α : x → y in ∆ and each i ∈ Z there is an arrow (i, α) : (i, x) → (i, y) and an arrow σ(i, α) :
The repetitive quiver does not depend on the orientation of ∆.
Definition 2.3. A group of automorphisms G of a quiver ∆ is said to be admissible [25] if no orbit of G intersects a set of the form {x} ∪ x + or {x} ∪ x − in more than one point. It is said to be weakly admissible [13] if, for each g ∈ G \ {1} and for each x ∈ ∆ 0 we have x + ∩ (gx) + = ∅. Note that admissible implies weakly admissible.
Theorem 2.4 (Amiot [1] This generalises Riedtmann's theorem [25] which says that the stable AuslanderReiten quiver of a representation-finite algebra is isomorphic to Z∆/Φ where ∆ is Dynkin and Φ is an admissible group of automorphisms. Riedtmann also gives a complete list of possible admissible groups of automorphisms of Z∆. Amiot extends this list to a list of possible weakly admissible groups of automorphisms as follows.
Theorem 2.5 (Amiot [1] ). Let ∆ be a Dynkin graph and let Φ be a non trivial weakly admissible group of automorphisms of Z∆. This is a list of its possible generators.
• ∆ = A n with n odd: possible generators are τ r and φτ r with r ≥ 1 where φ is the reflection at the 'central line' of ZA n which is given by the vertices
Here we take as a basis of ZA n the linearly oriented 
• ∆ = D n with n ≥ 5: possible generators are τ r and φτ r with r ≥ 1 where φ exchanges (i, n − 1) and (i, n) ∀i ∈ Z and fixes the other vertices of ZD n . Here we take as a basis of ZD n the linearly oriented 
• ∆ = E 6 : possible generators are τ r and φτ r with r ≥ 1 and where φ is the reflection at the central line of ZE 6 which is given by
Here we assume the following orientation and numbering. 4
Remark 2.6. The only weakly admissible group of automorphisms which is not admissible occurs for A n with n even and is generated by φ.
Remark 2.7. If T is locally finite, but not finite, then the group Φ of automorphisms is trivial.
Knowing the shape of the Auslander-Reiten quiver does not help us yet to study thick subcategories. We need to know the triangulated structure of T . Theorem 2.8 (Amiot [1] 
Remark 2.9. Since T is standard and since by Happel [15] the category of indecomposable objects in D b (mod(k ∆)) is equivalent to the mesh category k(Z∆), ∆ and Φ are those induced by ∆ and the group of automorphisms coming from the Auslander-Reiten quiver of T . We denote the automorphism of D b (mod(k ∆)) induced by the group of automorphisms Φ of Z∆ by the same character Φ.
Note that the construction of the orbit category requires an automorphism on T . A standard construction allows one to replace a category with auto-equivalence by a category with automorphism.
Finally, one may ask the question whether each Dynkin type ∆ and each weakly admissible group of automorphisms Φ give rise to a locally-finite triangulated category with Auslander-Reiten quiver Z∆/Φ. Xiao and Zhu [28] point out that this is actually true. Just take the orbit category D b (mod(k ∆))/Φ. To show this one checks the assumptions in B. Keller's theorem on triangulated orbit categories [19] . However, it is not possible to realise each possible Auslander-Reiten quiver Z∆/Φ via the stable module category of a representation-finite self-injective algebra. Thus, the generalisation to an arbitrary algebraic triangulated category really leads to a greater class of categories.
But which groups do occur in case of the stable module category of a representation-finite self-injective standard algebra Λ? H. Asashiba [3] classifies them as follows.
Let Λ be a representation-finite self-injective standard algebra with stable Auslander-Reiten quiver s Γ Λ ∼ = Z∆/ φτ r . Here τ is the translation on Z∆ and φ is an automorphism of order 1, 2 or 3 defined in 2.5 such that φτ r is an admissible group of automorphisms of Z∆. Define the type typ(Λ) = (T (Λ), f (Λ), t(Λ)) of Λ where T (Λ) = ∆ is the tree class, f (Λ) = r/m ∆ is the frequency, t(Λ) is the order of φ and m ∆ = h ∆ − 1 where h ∆ is the Coxeter number associated to ∆, i.e. the order of the Coxeter element. The type determines Λ up to stable equivalence (i.e. a triangle equivalence between the stable module categories). Theorem 2.10 (Asashiba [3] Moreover, Asashiba gives a complete list of these types for standard algebras:
Theorem 2.11 (Asashiba [3] ). The set of types of standard representation-finite self-injective algebras is equal to the disjoint union of the following sets
Following Asashiba's approach, we define the type of a finite connected triangulated category.
Definition 2.12. Let T be a finite connected triangulated category with AuslanderReiten quiver Γ T ∼ = Z∆/Φ. As we have seen, Φ is always generated by an element φτ r with r ≥ 1 where φ is an automorphism of order t = 1, 2, 3 or of infinite order (which only appears for A n with n even). Then we define the type of T to be typ(T ) = (∆, r, t) where t ∈ {1, 2, 3, ∞}.
Note that the type does not depend on the orientation of ∆.
Remark 2.13. Note that this definition is not the generalisation of the type of a representation-finite self-injective algebra since the second entry is different. E.g. if we have an algebra Λ with typ(Λ) = (A 5 , 2, 2), then the type of the corresponding triangulated category is given by typ(mod(Λ)) = (A 5 , 10, 2).
The type of a finite connected triangulated category is contained in the disjoint union of the following sets.
• {(A n , r, 1) | n, r ∈ N};
• {(E n , r, 1) | r ∈ N, n = 6, 7, 8};
• {(E 6 , r, 2) | r ∈ N}.
Wide subcategories and noncrossing partitions
An exact abelian extension-closed subcategory of an abelian category is called wide. Thomas and Ingalls classify the wide subcategories of mod(k ∆) for ∆ a Dynkin quiver in terms of noncrossing partitions. Definition 3.1. Let A be an abelian category. We call an object M ∈ A exceptional if it has no self-extensions. A sequence of objects X 1 , . . . , X r in A is called exceptional if each X i is exceptional, and for i < j, Hom(X j , X i ) = 0 and Ext 1 (X j , X i ) = 0. An exceptional sequence E 1 , . . . , E r in a wide subcategory W ⊆ A is called complete if r equals the number of simples in W. 
n is called a positive root if (v, v) = 2 and v j ≥ 0 for all 1 ≤ j ≤ n. To any positive root v we associate a reflection s v :
The group of automorphisms of Z n generated by these reflections is called the Coxeter group W = W ∆ associated to ∆.
For w ∈ W let l(w) be the length of the shortest expression for w as a product of reflections. For u, v ∈ W we say that u < v if v = ut for a reflection t and l(v) = l(u) + 1. We consider the transitive closure of this relation and denote the resulting partial order by ≤.
We may enumerate the vertices of ∆ such that the sequence of simple representations S 1 , . . . , S n is exceptional. The product of the corresponding reflections cox( ∆) = s 1 . . . s n is called Coxeter element of ∆.
Finally, the noncrossing partitions associated to ∆ are the elements of the set
Remark 3.3. In case ∆ = A n , ∆ = B n and ∆ = D n there is a visualisation of NC ∆ which justifies the name 'noncrossing' and which is very useful for our classification. We will discuss this in the sections 5 and 6
Now, we have the following combinatorial classification of wide subcategories. The bijection is given as follows. Let W be a wide subcategory of mod(k ∆). Take a complete exceptional sequence E 1 , . . . , E r of W and map W to
For the complete exceptional sequence we may take the sequence of the simple objects of W in an appropriate order. The map cox is well defined, no matter which complete exceptional sequence we take.
Remark 3.5. We may regard mod(k ∆) as an exact category (in the sense of Quillen [23] ) and introduce the concept of a thick subcategory also for these categories. We say that a subcategory is thick provided it is closed under extensions, kernels of epimorphisms, cokernels of monomorphisms and taking direct summands. For the module category of a hereditary algebra one can show that a subcategory is wide if and only if it is thick. (See for example [12] ).
Thick subcategories of finite algebraic triangulated categories
Now, we want to connect the abelian with the triangulated world. The crucial link for this is given by Amiot's Theorem 2.8 mentioned above and a theorem by K. Brüning. Theorem 2.8 yields a first correspondence. In order to classify the thick subcategories of an algebraic triangulated category which is triangle equivalent to an orbit category D b (mod(k ∆))/Φ, we study the thick subcategories of the orbit category. Thus, it might be useful to consider the thick subcategories of the bounded derived category. This is done by K. Brüning.
Theorem 4.1 (Brüning [9]). Let A be a hereditary abelian category. The assignments
induce mutually inverse bijections between • the class of thick subcategories of (the triangulated category) D b (A), and • the class of wide subcategories in A.
To complete our chain of correspondences, we finally have to understand the relationship between the thick subcategories of D b (mod(k ∆)) and the thick subcategories of the orbit category D b (mod(k ∆))/Φ. Therefore, we have to study the triangulated structure of the orbit category. Definition 4.2. Let T be an additive triangulated category, let F : T → T be an automorphism and let F be the group of automorphisms generated by F . The orbit category T /F = T / F has the same objects as T and the morphisms X → Y are in bijection to
The composition of morphisms is defined in a natural way (compare [11] ).
The triangulated structure of this category is not at all obvious. It is not clear if we can endow it with a triangulated structure such that the canonical projection is a triangle functor. B. Keller gives a positive answer assuming some conditions on the triangulated category which are fulfilled by our orbit category. • For each indecomposable U of H there are only finitely many integers i such that
• There is an integer N ≥ 0 such that the F -orbit of each indecomposable of T contains an object S n U for some 0 ≤ n ≤ N and some indecomposable object U of H.
Then, the orbit category T /F admits a triangulated structure such that the projection T → T /F is triangulated.
We recall the idea of Keller's proof since we will need some aspects of it later on.
Proof. The idea is that we embed the orbit category into a bigger category which is triangulated. Then, we extend a morphism in the orbit category to a triangle in the ambient category and show that the extension also lies in the orbit category.
The ambient triangulated category is given by the derived category of a differential graded category. For the basics about dg categories we refer to [20] .
Fix a tilting object T of H and let A = End(T ) be the endomorphism algebra.
be the dg category of bounded complexes of finitely generated projective A-modules. We assume that F is a standard equivalence, i.e. it is isomorphic to the derived tensor product by a complex of A-A-bimodules and this defines a dg functor F as well. Let B be the dg orbit category of A with respect to F . This yields
Now let M be the triangulated subcategory of DB generated by the representable functors B(−, X) =:X for X ∈ B. Embed the orbit category
Consider the projection π : A → B, the restriction π * : DB → D(Mod(A)) along π and the left adjoint π
/F is of the form π * X → π * Ŷ where X, Y ∈ A and X = A(−, X). Extend this to a triangle in M and apply π * to this triangle. We get a triangle
For the elements of the triangle we have
By the first assumption of the theorem these objects lie in D(mod(A)) and so does π * (E). Using this finiteness property together with the second assumption of the theorem, we can show that π * (E) is a sum of finitely many F -orbits of shifted indecomposables Z 1 , . . . , Z m of H. The adjoint of the inclusion Proof. Let A = End(T ) where T is the tilting object of H.
. We want to show that π(S) is thick in the orbit category. This direction is not that easy. As seen above it is not obvious how to lift a given triangle
But as in the proof of Keller's Theorem we may apply π * and obtain a triangle
). This yields a long exact sequence
in mod(A). Consider the terms of this sequence.
for some r ∈ N large enough. We find this r because of the first assumption of Keller's Theorem. Since S is thick and Φ -invariant and X ∈ S, |n|<r Φ n (S p X) lies in S for each p ∈ Z and therefore,
By Brüning's Theorem 4.1, H 0 (S) is a wide subcategory of mod(A). Hence, the cokernel of
as well as the kernel of
is an extension of these two objects and therefore, it is also an object of H 0 (S) for each p ∈ Z. Z is a direct summand of n∈Z Φ n Z and hence,
is closed under direct summands, we have that H p (Z) ∈ H 0 (S) ∀p. Applying Brüning's correspondence again, we conclude that Z ∈ S and thus π(Z) ∈ π(S).
The theorem raises the question: What are the Φ -invariant subcategories of D b (mod(k ∆)) or respectively, which noncrossing partitions are in bijection to them? Recall that we have a bijective correspondence between the thick subcategories of D b (mod(k ∆)) and the noncrossing partitions associated to ∆. This correspondence is given by the composition of the correspondences of Brüning and Ingalls/Thomas, i.e. it is given by the map
The translation τ on Z∆ induces an automorphism of
where ν is the Nakayama functor (see [15] ). The following Proposition describes how τ behaves on the noncrossing partitions. Proof. Let E 1 , . . . , E r be a complete exceptional sequence of simple objects in the wide subcategory S ∩ mod(k ∆). We can reorder this sequence in such way that the possible projective modules lie at the end of the sequence:
Just preserve the order within the projectives and the non-projectives, respectively. After that, we only have to take care that Hom(P, E) = 0 and Ext 1 (P, E) = 0 for P one of the projective modules and E one of the non-projective modules. The second equation is clear and the first one holds by Schur's lemma.
We show that
is a complete exceptional sequence in τ (S) ∩ mod(k ∆). First of all, the sequence should really lie in τ (S) ∩ mod(k ∆). Let E be one of the non-projective modules of the sequence. We may understand it as a complex concentrated in degree zero. Here, the τ -action corresponds to the usual AuslanderReiten translation in mod(k ∆) and hence τ (E) is the complex concentrated in degree zero with entry τ (E) in degree zero. So τ (E) ∈ τ (S) ∩ mod(k ∆).
Let P (i) be one of the projective modules of the sequence. Then, τ (P (i)) = S −1 I(i) and τ (P (i)) ∈ τ (S). This is thick since τ is a triangle equivalence on D b (mod(k ∆)) and hence I(i) = S(τ (P (i))) ∈ τ (S). Thus, I(i) ∈ τ (S) ∩ mod(k ∆). Next, we have to check the exceptionality of the sequence. Using the fact that S, ν and therefore also τ = S −1 ν are triangle equivalences on
we get for i < j
There are no non-zero morphisms from one of the injective objects I(i) to one of the objects τ (E j ) since τ (E j ) is not injective. Moreover,
And lastly, for k < l
and clearly, there are no non-trivial extensions between two injectives. So we have found an exceptional sequence of length r in τ (S) ∩ mod(k ∆). Suppose it was not complete. Then, we could find r + 1 simple objects which build an exceptional sequence. As before we can show that this yields an exceptional sequence Y 1 , . . . , Y r+1 in S ∩ mod(k ∆), a contradiction since E 1 , . . . , E r is complete. Now we know that cox( ∆)(dim(M )) = dim(τ (M )) for M ∈ mod(k ∆) indecomposable not projective and cox( ∆)(dim(P (i))) = − dim(I(i)) (see for example [4] ). Hence,
Altogether, we havẽ
Recall that the automorphism Φ of D b (mod(k ∆)) is induced by a weakly admissible group of automorphisms of Z∆ generated by some φτ r (compare Theorem 2.5). The previous Proposition controls the case where the order of φ equals 1, i.e. typ(T ) = (∆, r, 1), but does not help us in the cases where the order of φ is > 1. Fortunately, in most cases one may express φ in terms of τ and the shift functor S. The following Proposition describes S in terms of τ and the respective automorphism φ. We conclude this from [14] and [7] . (
where φ is the automorphism of infinite order discussed in Theorem 2.5.
In particular, in all cases S 2 ∼ = τ h∆ .
Before we apply this to the classification, we insert one Proposition which simplifies later calculations. (1) Let s := gcd(h ∆ , p) with p ∈ N. Then, a thick subcate-
(2) Let s := r mod h ∆ with r ∈ N and let φ :
Proof. Let gcd(h ∆ , p) = s. Then, there are m, n ∈ Z with s = mh ∆ + np. Let S = 0 be a thick subcategory of D b (mod(k ∆)) which is τ p -invariant. Let X = 0 be indecomposable in S. Then, by Proposition 4.6
Conversely, a τ s -invariant subcategory is clearly τ p -invariant. The second part works similarly applying τ h∆ = S 2 .
Remark 4.8. In particular, there are no proper thick subcategories in case p and h ∆ are coprime.
Finally, we obtain the following classification. Remark 4.10. The cases (D n , r, 2) for n even and (D 4 , r, 3) are excluded in this general theorem since in these cases it is not possible to express the automorphism φ of order 2 or 3 in terms of τ and S. We consider these cases separately in Proposition 6.7 and Proposition 6.12.
The A n -case
In the following, we describe the noncrossing partitions of type A n which are invariant under s-fold conjugation by the Coxeter element. The following interpretation of NC An [24] is helpful. In this section we fix a linearly oriented quiver A n .
1
/ / 2 / / · · · / / n − 1 / / n The classification of thick subcategories does not depend on this choice.
Let Π
A (n) be the poset of intersection subspaces of the hyperplanes of the root system of type A n−1 . Let V be the subspace of R n for which the coordinates sum to 0. The root system of type A n−1 is given by the integer vectors of V of length √ 2. Choose as simple roots α i = e i − e i+1 for 1 ≤ i ≤ n − 1. Then, the hyperplane arrangement is given by
Thus, we can consider the elements of Π A (n) as partitions w of the set [n] := {1, . . . , n} into disjoint blocks. Now, we place the numbers 1, 2, . . . , n clockwise around a circle in order (n adjacent to 1) and we draw a chord of the circle between i and j if they are in the same block of w and no other elements strictly between them when going clockwise from i to j around the circle are also in this block. Then, NC A (n) consists of the elements of Π A (n) in which all these chords may be drawn without crossing each other. This corresponds to the original noncrossing partition lattice introduced by Kreweras [21] .
In order to understand that NC A (n + 1) is the same as the poset NC An of noncrosssing partitions associated to A n defined in section 3, we have to study the Coxeter group of A n . Identify the simple reflection s i with the transposition (i, i + 1) for 1 ≤ i ≤ n in the symmetric group S n+1 . This yields an isomorphism between the Coxeter group associated to A n and S n+1 . We can write an element of NC An ⊂ S n+1 as a product of disjoint cycles. It is sufficient to observe the conjugation by the Coxeter element of one of these cycles, (1, 2, . . . , n + 1)(p 1 , p 2 , . . . , p k )(n + 1, n, . . . , 2, 1)
Theorem 5.1 (Brady [8]). There is a bijection f : NC
where [p j + 1] = (p j + 1) mod(n + 1) if p j + 1 = n + 1 and [p j + 1] = n + 1 otherwise, and we see that this is just the clockwise rotation.
Remark 5.3. T. Araya [2] also observes this phenomenon concerning rotation of 'non-crossing spanning trees' which are in correspondence to exceptional sequences of
This combinatorial description enables us to determine the number of thick subcategories. There is a quite obvious bijection between the elements of NC A (n + 1) invariant under rotation by t 2π n+1 with t a non-trivial divisor of n + 1 and the noncrossing B t -partitions. Analogously to the A n -partitions, these are defined as follows [24] . Π B (n) is the poset of partitions w of [±n] := {1, 2, . . . , n, −1, −2, . . . , −n} into blocks with the property that for any block B of w, its negative −B is also a block of w, and there is at most one block (called the zero block, if present) containing both i and −i for some i. Place the numbers 1, 2, . . . , n, −1, −2, . . . , −n clockwise around a circle in this order and draw as for a A n -partitions chords of the circle according to the blocks of a partition. Then, NC B (n) is the subset of Π B (n) for which all these chords may be drawn without crossing each other. To a partition in NC A (s) we construct all partitions in its preimage. This construction requires an involution α on NC A (n) which is due to Simion and Ullman [27] . The map α : NC A (n) → NC A (n) is defined as follows. Let w ∈ NC A (n). Draw primed numbers 1 ′ , . . . , n ′ clockwise around a circle so that the primed numbers interlace the unprimed numbers 1, . . . , n. Then, α(w) is the unique maximal partition of {1 ′ , . . . , n ′ } such that w · ∪α(w) is a noncrossing partition of {1, 1 ′ , 2, 2 ′ , . . . , n, n ′ }. Forgetting the primes, we obtain an element α(w) ∈ NC A (n).
Now let w ∈ NC
A (s). We list all s + 1 partitions in the preimage of w. In particular, this provides a method to construct all (s 2π h )-invariant noncrossing partitions of {1, . . . , h} from the noncrossing partitions of {1, . . . , s}.
Let w = w 1 · ∪ . . . · ∪w r be a noncrossing partition of {1, . . . , s}. A block w i of w corresponds in the preimage
• either to a big block of cardinality x|w i | • or to x disjoint blocks of cardinality |w i |. Otherwise the partition in the preimage would be crossing or not invariant.
To each block w i of w we define a partition in the preimage which contains a big block of cardinality x|w i |. All other blocks of this partition are uniquely determined by this. Otherwise the partition would be crossing. This construction yields r partitions in the preimage.
Next we define to each block of α(w) a partition in the preimage of w. Let v be a partition in the preimage of α(w) under F containing a big block. There is a partition u ∈ NC A (h) with v = α(u). Thus,
and u does not contain a big block since otherwise α(u) · ∪u would be crossing. Therefore, u is different from the partitions defined in the first step. Moreover, the constructed partitions to different blocks of α(w) are different since the assignment α is bijective. Simion/Ullman show that α(w) has s − r + 1 blocks and hence, we obtain s − r + 1 further partitions in the preimage.
Altogether, we have defined r + s − r + 1 = s + 1 partitions in the preimage. It remains to show that there are no further. Let v ∈ NC A (h) be a partition in The elements of NC A (h) invariant under rotation by s And this is the preimage of the second partition. The grey coloured partitions represent the partitions of the primed numbers as used in the proof of Lemma 5.7.
Example 5.9. Let Λ the Nakayama algebra with s Γ Λ = ZA 5 / τ 4 . Then, h A5 = 6 and s = gcd(4, 6) = 2.
Hence, we are interested in the noncrossing partitions of {1, . . . , 6} which are invariant under rotation by 6. The D n -case
Thanks to Reiner and Athanasiadis [5] , there is a analogue description for the noncrossing partitions associated to a graph of type D n .
In this section we fix a linearly oriented quiver D n with the following numbering. Again the derived category and therefore the classification of thick subcategories does not depend on this.
the poset of intersection subspaces of the hyperplanes of the root system of type D n , i.e. the integer vectors in V = R n of length √ 2. Choose as simple roots α i = e i − e i+1 for 1 ≤ i < n and α n = e n−1 + e n . Then, the hyperplane arrangement is given by
Thus, we can consider the elements of Π D (n) as partitions w of the set [±n] = {1, 2, . . . , n, −1, −2, . . . , −n, } into blocks such that
• if B is a block, then also −B is a block,
• there is at most one zero block, i.e. a block containing both i and −i, • the zero block, if present, does not consist of a single pair {i, −i}. The poset NC D (n) is defined as the D n -partitions w with the property that no two blocks of w cross.
In order to make the visualisation of the D n -partitions well-defined, we additionally label the convex hull of a non-zero block containing n or −n by + or −, respectively.
The Coxeter group associated to D n looks as follows. Denote by S 2n the symmetric group on [±n]. For i = −j we write ((i, j)) = (i, j)(−i, −j). By identifying the simple reflections s i in W Dn with ((i, i+1)) for i < n and s n with ((−(n−1), n)), we get that the Coxeter group W Dn is isomorphic to the subgroup of S 2n generated by the reflections ((i, j)) for i = −j.
For a cycle c = (i 1 , . . . , i k ) in S 2n denote byc the cycle (−i 1 , . . . , −i k ). We call cc a paired cycle if c andc are disjoint whereas a cycle c =c = (i 1 , . . . ,
One can show that each element of W Dn is a product of disjoint paired and balanced cycles. Theorem 6.1 (Athanasiadis/Reiner [5] ). There is a bijection 
n) contains a non-zero block containing n or −n, the visualisation of this block is labeled by a sign + or −. Then, σ changes this sign. On blocks not containing n or −n or on zero-blocks σ acts like the identity. Lemma 6.3. Let w ∈ NC Dn and let f (w) be the corresponding element in
Proof. A Coxeter element is given by
f (w) is a disjoint union of blocks corresponding to a disjoint product w of cycles in S 2n . Thus, it is sufficient to consider the blocks separately.
If n is not contained in the block, conjugation by the Coxeter element of the corresponding cycle yields as in the A n -case a rotation by If n is contained in a non-zero block, this block corresponds to one part (i 1 , . . . , i k ) of a paired cycle with i k = n and one can easily check that
is given by the 'rotated cycle' in which additionally n is replaced by −n.
If we have a zero-block, this corresponds to the balanced cycles (n, −n) and the cycle formed by the entries of the zero block other than n and −n. The latter conjugated by the Coxeter element is again given by the 'rotated cycle' and
Hence, we get the 'rotated zero-block'. 
9). Then, there is a bijective correspondence between
• the thick subcategories of T , and
Note that σ s = id if s is even and σ s = σ if s is odd, and that ρ and σ commute.
Proof. Apply Theorem 4.9 and Lemma 6.3.
Example 6.5. Let Λ be a self-injective representation-finite algebra with typ(Λ) = (D 5 , 2, 2), i.e. its stable Auslander-Reiten quiver is of the form ZD 5 / φτ 14 or typ(mod(Λ)) = (D 5 , 14, 2). We have s = gcd(8, 14 + The corresponding thick subcategories in the first two cases are the following thick subcategories.
Since we cannot express φ in terms of S and τ if n is even, we have to study this case separately. The following lemma and the following proposition work for arbitrary n but we only have to use it for even n.
cox(φ(S)) = σ(c ox(S)).
Proof. Recall that φ : ZD n → ZD n exchanges (i, n − 1) and (i, n) ∀i ∈ Z and fixes the other vertices. According to Riedtmann [26] we call the vertices (i, n − 1) and (i, n) for i ∈ Z high vertices and the others low vertices. Accordingly, we will call the indecomposable elements of D b (mod(k D n )) high or low. φ induces an automorphism of D b (mod(k D n )) and hence on mod(k D n ). Determine the Auslander-Reiten quiver of mod(k D n ) with respect to the above orientation of D n and see that φ maps the indecomposable high representation E n−1 n−t of D n represented by the dimension vector e n−1 + e n−2 + . . . + e n−t to the high representation E n n−t representated by e n + e n−2 + . . . + e n−t and vice versa. The low representations are fixed.
We have
n−1 = ((n − t, n)). Now let S be a thick subcategory and let w be the corresponding D n -partition. Again we consider w block by block.
A pair of non-zero blocks {i 1 , . . . , i k } · ∪{−i 1 , . . . , −i k } corresponds to a paired cycle (i 1 , . . . , i k )(−i 1 , . . . , −i k ). This is a product of reflections
If n and −n are not contained in the paired cycle, then none of E 1 , . . . , E k−1 are high representations and hence applying φ does not change w. If n is contained, we have the product of reflections
. A consideration of the morphisms in k(ZD n ) as in [26] shows that the sequence φ(
is exceptional. Hence, 1 , i 2 ) ) . . . ((−i k−1 , n)) = (i 1 , . . . , −n) (−i 1 , . . . , n) .
Finally, consider a zero-block represented by
Applying φ to the exceptional sequence, yields the same term since ((i k , n)) and ((i k , −n)) commute.
Proposition 6.7. Let T be a finite triangulated category which is connected, algebraic and standard of type (D n , r, 2). Let s = r mod h Dn . There is a bijective correspondence between
Proof. Use the second part of Proposition 4.7 for the reduction to s = r mod h Dn . Then, apply Lemma 6.3 and Lemma 6.6.
The combinatorial description enables us again to determine the number of thick subcategories. We only proof the formulas in case typ(T ) = (D n , r, 1). The other cases work similarly.
Note that the proof again implies a description of the relevant elements. Proof. Denote by NC D ± (n) the elements of NC D (n) with a non-zero block containing n or −n.
Assume s / ∈ {2n − 2, n − 1}. The elements of NC D ± (n) are not (σρ) s -invariant: Let w ∈ NC D ± (n) and let B be a block of w with n ∈ B. Then C := (σρ) s (B) is a block containing n or −n which is neither B itself nor −B = σρ n−1 (B). If the partition was (σρ) s -invariant, C would be a block of w, but this is not possible since C and B or −B are neither equal nor disjoint.
Hence, we have a correspondence between • the thick subcategories of T , and elements, is too big. We have to ignore the elements which would correspond to a single pair {i, −i} in NC D (n). With the help of Lemma 5.7 we can count these elements. Recall the surjective map
Let w be a partition of NC A (2n − 2) which we want to ignore, i.e. w contains exactly one block of the form {i, i + (n − 1)} where 1 ≤ i ≤ n − 1. Then, F (w) contains a singleton {i}, and F (w) \ {i} can be understood as an arbitrary element of NC A (n − 1). Hence, the preimage of F (w) consists of C n−2 = 1 n−1
elements. There are n − 1 possibilities to place the 'forbidden' block in w and thus, we subtract (n − 1)
n−2 . Proposition 6.9. Let T be a finite triangulated category which is connected, algebraic and standard of type (D n , r, 2) with n odd. Let s = gcd(2n − 2, r + (n − 1)).
If s / ∈ {2n − 2, n − 1}, the number of thick subcategories equals D 4 ) ).
In case s = 1 and s = 2 there are no proper thick subcategories.
Proof. Let φ be the automorphism of order 3 described in Theorem 2.5. Since S ∼ = τ 3 , we have that a thick subcategory of D b (mod(k D 4 )) is φτ r -invariant if and only if it is φτ s -invariant. In case s = 0, adding further indecomposables to the described proper thick subcategories would yield the whole category because of thickness.
The same argument shows that in case s = 1 and s = 2 there are no proper thick subcategories.
Overview
Let T be a finite triangulated category which is connected, algebraic and standard of type (∆, r, t). The following table gives an overview of the correspondences to the thick subcategories of T and of the number of thick subcategories of T . Moreover, you can see where to find the respective information within this paper. w ∈ NC En with n = 6, 7, 8 w = cox( En) s w cox( En) −s , s = gcd(h En , r), see Theorem 4.9 (E 6 , r, 2)
w ∈ NC E 6 with w = cox( E 6 ) s w cox( E 6 ) −s , s = gcd(12, r + 6), see Theorem 4.9
8. Application to cluster categories 
