Abstract. We prove a new cross theorem for separately holomorphic functions.
Introduction. Main result
Throughout the paper we will work in the following geometric context -details may be found in [Jar-Pfl 2007] .
We fix an integer N ≥ 2 and let D j be a (connected) Riemann domain over C nj , j = 1, . . . , N . Let ∅ = A j ⊂ D j be locally pluriregular, j = 1, . . . , N .
We will use the following conventions: A One may easily prove that X is connected.
We say that a function f : X −→ C is separately holomorphic on X (we write f ∈ O s (X)) if for any j ∈ {1, . . . , N } and (a The aim of this note is to extend the above theorem to a class of more general objects, namely (N, k)-crosses X N,k defined for k ∈ {1, . . . , N } as follows: Recall that the theory of extension of separately holomorphic functions had been first developed for N = 2. Then the N -fold case (obtained via induction) was considered as a natural generalization of X 2,1 . In our opinion, each of the crosses X N,k may be considered as a natural generalization of X 2,1 . Consequently, one should try to find an analogous of the cross theorem for all (N, k)-crosses.
We say that a function f :
N with |α| = k, the function
is holomorphic, where i a,α :
Let ϕ j : D j −→ D j be the envelope of holomorphy (cf. [Jar-Pfl 2000] , Definition 1.8.1). Observe that since ϕ j is locally biholomorphic, the set
Note that:
•
The proof will be presented in § 5 and will be based on Theorem 1.1 and the following technical lemmas (which might be also useful in other applications). Lemma 1.3. Let G be a Riemann domain over C n , let D ⊂⊂ G be a Riemann domain of holomorphy, and let A ⊂ D be non-pluripolar. Put
We do not know whether Lemmas 1.3, 1.4 are true for arbitrary Riemann domains.
2. Basic properties of (N, k)-crosses
3. Proof of Lemma 1.3
Step 1. Reduction to the case s = 1. Suppose that 0 < r < s < 1. Observe that ∆(s) is a Riemann region of holomorphy. Moreover, h *
is plurisubharmonic on D. It is known that there exists a pluripolar set
Thus the problem for (D, A, r, s) reduces to (S, A∩S, r/s, 1), where S is a connected component of ∆(s).
From now on we assume that s = 1.
Step 2. Approximation.
Suppose that the formula holds for each (D ν , A ν , r). Then it holds for (D, A, r).
Indeed, we know that h *
Step 3 Observe that for z 0 ∈ ∂U we get lim inf
Hence, by the domination principle (cf. [Kli 1991] 
Step 4. The case where D is hyperconvex and A is compact. Let A (ε) := a∈A P(a, ε), where P(a, ε) stands for the "polydisc" in the sense of the Riemann domain D (A (ε) is defined for small ε > 0). By [Kli 1991], Corollary 4.5.9, we know that
is continuous. Thus, using
Step 3 and (*), we have Step 6. The case where D is hyperconvex and A ⊂⊂ D is non-pluripolar. By
Step 5 we get
Consequently,
Letting ε ց 0, we get the required formula.
Step 7. The general case. We use Step 6 and approximation (Step 2) with A ν ր A, D ν ր D, where A ν ⊂⊂ D ν is non-pluripolar and D ν is hyperconvex, ν ∈ N.
The proof of Lemma 1.3 is completed.
Proof of Lemma 1.4
By Remark 2.1(e), we may assume that
This reduces the proof to the case s = 0, i.e. h j (a j ) > 0, j = 1, . . . , N . Put
Take 0 < r j < s j ≤ 1, j = 1, . . . , N , such that r 1 + · · · + r N = k − 1 and
Hence, using the product property for the relative extremal function (cf. [Edi 2002 ], Theorem 4.1) and Lemma 1.3, we get
Observe that there exist numbers s 1 , . . . , s N ∈ (0, 1] such that s 1 + · · · + s N = k and
Indeed, since the case where h(a) = k − 1 is trivial, we may assume that
so the case σ = N is simple. Thus, assume that σ ≤ N − 1. We only need do show that
The case where σ ≤ N − k is obvious. Thus assume that σ ≥ N − k + 1. We have to show that
or equivalently,
We have
which gives the required inequality. Now, define
Then:
The proof of Lemma 1.4 is completed.
Proof of Theorem 1.2
First we prove that for each function f ∈ O s (X N,k ) there exists exactly one
N with |α| = |β| = k. To simplify notation, suppose that α = (1, . . . , 1, 0, . . . , 0). (c 1 , . . . , c k , a k+1 , . . . , a N ) = f (c 1 , . . . , c k , b k+1 , a k+2 , . . . , a N 
Thus f (·, a k+1 , . . . , a N ) = f (·, b k+1 , . . . , b N ) on A 1 × · · · × A k . It remains to use the identity principle.
Recall that
is the envelope of holomorphy (cf. [Jar-Pfl 2000] , Proposition 1.8.15 (b)). Consequently, the function
is well defined on
and we may assume D j is a domain of holomorphy and ϕ j = id, j = 1, . . . , N .
Moreover, by Remark 2.1(e), we may assume that A j ⊂⊂ D j ⊂⊂ G j , where G j is a Riemann domain over C nj , j = 1, . . . , N . The case k = N is trivial. The case k = 1 is the classical cross theorem (Theorem 1.1). In particular, there is nothing to prove for N = 2. We apply induction on N . Suppose that the result is true for N − 1 ≥ 2. Now, we apply finite induction on k. The case k = 1 is known. Suppose that the result is true for k − 1 with 2 ≤ k ≤ N − 1.
Fix an f ∈ O s (X N,k ) and let C := sup X N,k |f |. Recall that
Consider the 2-fold cross 
Thus, to remains to apply Lemma 1.4. The proof of Theorem 1.2 is completed.
