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ABSTRACT
This dissertation addresses some issues often raised in analyzing survey data, specifically on
small area estimation, multilevel models and item nonresponse, and develops new methods to
reasonably handle the issues.
Many large-scale surveys are designed to achieve acceptable reliability for large domains. For
small domains, direct estimators are unreliable due to small sample sizes and model-based methods
are needed. The first issue has been motivated by the Conservation Effects Assessment Project
(CEAP), a survey intended to quantify soil and nutrient loss on crop field. Our goal is to predict
quantiles of several measures of erosion, which are important parameters in the CEAP, in small
domains. As a general approach to predict the small area quantiles, we develop a modified procedure
to Jang and Wang (2015) based on a mixed effects quantile regression model; they propose Bayesian
methods using the linearly interpolated generalized Pareto distribution for inference and estimation
of quantile regression coefficients. We apply the procedure to predict county-level quantiles for four
types of erosions in Wisconsin. We further develop two extensions of the proposed method to
zero-inflated data and survey data under an informative sample design. Both types of data are
commonly observed in real data applications.
Clustered data are often found in many applications of statistics. Multilevel models, such as
generalized linear mixed models, are widely used in the analysis of clustered data. If the cluster
size is associated with cluster-level random effects, it is called an informative cluster size. In the
presence of an informative cluster size, standard maximum likelihood estimators lead to biases.
This is an intractable issue for multilevel models due to unobserved random effects. We propose
a new parameter estimation method using a within-cluster resampling, which does not require a
correct specification of a model for the cluster size.
xi
Item nonresponse is also frequently encountered in practice. Imputation is a popular technique
to handle item nonresponse by replacing missing values with a plausible value or a set of plausible
values. Parametric imputation is based on a parametric model for imputation and is less roubust
against the failure of the imputation model. Nonparametric imputation is fully robust but is not
applicable to large dimensional data due to the curse of dimensionality. We propose a semipara-
metric imputation method using a conditional Gaussian mixture model assumption, which is more
flexible than the imputation method based on joint Gaussian mixture models. We show that the
proposed mixture model has a lower approximation error to a true underlying density function than
the GMM and improves prediction accuracy through simulation studies.
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CHAPTER 1. OVERVIEW
In this dissertation, new statistical methods are proposed to handle several issues often raised
in analyzing survey data. Specifically, we cover three topics on small area estimation, multilevel
models, and semiparametric imputation. This thesis consists of four research papers. The first two
papers are about small area estimation, the third paper is about multilevel models, and the fourth
paper is about imputation.
Estimates for small domains are often of considerable interest, but the sample sizes are not
large enough to support reliable direct estimator. A commonly applied approach to small area
estimation uses models to incorporate auxiliary variables so that estimators for the small domains
have smaller mean squared errors than the direct estimators. When analyzing small area data,
evidence of nonlinearity, nonconstant variances or outliers makes it challenging to specify an ap-
propriate parametric model. Chapter 2 presents a procedure for estimating small are quantiles
based on semiparametric, mixed effects quantile regression model of Jang and Wang (2015). This
has been motivated by the Conservation Effects Assessment Project (CEAP) in which estimates of
county-level quantiles of several measures of erosion are of interest. By using the linearly interpo-
lated generalized Pareto distribution (LIGPD) approximation for the model, the estimated small
area quantile function is guaranteed to be non-decreasing, estimates for the tails are stable and
empirical Bayes prediction and bootstrap mean squared error estimation are possible. We present
an application to the CEAP data and validate the procedure through simulation studies.
The small area procedure presented in Chapter 2 assumes a noninformative sample design for the
specified model, and the model is not suitable for data with a large proportion of zeros. However, the
CEAP survey uses a multi-phase design and observes a large amount of zeros (approximately 12%
of the sampled values) for the percolation variable for Kansas. This motivates two extensions of the
procedure presented in Chapter 2; one for zero-inflated data and the other to account for the effect
2
of an informative sample design. For zero-inflated data, we assume that the positive component
of the model satisfies a modification of the quantile regression model of Chapter 2 and a logistic
mixed effects model for the probability of observing a zero. To account for an informative sample
design, we adapt relationships between the sample distribution, the sample complement distribution
and the survey weights, proposed by Pfeffermann and Sverchkov (2007), to the quantile regression
framework. We apply the procedures to predict the quantiles of the distribution of percolation in
Kansas.
Chapter 4 considers an issue raised in analyzing clustered data. Data in a real application often
have a clustered structure. Multilevel models are useful in analyzing clustered data by allowing
for heterogeneity across clusters but still borrowing strength from other clusters for inference. In
the analysis of clustered data using multilevel models, the cluster size is said to be informative if
it is associated with cluster-level random effects, conditional on cluster-level covariates. Standard
maximum likelihood estimators often lead to non-negligible biases in the presence of an informative
cluster size. In Chapter 4, we propose a new parameter estimation method using within-cluster
resampling. Bootstrap samples of a fixed size are drawn from each cluster and a composite likeli-
hood is constructed from repeated bootstrap samples to obtain a composite maximum likelihood
estimator. The consistency and asymptotic normality of the proposed estimator are demonstrated
without specifying a model for the cluster sizes. A score test for non-informative cluster size is also
developed.
Chapter 5 brings attention to item nonresponse which occurs when response for some items are
missing from a questionnaire. This is frequently encountered in survey data. Imputation replaces
missing values with a plausible value or a set of plausible values and we use the imputed values
as if they were observed values in the full sample data analysis. In Chapter 5, we propose a novel
semiparametric imputation method using conditional Gaussian mixture models (CGMM) which
is more robust than parametric imputation. Nonparametric imputation is fully robust, however,
suffers from the curse of dimensionality. The proposed method can be applied to high dimensional
data by including a penalty term to the conditional log-likelihood function. We present some
3
theoretical properties of the proposed mixture model and show that it achieves better accuracy
of true density estimation in terms of Kullback-Leibler divergence than a joint Gaussian mixture
model (GMM). In the proposed mixture model, we assume a Gaussian model for the conditional
distribution of the study variable given the auxiliary variables, but the marginal distribution of the
auxiliary variables is not necessarily Gaussian. Therefore, our proposed imputation is more flexible
than the imputation method based on GMM and we demonstrate that the proposed imputation
improves prediction accuracy relative to the imputation based the GMM through some simulation
studies. The proposed method is applied to 2017 Korean Household Income and Expenditure
Survey (KHIES) conducted by Statistics Korea.
1.1 References
Jang, W. and Wang, J. (2015). A Semiparameteric Bayesian Approach for Joint-Quantile Regres-
sion with Clustered Data. Computational Statistics and Data Analysis, 84, 99–115.
Pfeffermann, D., & Sverchkov, M. (2007). Small-area estimation under informative probability
sampling of areas and within the selected areas. Journal of the American Statistical Association,
102(480), 1427-1439.
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CHAPTER 2. PREDICTION OF SMALL AREA QUANTILES FOR THE
CONSERVATION EFFECTS ASSESSMENT PROJECT USING A MIXED
EFFECTS QUANTILE REGRESSION MODEL
A paper accepted by the Annals of Applied Statistics
Emily Berg and Danhyang Lee
Abstract
Quantiles of the distributions of several measures of erosion are important parameters in the
Conservation Effects Assessment Project, a survey intended to quantify soil and nutrient loss on
crop fields. Because sample sizes for domains of interest are too small to support reliable direct
estimators, model based methods are needed. Quantile regression is appealing for CEAP because
finding a single family of parametric models that adequately describes the distributions of all
variables is difficult and small area quantiles are parameters of interest. Empirical Bayes predictors
and bootstrap mean squared error estimators are based on the linearly interpolated generalized
Pareto distribution (LIGPD). We apply the procedures to predict county-level quantiles for four
types of erosion in Wisconsin and validate the procedures through simulation.
2.1 Introduction
Agricultural production is associated with water and wind erosion. The Natural Resources
Conservation Service (NRCS) of the United States Department of Agriculture (USDA) assists
farmers with implementation of conservation practices intended to mitigate erosion. With the
partial aim of assessing the impact of provisions in the 2002 farm bill that increased funding for
conservation programs, the USDA initiated the Conservation Effects Assessment Project (CEAP).
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The first national CEAP survey, conducted from 2003-2006, was followed by four regional surveys
in 2011-2014, and data processing for the 2015-2016 naitonal CEAP survey is ongoing.
The estimation domains for the 2003-2006 CEAP survey are twelve major watersheds
(USDA/NRCS, 2012), regions of land in which water flows into relatively large water bodies. For
instance, the Upper Mississippi River Basin, which has a CEAP sample size of approximately 3,703
units, covers much of Wisconsin, Minnesota, and Iowa. Estimates for geographic regions, such as
counties, that are smaller than the twelve major watersheds can help direct conservation policies,
inform farmers’ decisions, and provide a more detailed understanding of erosion. Because sample
sizes for counties intersecting the Upper Mississippi River Basin typically range from 2 to 40, and
some are smaller than two, model based small area estimation methods (Rao and Molina, 2015)
are needed.
Figure 2.1 Direct estimates of quantiles of sediment loss for Wisconsin with 95% confidence
intervals.
CEAP publications include estimates of the quantiles of the distributions of several mea-
sures of erosion, surface water runoff, sheet and rill erosion, sediment, and the annual change in
soil organic carbon. Figure 2.1, modeled after similar plots in USDA/NRCS (2012), shows direct
estimates of quantiles of sediment loss for Wisconsin, along with upper and lower 95% confidence
interval limits calculated using the Woodruff (1952) method. For CEAP variables, such as sedi-
ment, with skewed distributions, the median is a more interpretable estimator of a typical value
than the mean. Estimates of quartiles and extreme quantiles give information on the distribution
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of erosion in the study domain. Estimates of multiple quantile levels are useful for assessing the
efficacy of different conservation strategies and for evaluating interactions between agriculture and
the environment more generally. As explained in Goebel and Kellogg (2002), “The most unusual
situations are often the most harmful relative to environmental factors; these are in the tails of
the statistical distributions of...variates and will be lost or averaged out if only aggregate or repre-
sentative values are used. This is an important consideration when analyzing agri-environmental
issues with any type of modeling.” Our objective is to construct estimates of quantiles of the dis-
tributions of several measures of erosion for Wisconsin counties and provide appropriate measures
of uncertainty.
Use of quantile regression to construct small area predictors of quantiles for CEAP is ap-
pealing because quantile regression ties the estimation procedure to the parameters of interest. To
construct small area predictors of quantiles for CEAP, we apply the mixed effects version of the
linearly interpolated generalized Pareto distribution (LIGPD) defined in Jang and Wang (2015). To
introduce the LIGPD, let yij denote the variable of interest for unit j in area i, where i = 1, . . . , D,
and j = 1, . . . , Ni. Let bi ∈ Rp1 be an area random effect with density function fb(bi | Σb) such
that E[(bi, bib
′
i)] = (0,Σb). The centerpiece of the LIGPD is the mixed effects quantile regression
model defined by
qij(τ) = x
′
ijβ(τ) + z
′
ijbi, i = 1, . . . , D, j = 1, . . . , Ni, (2.1)
where P (yij ≤ qij(τ) | bi,xij , zij) = τ , yij ⊥ yik | bi for j 6= k, yij has an absolutely continuous
distribution, xij ∈ Rp2 and zij ∈ Rp1 are vectors of fixed covariates, and
x′ijβ(τ) ≤ x′ijβ(τ + δ) (2.2)
for δ ≥ 0. Because bi does not depend on τ , qij(τ) is nondecreasing in τ for every (i, j). The LIGPD
uses a generalized Pareto distribution to approximate the distribution of yij for quantiles below or
above specified lower and upper bounds, as we explain precisely in Section 2.2. The objective is to
predict functions of the distribution of {yij : j = 1, . . . , Ni}, principally finite population quantiles.
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An alternative to quantile regression, the empirical Bayes prediction (EBP) method of
Molina and Rao (2010) provides a fully parametric approach to prediction of nonlinear small area
parameters, such as quantiles. A seminal parametric model for small area estimation is the linear
mixed effects model with normally distributed random components (Battese, Harter, and Fuller,
1988). Extensions to more complex parametric forms, such as generalized linear mixed models or
models with spatial or temporal dependence structures, are reviewed in Pfeffermann (2013), Rao
and Molina (2015), and Jiang and Lahiri (2006). Diallo and Rao (2018) apply the EBP approach
for a situation in which the random terms have skew normal distributions. Molina, Nandram,
and Rao (2014) use hierarchical Bayes instead of empirical Bayes to predict nonlinear small area
parameters, assuming a satisfactory parametric form is specified. In CEAP, quantile estimates are
desired for several measures of water and wind erosion for subdivisions of the United States, and,
as we demonstrate in Section 2.3, finding a single family of parametric models that adequately
describes all distributions of interest is difficult.
Quantile regression (Koenker, 2005) offers a unified framework that can accommodate di-
verse distributional forms. Chambers and Tzavidis (2006) use M-quantile regression for small area
estimation, focusing on means and medians. Chen and Liu (2017, 2012) use empirical likelihood
to estimate a quantile regression model for small area prediction, where each small area has a
different tilting parameter in the density ratio model. Estimation of a different tilting parameter
for each small area is not possible for CEAP because the county sample size can be less than two.
Weidenhammer et al. (2016) develop small area predictors based on the mixed effects version of
the asymmetric Laplace distribution introduced by Geraci and Bottai (2007, 2014). Similar to
the hierarchical models traditionally used for small area estimation, the Geraci and Bottai (2007,
2014) model, described in Section 2.6.5, has a set of fixed parameters that relates the quantile of
the distribution of interest to a set of covariates, and random parameters describe variation in this
relationship across the areas. Because the asymmetric Laplace distribution specifies a separate
model for each quantile level, the estimates of the quantiles can decrease as τ increases and can be
unstable in the tails of the distribution. The limitations of the asymmetric Laplace distribution are
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important for small area prediction because an estimate of the full distribution is required, rather
than an estimate for an individual quantile level.
The LIGPD approximation for the model (2.1) supports a computationally feasible small
area prediction procedure such that the estimated quantile function for any population element
is non-decreasing, estimates for the tails are stable, and empirical Bayes prediction and bootstrap
mean squared error (MSE) estimation are possible. A further benefit of the LIGPD is that the
model makes fewer distributional assumptions than the asymmetric Laplace distribution and is
therefore more broadly applicable. Jang and Wang (2015) use Bayesian methods for inference and
focus on estimation of the quantile regression coefficients. We emphasize prediction, rather than
parameter estimation, and develop a computationally simple frequentist procedure.
An alternative to the Jang and Wang (2015) procedure is the approach of Reich, Fuentes, and
Dunson (2013). We pursue the Jang and Wang (2015) procedure for small area estimation instead
of Reich, Fuentes, and Dunson (2013) because the estimation procedure of Reich, Fuentes, and
Dunson (2013) uses asymptotic distributions that may be inappropriate if the number of sampled
units in an area is small. Further, the quantile function in Reich, Fuentes, and Dunson (2013) is
a nonlinear transformation of the random effect. In contrast, the random effect in the model (2.1)
enters in a linear fashion and therefore has a straightforward interpretation.
We develop a small area estimation procedure based on the LIGPD of Jang and Wang (2015)
with the aim of obtaining county level estimators of the quantiles of erosion measurements for CEAP
that are more reliable than direct estimators. In Section 2.2, we present the estimation procedure.
In Section 2.3, we apply the LIGPD estimation procedure to data from CEAP. In Section 2.4, we
validate the estimation procedure through simulations. In Section 2.5, we summarize and discusses
areas for future work.
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2.2 LIGPD Model and Estimation Procedures
Assume that the population satisfies the model (2.1) and yij is observed for a sample of ni
elements for each area i. As is common in small area estimation, assume that (x′ij , z
′
ij)
′ is known
for all Ni elements in the population for area i.
2.2.1 LIGPD Approximation and Bayes Predictor
Define a sequence of quantile levels by τk = k(K + 1)
−1 for k = 1, . . . ,K, where K → ∞ as
D →∞. The LIGPD approximation for the density function of yij given bi corresponding to model
(2.1) is defined by
fY (y |xij , zij , bi,θ) = I[y < qij(τ1)]τ1f`(y | ρ`, ξ`) (2.3)
+ I[y ≥ qij(τK)](1− τK)fu(y | ρu, ξu)
+
K−1∑
k=1
I[qij(τk) ≤ y < qij(τk+1)]
τk+1 − τk
qij(τk+1)− qij(τk)
,
where θ = (β′K , vech(Σb)
′, ρ`, ξ`, ρu, ξu)
′, βK = (β(τ1)
′, . . . ,β(τK)
′)′ is the vector of fixed param-
eters to be estimated, vech(·) denotes vector half, I[·] is the indicator function that is equal to
1 if the argument is true and zero otherwise, and fs(y | ρs, ξs) for s = `, u are densities of gen-
eralized Pareto distributions defined as follows. Letting uij = 0.5(x
′
ijβ(τK) + x
′
ijβ(τK−1)) and
`ij = 0.5(x
′
ijβ(τ1) + x
′
ijβ(τ2)), fu(y | ρu, ξu) = (1 − τK)−1{1 − 0.5(τK−1 + τK)}g(y − uij | ρu, ξu),
and f`(y | ρ`, ξ`) = τ−11 0.5(τ1 + τ2)g(−y + `ij | ρ`, ξ`), where
g(y | ρs, ξs) =

ρ−1s (1 + ξsy/ρs)
−(1+1/ξs), ξs 6= 0
ρ−1s exp(−y/ρs), ξs = 0,
(2.4)
for s = `, u with y > 0 for ξs ≥ 0, and 0 ≤ y < −ρs/ξs for ξs < 0. In the interest of brevity, we
refer the reader to Jang and Wang (2015) for further discussion and motivation of the form (2.3).
The Bayes predictor of qij(τ) for squared error loss corresponding to the approximate density
function (2.3) and the model (2.1) is
qBij (τ) = x
′
ijβ(τ) + z
′
ijE[bi | yi;θ], (2.5)
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where
E[bi | yi;θ] =
∫
Rp1
∏ni
j=1 bifY (yij |xij , zij , bi,θ)fb(bi | Σb)dbi∫
Rp1
∏ni
j=1 fY (yij |xij , zij , bi,θ)fb(bi | Σb)dbi
, (2.6)
and yi = (yi1, . . . , yini)
′. If the area has no sampled units, then the conditional density of bi is
fb(bi; Σb), and the conditional mean is 0. The predictor (2.6) is a function of θ; in Section 2.2.2,
we define an estimator of θ.
2.2.2 Parameter Estimation for the LIGPD
We define an iterative procedure that we call the simplified EM algorithm to estimate βK and
Σb. The iteration alternates between calculation of conditional moments and optimization but is
not a full EM algorithm. The optimization step minimizes Koenker’s check function (Koenker,
2005) defined by ρτ (u) = u(τ − I[u < 0]), a standard optimization criterion for quantiles because
for Z with absolutely continuous distribution function FZ(z), argminaE[ρτ (Z− a)] = F−1Z (τ). Let
θ̂(0) denote the vector of initial estimators of θ, where the procedure to obtain the initial values,
defined in Section 2.6.1, uses moment type methods to estimate Σb. For m = 1, 2, . . . ,M , alternate
between the following steps.
1. Define the updated estimator of Σb by
Σ̂
(m)
b = (D − p2)
−1
D∑
i=1
E[bib
′
i | yi; θ̂(m−1)]. (2.7)
Define a predictor of bi in the m
th step by
b̂
(m)
i = E[bi | yi; θ̂
(m−1)].
Section 2.6.2 defines the numerical approximations to the integrals defining the expectations
for univariate bi.
2. We use the method of Koenker and Ng (2005) to update the estimator of βK to maintain the
monotonicity restriction (2.2). First, define
β̂(m)(τ[0.5(K+1)]) = argminβ
D∑
i=1
ni∑
j=1
ρτ[0.5(K+1)](yij − z
′
ij b̂
(m)
i − x
′
ijβ), (2.8)
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where [0.5(K + 1)] is the integer part of 0.5(K + 1). For k = [0.5(K + 1)] + 1, . . . ,K, define
β̂(m)(τk) = argminβ
D∑
i=1
ni∑
j=1
ρτk(yij − z
′
ij b̂
(m)
i − x
′
ijβ) (2.9)
subject to the restriction that x′ijβ̂
(m)(τk) ≥ x′ijβ̂(m)(τk−1) for j = 1, . . . , Ni and i = 1, . . . , D.
Then, for k = [0.5(K + 1)] − 1, . . . , 1, define β̂(m)(τk) as in (2.9) subject to the restriction
that −x′ijβ̂(m)(τk) ≥ −x′ijβ̂(m)(τk+1) for j = 1, . . . , Ni and i = 1, . . . , D. We implement the
constrained optimization method of Koenker and Ng (2005) using the method fn in the R
function rq.
3. We use the method of Jang and Wang (2015) to estimate ρs and ξs for s = `, u. Specifically,
ρ̂
(m)
` = 0.5(τ1 + τ2)
D∑
i=1
ni∑
j=1
q̂
(m)
ij (τ2)− q̂
(m)
ij (τ1)
n(τ2 − τ1)
, (2.10)
ρ̂(m)u = [1− 0.5(τK + τK−1)]
D∑
i=1
ni∑
j=1
q̂
(m)
ij (τK)− q̂
(m)
ij (τK−1)
n(τK − τK−1)
,
q̂
(m)
ij (τk) = x
′
ijβ̂
(m)(τk)+z
′
ij b̂
(m)
i , and n =
∑D
i=1 ni. Holding ρ̂
(m)
` and ρ̂
(m)
u fixed, the estimator
of ξs is the maximum likelihood estimator using only {yij < ˆ̀(m)ij } for s = ` and {yij >
û
(m)
ij } for s = u, where ˆ̀
(m)
ij = 0.5(x
′
ijβ̂
(m)(τ1) + x
′
ijβ̂
(m)(τ2)) and û
(m)
ij = 0.5(x
′
ijβ̂
(m)(τK) +
x′ijβ̂
(m)(τK−1)). Precisely,
ξ̂
(m)
` = argmaxξ
∏
{(ij):yij<ˆ̀
(m)
ij }
g(−(yij − ˆ̀(m)ij )) | ρ̂
(m)
` , ξ), (2.11)
and
ξ̂(m)u = argmaxξ
∏
{(ij):yij>û
(m)
ij }
g(yij − û(m)ij | ρ̂
(m)
u , ξ). (2.12)
Let θ̂ = ((β̂K)
′, vech(Σ̂b)
′, ρ̂`, ξ̂`, ρ̂u, ξ̂u)
′ denote the estimator of θ obtained in the final step of the
iteration.
Remark 2.1 An algorithm more similar to a full EM algorithm would replace the optimization
in (2.8-2.9) with
β̂(m)(τk) = argminβ
D∑
i=1
E[
ni∑
j=1
ρτk(yij − z
′
ijbi − x′ijβ) | yi, θ̂(m−1)]. (2.13)
12
In simulations discussed in Berg and Lee (2019), we find that the increase in computational time
to implement (2.13) is not justified by an important decrease in prediction MSE. In the interest of
computational speed, we prefer the simplified EM algorithm outlined in steps 1-3 above.
Remark 2.2 In the data analysis and the simulations of sections 2.3 and 2.4, respectively, we
use τk = k(K + 1)
−1 with K = 99. Alternatively, one can use the number of unique quantile levels
as determined by Portnoy (1991) in the model with bi as fixed effects. (Operationally, specify
tau = −1 in the R function rq.) We prefer τk = k(K + 1)−1 because using evenly spaced quantile
levels simplifies predictors of small area parameters, as we explain in Section 2.2.3 below. The choice
τk = k(K+1)
−1 also satisfies the condition of Feng, Chen, and He (2015) that τk−τk−1 = O(K−1).
2.2.3 Small Area Parameters, Predictors and Mean Squared Error Estimators
The primary objective is to use the LIGPD approximation (2.3) for the model (2.1) to predict
functions of the distribution of {yij : j = 1, . . . , Ni}. To predict small area parameters, we create
an approximation for the estimated distribution of {yij : j = 1, . . . , Ni} for area i. We define an
estimate of the predictor (2.5) for each element of the population by
q̂ij(τ) = x
′
ijβ̂(τ) + z
′
ij b̂i, (2.14)
where b̂i = E[bi | yi; θ̂]. We evaluate (2.14) at the grid defined by {τ1, . . . , τK}. The {q̂ij(τk) : k =
1, . . . ,K; j = 1, . . . , Ni} is an approximation for the distribution of {yij : j = 1, . . . , Ni}. We use
this approximation for the distribution to define small area parameters.
Define the τth population quantile for area i by
qi(τ) = inf{t : Fyi(t) ≥ τ}, (2.15)
where Fyi(t) =
∫
Ω(xi,zi)
P (y ≤ t | x, z, bi)dF(xi,zi)(x, z), F(xi,zi)(x, z) is the cumulative distribution
function of (x′ij , z
′
ij)
′ for the population of (x′ij , z
′
ij)
′ in area i, and Ω(xi,zi) is the sample space for
(x′ij , z
′
ij)
′. The (x′ij , z
′
ij)
′ are known for j = 1, . . . , Ni. Thus, F(xi,zi)(x, z) is the step function with
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steps at {(x′ij , z′ij)′ : j = 1, . . . , Ni}. Then,
Fyi(t) =
1
Ni
Ni∑
j=1
P (yij ≤ t | xij , zij , bi) =
1
Ni
Ni∑
j=1
∫ 1
0
I[qij(τ) ≤ t]dτ (2.16)
≈ 1
Ni
Ni∑
j=1
K−1∑
k=1
I[qij(τk) ≤ t](τk+1 − τk) ≈
1
NiK
Ni∑
j=1
K∑
k=1
I[qij(τk) ≤ t],
where the first approximation is a Riemann approximation to the integral, and the second approx-
imation holds for τk = (K + 1)
−1k with large K. The definition of the parameter in (2.15) and the
approximation for the CDF in (2.16) motivate a predictor, q̂
(0)
i (τ) = min{q̂ij(τk) : F̂yi(q̂ij(τk)) ≥
τ ; j = 1, . . . , Ni; k = 1, . . . ,K}, where F̂yi(t) = (NiK)−1
∑Ni
j=1
∑K
k=1 I[q̂ij(τk) ≤ t]. Rather than
use q̂
(0)
i (τ), we use the sample quantile in the R function quantile defined as .
q̂i(τ) = [1− (τ(NiK) +m− h)]q̂i(h) + (τ(NiK) +m− h)q̂i(h+1), (2.17)
with m = 1 − τ and h = bτNiK + mc (Hyndman and Fan, 1996). The predictor q̂i(τ) is nearly
identical to q̂
(0)
i (τ) for large enough Ni and K.
While estimation of quantiles is our focus, one can use {q̂ij(τk) : k = 1, . . . ,K} to estimate
other population parameters, such as the area mean defined by
µi = N
−1
i
Ni∑
j=1
∫ 1
0
qij(τ)dτ ≈
1
NiK
Ni∑
j=1
K∑
k=1
qij(τk), (2.18)
where the justification for the approximation (2.18) is similar to (2.16). Define a predictor of µi by
µ̂i =
1
NiK
Ni∑
j=1
K∑
k=1
q̂ij(τk). (2.19)
To define a bootstrap MSE estimator, repeat the following for t = 1, . . . , T .
1. Generate b
∗(t)
i ∼ fb(bi, Σ̂b), and define q
∗(t)
ij (τk) = x
′
ijβ̂(τk) + z
′
ijb
∗(t)
i for k = 1, . . . ,K.
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2. To generate a bootstrap population, generate u
∗(t)
ij
iid∼ Unif(0, 1) for i = 1, . . . , D, and j =
1, . . . , Ni. Define y
∗(t)
ij = y
∗
ij(θ̂, b
∗(t)
i , u
∗(t)
ij ) by
y
∗(t)
ij =

q∗(t)ij (τk∗(t)ij ) + (u∗(t)ij − τk∗(t)ij )
 q∗(t)ij (τk∗(t)ij +1)−q∗(t)ij (τk∗(t)ij )
τ
k
∗(t)
ij
+1
−τ
k
∗(t)
ij
 δ∗(t)1ij
[
−G−1` (ũ
∗(t)
`,ij ; ρ̂`, ξ̂`) + 0.5(q
∗(t)
ij (τ1) + q
∗(t)
ij (τ2))
]
δ
∗(t)
2ij[
G−1u (ũ
∗(t)
u,ij ; ρ̂u, ξ̂u) + 0.5(q
∗(t)
ij (τK−1) + q
∗(t)
ij (τK))
]
δ
∗(t)
3ij ,
(2.20)
where δ
∗(t)
kij = I[u
∗(t)
ij ∈ Ak], A1 = (0.5(τ1 + τ2), 0.5(τK−1, τK)), A2 = (0, 0.5(τ1 + τ2)], A3 =
[0.5(τK−1, τK), 1), ũ
∗(t)
`,ij = u
∗(t)
ij /(0.5(τ1 + τ2)), ũ
∗(t)
u,ij = u
∗(t)
ij − 0.5(τK−1 + τK)/(1− 0.5(τK−1 +
τK)), and Gs(y; ρs, ξs) =
∫ y
−∞ g(a; ρs, ξs)da for s = `, u. The procedure (2.20) simulates from
the model (2.1) using linear interpolation for the step function with steps at τk for k = 1, . . . ,K
and using the inverse of the estimate of the generalized Pareto cumulative distribution function
for extreme quantiles. Use {y∗(t)ij : j = 1, . . . , Ni} to construct the bootstrap version of the
population parameters. Specifically, q
∗(t)
i (τ) = [1−(τ(Ni)+m−h)]q
∗(t)
i(h)+(τ(Ni)+m−h)q
∗(t)
i(h+1),
where q
∗(t)
i(h) is the h
th order statistic of {y∗(t)ij : j = 1, . . . , Ni}, m = 1− τ , and h = bτNi +mc
.
3. Define a bootstrap sample by y
∗(t)
s = {y∗(t)ij : (i, j) ∈ S}, where S denotes the original
sample. Use y
∗(t)
s to obtain a parameter estimator θ̂∗(t) and predictors of the quantiles
{q̂∗(t)ij (τk) : i = 1, . . . , D; j = 1, . . . , Ni; k = 1, . . . ,K}. Define
q̂
∗(t)
i (τ) = [1− (τ(NiK) +m− h)]q̂
∗(t)
(h) + (τ(NiK) +m− h)q̂
∗(t)
(h+1), (2.21)
where q̂
∗(t)
(h) is the h
th order statistic of {q̂∗(t)ij (τk) : k = 1, . . . ,K; j = 1, . . . , Ni} with h and m
defined as for (2.17). Likewise, define µ̂
∗(t)
i = (NiK)
−1∑Ni
j=1
∑K
k=1 q̂
∗(t)
ij (τk). We simplify the
estimation procedure of Section 2.2.2 to obtain q̂
∗(t)
ij (τk). Rather than estimate the quantile
regression coefficients sequentially to enforce the monotonicity constraint, as in (2.8-2.9),
we simultaneously minimize Koenker’s check function for all quantile levels and then sort
the estimates of the quantiles to obtain a nondecreasing quantile function (Chernozhukov,
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Fernandez-Val, and Galichon, 2009) for element (i, j). We describe the sorting operation in
Section 2.6.1.
Define the bootstrap MSE estimator for q̂i(τ) and µ̂i, respectively, by
ˆMSEi(τ) =
1
T
T∑
t=1
(q̂
∗(t)
i (τ)− q
∗(t)
i (τ))
2, (2.22)
and ˆMSEi(µ) = T
−1∑T
t=1(µ̂
∗(t)
i − µ
∗(t)
i )
2. We define a prediction interval with nominal coverage
(1− α)100% by
[Li(τ, α), Ui(τ, α)] = [q̂i(τ) + Φ
−1
α/2
√
ˆMSEi(τ), q̂i(τ)− Φ−1α/2
√
ˆMSEi(τ)], (2.23)
where Φ−1α/2 is the α/2 quantile of the standard normal distribution. We estimate the covariance
matrix of β̂(τ) by
V̂ (β̂(τ)) =
1
T
T∑
t=1
(β̂(τ)∗(t) − β̄(·))(β̂(τ)∗(t) − β̄(·))′, (2.24)
where β̄(·) = T−1
∑T
t=1 β̂(τ)
∗(t), and β̂(τ)∗(t) is the estimate of β(τ) based on bootstrap sample
y
∗(t)
s .
2.2.4 Transformations
Because an estimate based on the linear quantile regression model can be negative, one may
choose to transform the observations if the support of the variable of interest is positive. For
the CEAP application, we consider the class of transformations in Geraci and Jones (2015) and
conclude that the log transformation is adequate. Let ỹij be the original observation, and let
yij = log(ỹij + ∆), where ∆ is specified. Assume yij satisfies the model (2.1). Let q̃ij(τ) satisfy
P (ỹij ≤ q̃ij(τ) | bi,xij , zij) = τ . By monotonicity of the log transformation, the population
quantile of interest is q̃i(τ) = exp(qi(τ)), where qi(τ) is the population quantile for the transformed
yij define in (2.15). We define a predictor of q̃i(τ) and corresponding confidence interval that exploit
the invariance of the quantile to monotone transformations. We define the predictor of q̃i(τ) by
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ˆ̃qi(τ) = exp(q̂i(τ)) −∆, where q̂i(τ) is defined for yij as in (3.27). We define a prediction interval
with nominal coverage 100(1− α)% by
[exp(Li(τ, α))−∆, exp(Ui(τ, α))−∆], (2.25)
where Li(τ, α) and Ui(τ, α) are defined in (2.23). We also define a bootstrap MSE estimator of
ˆ̃qi(τ) by
ˆ̃MSEi(τ) =
1
T
T∑
t=1
(exp(q̂
∗(t)
i (τ))− exp(q
∗(t)
i (τ)))
2. (2.26)
2.3 Application to CEAP Data
Measures of erosion in the 2003-2006 CEAP survey result from processing administrative and
survey data through a computer model called the Agricultural Policy Environmental Extender
(APEX). The APEX model produces measures of total erosion as well as losses for specific nutrients,
nitrogen and phosphorus. We consider APEX output variables (y) that are not nutrient specific,
as summarized in Table 2.1.
Table 2.1 CEAP response variables used for analysis. All variables are annual averages
for the field.
Variable Definition Units
Runoff Annual surface runoff based on daily rainfall Inches
RUSLE2 Sheet and rill erosion for the cropped area of the field Tons
Sediment Edge of field sediment loss Tons
CDiff Annual change in soil organic carbon (January - December) Tons
2.3.1 Transformations of Response Variables for CEAP Modeling
With the exception of CDiff, the response variables have nonnegative support. We use the log
transformation, a member of the class defined in Geraci and Jones (2015). The log transformation
has substantive support because equations defining erosion in the APEX model involve multipli-
cation of input variables related to the model covariates defined in Section 2.3.3. We obtain data
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driven support for the log transformation using the procedure described in Section 2.4. For Runoff,
RUSLE2, and Sediment, we let ỹij be the CEAP response variable for crop field j in county i, and
we let yij = log(ỹij + 0.0005). We select ∆ = 0.0005 because 0.001 is the smallest possible positive
value for an APEX model output. Three RUSLE2 values that equal zero are judged to be errors
because of inconsistencies with NRI data and are therefore removed from the analysis. For CDiff,
the support is the real line, and ỹij = yij .
2.3.2 Population and Samples for CEAP Models
The population of interest consists of area in cropland between 2003 and 2006 in Wisconsin.
The CEAP sample is a subset of a larger survey called the National Resources Inventory (NRI)
(Nusser and Goebel, 1997). For this analysis, we define the target population to be the collection of
NRI locations that are classified as cropland for at least one year between 2003 and 2006. Because
the covariates are known for the full population, an extension to prediction for the full population
is possible. The CEAP sample is approximately an 11% sample of the NRI. We exclude CEAP
data collected in 2006 because of complications associated with the 2006 CEAP survey documented
in Goebel (2009). The CEAP sample sizes for Wisconsin counties range from 0 to 27, the 25th
percentile of the sample sizes is 5, the 75th percentile is 14, and the median county sample size is
9. We obtain predictors for 69 out of the 72 counties in Wisconsin, where we omit three counties
that have no NRI points classified as cropland in the time frame of interest. Out of the 69 eligible
counties, 61 have collected data for CEAP.
2.3.3 Auxiliary Variables for CEAP Models
Ideal auxiliary variables are inputs to the APEX model that are known for the full population
of cropland in Wisconsin. The inputs to the APEX model relate to weather, soil properties, crop
managements, and conservation practices (Williams and Izaurralde, 2006). In CEAP, the data for
weather and soil properties are from administrative sources that contain information for the full
population of cropland of interest, while the information on crop managements and conservation
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practices is from survey data, unknown for the full population. Because our model assumes that
the auxiliary variables are known for the full population, we consider covariates related to weather
and soils. Table 2.2 describes the auxiliary variables.
Table 2.2 Auxiliary variables for CEAP models.
Variable Description
TEMP Average of min. and max. county level 2004 July temperatures
RFACT log(RFACT + 0.001), where RFACT is the USLE rainfall factor
KFACT log(KWFACT + 0.001), where KWFACT is a soil erodibility index
SLOPE-R Difference in elevation divided by distance between two locations
SLOPELENUSLE Slope length
LSLOG log(SLOPE-R + 0.001) + log(SLOPELENUSLE + 0.001)
HYDGRP Values 1,2,3,4 from low (1) to high (4) runoff potential
OM Percent of organic matter in the soil
SAND Percent sand in the soil
We consider weather variables related to precipitation and temperature. The auxiliary variable
related to temperature (TEMP) is the average of the maximum and minimum temperature for a
county recorded for July 2004 by the Centers for Disease Control and Prevention in the United
States (CDC, undated). The rainfall factor, RFACT, is the sum of rainfall erosion index units and
an additional factor to account for runoff due to snow melt and irrigation (USDA, 2015).
The auxiliary variables related to soils are obtained from the NRCS Soil Survey, a census of
soils in the United States. We determined which soils variables to include as potential auxiliary
variables through consultation with a soil scientist and research into the equations defining the
response variables in the APEX model (Williams and Izaurralde, 2006). The variable KFACT
quantifies the vulnerability of the soil to erosion. The variable LSLOG combines slope steepness
(SLOPE-R) with slope length, the distance from the top of a hill to location where the gradient is
judged flat. Hydrologic group categories are used to form an ordered categorical variable HYDGRP,
which is treated as continuous in the model. The percent of organic matter (OM) and percent sand
(SAND) in the soil are included specifically for CDiff.
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The covariates included in the model for each response variable are presented in Table 2.3
in Section 2.3.5, where a blank space indicates that a covariate is not included in the model for
that response variable. The loglinear form for positive response variables is motivated by the
Universal Soil Loss Equation (Wischmeier and Smith, 1978), a model for sheet and rill erosion
as a product of KFACT, RFACT, a slope length/steepness factor, and factors representing crop
managements and conservation practices. We exclude RFACT from the model for RUSLE2 because
|β̂(τk)|[SE(β̂(τk))]−1 < 1 for τk = 0.25, 0.5, 0.75, where β̂(τk) and SE(β̂(τk)) are the estimates and
bootstrap standard errors, respectively, of the regression coefficient for log(RFACT) in a model for
RUSLE2 that contains log(RFACT) in addition to the covariates in Table 2.3. Before fitting any
models, we standardize the covariates to have mean 0 and standard deviation 1 for the full NRI. In
the model, xij = (1,x
′
1,ij)
′, where x1,ij is the vector of standardized covariates for unit j in county
i.
2.3.4 Parametric Models
As an exploratory step, we consider a lognormal model for Runoff, RUSLE2, and Sediment,
and a linear mixed effects model for CDiff. The model is defined by
yij = γ0 + x
′
1,ijγ1 + αi + wij , (2.27)
where wij ∼ N(0, σ2w) and αi ∼ N(0, σ2a). For RUSLE2 and Sediment, the model (2.27) is a lognor-
mal model (Berg and Chandra, 2014) because yij = log(ỹij +0.0005). For CDiff, no transformation
is used, and the model (2.27) is a linear mixed effects model (Battese, Harter, and Fuller, 1988).
The EBP of Molina and Rao (2010) provides a mechanism for small area prediction based on (2.27).
To diagnose the fit of the model (2.27), we define a conditional residual by
rij,lm =
yij − (γ̂0 + x′1,ijγ̂1 + α̂i)
σ̂e
, (2.28)
where α̂i is an EBLUP of αi for the linear model with REML estimators of regression coefficients
and variances. Ignoring parameter estimation, the residuals rij,lm would have a standard normal
distribution if the linear mixed effects model holds.
20
Figure 2.2 Normal quantile-quantile plots of residuals. Lognormal models are fit for
Runoff, RUSLE2, and Sediment. The linear mixed effects model with normally
distributed errors is used for CDiff.
The normal probability plots of the residuals rij,lm in Figure 2.2 show heavier left tails than
a normal distribution for the logarithms of RUSLE2 and Sediment and show both heavy lower
and upper tails for CDiff and the logarithm of Runoff. The p-values of Shapiro-Wilk tests for
normality of the residuals are less than 10−6. Berg and Chandra (2014) show that the lognormal
model provides an adequate fit to the RUSLE2 data for Iowa, a state that is relatively homogeneous
with respect to agricultural production. While the lognormal is adequate for certain variables in
homogeneous regions, Figure 2.2 and the corresponding Shapiro-Wilk p-values indicate that the
lognormal model is not flexible enough to describe the distributions for the full range of variables
and geographic domains of interest in CEAP. An analysis of a generalized linear mixed model
based on a gamma distribution, described in Berg and Lee (2019), leads to a similar conclusion.
While the gamma model appears adequate for RUSLE2 (Shapiro-Wilk p-value 0.1), the gamma
model is inconsistent with the data for Runoff and Sediment (Shapiro-Wilk p-values < 0.01).
These exploratory analyses illustrate the difficulty in obtaining an adequate parametric form for
the distributions of all CEAP response variables of interest.
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2.3.5 Quantile Regression Models for CEAP Data
In an effort to obtain a unified approach that will adequately describe the distributions of
multiple CEAP variables, we apply the LIGPD of Section 2.2. We define the model by P (yij ≤
qij(τ) | bi,xij) = τ , where qij(τ) = x′ijβ(τ) + bi, bi ∼ N(0, σ2b ), and the covariates for each response
variable are presented in Table 2.3. We use K = 99, terminate the iterative estimation procedure
with θ̂ = θ̂(2), and use T = 100 bootstrap samples. Recall that yij is the logarithm of RUSLE2,
Runoff, and Sediment, as explained in Section 2.3.1.
Table 2.3 contains estimates of the quantile regression coefficients and corresponding standard
errors for τ = 0.25, 0.5, and 0.75, where the standard errors are the square roots of the diagonal
elements of (2.24). The positive signs of the estimated coefficients for rainfall and soils variables in
the models for Runoff, RUSLE2, and Sediment are consistent with the definitions of these APEX
output variables. The positive signs of the estimated coefficients for OM and SAND in the model
for CDiff are also consistent with theory that soils with more organic matter have more potential for
carbon loss and that carbon stores in sandier soils are more susceptible to the effects of agricultural
production.
To check for spatial structure in the model random effects, we apply Moran’s I statistic (using
the R function Moran.I) to the {b̂i : i = 1, . . . , D}, where the weights for Moran’s I statistic
are based on an adjacency matrix in which two counties are considered neighbors if they share
a border. Two-sided p-values for the null hypothesis of no spatial dependence are 0.588, 0.387,
0.512, and 0.140 for Runoff, RUSLE2, Sediment, and CDiff, respectively. While we recognize that
bi is estimated, this analysis provides no evidence of spatial structure in the random effects. The
covariate TEMP explains spatial structure in the data.
To assess the plausibility of the LIGPD model assumptions, we define a conditional residual by
rij = Φ
−1(F̂yij(yij)), where Φ
−1 is the quantile function of a standard normal distribution, and F̂yij ,
defined in Section 2.6.3, estimates the approximate cumulative distribution function corresponding
to the LIGPD. Ignoring parameter estimation, the residuals rij would have a standard normal
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Figure 2.3 Normal probability plots of residuals rij based on the LIGPD quantile regres-
sion model.
distribution. The normal probability plots of rij in Figure 2.3 and Shapiro-Wilk p-values (0.98 0.95
0.86, and 0.99 for Runoff, RUSLE2, Sediment, and CDiff, respectively) support the LIGPD.
2.3.6 Small Area Predictors for CEAP Data
In this section, we demonstrate how the LIGPD enables us to attain the benefits of es-
timating quantiles at the county level using the CEAP data discussed below Figure 2.1 of the
Introduction. We first consider all counties in Wisconsin and then focus on a single county of
historical importance. We conclude this section with a comparison of the efficiency of the estimates
based on the LIGPD to the efficiency of the direct estimates for Wisconsin counties.
Figure 2.4 shows the estimates of the quantiles for all counties in Wisconsin that contain at
least one sampled NRI point. The extent of the variation across counties largely reflects the size
of the estimate of σ2b (0.016, 0.426, 0.379, and 0.00018 for Runoff, RUSLE2, Sediment, and CDiff,
respectively). The color of the line relates to the latitude of a centroid of the county. For CDiff, the
colors of the lines indicate that northern counties tend to have higher values of CDiff than southern
counties, which is consistent with the negative slope of the coefficient associated with TEMP in the
model for CDiff.
In figure 2.4, certain counties stand out has having unusually high erosion relative to the
other counties. As noted in Goebel and Kellogg (2002), areas of extremely high erosion are of
23
Figure 2.4 Estimates of quantiles for 61 counties in Wisconsin with at least one sampled
NRI point.
substantive interest. For CDiff, the jagged line with the highest estimated quantiles for τk > 0.9
corresponds to Marquette County. The sample size for Marquette County is relatively small (only
5), and Marquette County has the fourth largest variance of the sample mean for CDiff in the
state. Because of the small sample size and high variance for CDiff, the small area predictors of
the upper quantiles for Marquette County are driven largely by the auxiliary variables, namely the
percent organic matter (OM). The mean of OM for the NRI is larger for Marquette County than
for any of the other counties in Wisconsin. Simultaneously, the estimate of the regression coefficient
associated with percent organic matter tends to increase with the quantile level, as β̂(τk) for OM
is 0.058, 0.0716, 0.0962, 0.1195, and 0.1491, respectively, for τk = 0.75, 0.80, 0.85, 0.90, and 0.95.
The two counties with the highest RUSLE2 erosion estimates (Sheboygan County and Manitowac
County) have relatively large sample sizes (16 for Manitowac County and 15 for Sheboygan County)
and have the second and third largest sample medians for RUSLE2. (The county with the largest
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median has a sample size of one.) While the covariates are responsible for the extreme predictors of
quantiles for CDiff, the observed RUSLE2 explains the extreme predictors of quantiles for RUSLE2.
This contrast illustrates the value of small area estimation in using both auxiliary information and
collected response variables to gain a more complete picture of the concept under study.
Figure 2.5 Left panel: County level predictors and confidence intervals for median sedi-
ment loss, with corresponding estimates of the mean. Right panel: County level
predictors and confidence intervals for the 25 percentile and the 75 percentile
of sediment loss.
Figure 2.4 illuminates the skewed nature of the estimated distributions, which suggests that
the median might be preferable to the mean as a measure of central tendency. Figure 2.5 contains
predictions and confidence intervals for quartiles and the median as well as estimates of the means
for sediment erosion. To conserve space, analogous plots for Runoff, RUSLE2, and CDiff are de-
ferred to Berg and Lee (2019). As shown in the left panel of Figure 2.5, the estimated means exceed
the upper endpoints of the corresponding 95% prediction intervals for the medians. The estimates
of the quartiles in the right panel of figure 2.5 provide information on the variation of erosion in
Wisconsin counties. The confidence intervals for the 25 percentiles and the 75 percentiles are typi-
cally disjoint. The confidence interval widths and the estimated interquartile range increases with
the estimated median erosion, a reflection of the mean-variance relationship in the original data.
The confidence interval width for the 75 percentiles are undesirably wide because the derivative of
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the curve defined by the quantile estimates for sediment in Figure 2.4 is close to zero at the 75
percentile and because the sample sizes for the counties are small.
The first watershed conservation project in the history of NRCS took place in Coon Creek
watershed, located in Vernon County, in the early 1930s. We examine the predicted quantiles
for CEAP variables for Vernon County, where the sample size is 6. Figure 2.6 contains model
based predictors of quantiles for 99 quantile levels for Vernon County and corresponding direct
estimates for Wisconsin. The direct estimator is q̂i,D(τ) = min{y : F̂i,D(y) ≥ τ}, where F̂i,D(y) =
n−1i
∑ni
j=1 I[yij ≤ τ ], and the Woodruff (1952) method provides a corresponding confidence interval
(method = "constant" and interval.type="Wald" in the R svyquantile function).
Figure 2.6 Dashed line: predicted quantiles for Vernon County based on the LIGPD. Solid
line: state-level direct estimates of quantiles.
Table 2.4 contains nominal 95% confidence intervals for qi(τ) for τ = 0.25, 0.5, 0.75 for Vernon
County calculated as in (2.23) for CDiff and as in (2.25) for Runoff, RUSLE2, and Sediment. For the
75 percentile of Runoff and for the 75 percentile and median of RUSLE2, the confidence intervals
for Vernon County are disjoint from the state-level intervals, with Vernon County estimates below
the corresponding state level esitmates. For Sediment and CDiff, the estimates for Vernon County
are close to the state-level estimates.
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We compare the average widths of 95% confidence intervals and average estimated root
mean squared errors (RMSE) for the LIGPD predictors and the county level direct estimators in
Table 2.5 for counties with at least two sampled units. The standard error for a direct estimator
is calculated using the bootstrap implemented in the boot method in the R function summary.rq.
For the LIGPD predictors, the confidence intervals and estimated RMSEs are defined in (2.25) and
(2.26) for Runoff, RUSLE2, and Sediment, and the confidence intervals and RMSEs are defined in
(2.23) and (2.22) for CDiff. On average, the RMSE and confidence interval widths are smaller for
the LIGPD predictors than for the direct estimators. Although we focus on counties with collected
data for CEAP, a further benefit of the LIGPD is the ability to obtain estimates for counties where
the sample size is zero.
2.4 Simulations
We compare the LIGPD predictor to alternatives through simulation and evaluate the properties
of the MSE estimator. One alternative is based on the asymmetric Laplace distribution (ALD),
developed in Geraci and Bottai (2007, 2014) and used for small area estimation in Weidenhammer
et al. (2016). The ALD predictor that we consider is similar to that of Weidenhammer et al.
(2016) and is defined in Section 2.6.5. A procedure based on a fully parametric model may have
optimality properties under the assumptions of the specified parametric form. For example, Diallo
and Rao (2018) consider a model in which both the area random effects and the unit level errors
have skew-normal distributions. As a representative of a fully parametric approach, we consider the
EBP of Molina and Rao (2010) for a linear mixed effects model with normally distributed random
components and constant variances. Specifically, the model underlying the normal empirical Bayes
predictor (NEB) is
yij = β0 + β1xij + vi + ηij , (2.29)
where (vi, ηij)
′ ∼ N[0, diag(σ2v , σ2η)]. To compute the NEB predictor, we generate for r = 1, . . . , 100,
y
(r)
ij ∼ N(β̂0 + β̂1xij + v̂i, γ̂iσ̂
2
en
−1
i + σ̂
2
η), (2.30)
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where v̂i = γ̂i(ȳni − x̄′niβ̂), x̄ni = (1, n
−1
i
∑ni
j=1 xij)
′, β̂ = (β̂0, β̂1)
′, γ̂i = σ̂
2
v(σ̂
2
v + σ̂
2
ηn
−1
i )
−1, and
REML is used to estimate the model parameters. The distribution (2.30) is an estimate of the
conditional distribution of yij given the observed data, evaluated at the REML estimates. We then
define the NEB predictors of the small area parameters as in (2.17), with {y(r)ij : r = 1, . . . , 100; j =
1, . . . , Ni} in place of {q̂ij(τk) : k = 1, . . . ,K; j = 1, . . . , Ni}. The third predictor is the sample
quantile for an area (obtained with the default type = 7 in the R quantile function). For the
LIGPD procedure, we use K = 99 to partition (0,1) into 100 evenly spaced intervals, terminate the
iterative estimation procedure with θ̂ = θ̂(2), and use T = 100 bootstrap samples.
2.4.1 Comparison of Distributions
We first consider a simulation model,
yij = β0 + β1xij + bi + eij , (2.31)
where β0 = −1.5, β1 = 0.5, and we consider two distributions for each of eij and bi defined as
follows. We simulate bi from normal and Laplace distributions with mean zero and variance equal
to 0.5. To represent the left skew in the residuals based on the linear mixed effects model applied
to the log of RUSLE2 and Sediment, we consider eij ∼ SN(ξ, ω, α), where ξ = 1.26, ω = 1.61, and
α = −5. The notation X ∼ SN(ξ, ω, α) means that X has skew-normal density function defined by
fX(x; ξ, ω, α) =
2
ω
√
2π
exp(−(x− ξ)2/(2ω2)
∫ α(x−ξ)/ω
−∞
1√
2π
exp(−t2/2)dt.
We also consider a skewed and heteroskedastic distribution for eij , where eij = (1+0.1xij)(e
∗
ij−2)/2,
and e∗ij ∼ χ2(2). In each Monte Carlo (MC) sample, xij ∼ N(0, 1). The simulation parameters are
based on a linear mixed effects model with the logarithm of the CEAP variable RUSLE2 as the
response, standardized natural log of the slope as the covariate, and normally distributed county
effects. To roughly represent the sample sizes for the CEAP data, we generate D = 60 areas with
(Ni, ni) = (143, 5) for 20 areas, (Ni, ni) = (286, 10) for 20 areas, and (Ni, ni) = (571, 20) for 20
areas. The MC sample size for each simulation is 200. The τth population quantile is defined as
the τth quantile of {yij : j = 1, . . . , Ni} obtained using the default in the R function quantile.
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Table 2.6 contains the average MC MSE and MC bias of the alternative predictors, where
the average is across areas of the same sample size. The comparison of the MSEs of the direct
estimator to the MSEs of the model based predictors demonstrates the improvement in efficiency
due to the use of models and auxiliary information. The MC MSE of the LIGPD is less than or
equal to the MC MSE of the other predictors. With the exception of the estimator of qi(0.9) under
the χ2(2) error distribution, the squared MC bias of the LIGPD is less than 10% of the MC MSE.
For a given distribution and parameter, the MC MSE of the LIGPD decreases as the area sample
size increases.
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Table 2.3 Estimates of β(τ) and bootstrap standard errors (2.24) for τ = 0.25, 0.50, and
0.75 for Runoff, RUSLE2, Sediment, and CDiff. *SLOPE is LSLOG for Runoff,
RUSLE2, and Sediment, and SLOPE is SLOPE-R for CDiff. Covariates defined
in Table 2.2.
xij τ Runoff RUSLE2 Sediment CDiff
Est. (SE) Est. (SE) Est. (SE) Est. (SE)
Intercept 0.25 1.323 (0.009) -1.892 (0.048) -1.467 (0.070) -0.038 (0.006)
Intercept 0.50 1.401 (0.007) -1.352 (0.043) -0.712 (0.053) 0.010 (0.004)
Intercept 0.75 1.481 (0.007) -0.808 (0.045) 0.014 (0.065) 0.058 (0.005)
TEMP 0.25 0.008 (0.016) -0.034 (0.048) -0.277 (0.100) -0.013 (0.004)
TEMP 0.50 -0.001 (0.012) -0.090 (0.048) -0.218 (0.087) -0.014 (0.004)
TEMP 0.75 -0.015 (0.015) -0.042 (0.044) -0.182 (0.124) -0.013 (0.005)
HYDGRP 0.25 0.126 (0.010) 0.254 (0.066) 0.312 (0.067) 0.003 (0.005)
HYDGRP 0.50 0.132 (0.007) 0.242 (0.046) 0.274 (0.064) 0.003 (0.004)
HYDGRP 0.75 0.136 (0.007) 0.157 (0.049) 0.234 (0.061) 0.008 (0.005)
RFACT 0.25 0.024 (0.015) 0.292 (0.120)
RFACT 0.50 0.037 (0.011) 0.270 (0.094)
RFACT 0.75 0.046 (0.013) 0.341 (0.104)
SLOPE* 0.25 0.615 (0.057) 0.524 (0.071) 0.022 (0.005)
SLOPE 0.50 0.636 (0.055) 0.513 (0.067) 0.029 (0.005)
SLOPE 0.75 0.489 (0.044) 0.626 (0.074) 0.037 (0.006)
KWFACT 0.25 0.159 (0.083) 0.336 (0.080)
KWFACT 0.50 0.100 (0.046) 0.286 (0.067)
KWFACT 0.75 0.131 (0.047) 0.276 (0.054)
OM 0.25 0.099 (0.034)
OM 0.50 0.132 (0.017)
OM 0.75 0.147 (0.015)
SAND 0.25 0.028 (0.004)
SAND 0.50 0.026 (0.004)
SAND 0.75 0.020 (0.004)
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Table 2.4 Estimates and limits of 95% confidence intervals for qi(τ) (τ = 0.25, 0.5, 0.75)
for four response variables (y). The direct estimator is used for Wisconsin. The
LIGPD is used for Vernon County.
y τ Vernon County Wisconsin
Lower Estimate Upper Lower Estimate Upper
Runoff 0.25 3.239 3.577 3.951 3.421 3.493 3.584
Runoff 0.50 3.489 3.848 4.244 3.985 4.061 4.183
Runoff 0.75 3.813 4.196 4.619 4.630 4.718 4.841
RUSLE2 0.25 0.060 0.099 0.164 0.118 0.135 0.157
RUSLE2 0.50 0.110 0.172 0.269 0.291 0.321 0.351
RUSLE2 0.75 0.184 0.301 0.495 0.672 0.743 0.819
Sediment 0.25 0.090 0.212 0.496 0.200 0.228 0.282
Sediment 0.5 0.201 0.465 1.080 0.557 0.636 0.723
Sediment 0.75 0.454 1.138 2.856 1.349 1.543 1.827
CDiff 0.25 -0.123 -0.085 -0.047 -0.056 -0.046 -0.038
CDiff 0.50 -0.067 -0.032 0.004 -0.009 -0.002 0.005
CDiff 0.75 -0.016 0.030 0.077 0.047 0.054 0.063
Table 2.5 Average widths of nominal 95% confidence intervals and average RMSE for
LIGPD predictors and direct county level estimators.
LIGPD Predictors Direct Estimators
Variable Criterion τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75
Runoff Width 0.697 0.751 0.900 0.866 1.279 1.486
RUSLE2 Width 0.220 0.397 0.722 0.281 0.674 1.032
Sediment Width 0.446 0.913 2.208 0.694 2.059 3.809
CDiff Width 0.064 0.062 0.075 0.100 0.148 0.218
Runoff RMSE 0.180 0.194 0.232 0.283 0.334 0.407
RUSLE2 RMSE 0.064 0.113 0.200 0.102 0.179 0.271
Sediment RMSE 0.117 0.246 0.591 0.257 0.548 1.021
CDiff RMSE 0.016 0.016 0.019 0.248 0.530 0.987
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Table 2.6 Average MC MSE and MC bias, where the average is across areas with the same
sample size, and the data are generated as in (2.29).
Normal bi Laplace bi
ni = 5 ni = 10 ni = 20 ni = 5 ni = 10 ni = 20
eij Method τ MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias
χ2(2) LIGPD 0.1 0.046 0.004 0.017 -0.004 0.008 -0.002 0.044 -0.005 0.017 -0.001 0.009 0.002
χ2(2) ALD 0.1 0.150 0.045 0.091 0.072 0.050 0.069 0.164 0.045 0.095 0.065 0.059 0.074
χ2(2) NEB 0.1 0.290 -0.379 0.204 -0.346 0.162 -0.341 0.283 -0.381 0.204 -0.351 0.155 -0.330
χ2(2) Dir. 0.1 0.187 0.250 0.091 0.137 0.042 0.069 0.192 0.252 0.093 0.139 0.043 0.073
χ2(2) LIGPD 0.25 0.045 0.005 0.017 -0.006 0.008 -0.005 0.044 -0.003 0.016 -0.001 0.009 0.000
χ2(2) ALD 0.25 0.163 0.126 0.107 0.147 0.064 0.140 0.177 0.126 0.111 0.143 0.071 0.149
χ2(2) NEB 0.25 0.142 -0.038 0.080 -0.017 0.043 -0.022 0.135 -0.041 0.077 -0.024 0.043 -0.013
χ2(2) Dir. 0.25 0.190 0.154 0.078 0.078 0.037 0.033 0.195 0.158 0.082 0.081 0.039 0.040
χ2(2) LIGPD 0.5 0.049 -0.007 0.019 -0.018 0.009 -0.019 0.046 -0.013 0.018 -0.014 0.010 -0.012
χ2(2) ALD 0.5 0.200 0.223 0.151 0.256 0.111 0.256 0.215 0.245 0.159 0.265 0.126 0.277
χ2(2) NEB 0.5 0.207 0.243 0.148 0.251 0.100 0.235 0.194 0.239 0.139 0.241 0.106 0.244
χ2(2) Dir. 0.5 0.261 0.061 0.116 0.049 0.058 0.013 0.255 0.063 0.118 0.037 0.059 0.019
χ2(2) LIGPD 0.75 0.063 -0.024 0.029 -0.037 0.016 -0.039 0.062 -0.032 0.029 -0.035 0.016 -0.034
χ2(2) ALD 0.75 0.257 0.298 0.220 0.354 0.194 0.380 0.302 0.375 0.260 0.408 0.236 0.428
χ2(2) NEB 0.75 0.257 0.307 0.184 0.302 0.127 0.277 0.244 0.300 0.174 0.290 0.133 0.284
χ2(2) Dir. 0.75 0.529 -0.123 0.275 -0.022 0.141 -0.032 0.502 -0.123 0.281 -0.041 0.145 -0.022
χ2(2) LIGPD 0.9 0.112 -0.034 0.058 -0.054 0.036 -0.067 0.115 -0.040 0.060 -0.057 0.036 -0.061
χ2(2) ALD 0.9 0.290 0.262 0.226 0.315 0.187 0.340 0.366 0.395 0.297 0.417 0.261 0.433
χ2(2) NEB 0.9 0.207 0.078 0.119 0.060 0.064 0.018 0.201 0.073 0.115 0.043 0.067 0.026
χ2(2) Dir. 0.9 1.076 -0.435 0.668 -0.244 0.392 -0.171 1.051 -0.429 0.682 -0.275 0.408 -0.154
SN LIGPD 0.1 0.145 0.033 0.091 0.062 0.055 0.058 0.149 0.048 0.088 0.061 0.054 0.067
SN ALD 0.1 0.209 -0.140 0.134 -0.148 0.095 -0.181 0.231 -0.199 0.152 -0.215 0.108 -0.219
SN NEB 0.1 0.167 -0.016 0.100 0.029 0.058 0.039 0.178 0.012 0.101 0.034 0.058 0.053
SN Dir. 0.1 0.756 0.442 0.471 0.288 0.268 0.142 0.817 0.479 0.462 0.275 0.254 0.166
SN LIGPD 0.25 0.124 0.026 0.076 0.043 0.044 0.040 0.128 0.030 0.073 0.039 0.042 0.039
SN ALD 0.25 0.190 -0.175 0.132 -0.193 0.102 -0.224 0.218 -0.218 0.150 -0.238 0.111 -0.247
SN NEB 0.25 0.165 -0.123 0.099 -0.097 0.058 -0.092 0.170 -0.104 0.098 -0.093 0.055 -0.085
SN Dir. 0.25 0.504 0.175 0.258 0.090 0.143 0.037 0.521 0.191 0.256 0.089 0.140 0.042
SN LIGPD 0.5 0.114 0.007 0.069 0.018 0.041 0.015 0.115 0.009 0.067 0.020 0.037 0.017
SN ALD 0.5 0.160 -0.125 0.104 -0.132 0.070 -0.147 0.181 -0.138 0.112 -0.147 0.070 -0.154
SN NEB 0.5 0.159 -0.133 0.100 -0.125 0.064 -0.128 0.163 -0.126 0.100 -0.123 0.061 -0.127
SN Dir. 0.5 0.340 -0.046 0.166 -0.020 0.092 -0.015 0.344 -0.042 0.170 -0.017 0.088 -0.012
SN LIGPD 0.75 0.113 -0.016 0.068 -0.006 0.039 -0.009 0.112 -0.014 0.066 -0.007 0.036 -0.011
SN ALD 0.75 0.148 -0.056 0.089 -0.052 0.051 -0.058 0.170 -0.046 0.094 -0.053 0.050 -0.057
SN NEB 0.75 0.139 -0.017 0.084 -0.022 0.047 -0.033 0.146 -0.010 0.084 -0.024 0.045 -0.037
SN Dir. 0.75 0.326 -0.196 0.151 -0.095 0.075 -0.053 0.331 -0.203 0.144 -0.092 0.073 -0.053
SN LIGPD 0.9 0.116 -0.027 0.069 -0.023 0.041 -0.027 0.116 -0.029 0.067 -0.025 0.038 -0.030
SN ALD 0.9 0.151 -0.004 0.089 -0.008 0.050 -0.015 0.171 0.011 0.092 -0.001 0.048 -0.006
SN NEB 0.9 0.171 0.173 0.107 0.153 0.066 0.134 0.179 0.174 0.106 0.148 0.061 0.128
SN Dir. 0.9 0.363 -0.343 0.186 -0.194 0.092 -0.109 0.364 -0.354 0.188 -0.199 0.089 -0.103
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Table 2.7 contains average MC relative biases of the bootstrap MSE estimators and empirical
coverage of normal theory 95% prediction intervals. The MSE estimator ˆMSEi(τ) is defined in
(2.22), and the prediction interval is defined in (2.23). The bootstrap sample size is T = 100 for
these simulations. The MC relative bias of the bootstrap MSE estimator for area i is defined as
RBi = [MSEMC{q̂i(τ)}]−1(EMC [ ˆMSEi(τ)]−MSEMC{q̂i(τ)}), where EMC [ ˆMSEi(τ)] is the MC
mean of the MSE estimator (2.22), and MSEMC{q̂i(τ)} is the MC MSE of a predictor q̂i(τ). In
Table 2.7, the MC relative biases and empirical coverages are averages across areas of the same
sample size. We conjecture that a substantial part of the bias of the bootstrap MSE estimator for
the χ2(2) error distribution occurs because the estimation procedure used in step 3 of the bootstrap
does not use constrained optimization to estimate the quantile regression coefficients. For the χ2(2)
error distribution with normally distributed bi, the average ratio of the MC MSE of predictors of
quantiles based on constrained optimization to the MC MSE of the corresponding predictors based
on the sorting algorithm is approximately 0.9. Regardless of the approximations, the empirical
coverages of normal theory 95% confidence intervals are between 92% and 96%.
Table 2.7 Relative bias (%) of bootstrap MSE estimator (2.22) and empirical coverage of
normal theory 95% prediction intervals.
Relative Bias (%) Coverage
Parameter eij bi ni = 5 ni = 10 ni = 20 ni = 5 ni = 10 ni = 20
0.25 χ2(2) Normal 27.190 17.502 10.313 0.962 0.958 0.955
0.50 χ2(2) Normal 22.006 14.210 6.868 0.961 0.960 0.951
0.75 χ2(2) Normal 14.093 8.108 4.162 0.959 0.952 0.950
0.25 χ2(2) Laplace 23.226 11.436 16.026 0.962 0.953 0.955
0.50 χ2(2) Laplace 19.905 9.783 8.909 0.959 0.955 0.952
0.75 χ2(2) Laplace 12.464 3.440 6.216 0.957 0.953 0.951
0.25 SN Normal -3.140 -5.168 -14.502 0.944 0.946 0.926
0.50 SN Normal -0.884 -7.227 -15.615 0.943 0.940 0.928
0.75 SN Normal -0.938 -5.090 -13.824 0.942 0.939 0.928
0.25 SN Laplace -2.935 -5.943 -13.983 0.945 0.943 0.926
0.50 SN Laplace -2.789 -8.426 -15.790 0.942 0.942 0.927
0.75 SN Laplace -1.823 -7.425 -13.749 0.939 0.935 0.926
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2.4.2 Analysis of Transformed Data
We consider a simulation to represent the transformation used for Runoff, RUSLE2, and Sed-
iment. Let ỹij denote the original observations, and let yij = log(ỹij) satisfy the model (2.31)
with normally distribution bi and skew-normal eij . The skew-normal distribution for eij is used
to represent the skewness in the residuals for RUSLE2 and Sediment from the lognormal model.
For the NEB predictor, we use (2.17) with {exp(y(r)ij ) : r = 1, . . . , 100; j = 1, . . . , Ni} in place of
{q̂ij(τk) : k = 1, . . . ,K; j = 1, . . . , Ni}. We define an ALD predictor for the transformed model in
Section 2.6.5. For the LIGPD, we define the MSE estimator and confidence interval as in (2.26)
and (2.25), respectively. Table 2.8 summarizes the properties of the MSE estimator for the LIGPD
and alternative predictors of the quantiles of ỹij for an MC sample size of 200. The LIGPD has
smaller MC MSE than the alternative predictors. The confidence interval coverages are omitted
because they are identical to the coverages in Table 2.7 by construction.
Table 2.8 Summary of simulation results with ỹij = exp(yij), where yij is generated as in
(2.31). 100× ˆMSE is MC mean of MSE estimator (2.26).
100× MC MSE×100 MC Bias ×100
τ ni ˆMSE LIGPD NEB ALD Dir. LIGPD NEB ALD Dir.
0.25 5 0.469 0.398 0.545 0.742 3.585 0.229 2.343 3.652 -6.393
0.25 10 0.257 0.258 0.378 0.616 1.389 -0.125 2.038 3.815 -3.346
0.25 20 0.150 0.149 0.184 0.371 0.675 -0.544 1.444 3.426 -1.759
0.50 5 2.044 1.699 2.457 2.740 5.981 0.991 5.362 6.088 -3.499
0.50 10 1.121 1.131 1.856 2.138 3.273 0.509 5.283 6.235 -2.055
0.50 20 0.637 0.645 0.968 1.180 1.631 -0.291 4.301 5.302 -1.300
0.75 5 7.503 6.400 7.771 9.307 15.092 3.179 3.881 8.295 4.650
0.75 10 4.137 4.322 5.666 6.729 9.362 2.351 4.233 7.736 1.827
0.75 20 2.351 2.409 2.699 3.178 4.359 0.886 2.860 5.365 0.410
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2.5 Discussion
The LIGPD approximation for the mixed effects quantile regression model (2.1) with area
random effects provides a viable approach to small area prediction. Because the model makes few
assumptions about the distribution of the error terms, use of the LIGPD has potential to unify
the analysis of multiple response variables with diverse distributional properties. In simulations
designed to represent the CEAP data, predictors of small area quantiles based on the LIGPD
have smaller MSEs than predictors of corresponding quantiles based on parametric models. The
efficiency gain of the LIGPD relative to the NEB and ALD predictors is greatest when the error
distribution is far from normal, the number of areas is large, and the area sample size is small. The
bootstrap MSE estimator leads to confidence intervals with average coverage within 2-3% of the
nominal level. In the application to the Conservation Effects Assessment Project, the LIGPD-based
small area predictors have smaller estimated RMSEs than the direct estimators, on average. An
analysis of residuals indicates that the LIGPD is appropriate for a wider range of CEAP variables
than the lognormal distribution or the gamma distribution.
The benefits of estimating quantiles of the distribution discussed in the Introduction are
realized in the CEAP data analysis. Because the distributions of CEAP response variables are
skewed and have outliers, the median is preferable to the mean as a measure of center. Estimates
of quartiles and extreme quantile levels, which are mportant in practice (Goebel and Kellogg, 2002),
reflect both collected survey data and auxiliary information.
This study suggests future work related to the application and the methodology. In this appli-
cation, we treat the NRI survey as a population. Constructing predictors for the full population
is an area for future work. We consider a computationally simple frequentist procedure; how-
ever, a Bayesian analysis is a possible alternative direction. Extensions of the LIGPD approach
to incorporate multivariate response variables or spatio-temporal dependence structures are other
areas for methodological development. Ongoing research involves refinements in the context of an
informative sample design.
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2.6 Appendix
2.6.1 Initial Estimators
We define an initial estimator of β(0.5) and b = (b′1, . . . , b
′
D)
′ by
(β̂(0)(0.5), b̂(0)) = argminβ,b
D∑
i=1
ni∑
j=1
ρ0.5(yij − x′ijβ − z′ijbi), (2.32)
where −
∑D−1
i=1 b̂
(0)
i = b̂
(0)
D for identifiability because we assume xij contains an intercept. If xij
contains any covariates (other than the intercept) that are in the column space of zij , then replace
xij in (2.32) with x̃ij , where x̃ij contains the intercept and the set of covariates that are not in the
column space of zij . Let V̂1(b̂
(0)
1 ), . . . , V̂D−1(b̂
(0)
D−1) be estimates of the variance of the asymptotic
distribution of (b̂
(0)
1 , . . . , b̂
(0)
D−1). The asymptotic covariance matrix of the initial estimators is defined
in Berg and Lee (2019) and estimated with the option se = "ker" in the R function summary.rq.
To define an initial estimator of Σb, define the area-level Fay-Herriot model,
b̂
(0)
i = bi + ai, (2.33)
where ai has a distribution with mean 0 and variance V̂i{b̂(0)i }, and bi has a distribution with mean
0 and variance Σb for i = 1, . . . , D − 1. For univariate bi, the initial estimate of Σb, denoted by
Σ̂
(0)
b , is obtained by applying the estimation procedure of Wang, Fuller, and Qu (2008) to the area
level model (2.33). The preliminary estimate of β(τk) for k = 1, . . . ,K is defined by
β̂(0)(τk) = argminβ
D∑
i=1
ni∑
j=1
ρτk(yij − x
′
ijβ − z′ij b̂
(0)
i ). (2.34)
We sort {x′ijβ̂(0)(τk) : k = 1, . . . ,K} for every (i, j) to obtain a nondecreasing quantile function
(Chernozhukov, Fernandez-Val, and Galichon, 2009). The estimate q̂
(0)
ij (τk) is the k
th order statistic
of {x′ijβ̂(0)(τk) + z′ij b̂
(0)
i : k = 1, . . . ,K}. Given the initial estimates of the quantile function, we
use the procedure in Step 3 of Section 2.2.2 to obtain estimates ρ̂
(0)
s and ξ̂
(0)
s for s = `, u.
2.6.2 Details of Numerical Integration Procedure
Let bi be univariate and bi ∼ fb(bi;σ2b ). For m = 0, . . . ,M−1, let tr = F
−1
b (r/(R+1) | σ̂
2(m)
b )
for r = 1, . . . , R, where Fb(· | σ̂
2(m)
b ) is the estimate of the cumulative distribution function of bi
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evaluated at the parameter estimate obtained in step m. Let hi(b) denote the function to integrate.
Let ` and u denote the lower and upper limits of the integral, and let r` = min{r : tr ≥ `} and
ru = max{r : tr ≤ u}. The approximation for the integral that we use is∫ u
`
hi(b)db ≈
ru−1∑
k=k`
(tr+1 − tr)
(
hi(tr) + hi(tr+1)
2
)
.
In this work, we take R+ 1 = 1000.
2.6.3 Calculation of Residuals for Quantile Regression Model
For yij < 0.5(τ1 + τ2), define
F̂yij(yij) = −G`(−yij + ˆ̀ij)0.5(τ1 + τ2) + 0.5(τ1 + τ2).
For yij > 0.5(τ1 + τ2), define
F̂yij(yij) = Gu(yij − ûij)[1− 0.5(τK + τK−1)] + 0.5(τK + τK−1).
For yij ∈ (0.5(τ1 + τ2), 0.5(τK + τK−1)), define
F̂yij(yij) = τkij−1 + (yij − q̂ij(τkij−1))
(
τkij − τkij−1
q̂ij(τkij )− q̂ij(τkij−1)
)
,
where τkij = min{τk : q̂ij(τk) ≥ yij , k = 1, . . . ,K}.
2.6.4 Selection of the Transformation
For nonnegative ỹij , we consider a subset of the class of transformations defined in Geraci and
Jones (2015) by
h(y, λ) =

1
2λ
(
(y + ∆)λ − 1
(y+∆)λ
)
, if λ 6= 0
log(y + ∆), λ = 0,
where ∆ is specified. We use a procedure to estimate λ that differs from the procedure of Geraci
and Jones (2015) because we require a single λ for all quantile levels. We define a preliminary
estimator of λ by λ̃ = argminλ
∑D
i=1
∑ni
j=1 ρ0.5(h(ỹij , λ)−x′ijβ̃(0.5)), where β̃(0.5) is the minimizer
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of
∑D
i=1
∑ni
j=1 ρ0.5(ỹij − x′ijβ). We obtain an initial estimator of θ using the procedure defined in
Appendix 1 with h(ỹij , λ̃) = yij as the observations. We define λ̂ such that Lp(λ̂) = max{Lp(k/10) :
k = 0, . . . , 9}, where Lp(λ) =
∑D
i=1 log
(∫
Rp1
∏ni
j=1 fY (h(ỹij , λ) |xij , zij , bi, θ̂(0))fb(bi | Σ̂
(0)
b )dbi
)
,
and fY (· | x, z, b,θ) is defined in (2.3). For the CEAP data, λ̂ = 0 for Runoff, RUSLE2, and
Sediment with ∆ = 0.0005. Limited simulations using the log transformation indicate that the
profile likelihood procedure is capable of correctly selecting λ = 0. Further study of the profile
likelihood procedure for estimating the transformation parameter is a potential area for future
investigation. Because the log transformation is also justified on the basis of the loglinear form of
the Universal Soil Loss Equation, we treat λ = 0 as fixed for the analysis.
2.6.5 Asymmetric Laplace Distribution
For specified τ ∈ (0, 1), a variable z ∼ ALD(µτ , στ ) if z has density function
fZ(z | µτ , στ ) = σ−1τ exp
{
−ρτ
[
z − µτ
στ
]}
. (2.35)
The value of µτ that maximizes the likelihood based on (2.35) minimizes Koenker’s check function.
Geraci and Bottai (2007, 2014) define a model by
yij | αi(τ) ∼ ALD(qij(τ), σ2(τ)), (2.36)
qij(τ) = x
′
ijβ(τ) + αi(τ),
and αi(τ) ∼ N(0, σ2α(τ)). Because we consider multiple quantile levels, we index the model (2.36)
by τ . In the model (2.36), αi(τ1) ⊥ αi(τ2) for τ1 6= τ2. The R function lqmm (Geraci and Bottai,
2007; 2014) uses maximum likelihood to obtain estimators β̂(τ) and σ̂2α(τ) and uses a predictor of
α̂i(τ) with the form of a best estimated linear predictor. When using lqmm, we specify nK = 30
quadrature points and use “normal” and “robust” types for normal and Laplace bi, respectively. A
predictor of qij(τk) is q̌ij(τk) = x
′
ijβ̂(τk) + α̂i(τk).
Weidenhammer et al. (2016) use the Geraci and Bottai (2007, 2014) model for small area
prediction. In the simulations of Section 2.4, we define small area predictors based on {q̌ij(τk) :
j = 1, . . . , Ni; i = 1, . . . , D} as in (2.17) and (2.19) with τk = k(K + 1)−1 with K = 99. For the
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transformed model, we replace q̌ij(τk) with exp(q̌ij(τk)) − ∆. Weidenhammer et al. (2016) use a
Monte Carlo procedure to define the small area predictors, and in simulations presented Berg and
Lee (2019), the prediction MSE using simulation is essentially the same as the prediction MSE from
(2.17).
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CHAPTER 3. SMALL AREA PREDICTION OF QUANTILES FOR
ZERO-INFLATED DATA AND AN INFORMATIVE SAMPLE DESIGN
Extended from a paper submitted to Statistical Theory and Related Fields (revision invited)
Emily Berg and Danhyang Lee
Abstract
The Conservation Effects Assessment Project (CEAP) is a survey intended to quantify soil and
nutrient loss on cropland. Estimates of the quantiles of CEAP response variables are published.
Previous work develops a procedure for predicting small area quantiles based on a mixed effects
quantile regression model. The conditional density function of the response given covariates and
area random effects is approximated with the linearly interpolated generalized Pareto distribution
(LIGPD). Empirical Bayes is used for prediction and a parametric bootstrap procedure is developed
for mean squared error estimation. In this work, we develop two extensions of the LIGPD-based
small area quantile prediction procedure. One extension allows for zero-inflated data. The second
extension accounts for an informative sample design. We apply the procedures to predict quantiles
of the distribution of percolation (a CEAP response variable) in Kansas counties.
KEYWORDS
Quantile regression, mixed effects models, bootstrap
3.1 Introduction
Small area estimation procedures traditionally make use of fully parametric models (Battese,
Harter, and Fuller, 1988). When analyzing data, evidence of nonlinearity, nonconstant variances, or
outliers can make the problem of specifying an appropriate parametric form a challenging task. To
address challenges in parametric modeling, several semiparametric small area estimation procedures
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have been proposed. Opsomer et al. (2008) use penalized spline regression for small area estimation.
Sinha and Rao (2010) consider outlier-robust estimation. Chambers and Tzavidis (2006) use M-
quantile regression. See Rao and Molina (2015) for further background on the wide range of models
used for small area estimation.
Berg and Lee (2019a) develop a small area procedure for estimating quantiles based on the
semiparametric, mixed effects quantile regression model of Jang and Wang (2015). The model of
Jang and Wang (2015) approximates the conditional distribution of the response given a covariate
and a random effect using a distribution that they term the linearly interpolated generalized Paretod
dentisy (LIGPD). The name for the approximate density function (LIGPD) refers to the two main
aspects of the approach. First, for a fine grid of interior quantiles, the LIGPD approximates
the quantile function corresponding to the distribution of the response given a covariate using
linear interpolation (LI). Second, an extreme value distribution, namely the generalized Pareto
distribution (GPD), is used to model the distribution of the response for quantile levels that exceed
the lower and upper bounds of the interior grid. We define these two aspects of the LIGPD of Jang
and Wang (2015) more precisely in Section 3.1.2. Jang and Wang (2015) use Bayesian methods to
conduct inference for the parameters of the LIGPD model. Berg and Lee (2019a) adopt the LIGPD
model for small area estimation. Their interest in using the LIGPD for small area estimation stems
from a survey called the Convservation Effects Assessment Project (CEAP), which is intended to
measure different types of erosion. A preliminary analysis of the CEAP data indicated that finding
a single parametric form to describe the distributions of all CEAP response variables of interest is
difficult. As a consequence, semi-parametric procedures are of interst. Further, the CEAP survey
publishes estimates of the quantiles of distributions of erosion variables, which makes an estimation
procedure based on quantile regression attractive. While Jang and Wang (2015) use Bayesian
methods for inference and focus on estimating the quantile regression coefficients, Berg and Lee
(2019a) define a frequentist estimation procedure, an empirical Bayes predictor, and a parametric
bootstrap MSE estimator. Section 3.1.2 defines the Berg and Lee (2019a) procedure in more detail.
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Berg and Lee (2019a) restrict attention to a continuous response variable and assume that the
sample design is noninformative for the specified model.
We consider two extensions of the LIGPD SAE procedure developed in Berg and Lee (2019a).
The first is an extension to zero-inflated data. The second is an extension to an informative sample
design.
Existing small area estimation procedures for zero-inflated data utilize fully parametric
models. Pfeffermann, Terryn, and Moura (2008) and Chandra and Sud (2012) consider linear
mixed effects models for the non-zero component of the zero-inflated distribution. To ensure that
the support of the distribution for the nonzero component is positive, Dreassi, Petrucci, and Rocco
(2014) and Lyu (2018) consider gamma and lognormal distributions, respectively, for the positive
component. Outside the context of small area estimation, quantile regression procedures for zero-
inflated data build on the concept underlying Tobit regression. Such quantile regression procedures
for zero-inflated data typically assume that the observed response variable is a truncated version
of a partially observed variable with support on the real line (Powell, 1986; Buchinsky and Hahn,
1998). The partially observed variable is assumed to satisfy a standard quantile regression model.
We specify a zero-inflated quantile regression model for small area estimation in the spirit of Dreassi,
Petrucci, and Rocco (2014) and Lyu (2018). We assume that the positive component of the model
satisfies a modification of the quantile regression model of Berg and Lee (2019a). We assume a
logistic mixed effects model for the probability of observing a zero.
Numerous small area procedures for an informative sample design have been developed. You
and Rao (2002) use inverse selection probabilities as weights. Verrett, Rao, and Hidiroglou (2015)
propose an augmented model. Pfeffermann and Sverchkov (2007) exploit relationships between
the sample distribution, the sample complement distribution, and the survey weights. We adapt
the approach of Pfeffermann and Sverchkov (2007) to the quantile regression framework. To our
knowledge, this is the first work to consider estimation of small area quantiles when the sample
design is informative for the small area model.
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3.1.1 Overview of CEAP Survey Data
Our interest in small area estimation for zero-inflated data under a complex sample design
stems partly from a survey called the Conservation Effects Assessment Project (CEAP). The CEAP
survey uses a multi-phase design. The first phase is a longitudinal survey called the National
Resources Inventory (NRI) that collects information on agriculture and natural resources through
visual interpretation of aerial photographs of sampled segments. The CEAP survey collects more
detailed information for a subset of NRI locations through farmer interviews. Primary response
variables in CEAP are measures of soil and nutrient loss that result from processing farmer interview
data through a computer model called the Agricultural Policy Environmental Extender (APEX).
Berg and Lee (2019a) analyze several CEAP response variables for Wisconsin. The model of Berg
and Lee (2019a) is not appropriate for data with a large proportion of zeros. Their model, for
example, would not be well suited to the percolation variable for Kansas, where approximately
12% of the sampled values are equal to zero. Berg and Lee (2019a) also assume that the sample
design is noninformative for the specified model, an assumption that we examine more rigorously
in this paper.
3.1.2 Overview of LIGPD Small Area Procedure
We provide an overview of the LIGPD model and estimation procedure used in Berg and Lee
(2019a). Further detail is provided in Berg and Lee (2019a) and in the supplementary document
(Berg and Lee, 2019b). A sample of ni elements is selected from the population of Ni elements for
area i for i = 1, . . . , D. Let yij denote the variable of interest for unit j in area i, and assume yij is
observed only for sampled elements. We assume that a vector of covariates xij is available for all
Ni elements in the population. Parameters of interest are quantiles of {yij : j = 1, . . . , Ni}.
The LIGPD model and estimator of Berg and Lee (2019a) begins with specification of a
mixed effects quantile regression model. Let bi ∼ N(0, σ2b ) denote a normally distributed random
effect for area i with mean 0 and variance σ2b . Assume the conditional distribution of yij given bi
is absolutely continuous. Denote the τth quantile of the conditional distribution of yij given xij
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and bi by qij(τ). Specifically, qij(τ) satisfies P (yij ≤ qij(τ) | bi,xij) = τ . The model underlying the
LIGPD is a mixed effects quantile regression model. The model assumes that qij(τ) satisfies
qij(τ) = x
′
ijβ(τ) + bi, (3.1)
and that x′ijβ(τ) ≤ x′ijβ(τ + δ) for δ ≥ 0. The critical assumption in (3.1) is that the area random
effect bi is constant across quantile levels. Because the area random effect is fixed across quantile
levels, qij(τ) is nondecreasing in τ for fixed (i, j) as long as x
′
ijβ(τ) ≤ x′ijβ(τ + δ) for δ ≥ 0 .
The LIGPD of Jang and Wang (2015) defines an approximation to the density of the
conditional distribution of yij given xij and bi, denoted as fY (y | xij , bi,θ). The approximation for
the density derives from the assumed quantile regression model (3.1). The quantile function and
the density function are related by
fY (qij(τ) | xij , bi,θ) = lim
h→0
h
qij(τ + h)− qij(τ)
. (3.2)
The relationship (3.2) motivates the LIGPD approximation for fY (y | xij , bi) for a grid of interior
quantiles. For extreme values, the conditional distribution of yij given xij and bi is assumed to
have a generalized Pareto distribution. We now define the LIGPD approximation precisely. Let
0 < τ1 < · · · < τK < 1 partition (0, 1) into K + 1 evenly spaced subintervals. We use as our basis
for inference the approximate density function defined in Jang and Wang (2015) by
fY (y |xij , bi,θ) = I[y < qij(τ1)]τ1f`(y | ρ`, ξ`) (3.3)
+ I[y ≥ qij(τK)](1− τK)fu(y | ρu, ξu)
+
K−1∑
k=1
I[qij(τk) ≤ y < qij(τk+1)]
τk+1 − τk
qij(τk+1)− qij(τk)
,
where the vector of fixed parameters to be estimated is θ = (β′K , σ
′
b, ρ`, ξ`, ρu, ξu)
′, βK = (β(τ1)
′, . . . ,β(τK)
′)′,
and fs(y | ρs, ξs) for s = `, u are densities of generalized Pareto distributions defined as in Jang and
Wang (2015) and in Berg and Lee (2019a). For interior quantiles, the LIGPD approximates the
density function as a piecewise constant function on the intervals [τj , τj+1]. By the relationship
(3.2), the approximation for the density function as a piece-wise constant function corresponds to
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an approximation of the CDF through linear interpolation. The approximation for the quantile
function through linear interpolation is the inverse of the approximation for the CDF.
Using the LIGPD for small area estimation requires predicting the area random effect bi. An
approximation for the conditional distribution of bi given the data corresponding to (3.3) is given
by
fb|y(bi | yi1, . . . , yini ;θ) =
∏ni
j=1 f(yij |xij , bi,θ)fb(bi | σ2b )∫∞
−∞
∏ni
j=1 f(yij |xij , bi,θ)fb(bi | σ2b )dbi
, (3.4)
where fb(bi | σ2b ) is the density function of a normal distribution with mean zero and variance
σ2b , and yi = (yi1, . . . , yini)
′. The density function (3.4) allows defining a Bayes (minimum MSE)
predictor of the area random effect bi. Specifically, the Bayes predictor of bi (for squared error loss)
is given by
E[bi | yi;θ] =
∫∞
−∞
∏ni
j=1 bif(yij |xij , bi,θ)fb(bi | σ2b )dbi∫∞
−∞
∏ni
j=1 f(yij |xij , bi,θ)fb(bi | σ2b )dbi
. (3.5)
With the predictor (3.5) of bi, a predictor of qij(τ) is q̃ij(τ) = x
′
ijβ(τi) + E[bi | yi;θ]. The set
of {q̃ij(τk) : k = 1, . . . ,K; j = 1, . . . , Ni} defines an approximation for the distribution of the
population of yij for j = 1, . . . , Ni. The predictor q̃ij(τ) requires an estimate of the unknown β(τk)
for k = 1, . . . ,K.
Berg and Lee (2019a) define an iterative procedure to estimate β(τk). We summarize the
critical aspects of the estimation procedure and refer the reader to Berg and Lee (2019a) and to
the supplementary material (Berg and Lee, 2019b) for details. The two critical components of
the estimation procedure involve (1) the use of Koenker’s check function to estimate the quantile
regression coefficients and (2) the use of the distribution (3.4) to estimate σ2b and to predict bi.
Koenker’s check function (Koenker, 2004) is defined as
ρτ (u) = u(τ − I[u < 0]). (3.6)
Koenker’s check function is a standard objective function for estimating quantiles because qij(τ) =
argminaE[ρτ (yij − a) | xij , bi]. The estimation procedure of Berg and Lee (2019a) alternates
between optimization of Koenker’s check function to estimate βK and use of the distribution (3.4)
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to estimate σ2b and predict bi. The estimates of the parameters of the extreme value distribution
are obtained using a procedure recommended in Jang and Wang (2015). Note that the estimates
of the parameters of the extreme value distribution are required for the LIGPD approximation but
are not explicitly part of the specified quantile regression model (3.1). In this sense, the estimates
of the extreme value distribution are less central than the estimates of βK and σ
2
b . We define the
estimator of the extreme value distribution that we use for zero-inflated data precisely in Section
3.2.
Given estimates β̂(τk) and σ̂
2
b , one can construct predictors of small area parameters. A pre-
dictor of qij(τk) is given by
q̂ij(τk) = x
′
ijβ̂(τk) + E[bi | yi, θ̂],
where β̂(τk) is the estimator of β(τk). The {q̂ij(τk) : j = 1, . . . , Ni; k = 1, . . . ,K} approximates the
distribution of {yij : j = 1, . . . , Ni}. We use {q̂ij(τk) : j = 1, . . . , Ni; k = 1, . . . ,K} to define small
area predictors, as in Berg and Lee (2019a). Define a predictor of the τth population quantile for
area i by
q̂i(τ) = min{q̂ij(τk) : F̂yi(q̂ij(τk)) ≥ τ ; j = 1, . . . , Ni; k = 1, . . . ,K}, (3.7)
where F̂yi(t) = (NiK)
−1∑Ni
j=1
∑K
k=1 I[q̂ij(τk) ≤ t].
3.1.3 Outline
We extend the LIGPD model and estimation procedure outlined in Section 3.1.2 to zero-inflated
data and an informative sample design. In Section 3.2, we describe the extension to zero-inflated
data. In Section 3.3, we describe the extension to the informative sample design. In Section 3.4,
we illustrate the procedures using the variable percolation for Kansas.
3.2 Zero-Inflated Model and Estimation Procedure
We modify the LIGPD model and estimation procedure of Section 3.1.2 for a case in which
the support of yij is [0,∞). As discussed in Section 3.1, several examples in which small area
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estimates of a zero-inflated variable are of interest exist in small area estimaton (SAE) literature.
For instance, yi may be grape production as in Dreassi at al. (2013) or yi may be sheet and
rill erosion as in Lyu (2018). In Section 3.2.1, we describe the extension of the LIGPD model
to accommodate zero-inflated data. In Section 3.2.2, we describe the procedure to estimate the
parameters of the zero-inflated model. Section 3.2.3 proposes a bootstrap MSE estimator. The
procedures are modifications of the estimation and bootstrap MSE estimation methods defined in
Berg and Lee (2019a).
Before describing the procedures in detail, we note that the method described in Section 3.2 is
one of many possible ways to accommodate zero-inflated, positive data. We adopt the approach
described below for two main reasons. First, the approach allows us to remain within the framework
of modeling quantiles. Second, the estimation procedures require only minor modifications to the
procedures in Berg and Lee (2019a).
3.2.1 Zero-Inflated Mixed Effects Quantile Regression Model
Assume the support of the response variable yij is [0,∞). As for Section 3.1.2, assume yij
is observed for a sample Ai of ni elements in area i. Assume a vector of covariates (x
′
ij , z
′
ij)
′ is
available for the full population of Ni elements in area i. The parameters of interest are quantiles
of {yij : j = 1, . . . , Ni}.
We specify a model with two components. One component is for the probability that yij is
zero. We refer to this component as the binary component. The second component is a model for
the quantile of the conditional distribution given that yij > 0. We first define the model for the
binary component and then define the model for the positive component. Finally, we explain how
these two models combine to form a model for the quantile of the conditional distribution of yij
given the covariates and area random effects.
First, we define the model for the binary component. Assume
P (yij = 0 | ui, zij) = (1 + exp(z′ijγ + ui))−1exp(z′ijγ + ui), (3.8)
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where ui ∼ N(0, σ2u). The model (3.8) is a standard mixed effects logistic regression model for
I[yij = 0]. We advise the reader to make note that the model (3.8) is a model for the probability
of observing a zero.
Next, we define the model for the positive component. Define qposij(τ) to be the τ
th quantile
of the conditional distribution of yij given yij > 0. Specifically, qposij(τ) satisfies P (yij ≤ qposij(τ) |
yij > 0, bi,xij) = τ . We define a quantile regression model for qposij that is a modification of the
model (3.1) to respect the restricted sample space for yij > 0. Define a model for qposij(τ) by
qposij(τ) = x
′
ijβ(τ)exp(bi), (3.9)
where x′ijβ(τ + δ) ≥ xijβ(τ) for δ > 0, x′ijβ(τ) > 0 for all τ ∈ (0, 1), and bi ∼ N(0, σ2b ). As a
remark on the model for the positive component, one can consider alternatives to the model (3.9)
for the quantile of the conditional distribution given that yij is positive. For instance, a different
approach is to use a transformation of yij for yij > 0, as in Berg and Lee (2019a). The relationship
(3.11) holds for any qposij(τ) > 0. In the data analysis of Section 3.4, we consider an expansion of
the model (3.9).
Finally, we combine (3.8) and (3.9) to define a model the τth quantile of the conditional
distribution of yij . Precisely, the τ
th quantile of the conditional distribution of yij , denoted qij(τ),
satisfies P (yij ≤ qij(τ) | xij , bi) = τ . The models (3.8) and (3.9) induce a model for qij(τ). It is
the induced model for qij(τ) that we would like to use for small area prediction. The key idea to
deriving the induced model for qij(τ) is the observation that for τ > P (yij = 0 | ui, zij), qij(τ)
has the same functional form as qposij(τ) but with shifted quantile levels. To derive the model for
qij(τ), let t > 0 satisfy P (yij ≤ t | bi, ui,xij , zij) = τ . Observe that
τ = P (yij = 0 | bi, ui,xij , zij) + P (yij ≤ t | yij > 0, bi, ui,xij , zij)P (yij > 0 | bi, ui,xij , zij),
= P (yij = 0 | ui, zij) + τ∗P (yij > 0 | ui, zij),
where qposij(τ
∗) = t. Solving for τ∗ gives
τ∗ =
τ − P (yij = 0 | ui, zij)
1− P (yij = 0 | ui, zij)
. (3.10)
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Then,
qij(τ) =

0 if τ ≤ P (yij = 0 | ui, zij)
qposij
(
τ−P (yij=0|ui,zij)
1−P (yij=0|ui,zij)
)
if τ > P (yij = 0 | ui, zij).
(3.11)
To construct small area predictors according to the distribution (3.11), we require estimates of
the model parameters. In the estimation procedure defined below, we first estimate qposij(τ) and
P (yij = 0 | ui, zij). We then predict finite population quantiles of yij according to (3.11). Details
of the estimation and prediction procedures are defined in Section 3.2.2.
3.2.2 Estimation Procedure for Zero-Inflated Model
The estimation procedure consists of three main steps. We first estimate the parameters
of the model for qposij(τ). We then estimate the probability of a zero. Finally, we combine the
predictor of qposij(τ) with the predictor of the probability of a zero to obtain predictors of population
quantiles.
3.2.2.1 Estimator of Positive Component
We use the LIGPD of (Jang and Wang, 2015) to approximate the conditional density
function for yij given that yij > 0. The approximation is analogous to the approach outlined in
Section 3.1.2, except that we use the LIGPD to approximate the conditional density of yij given
that yij > 0. Define a sequence of quantile levels by τk = k(K + 1)
−1 for k = 1, . . . ,K, where
K →∞ as D →∞. The approximate density function for the conditional distribution of yij given
yij > 0 and bi is defined by
fY (y | yij > 0,xij , bi,θ) = I[y < qposij(τ1)]τ1f`(y | ρ`, ξ`)
+ I[y ≥ qposij(τK)](1− τK)fu(y | ρu, ξu) (3.12)
+
K−1∑
k=1
I[qposij(τk) ≤ y < qposij(τk+1)]
τk+1 − τk
qposij(τk+1)− qposij(τk)
,
where θ = (β′K , σ
2
b , ρ`, ξ`, ρu, ξu)
′, βK = (β(τ1)
′, . . . ,β(τK)
′)′ is the vector of fixed parameters to
be estimated, I[·] is the indicator function that is equal to 1 if the argument is true and zero
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otherwise, and fs(y | ρs, ξs) for s = `, u are densities of generalized Pareto distributions defined as
follows. Letting uij = 0.5(x
′
ijβ(τK) + x
′
ijβ(τK−1)) and `ij = 0.5(x
′
ijβ(τ1) + x
′
ijβ(τ2)),
fu(y | ρu, ξu) =
1− 0.5(τK−1 + τK)
1− τK
g(y − uij | ρu, ξu), (3.13)
and
f`(y | ρ`, ξ`) =
0.5(τ1 + τ2)
τ1
g(−y + `ij | ρ`, ξ`), (3.14)
where
g(y | ρs, ξs) =

ρ−1s (1 + ξsy/ρs)
−(1+1/ξs), ξs 6= 0
ρ−1s exp(−y/ρs), ξs = 0,
(3.15)
for s = `, u with y > 0 for ξ ≥ 0, and 0 ≤ y < −ρ/ξ for ξ < 0. The function (3.15) is a density
function of a generalized Pareto distribution. The multipliers defining (3.13) and (3.14) are derived,
as in Jang and Wang (2015), from the derivative of F (y | yij > uij) and F (yij | yij < `ij) with
respect to yij . .
Before proceeding with the prediction and estimation procedure, we add a brief comment on
the relationship between the model and the LIGPD approximation, particularly the role of the
generalized Pareto distribution. The assumed model for the positive component is defined in (3.9).
The density function (3.12) is an approximation that provides a tool for defining predictors and
estimators. The extreme value distributions are adapted from Berg and Lee (2019a) and from Jang
and Wang (2015). Conceptually, the extreme value distribution for the lower tail can be improved
for the case of zero-inflated data. We retain the estimator defined in step 3 of Section 3.2.2.1
largely for simplicity. Based on past experiments with different estimators of the extreme value
distribution, we expect the choice of the extreme value distribution to have little impact on the
efficiency of the predictors.
For simplicity, we use the same notation θ in defining the model for qposij(τk) that we used in
defining the general LIGPD in Section 3.1.2. We recognize that this is a slight abuse of notation,
as the θ in (3.12) is different from the θ for the unconditional distribution of Section 3.1.2.
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An important distribution used to define estimators and predictors is the conditional distri-
bution of bi given the data. An expression for the conditional distribution of bi given the data
corresponding to the LIGPD is
fb|ypos(bi | yposi;θ) =
∏
{j∈Ai:yij>0} fY (yij | yij > 0,xij , bi,θ)φ(bi/σb)dbi∫∞
−∞
∏
{j∈Ai:yij>0} fY (yij | yij > 0,xij , bi,θ)φ(bi/σb)dbi
, (3.16)
where φ is the density function of a standard normal distribution, and yposi = {yij : j ∈ Ai, yij > 0}.
If the area has no sampled units, then the conditional density of bi is that of a normal distribution
with mean zero and variance σ2b . One can calculate expectations with respect to (3.16) to obtain
Bayes predictors under squared error loss. For an integrable function h(·), the Bayes preditor of
h(bi) for squared error loss is defined as
E[h(bi) | yposi;θ] =
∫∞
−∞
∏
{j∈Ai:yij>0} h(bi)fY (yij | yij > 0,xij , bi,θ)φ(bi/σb)dbi∫∞
−∞
∏
{j∈Ai:yij>0} fY (yij | yij > 0,xij , bi,θ)φ(bi/σb)dbi
. (3.17)
In particular, for h(b) = exp(b), we obtain the Bayes predictor of exp(bi). The Bayes predictor of
qposij(τ) for squared error loss corresponding to the approximate density function (3.12) and the
model (3.9) is
qBij (τ) = x
′
ijβ(τ)E[exp(bi) | yposi;θ]. (3.18)
A predictor of the form (3.18) will provide the basis of the small area predictors for zero-inflated
data. However, the predictor (3.18) is unattainable because (3.18) is a function of the unknown θ.
We next define an estimator of θ. The estimator is a modification of the iterative estimation
procedure used in Berg and Lee (2019a) to account for the zero-inflated nature of the data. The
iteration involves optimization of Koenker’s check function (3.6) and calculation of conditional
moments according to (3.16).
Begin with the initial estimator θ̂(0) defined in Section 3.6.1. For m = 1, 2, . . . ,M , alternate
between the following steps.
1. Define the updated estimator of σ2b by
σ̂
2(m)
b = (D − p)
−1
D∑
i=1
E[b2i | yposi; θ̂(m−1)], (3.19)
54
where p is the dimension of xij . Define predictors of bi and exp(bi) in the m
th step by
b̂
(m)
i = E[bi | yposi; θ̂
(m−1)], and ê
(m)
bi = E[exp(bi) | yposi, θ̂
(m−1)].
To approximate the integrals defining the conditional expectations, we use a Riemann sum,
as described in Berg and Lee (2019a). The motivation for the estimator σ̂
2(m)
b is from the EM
algorithm for a linear mixed effects model with normally distributed random terms (Searle,
Casella, and McCulloch, 1992, pg. 300).
2. We use the method of Koenker and Ng (2005) to update the estimator of βK to maintain
the monotonicity restriction. The motivation for the estimator of β(τk) is that for known
bi, x
′
ijβ(τ) = argminaE[ρτ (yijexp(−bi) − a) | yij > 0, bi], where ρτ (u) is the check function
defined in (3.6). The estimates of β(τj) are obtained sequentially to enforce the monotonicity
condition. First, define
β̂(m)(τ1) = argminβ
D∑
i=1
∑
{j∈Ai:yij>0}
ρτ1(yijexp(−b̂
(m)
i )− x
′
ijβ), (3.20)
subject to the restriction that x′ijβ̂
(m)(τ1) > c0, where c0 is a specified constant. For k =
2, . . . ,K, define
β̂(m)(τk) = argminβ
D∑
i=1
∑
{j∈Ai:yij>0}
ρτk(yijexp(−b̂
(m)
i )− x
′
ijβ) (3.21)
subject to the restriction that x′ijβ̂
(m)(τk) ≥ x′ijβ̂(m)(τk−1) for j = 1, . . . , Ni and i = 1, . . . , D.
To enforce the monotonicity restrictions, we implement the constrained optimization method
of Koenker and Ng (2005) using the method fn in the R function rq.
3. Next, we estimate ρs and ξs for s = `, u, the parameters of the generalized Pareto density.
The estimators are minor modifications of the procedures used in Jang and Wang (2015) to
account for the zero-inflated nature of the data. Specifically,
ρ̂
(m)
` = 0.5(τ1 + τ2)
D∑
i=1
∑
{j∈Ai:yij>0}
q̂
(m)
ij (τ2)− q̂
(m)
ij (τ1)
n(τ2 − τ1)
, (3.22)
ρ̂(m)u = [1− 0.5(τK + τK−1)]
D∑
i=1
∑
{j∈Ai:yij>0}
q̂
(m)
ij (τK)− q̂
(m)
ij (τK−1)
n(τK − τK−1)
,
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where q̂
(m)
ij (τk) = x
′
ijβ̂
(m)(τk)ê
(m)
bi , and n =
∑D
i=1
∑ni
j=1 I[yij > 0]. Holding ρ̂
(m)
` and ρ̂
(m)
u
fixed, the estimator of ξs is the maximum likelihood estimator using only {yij < ˆ̀(m)ij } for
s = ` and {yij > û(m)ij } for s = u, where ˆ̀
(m)
ij = 0.5(x
′
ijβ̂
(m)(τ1) + x
′
ijβ̂
(m)(τ2))ê
(m)
bi and
û
(m)
ij = 0.5(x
′
ijβ̂
(m)(τK) + x
′
ijβ̂
(m)(τK−1))ê
(m)
bi . Precisely,
ξ̂
(m)
` = argmaxξ
∏
{(ij):0<yij<ˆ̀
(m)
ij }
g(−(yij − ˆ̀(m)ij )) | ρ̂
(m)
` , ξ), (3.23)
and
ξ̂(m)u = argmaxξ
∏
{(ij):yij>û
(m)
ij >0}
g(yij − û(m)ij | ρ̂
(m)
u , ξ). (3.24)
Let θ̂ = ((β̂K)
′, σ̂2b , ρ̂`, ξ̂`, ρ̂u, ξ̂u)
′ denote the estimator of θ obtained in the final step of the iteration.
3.2.2.2 Estimator of Binary Component
One can use standard software to estimate the parameters of the logistic mixed effects model
(3.8). To estimate σ2u and γ, we use a Laplace approximation, as implemented in the R function
glmer. Let σ̂2u and γ̂ be the resulting estimates of σ
2
u and γ. We use penalized quasi-likelihood
(Breslow and Clayton, 1993), as implemented with the predict method for glmer objects to predict
ui, and we let ûi be the resulting predictor. We then define a predictor of the probability that yij
is zero by
p̂z(ûi, zij) = (1 + exp(z
′
ijγ̂ + ûi))
−1exp(z′ijγ̂ + ûi). (3.25)
3.2.2.3 Predictors of Quantiles
Given estimates of parameters θ, γ, and σ2u, as well as predictors of ui and exp(bi), the next
step is to construct small area predictors. The small area prediction procedure involves two main
steps. First, we define an approximation for the population. The approximation for the population
is similar in structure to the method of Berg and Lee (2019a), except that the unconditional
distribution (3.11) is used to accommodate the zero-inflated nature of the data. The second step,
is to use the approximation for the population to define estimates of small area quantiles.
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The details of the two steps of the small area prediction procedure are as follows. For
i = 1, . . . , D, j = 1, . . . , Ni, and k = 1, . . . ,K, define a predictor of the τ
th
k conditional quantile for
yij > 0 by
q̂posij(τk) = E[exp(bi) | yposi, θ̂]x′ijβ̂(τk),
where the expectation is approximated using the Riemann sum defined in Section 3.6.2. Then,
define a predictor of the unconditional quantile by
q̂ij(τ) =

0 if τ ≤ p̂z(ûi, zij)
q̂posij
(
τ−p̂z(ûi,zij)
1−p̂z(ûi,zij)
)
if τ > p̂z(ûi, zij).
(3.26)
The {q̂ij(τk) : i = 1, . . . , D; j = 1, . . . , Ni; k = 1, . . . ,K} defines an approximation for the popula-
tion. We define a predictor of the τth population quantile by
q̂i(τ) = min{q̂ij(τk) : F̂yi(q̂ij(τk)) ≥ τ ; j = 1, . . . , Ni; k = 1, . . . ,K}, (3.27)
where F̂yi(t) = (NiK)
−1∑Ni
j=1
∑K
k=1 I[q̂ij(τk) ≤ t].
3.2.3 Bootstrap MSE Estimation
We modify the parametric bootstrap MSE estimator of Berg and Lee (2019a) to account for
the zero-inflated nature of the data. The main idea of the bootstrap simulation procedure is to use
the probability integral transform to simulate from the conditional distribution of yij given xij and
bi. First, a b
∗
i is generated from the estimated marginal distribution of bi. Then, linear interpolation
is used to approximate the quantile function corresponding to the conditional distribution of yij
given xij and b
∗
i . The probability integral transform is then used to simulate a new variable, y
∗
ij for
i = 1, . . . , D and j = 1, . . . , Ni, from this linear approximation to the conditional quantile function.
Finally, the estimation procedure is repeated using the original sample and the new simulated y∗ij .
To define a bootstrap MSE estimator, repeat the following steps for t = 1, . . . , T .
1. First, generate a bootstrap approximation for the population. Generate b
∗(t)
i ∼ N(0, σ̂2b ),
and define q
∗(t)
posij(τk) = x
′
ijβ̂(τk)exp(b
∗(t)
i ) . Generate u
∗(t)
i ∼ N(0, σ̂2u), and define p̂
∗(t)
zij =
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exp(z′ijγ̂ + u
∗(t)
i )(exp(z
′
ijγ̂ + u
∗(t)
i ) + 1)
−1. Define
q
∗(t)
ij (τk) =

0 if τ ≤ p̂∗(t)zij
q̂posij
(
τ−p̂∗(t)zij
1−p̂∗(t)zij
)
if τ > p̂
∗(t)
zij .
(3.28)
Define a bootstrap version of the τth population quantile by
q
∗(t)
i (τ) = min{q
∗(t)
ij (τk) : F̂
∗(t)
yi (q
∗(t)
ij (τk)) ≥ τ ; j = 1, . . . , Ni; k = 1, . . . ,K}, (3.29)
where F̂
∗(t)
yi (t) = (NiK)
−1∑Ni
j=1
∑K
k=1 I[q
∗(t)
ij (τk) ≤ t].
2. Generate a bootstrap sample as follows. Generate v
∗(t)
ij
iid∼ Unif(0, 1) for i = 1, . . . , D, and
j = 1, . . . , Ni. Define y
∗(t)
ij = y
∗
ij(θ̂, b
∗(t)
i , v
∗(t)
ij ) by
y
∗(t)
ij =

q
∗(t)
ij (τk∗(t)ij
) + (v
∗(t)
ij − τk∗(t)ij
)
 q∗(t)ij (τk∗(t)ij +1)−q∗(t)ij (τk∗(t)ij )
τ
k
∗(t)
ij
+1
−τ
k
∗(t)
ij
 , p̂∗(t)zij < v∗(t)ij < τK
0, v
∗(t)
ij ≤ p̂
∗(t)
zij
q
∗(t)
ij (τK), v
∗(t)
ij ≥ τK ,
(3.30)
where k
∗(t)
ij = max{k : τk ≤ v
∗(t)
ij }. Define the bootstrap sample to be {y
∗(t)
ij : (i, j) ∈ A},
where A denotes the original sample. Note that the operation in the first line of (3.30) defines
a linear interpolation of the estimated quantile function.
3. Repeat the estimation procedure of Section 3.2 using {y∗(t)ij : (i, j) ∈ A} to obtain q̂
∗(t)
i (τ). As
in Berg and Lee (2019a), we simplify the estimation procedure to reduce the computational
burden. Rather than estimate the quantile regression coefficients sequentially to enforce the
monotonicity constraint, as in (3.51)-(3.52), we simultaneously minimize Koenker’s check
function for all quantile levels and then sort the estimates of the quantiles to obtain a non-
decreasing quantile function (Chernozhukov, Fernandez-Val, and Galichon, 2009) for element
(i, j). A more specific definition of the rearrangement operation is defined following (3.48) of
Section 3.6.1.
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Define the bootstrap MSE estimator for q̂i(τ) by
ˆMSEi(τ) =
1
T
T∑
t=1
(q̂
∗(t)
i (τ)− q
∗(t)
i (τ))
2. (3.31)
The bootstrap MSE estimator is similar to bootstrap MSE estimators for small area predictors
for parametric models developed in Lahiri et al. (2007) and in Hall and Maiti (2006). The MSE
estimator (3.31) is an estimator of E[(q̂
∗(t)
i (τ)−q
∗(t)
i (τ))
2] and does not account for a possible bias of
the estimator of the leading term due to estimating θ. In a simulation study, Berg and Lee (2019a)
evaluate the quality of an MSE estimator similar to (3.31) for the quantile regression model with no
modification for zero-inflated data. Because the MSE estimator (3.31) is similar in structure to the
MSE estimator of Berg and Lee (2019a), we do not present further simulation results here. Instead,
we focus on an application of (3.31) to the data presented in Section 3.4 in this manuscript.
3.3 Modification for an Informative Design
The development of Section 3.2 assumes that the sample design is noninformative for the
quantile regression model. In this section, we consider an informative sample design. Assume all
areas are included in the sample, and assume that a subset of elements is selected from area i. Let
πij = P (Iij = 1 | yij ,xij , zij , bi, ui), where Iij is the sample inclusion indicator for element (i, j). We
adapt the approach of Pfeffermann and Sverchkov (2007) to the quantile regression setting in order
to modify the predictors to account for unequal selection probabilities. Pfeffermann and Sverchkov
(2007) develop small area predictors for a fully parametric model under an informative sample
design. Their approach exploits relationships between the sample distribution and the sample
complement distribution. They construct predictors relative to the population distribution using
estimates of the parameters of the sample distribution. For the fully parametric model considered in
Pfeffermann and Sverchkov (2007), a closed form expression for the small area predictor is available.
For the quantile regression model, a closed-form expression relating the sample distribution to the
sample complement distribution is not available. Therefore, we use importance sampling to simulate
from the sample complement distribution in the procedure below.
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3.3.1 Procedure to Account for Informative Design
First, we introduce the definitions of the population, sample, and sample complement distribu-
tions more formally. Let fp(yij | bi,xij , ui, zij) be the density/mass function corresponding to the
population distribution of yij . Let fs(yij | bi,xij , ui, zij) = fp(yij | bi,xij , ui, zij , Iij = 1) denote
the corresponding sample distribution. From Pfeffermann and Sverchkov (2007; also see Kim and
Yu, 2011 for a related result in the context of nonignorable nonresponse), the sample complement
distribution is of the form
fc(yij | bi, ui,xij , zij) ∝ Es[π−1ij (1− πij) | yij ,xij , zij , bi, ui]fs(yij | bi,xij , ui, zij), (3.32)
where Es[·] denotes expectation with respect to the sample distribution, and fc(yij | bi, ui,xij , zij) =
fp(yij | bi,xij , ui, zij , Iij = 0). (We refer the reader to Pfeffermann and Sverchkov (2007) for further
background on the concepts of the sample distribution and the sample complement distribution.)
We obtain estimates of fs(yij | bi,xij , ui, zij) and of Es[π−1ij (1 − πij) | yij ,xij , zij , bi, ui]
using the sample data. We use the quantile regression procedure defined in Section 2 to obtain an
estimate of the quantiles of the distribution of fs(yij | bi,xij , ui, zij). Let q̂ij(τk) for k = 1, . . . ,K
be the estimated quantiles based on the sample for evenly spaced quantile levels, obtained using
the procedure of Section 3.2. Denote the estimate of Es[π
−1
ij (1 − πij) | yij ,xij , zij , bi, ui] based on
the sample by
ω̂ij(yij) = Es[π
−1
ij (1− πij) | yij ,xij , zij , bi, ui]. (3.33)
It is possible to use a variety of models and procedures to obtain the estimates ω̂ij(yij). We use a
weight model similar to that of Pfeffermann and Sverchkov (2007). In this section, we first define
the method to simulate from the population distribution for an arbitrary definition of ω̂ij(yij). We
then define the procedure that we use to estimate Es[π
−1
ij (1− πij) | yij ,xij , zij , bi, ui].
We simulate from the population distribution using the relationship (3.32). Let q̂ij(τk) for
k = 1, . . . ,K be the estimated quantiles based on the sample for evenly spaced quantile levels,
obtained using the procedure of Section 3.2. Let ω̂ij(yij) be an estimate of Es[π
−1
ij (1 − πij) |
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yij ,xij , zij , bi, ui] based on the sample. Define a simulated population by sampling from {q̂ij(τk) :
k = 1 . . . ,K} with probabilities proportional to ω̂ij(q̂ij(τk)). For r = 1, . . . , R, let
q̃
(r)
ij =

q̂ij(τk) with probability
ω̂ij(q̂ij(τk))∑K
k=1 ω̂ij(q̂ij(τk))
if (i, j) /∈ A
q̂ij(τk) with probability K
−1 if (i, j) ∈ A.
(3.34)
The {q̃(r)ij : i = 1, . . . , D; j = 1, . . . , Ni; r = 1, . . . , R} defines an approximation for the population.
We define a predictor of the τth population quantile by
q̂i(τ) = min{q̂ij(τk) : F̂ (R)yi (q̂ij(τk)) ≥ τ ; j = 1, . . . , Ni; r = 1, . . . , R}, (3.35)
where F̂
(R)
yi (q̂ij(τk)) = (NiR)
−1∑Ni
j=1
∑R
r=1 I[q̃
(r)
ij ≤ t]. This simulation procedure is essentially the
“weighted bootstrap method” defined in Section 3.2 of Smith and Gelfand (1992).
Implementation of (3.34) and (3.35) requires a model for Es[π
−1
ij (1−πij) | xij , zij , yij , bi, ui].
We assume
Es[π
−1
ij (1− πij) | xij , zij , yij , bi, ui] = exp(α0 + x̃
′
ijα1 + yijα2 + δi), (3.36)
where δi ∼ N(0, σ2δ ), and x̃ij may contain elements of xij or zij . To estimate Es[π
−1
ij (1 − πij) |
xij , zij , yij , bi, ui] we use a working model defined by
log(π−1ij (1− πij)) = α0 + x̃
′
ijα1 + yijα2 + δi + rij , i = 1, . . . , D; j ∈ Ai, (3.37)
where δi ∼ N(0, σ2δ ), and rij ∼ N(0, σ2r ). The model (3.37) is implicitly specified conditional on
Iij = 1 (i.e., a sample distribution model) and is defined only for sampled elements. Because we
require an estimate of the mean of π−1ij (1− πij) with respect to the sample distribution as defined
in (3.36), we can estimate the parameters of the model (3.37) using only the sample data, as in
Pfeffermann and Sverchkov (2007). We estimate α0, α1, α2, and σ
2
δ using restricted maximum
likelihood (REML) applied to the sample data. We denote the REML estimates by α̂0, α̂1, α̂2,
and σ̂2δ . We define the estimator of Es[π
−1
ij (1− πij) | xij , zij , y, bi, ui] by
ω̂ij(y) = exp(α̂0 + x̃ijα̂1 + yα̂2 + δ̂i),
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where δ̂i is the EBLUP of δi. As mentioned above, other possible models for πij are possible.
We use the model (3.37) primarily for mathematical simplicity. The model (3.37) is similar to
that of Pfeffermann and Sverchkov (2007), which has been vetted in the literature, and permits a
computationally simple estimation procedure.
3.3.2 Alternative Procedure for Informative Design
Recall that we assume that for element j with Iij = 1,
qij(τk) = x
′
ijβ(τk) + bi,
where 0 < τ1 < · · · < τK < 1, and the sample density function is approximately in the form of
(1). To implement (3.34) and (3.35), we introduce an alternative weighting model. For area i, we
assume that the sampling weights, wij , satisfy
Es[π
−1
ij (1− πij) | yij ,xij , bi] =

exp(a0) yij ∈ R0
exp(ak) yij ∈ Rk
1 yij ∈ RK
(3.38)
where I(yij ∈ Rk) = 1 if yij ∈ Rk, otherwise, 0 and R0 = (−∞,x′ijβ1 + bi), Rk = [x′ijβk +
bi,x
′
ijβk+1 + bi) for k = 1, . . . ,K − 1.
Using the relationship between sample and sample-complement probability density function as
in (3.32), we obtain the sample-complement density function of yi` with Ii` = 0 as follows: letting
βk = β(τk),
fc(yi`|xi`, zi`, bi) = I[yi` < x′i`β1 + bi]τ∗1 f`(yi`) (3.39)
+
K−1∑
k=1
I[x′i`βk + bi ≤ yi` < x′i`βk+1 + bi]
τ∗k+1 − τ∗k
x′i`βk+1 − x′i`βk
+ I[yi` ≥ x′i`βK + bi](1− τ∗K)fu(yi`),
where τ∗1 ∝ exp(a0) and τ∗k −τ∗k−1 ∝ (τk−τk−1)exp(ak−1), k = 2, . . . ,K. Note that for non-sampled
elements, βk is corresponding to τ
∗
k , i.e., qi`(τ
∗
k ) = x
′
i`βk + bi.
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Remark 3.1 Under the proposed weight model assumption as in (3.38), yi` for non-sampled
unit ` in area i follows the same form of mixed-effect quantile regression but with adjusted quantile
levels, τ∗1 < · · · < τ∗K .
Remark 3.2 The proposed weight model has the following properties:
(i) Under noninformative sample design, we can see that τk = τ
∗
k , for k = 1, . . . ,K, since
a0 = a1 = · · · = aK−1 = 0.
(ii) τ∗1 < · · · < τ∗K is guaranteed: let c0 denote any normalizing constant and τ∗1 = c0 × exp(a0).
τ∗2 = τ
∗
1 + c0exp(a1)(τ2 − τ1) > τ∗1 ,
Similarly, we can show τ∗1 < · · · < τ∗K as long as τ1 < · · · < τK .
To estimate the parameters of the weight model, which are nuisance parameters, we use the
least square method. For j ∈ Ai, we predict the bounds of each regions as x′ijβ̂k + z′ijÊ[bi | yAi ]
and then define the K indicators of I(· ∈ R̂k) for k = 1, . . . ,K. For each k, we obtain the least
square estimator of ak, say âk, to minimize
D∑
i=1
∑
j∈R̂k
{wij − EAi [wij | yij ,xij , zij , bi]}2.
We now apply the same idea of Section 3.3.1 to define quantile predictors for each area. Instead
of (3.34), we defines an approximation for the population as follows: for r = 1, . . . , R, let
q̃
(r)
ij =

q̂ij(τk) with probability τ
∗
k − τ∗k−1 if (i, j) /∈ A
q̂ij(τk) with probability K
−1 if (i, j) ∈ A
(3.40)
where τ∗0 = 0.
3.3.3 Simulation Study for Informative Sampling Modification
We conduct a limited simulation study to vet the modification for the informative sample
design. The aim of the simulation is to verify that the modification for informative sampling reduces
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a bias in the predictor that ignores the survey weights when the sample design is informative for
the specified model.
To focus attention on the informative sampling procedure, we do not use a zero-inflated
model for the simulation. We use one of the simulation models from Berg and Lee (2019a). The
simulation model is defined by
yij = β0 + β1xij + bi + eij , (3.41)
where xij
iid∼ N(0, 1), β0 = −1.5, β1 = 0.5, bi ∼ N(0, 0.5), and eij = (1 + 0.1xij)(e∗ij − 2)/2, and
e∗ij ∼ χ2(2). We generate D = 60 areas with (Ni, ni) = (143, 5) for 20 areas, (Ni, ni) = (286, 10)
for 20 areas, and (Ni, ni) = (571, 20) for 20 areas. The MC sample size for each simulation is
200. The population quantile is qi(τ) = min{yij : Fyi(yij) ≥ τ : j = 1, . . . , Ni}, where Fyi(y) =
N−1i
∑Ni
j=1 I[yij ≤ y].
A sample is selected using systematic probability proportional to size sampling. The inclusion
probability for element j in area i is
πij =
nizij∑Ni
j=1 zij
, (3.42)
where
log(zij) = −yij/3 + β0/3 + β1xij/3 + ui/15. (3.43)
Table 3.1 contains the average Monte Carlo (MC) MSE and average MC bias of two predictors,
where the average is across areas of the same sample size. The predictor denoted “SRS” is the
predictor of Berg and Lee (2019a), which ignores the unequal selection probabilities. The predictor
denoted “Inf” uses the modification (3.34) to account for the informative design. The bias for the
SRS procedure that ignores the weights is negative because the probability of selection increases
as yij decreases. Incorporating the survey weights through the procedure of Section 3.3.1 reduces
the average MC MSE and absolute average MC bias of the predictor.
We repeat the same simulation study but with the alternative procedure as the modification
for informative sample design. The predictor denoted “Inf 2” in Table 3.2 uses the modification
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(3.34) to account for the informative design. Similarly, incorporating the survey weights using
(3.38) reduces the average MC MSE and absolute average MC bias.
Table 3.1 Comparison of MC bias and MC MSE for LIGPD predictors. SRS: predictors
ignoring sampling weights. Inf: predictors that incorporate the modification for
informative sampling defined in Section 3.3.1.
τ Criterion Predictor ni = 5 ni = 10 ni = 20
0.25 MSE SRS 0.0403 0.0229 0.0166
0.25 MSE Inf 0.0316 0.0146 0.0077
0.25 Bias SRS -0.0954 -0.0935 -0.0965
0.25 Bias Inf -0.0166 -0.0145 -0.0174
0.50 MSE SRS 0.0636 0.0453 0.0387
0.50 MSE Inf 0.0349 0.0173 0.0095
0.50 Bias SRS -0.1740 -0.1720 -0.1756
0.50 Bias Inf -0.0322 -0.0301 -0.0338
0.75 MSE SRS 0.1656 0.1446 0.1352
0.75 MSE Inf 0.0546 0.0316 0.0204
0.75 Bias SRS -0.3442 -0.3472 -0.3508
0.75 Bias Inf -0.0654 -0.0686 -0.0725
3.4 Illustration for Kansas CEAP Data
We illustrate the procedures using data collected from the 2003-2006 CEAP surveys in
Kansas. We consider the response variable, percolation. Approximately 12% of the sampled values
of percolation are zero for Kansas. A preliminary analysis shows that the conditional distribution of
the percolation variable given the covariates that we considered violates the assumptions of simple
parametric models, such as the linear mixed effects model (Battese, Harter, and Fuller, 1988) and
the lognormal mixed effects model (Berg and Chandra, 2014). Therefore, the percolation variable
provides a realistic candidate for demonstrating the quantile regression procedures.
We apply the procedures of Sections 3.2-3.3 above to obtain county level predictors of the
quantiles of the percolation variable for Kansas. We use M = 2 steps of the iterative estimation
procedure and T = 100 bootstrap samples. For the informative sampling modification, we use
R = 100 to obtain a simulated approximation for the population. As a covariate, we use a rainfall
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Table 3.2 Comparison of MC bias and MC MSE for LIGPD predictors. SRS: predictors
ignoring sampling weights. Inf 2: alternative predictors that incorporate the
modification for informative sampling defined in Section 3.3.2.
τ Criterion Predictor ni = 5 ni = 10 ni = 20
0.25 MSE SRS 0.0382 0.0228 0.0171
0.25 MSE Inf 2 0.0304 0.0153 0.0090
0.25 Bias SRS -0.0898 -0.0877 -0.0911
0.25 Bias Inf 2 0.0067 0.0091 0.0056
0.50 MSE SRS 0.0601 0.0445 0.0394
0.50 MSE Inf 2 0.0332 0.0177 0.0114
0.50 Bias SRS -0.1685 -0.1673 -0.1721
0.50 Bias Inf 2 -0.0140 -0.0124 -0.0173
0.75 MSE SRS 0.1666 0.1465 0.1423
0.75 MSE Inf 2 0.0540 0.0325 0.0240
0.75 Bias SRS -0.3478 -0.3497 -0.3577
0.75 Bias Inf 2 -0.0595 -0.0610 -0.0691
erosion index (X.RFACT). The covariate X.RFACT is defined geographically, as in Wischmeier and
Smith (1978, pg. 11), for the full population. We obtain the RFACT from the NRI survey data.
For this illustration, we treat the NRI as a population.
3.4.1 Model and Estimators for CEAP Data Analysis
The rainfall factor is used as the univariate covariate in all components of the model. We
consider an extension of the model (3.9) for the CEAP data analysis. The extended model for the
conditional quantile of yij given that yij > 0 is
qposij(τ) = x
η
ijβ(τ)exp(bi), (3.44)
where xij is the rainfall factor, and the power η is constant across quantile levels. We chose to
expand the model to include the power η on th basis of an exploratory data analysis that indicated
a nonlinear association between xij and yij for yij > 0. We provide an overview of the estimator
of η in this section and relegate details to Section 3.6.3.
To estimate η, we add a step to the iterative estimation procedure defined in Section 3.2.2.1.
After step 3 of Section 3.2.2.1, we implement the following step 4:
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4. Define
L̃(m)(η) =
∫ ∞
−∞
∏
{j∈Ai:yij>0}
fY (yij | yij > 0, xηij , bi, θ̂
(m))φ(bi/σ̂
(m)
b )dbi,
and define η̂(m) = argmaxηL̃
(m)(η).
The objective function, L̃(m), has an interpretation similar to a profile likelihood. We replace
xij with x
η̂(m−1)
ij when implementing steps 1-3 of the procedure with estimated η. In each step
m of the iteration, we restrict xη̂
(m−1)
ij β̂
(m)(τ) such that xη̂
(m−1)
ij β̂
(m)(τ) is nondecreasing in τ and
xη̂
(m−1)
ij β̂
(m)(τ) > 0.001. We use 0.001 as the lower bound because 0.001 is the smallest possible
nonzero value for percolation. In the model for the probability of a zero, zij = (1, xij)
′. In the model
for the survey weights, x̃ij = (1, xij)
′. For the bootstrap, we use the simulation procedure defined
in Section 3.2.2 with q
∗(t)
posij(τk) = x
η̂
ij β̂(τ), where η̂ is the final estimator of η. We estimate η for
each bootstrap sample, and define a bootstrap standard error for η̂ as
√
(B − 1)−1
∑B
b=1(η̂
(b) − η̄)2,
where η̂(b) is the estimate of η obtained in bootstrap sample b, and η̄ = B−1
∑B
b=1 η̂
(b).
3.4.2 Results for CEAP Data Analysis
The rainfall factor is positively correlated with percolation. Among units with a positive
value for percolation, the correlation between the rainfall factor and percolation is 0.49, and the
variance of percolation tends to increase with the rainfall factor. The estimate of the slope for
the rainfall factor in the model for the probability that percolation is zero is γ̂ = −0.0139, with a
standard error of 0.0035. The estimate of η is η̂ = 1.075, and the bootstrap standard error is 0.014.
An approximate t−statistic for the null hypothesis that η = 1 is given by
t =
η̂ − 1√
(B − 1)−1
∑B
b=1(η̂
(b) − η̄)2
= 5.4, (3.45)
suggesting that η differs significantly from 1.
In Figure 3.1, county level estimates of the quartiles and the median are plotted along with
normal theory 95% prediction intervals. The prediction intervals are calculated for the predictors
that ignore the sampling weights. The intervals are defined as q̂i(τ) ± 1.96
√
ˆMSEi(τ), where
67
ˆMSEi(τ) is defined in (3.31), and the lower interval endpoint is truncated at zero. The solid lines
correspond to the procedure that ignores the sampling weights. The estimates that account for the
sample design, as described in Section 3.3, are depicted with a dashed line.
Figure 3.1 Black: predictors of quartiles and the median based on the zero-inflated quan-
tile regression model. Top left: 25 percentile. Top right: median. Bottom: 75
percentile. Solid black line: predictors do not use sampling weights. Dashed
black line: predictors incorporate the sampling weights through the preocedure
of Section 3.1. Green and red: upper and lower endpoints of 95% prediction
intervals.
For this data set, the estimates that account for the informative sample design are nearly
indistinguishable from the estimates that ignore the survey weights. Figure 3.2 shows the estimates
for the informative design plotted on the horizontal axis with the corresponding estimates that
ignore the sampling weights plotted on the vertical axis. The two sets of estimates nearly lie on
the 45 degree line through the origin.
Figure 3.3 contains square roots of the estimated MSEs plotted against the sample sizes for
the areas. The variation in the widths of the intervals is due partly to variation in the sample sizes.
The use of the multiplicative lognormal distribution for bi in (3.44) also contributes to the variation
in the estimated root MSEs. The estimated MSEs from a model with an additive normal random
effect show less variation than the estimated MSEs in Figure 3.3. Because the additive normal
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Figure 3.2 Comparison of predictors that incorporate the modification for informative
sampling (x-axis) to predictors that do not use the sampling weights (y-axis).
Top left: 25 percentiles. Top right: median. Bottom: 75 percentile.
model does not preserve the parameter space for the zero-inflated data, we prefer the multiplicative
model (3.44).
We also compare the estimates with estimated η to the estimates with η = 1. The absolute
differences between the predictions obtained from the model with estimated η and the predictions
from the model with η = 1 are less than the estimated standard errors of the predictors with η = 1
for all but one area. We present results for estimated η because the t−statistic defined in (3.45)
indicates that η 6= 1. For this data set, estimating η is of little practical significance.
3.5 Summary and Future Work
We develop two extensions to the mixed effects quantile regression small area procedure
outlined in Section 3.1.2. One extension accommodates zero-inflated data. The second extension
accounts for an informative sample design. To illustrate the procedures, we obtain predictors of
quantiles of percolation for Kansas counties, using data from CEAP.
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Figure 3.3 Estimated root mean squared errors plotted against county sample sizes. Esti-
mated mean squared errors are defined in (3.31).
.
For this data analysis, incorporating the survey weights has only a minor effect on the estimates
and estimated root mean squared errors. For this reason, we prefer the simpler predictors that
do not use the sampling weights. In other applications, the effects of the sampling weights on the
predictors may be important. For such situations, a mean squared error estimator that accounts for
the modification for informative sampling would be desirable. Extending the bootstrap procedure
of Pfeffermann and Sverchkov (2007) to estimation of quantiles is an area for future work.
For several counties, the estimated root mean squared errors are undesirably large. Expanding
the model to incorporate additional covariates or spatial dependence is a possible future direction. A
different approach for modeling the zero-inflated data would be to use a censored quantile regression
model, as discussed in Section 3.1.
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3.6 Appendix
3.6.1 Initial Estimators
We define an initial estimator of b = (b1, . . . , bD)
′ by
b̂(0) = argminb
D∑
i=1
∑
{j∈Ai:yij>0}
ρ0.5(log(yij)− bi), (3.46)
where −
∑D−1
i=1 b̂
(0)
i = b̂
(0)
D . Let V̂1(b̂
(0)
1 ), . . . , V̂D−1(b̂
(0)
D−1) be estimates of the variance of the
asymptotic distribution of (b̂
(0)
1 , . . . , b̂
(0)
D−1), estimated with the option se = "ker" in the R function
summary.rq. To define an initial estimator of σ2b , define the area-level Fay-Herriot model,
b̂
(0)
i = bi + ai, (3.47)
where ai has a distribution with mean 0 and variance V̂i{b̂(0)i }, and bi has a distribution with mean
0 and variance σ2b for i = 1, . . . , D − 1. The initial estimate of σ2b , denoted by σ̂
2(0)
b , is obtained by
applying the estimation procedure of Wang, Fuller, and Qu (2008) to the area level model (3.47).
The preliminary estimate of β(τk) for k = 1, . . . ,K is defined by
β̂(0)(τk) = argminβ
D∑
i=1
∑
{j∈Ai:yij>0}
ρτk(yij/exp(b̂
(0)
i )− x
′
ijβ). (3.48)
We rearrange {x′ijβ̂(0)(τk) : k = 1, . . . ,K} for every (i, j) to obtain a nondecreasing quantile
function (Chernozhukov, Fernandez-Val, and Galichon, 2009). The estimate q̂
(0)
ij (τk) is the k
th
order statistic of {x′ijβ̂(0)(τk)exp(b̂
(0)
i ) : k = 1, . . . ,K}. Given the initial estimates of the quantile
function, we use the procedure in Step 3 of Section 3.2.2 to obtain estimates ρ̂
(0)
s and ξ̂
(0)
s for
s = `, u.
3.6.2 Details of Numerical Integration Procedure
Let bi be univariate and bi ∼ fb(bi;σ2b ). Form = 0, . . . ,M−1, let tk = F
−1
b (τk | σ̂
2(m)
b ), where
Fb(· | σ̂
2(m)
b ) is the estimate of the cumulative distribution function of bi evaluated at the parameter
estimate obtained in step m. Let hi(b) denote the function to integrate. Let ` and u denote the
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lower and upper limits of the integral, and let k` = min{k : tk ≥ `} and ku = max{k : tk ≤ u}. The
approximation for the integral that we use is∫ u
`
hi(b)db ≈
ku−1∑
k=k`
(tk+1 − tk)
(
hi(tk) + hi(tk+1)
2
)
.
3.6.3 Details on Estimation of the Power η for the CEAP Data Analysis
Define an initial estimator of θ as in Appendix 3.6.1. Define an initial estimator of η as
η̂(0) = argmaxηL̃
(0)(η), where
L̃(0)(η) =
∫ ∞
−∞
∏
{j∈Ai:yij>0}
fY (yij | yij > 0, xηij , bi, θ̂
(0))φ(bi/σ̂
(0)
b )dbi.
For m = 1, . . . ,M , repeat the following:
1. Define the updated estimator of σ2b by
σ̂
2(m)
b = (D − 1)
−1
D∑
i=1
E[b2i | yposi; θ̂(m−1)]. (3.49)
Define a predictor of bi in the m
th step by
b̂
(m)
i = E[bi | yposi; θ̂
(m−1)].
Also, define ê
(m)
bi = E[exp(bi) | yposi, θ̂
(m−1)]. The conditional expectation for estimated η is
defined as
E[h(bi) | yposi;θ] =
∫∞
−∞
∏
{j∈Ai:yij>0} h(bi)fY (yij | yij > 0, x
η̂(m−1)
ij , bi, θ̂
(m−1))φ(bi/σ̂
(m−1)
b )dbi∫∞
−∞
∏
{j∈Ai:yij>0} fY (yij | yij > 0, x
η̂(m−1)
ij , bi, θ̂
(m−1))φ(bi/σ̂
(m−1)
b )dbi
.
(3.50)
To approximate the integrals defining the conditional expectations, we use the Riemann sum
described in Appendix 3.6.2.
2. We use the method of Koenker and Ng (2005) to update the estimator of βK to maintain the
monotonicity restriction. First, define
β̂(m)(τ1) = argminβ
D∑
i=1
∑
{j∈Ai:yij>0}
ρτ[1](yijexp(−b̂
(m)
i )− x
η̂(m−1)
ij β), (3.51)
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subject to the restriction that xη̂
(m−1)
ij β̂
(m)(τ1) > c0, where c0 is a specified constant. For
k = 2, . . . ,K, define
β̂(m)(τk) = argminβ
D∑
i=1
∑
{j∈Ai:yij>0}
ρτk(yijexp(−b̂
(m)
i )− x
η̂(m−1)
ij β) (3.52)
subject to the restriction that xη̂
(m−1)
ij β̂
(m)(τk) ≥ xη̂
(m−1)
ij β̂
(m)(τk−1) for j = 1, . . . , Ni and i =
1, . . . , D. To enforce the monotonicity restrictions, we implement the constrained optimization
method of Koenker and Ng (2005) using the method fn in the R function rq.
3. We modify the method of Jang and Wang (2015) to estimate ρs and ξs for s = `, u. Specifically,
ρ̂
(m)
` = 0.5(τ1 + τ2)
D∑
i=1
∑
{j∈Ai:yij>0}
q̂
(m)
ij (τ2)− q̂
(m)
ij (τ1)
n(τ2 − τ1)
, (3.53)
ρ̂(m)u = [1− 0.5(τK + τK−1)]
D∑
i=1
∑
{j∈Ai:yij>0}
q̂
(m)
ij (τK)− q̂
(m)
ij (τK−1)
n(τK − τK−1)
,
where q̂
(m)
ij (τk) = x
η̂(m−1)
ij β̂
(m)(τk)ê
(m)
bi , and n =
∑D
i=1
∑ni
j=1 I[yij > 0]. Holding ρ̂
(m)
` and ρ̂
(m)
u
fixed, the estimator of ξs is the maximum likelihood estimator using only {yij < ˆ̀(m)ij } for
s = ` and {yij > û(m)ij } for s = u, where ˆ̀
(m)
ij = 0.5(x
η̂(m−1)
ij β̂
(m)(τ1) + x
η̂(m−1)
ij β̂
(m)(τ2))ê
(m)
bi
and û
(m)
ij = 0.5(x
η̂(m−1)
ij β̂
(m)(τK) + x
η̂(m−1)
ij β̂
(m)(τK−1))ê
(m)
bi . Precisely,
ξ̂
(m)
` = argmaxξ
∏
{(ij):0<yij<ˆ̀
(m)
ij }
g(−(yij − ˆ̀(m)ij )) | ρ̂
(m)
` , ξ), (3.54)
and
ξ̂(m)u = argmaxξ
∏
{(ij):yij>û
(m)
ij >0}
g(yij − û(m)ij | ρ̂
(m)
u , ξ). (3.55)
4. Define an updated estimator of η as η̂(m) = argmaxηL̃
(m)(η), where
L̃(m)(η) =
∫ ∞
−∞
∏
{j∈Ai:yij>0}
fY (yij | yij > 0, xηij , bi, θ̂
(m))φ(bi/σ̂
(m)
b )dbi.
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CHAPTER 4. WITHIN-CLUSTER RESAMPLING FOR MULTILEVEL
MODELS UNDER INFORMATIVE CLUSTER SIZE
A paper published by Biometrika
Danhyang Lee, Jae Kwang Kim and Chris Skinner
Abstract
A within-cluster resampling method is proposed for the estimation of a multilevel model in the
presence of informative cluster size. Bootstrap samples of fixed size are drawn from each cluster and
a composite likelihood is constructed from repeated bootstrap samples and is maximized. A version
of an EM algorithm is developed for computation. The consistency of the proposed estimator is
demonstrated and does not require the correct specification of a model for the cluster size. An
estimator of the covariance matrix of the proposed estimator is also given. A test for the non-
informativeness of the cluster sizes is provided. A simulation study shows, as in Neuhaus and
McCulloch (2011), that the standard maximum likelihood estimator exhibits little bias for some
regression coefficients, but that for those parameters where it does exhibit non-negligible bias, the
proposed method is successful in correcting for this bias.
Some key words: bootstrap; composite likelihood; generalized linear mixed model; model mis-
specification; parametric fractional imputation
4.1 Introduction
Multilevel models, such as generalized linear mixed models (McCulloch et al., 2008), are widely
used in the analysis of clustered data. In this setting, cluster size is said to be informative if it
is associated with cluster-level random effects, conditional on cluster-level covariates. Although
Neuhaus and McCulloch (2011) have shown that standard maximum likelihood estimators can
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often exhibit little bias under informative cluster size for some key covariate effects, there remains
a need for methods which provide consistent estimation of all the model parameters in this setting.
See Seaman et al. (2014) for a review.
One simple approach to controlling for informative cluster size is by including cluster size as
a covariate in the model, but the resulting modified model may not be scientifically relevant (e.g.
(Dunson et al., 2003)). Another approach is to incorporate cluster size into the model as a joint
outcome alongside the random effects (Dunson et al., 2003; Gueorguieva, 2005; Chen et al., 2011).
This depends, however, on the specification of the conditional distribution of the cluster size given
the random effects and it is often preferred to treat this part of the model as a nuisance and to
avoid such specification.
Hoffman et al. (2001) proposed a within-cluster resampling approach to the related problem of
estimating marginal regression models under informative cluster size. Their method involves re-
peated estimation of the model from resampled datasets of one observation per cluster. Williamson
et al. (2003) and Benhin et al. (2005) show how the method converges to a simple weighted esti-
mation method. The method cannot be applied directly to multilevel models, however, since these
models are generally inestimable when there is only one observation per cluster. In this paper we
show how this approach can be extended to multilevel models by resampling datasets containing
a fixed number of at least two observations per cluster. Consistent estimation is achieved without
specifying a model for the cluster sizes. A score test for non-informative cluster size is also devel-
oped. Chiang and Lee (2008) also proposed resampling at least two observations per cluster, but
for the different problem of improving estimation efficiency in a marginal regression model using
information on within-cluster correlation. Pavlou et al. (2011) discussed assumptions needed for
this method to provide unbiased inference.
4.2 Basic Setup
We consider clustered data (yij , xij), j = 1, . . . , ni, on a response variable y and a vector of
individual-level covariates x for ni elements in cluster i together with data zi on a vector of
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cluster-level covariates z for K clusters i = 1, . . . ,K. We model the data by: assuming inde-
pendence between clusters, introducing (possibly vector) cluster-specific random effects ai and
making further assumptions about the distribution of the data and ai in cluster i, factored as
f(yi1, . . . , yini | xi1, . . . , xini , ni, ai, zi) f(xi1, . . . , xini | ni, ai, zi) f(ni | ai, zi) f(ai | zi) f(zi). We
suppose conditional independence of the yij given xi1, . . . , xini , ni, ai and zi with f(yi1, . . . , yini |
xi1, . . . , xini , ni, ai, zi) =
∏
j f1(yij | xij , ai; θ1), where f1(. | .; θ1) is a fully specified parametric
model and it is supposed that yij is conditionally independent of ni and zi given xij and ai:
yij | xij , ni, zi, ai ∼ f1(yij | xij , ai; θ1). (4.1)
We assume conditional independence of the xij and ai given ni and zi so that f(xi1, . . . , xini |
ni, ai, zi) = f(xi1, . . . , xini | ni, zi), that is no confounding by cluster. We further assume that
ai | zi ∼ f2(ai | zi; θ2), (4.2)
ni | ai, zi ∼ g(ni | ai, zi), (4.3)
where f2(. | .; θ2)is a fully specified parametric model and g(· | ·, ·) is completely unspecified. The
parameters θ1 and θ2 along with f1(. | .; θ1) and f2(. | .; θ2) define the parts of this two-level
model of interest, whereas f(xi1, . . . , xini | ni, zi), g(ni | ai, zi) and f(zi) represent nuisance parts
of the model. The cluster size ni is said to be informative if g(ni | ai, zi) 6= g(ni | zi), that is ni
and ai are not conditionally independent given zi. These and alternative sets of assumptions are
discussed by Seaman et al. (2014). For likelihood-based inference, we assume that any parameters
of the nuisance parts of the model are not functionally related to θ1 or θ2. The standard maximum
likelihood method based on (4.1) and (4.2), ignoring the relation between ni and ai in (4.3), assumes
the log-likelihood for (θ1, θ2) is
`(θ1, θ2) =
K∑
i=1
log
∫ ni∏
j=1
f1(yij | xij , ai; θ1)f2(ai | zi; θ2)dai.
This can lead to biased estimation unless ni is included in zi, because the correctly specified log-
likelihood function (subject to an additive constant) is given by
K∑
i=1
log
∫ ni∏
j=1
f1(yij | xij , ai; θ1)g(ni | ai, zi)f2(ai | zi; θ2)dai. (4.4)
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Thus, as pointed out by Neuhaus and McCulloch (2011), the informative cluster size problem
is essentially a model misspecification problem. As noted in the Introduction, the approach of
incorporating ni in zi is often unsatisfactory since it can lead to a model which is not scientifically
relevant. Moreover, the alternative approach of correctly specifying the cluster size model g(ni |
ai, zi) in (4.3) and then using (4.4) is challenging and the model diagnostic tools for g(ni | ai, zi)
with latent ai are limited. We consider an alternative approach in the next section.
4.3 Proposed Method
To estimate the parameters under informative cluster size, we note that if the yij were generated
from (4.1) for just a fixed number m of elements j for each cluster i, then the sample would
be free of the informative cluster size problem. Thus, we consider a within-cluster resampling
method using bootstrap to construct a likelihood function for the parameters in the model. Let
m ≤ mini ni be the bootstrap subsample size for each cluster i. We assume m ≥ 2 and that
θ = (θ1, θ2) remains identified for such a subsample. Let {(x∗ij , y∗ij), j = 1, . . . ,m} be the realized
bootstrap subsample in cluster i, obtained by applying simple random sampling of size m without
replacement to {(xij , yij); j = 1, . . . , ni}. The observed log-likelihood function for θ constructed
from the b-th bootstrap subsample is
`∗(b)(θ) =
K∑
i=1
log
∫ m∏
j=1
f1(y
∗(b)
ij | x
∗(b)
ij , ai; θ1)f2(ai | z
∗(b)
i ; θ2)dai.
For this to be a valid log-likelihood, free of the informative cluster size problem, we need
∏m
j=1 f1(y
∗(b)
ij |
x
∗(b)
ij , ai; θ1) to be the contribution of {(x
∗(b)
ij , y
∗(b)
ij ), j = 1, . . . ,m} (given ai and zi) to the full data
log-likelihood in (4.4) , with the contributions of the ni − m missing pairs (and ni) integrated
out, and, for this to hold, we assume in addition to the assumptions in the previous section that
f(xi1, . . . , xini | ni, zi) =
∏ni
j=1 f(xij | zi).
Combining the B bootstrap subsamples, we have only to find the maximizer of
`B(θ) =
1
B
B∑
b=1
`∗(b)(θ). (4.5)
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Computational aspects of maximizing `B(θ) are discussed in §4. We now establish some asymptotic
properties of the proposed estimator that maximizes (4.5). The score function derived from (4.5),
viewed as a likelihood function, is
SB(θ) =
∂
∂θ
`B(θ) =
1
B
B∑
b=1
K∑
i=1
S
∗(b)
i (θ), (4.6)
where
S
∗(b)
i (θ) =
∂
∂θ
log
∫ m∏
j=1
f1(y
∗(b)
ij | x
∗(b)
ij , ai; θ1)f2(ai | zi; θ2)dai. (4.7)
Our proposed method is based on B replications of a resampling procedure in which one sub-
sample {j1, . . . , jm}, is drawn from the
(
ni
m
)
possible subsamples of size m within cluster i with
equal probability, for each cluster i = 1, . . . ,K. Thus, given the original sample, SB(θ) converges
to
SC(θ) =
K∑
i=1
(
ni
m
)−1 ∑
1≤j1<···<jm≤ni
Si(θ; yij1 , . . . , yijm), (4.8)
as B →∞, where
Si(θ; yij1 , . . . , yijm) =
∂
∂θ
log fi(yij1 , . . . , yijm ; θ),
fi(yij1 , . . . , yijm ; θ) =
∫ m∏
`=1
f1(yij` | xij` , ai; θ1)f2(ai | zi; θ2)dai.
Note that SC(θ) is a composite score function (Varin et al., 2011). Since SC(θ) is a sum of K
independent random variables, under suitable moment conditions, we can obtain the asymptotic
normality of SC(θ) and, hence, the asymptotic normality of the proposed estimator, denoted by
θ̂B.
Theorem 4.1 Let θ̂B be the maximizer of `B(θ). Under some regularity conditions stated in
the Supplementary Materials, (i) θ̂B
p−→ θ0 and (ii)
√
K(θ̂B − θ0)
d−→ N(0, Vm(θ0)), as B → ∞
and K →∞, where θ0 is the true parameter value. Here, Vm(θ0) is a nonzero finite limit given by
Vm(θ) = lim
K→∞
Hm(θ)
−1Jm(θ)Hm(θ)
−1′ , (4.9)
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where
Hm(θ) = −
1
K
K∑
i=1
E

(
ni
m
)−1 ∑
1≤j1<...,jm≤ni
∂
∂θ′
Si(θ; yij1 , . . . , yijm)
 ,
Jm(θ) =
1
K
K∑
i=1
var

(
ni
m
)−1 ∑
1≤j1<...,jm≤ni
Si(θ; yij1 , . . . , yijm)
 ,
and Si(θ; yij1 , . . . , yijm) is defined below (4.8).
A specific expression for Vm(θ) is given in the Supplementary Materials for a linear mixed model
where θ contains β1, the coefficient of xij in the within-cluster model. The expression indicates
that the asymptotic variance of the proposed estimator of β1 is reduced by using a larger bootstrap
subsample size. In this sense, minini is the preferred choice of m.
Using (4.9), the covariance matrix of θ̂∗ can be estimated by
V̂ ∗ = K−1H(θ̂∗)−1J(θ̂∗)H(θ̂∗)−1
′
,
where
J(θ) =
1
B(K − 1)
B∑
b=1
K∑
i=1
{
S
∗(b)
i (θ)− S̄
∗(b)(θ)
}{
S
∗(b)
i (θ)− S̄
∗(b)(θ)
}′
,
H(θ) = − 1
BK
B∑
b=1
K∑
i=1
∂S
∗(b)
i (θ)
∂θ′
,
S
∗(b)
i (θ) is defined in (4.7) and S̄
∗(b)(θ) = K−1
∑K
i=1 S
∗(b)
i (θ).
4.4 Computation
To find the maximizer of lB(θ) in (4.5), we can use the Expectation Maximization algorithm
of Dempster et al. (1977), treating the ai as the missing data. Details of the algorithm are given
in the Supplementary Materials. For some models, it is possible to obtain closed form expressions
for each step of the algorithm. This is illustrated in the Supplementary Materials for a linear
mixed model. In general, the E-step of the algorithm involves Monte Carlo methods to compute
expectations. Fast computation can be achieved using the parametric fractional imputation of Kim
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(2011), which introduces fractional weights. In this method, M Monte Carlo imputed values of ai
are obtained from a proposal distribution once, and the fractional weights are assigned to the M
Monte Carlo values. In each iteration of the algorithm, there is no need to repeat the Monte Carlo
imputation. Only the fractional weights are updated for each iteration. This approach is illustrated
in the Supplementary Materials for a generalized linear mixed model (McCulloch et al., 2008).
4.5 Test for Non-Informativeness of the Cluster Sizes
It is often of interest to test for non-informativeness of the cluster sizes. Previous approaches
have focussed on a marginal model (Benhin et al., 2005; Nevalainen et al., 2011). We propose a
test in our multilevel model framework, which is essentially a test of model misspecification. Let
M1 be the class of two-level models and let M2 ⊂ M1 be the subclass of these models with non-
informative cluster sizes. We are interested in testing the null hypothesis H0 : F0 ∈M2, where F0
is the true data generating model. For the true parameter of the two level model, θ0, let θ̂2 denote
the maximum likelihood estimator under M2 and θ̂1 denote the proposed estimator under M1.
Under the null hypothesis of model M2, the two estimators converge in probability to the same
limit, θ0. Otherwise, θ̂2 does not converge to the true value. Thus, we can consider a score test for
testing H0 : E{S1(θ0)} = E{S2(θ0)}, where S1(θ) and S2(θ) are the proposed score function and
the usual score function of θ under M1 and M2, respectively. Since E{S1(θ0)} = 0 always holds,
the null hypothesis reduces to H0 : E{S2(θ0)} = 0. Thus, the score test statistic is given by
Q = {S2(θ̂1)}′
[
V̂ {S2(θ̂1)}
]−1
S2(θ̂1), (4.10)
where V̂ {S2(θ̂1)} denotes the variance estimator of S2(θ̂1). Under the null hypothesis, the limiting
distribution of Q is χ2p, where p = dim(θ). In our setup, we have
S1(θ) =
1
BK
B∑
b=1
K∑
i=1
S
∗(b)
i (θ), S2(θ) =
1
K
K∑
i=1
Si(θ),
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where S
∗(b)
i (θ) is defined in (4.7) and Si(θ) =
∂
∂θ log
∫ ∏ni
j=1 f1(yij | xij , ai; θ1)f2(ai; θ2)dai. To
compute V̂ {S2(θ̂1)} in (4.10), we can use the Taylor expansion to get
S2(θ̂1) ≈ S2(θ0)− E
{
∂
∂θ′
S2(θ0)
}
E
{
∂
∂θ′
S1(θ0)
}−1
S1(θ0),
=
1
K
K∑
i=1
{
Si(θ0)− κ(θ0)B−1
B∑
b=1
S
∗(b)
i (θ0)
}
:=
1
K
K∑
i=1
ui(θ0),
where κ(θ0) = E {∂S2(θ0)/∂θ′}E {∂S1(θ0)/∂θ′}−1 . A consistent estimator of var{S2(θ̂1)} is
V̂ {S2(θ̂1)} =
1
K(K − 1)
K∑
i=1
{ûi(θ̂1)− ū(θ̂1)}{ûi(θ̂1)− ū(θ̂1)}′,
where ū(θ) = K−1
∑K
i=1 ûi(θ), ûi(θ) = Si(θ)− κ̂(θ)B−1
∑B
b=1 S
∗(b)
i (θ), and
κ̂(θ) =
{
K−1
∑K
i=1 ∂Si(θ)/∂θ
′
}{
(BK)−1
∑B
b=1
∑K
i=1 ∂S
∗(b)
i (θ)/∂θ
′
}−1
.
4.6 Simulation Study
We conduct a simulation study to compare the performance of the proposed method with the
usual maximum likelihood method, which ignores the informative cluster size problem. The study
has a 2 × 2 factorial design: (1) a linear mixed model and a generalized linear mixed model with
logit link; (2) informative and non-informative cluster sizes.
We first generate data from a linear mixed model, where yij = β0+β1xij+ai+eij , ai ∼ N(α0, σ2a),
eij ∼ N(0, σ2e), xij ∼ N(1, 1) for j = 1, . . . , ni and i = 1, . . . ,K. We set β0 = 0·5, β1 = 1, σ2e =
1, α0 = 0, σ
2
a = 0·25, and K = 50 and 100.
For the informative cluster size case, we generate ni from the cluster size model ni ∼ Poi(e1+γai)+
C, where C is the minimum cluster size. We set γ = 3 and C=5 in this simulation. For the non-
informative cluster size case, we generate data from the same linear mixed model but generate ni
from the model ni ∼ Poi(e1+γbi) +C, where bi ∼ N(α0, σ2a), that is bi follows the same distribution
of ai but is independent of ai.
For the simulation, we compute the proposed estimates using B = 50 bootstrap samples. As
seen from Table 4.1, under informative cluster size, our proposed method provides almost unbiased
estimation, while the maximum likelihood method has significant biases for the regression intercept
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and variance component of the level two model. In the non-informative cluster size case, both the
proposed and maximum likelihood estimators are unbiased for all parameters. As expected, the
Monte Carlo standard errors of the proposed estimator tend to be slightly larger than those of the
maximum likelihood estimator.
Table 4.1 Monte Carlo biases, standard errors (SEs) and root mean squared errors (RM-
SEs) of estimators, based on 1,000 Monte Carlo samples under Linear Mixed
Model
Number Proposed Maximum Likelihood
of clusters Parameter Bias SE RMSE Bias SE RMSE
ICS
50
β0 0·002 0·086 0·086 0·071 0·089 0·114
β1 0·003 0·053 0·053 0·000 0·040 0·040
σ2e -0·010 0·077 0·078 -0·009 0·057 0·058
σ2a -0·008 0·072 0·073 0·009 0·069 0·070
100
β0 0·000 0·059 0·059 0·070 0·061 0·093
β1 0·002 0·038 0·038 0·002 0·029 0·029
σ2e -0·003 0·056 0·056 -0·005 0·042 0·042
σ2a -0·002 0·055 0·055 0·016 0·053 0·055
Non-ICS
50
β0 0·001 0·090 0·090 0·001 0·090 0·090
β1 0·001 0·055 0·055 0·002 0·052 0·052
σ2e -0·003 0·079 0·079 -0·002 0·074 0·074
σ2a -0·010 0·074 0·075 -0·009 0·073 0·074
100
β0 -0·000 0·061 0·061 -0·000 0·060 0·060
β1 0·001 0·042 0·042 0·001 0·039 0·039
σ2e -0·002 0·059 0·059 -0·002 0·055 0·055
σ2a -0·004 0·056 0·056 -0·004 0·055 0·055
ICS, Informative cluster size; Non-ICS, Non-informative cluster size.
We next consider a generalized linear mixed model, where yij ∼ Ber(pij), logit(pij) = β0 +
β1xij + ai, ai ∼ N(0, σ2a), xij ∼ N(1, 1) for j = 1, . . . , ni and i = 1, . . . ,K. We set β0 = −1, β1 =
1, σ2a = 0·25, and K = 50 and 100. Cluster sizes for the informative and non-informative cases are
generated from the same models used for the linear mixed model with γ = 3 and C=10.
Table 4.2 shows that the proposed method removes the biases due to informative cluster size, in
line with the previous simulation study. Under non-informative cluster size, the proposed estimator
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is comparable with the maximum likelihood estimator with respect to Monte Carlo bias, but has
larger Monte Carlo standard errors.
Table 4.2 Monte Carlo biases, standard errors (SEs) and root mean squared errors (RM-
SEs) of estimators, based on 1,000 Monte Carlo samples under Generalized
Linear Mixed Model
Number Proposed Maximum Likelihood
of clusters Parameter Bias SE RMSE Bias SE RMSE
ICS
50
β0 -0·008 0·160 0·160 0·092 0·150 0·176
β1 0·004 0·111 0·111 0·009 0·093 0·093
σ2a -0·013 0·141 0·142 0·047 0·121 0·129
100
β0 -0·000 0·110 0·110 0·100 0·105 0·145
β1 0·002 0·077 0·077 0·005 0·064 0·064
σ2a -0·007 0·100 0·100 0·055 0·087 0·103
Non-ICS
50
β0 -0·008 0·153 0·153 -0·008 0·141 0·141
β1 0·007 0·104 0·104 0·006 0·092 0·092
σ2a -0·009 0·137 0·138 -0·009 0·122 0·122
100
β0 -0·004 0·104 0·104 -0·002 0·096 0·096
β1 0·002 0·074 0·074 0·001 0·063 0·063
σ2a -0·008 0·102 0·103 -0·005 0·090 0·090
ICS, Informative cluster size; Non-ICS, Non-informative cluster size.
We have also computed the sizes and powers of the proposed score test of non-informativeness
under the linear mixed model with nominal significance levels α = 0·01, 0·05 and 0·10. Here, we set
γ = 1, 2 and 3 in the cluster size models. Table 4.3 shows that the test performs well with respect
to both size and power.
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Table 4.3 Sizes and powers of the proposed test based on 2, 000 Monte Carlo samples with
pre-determined nominal levels α
Number
α
γ = 1 γ = 2 γ = 3
of clusters Size Power Size Power Size Power
50
0·01 0·015 0·318 0·010 0·840 0·011 0·942
0·05 0·067 0·639 0·055 0·970 0·045 0·992
0·10 0·119 0·780 0·108 0·992 0·010 0·997
100
0·01 0·013 0·823 0·009 0·999 0·012 1·000
0·05 0·069 0·951 0·052 1·000 0·054 1·000
0·10 0·126 0·977 0·106 1·000 0·097 1·000
4.7 Supplementary Materials
Supplementary material includes the proof of Theorem 4.1, expressions for variances under a
linear mixed model, a description of the EM algorithm used for computation, including closed
form expressions for the linear mixed model and details of the method of parametric fractional
imputation for a generalized linear mixed model.
4.7.1 Proof of Theorem 4.1
Proof of Theorem 4.1(i)
We assume the following regularity conditions:
(C1) The parameter space Θ is a compact subset of Rp and the true parameter value, θ0, is in the
interior of Θ.
(C2) (θ1, θ2) 7−→ (f1(yij | xij , ai; θ1), f2(ai | zi; θ2)) is continuous and one-to-one on Θ.
(C3) max
1≤i≤K
E{sup
θ∈Θ
| log
∫ ∏m
j=1 f1(yij | xij , ai; θ1)f2(ai | zi; θ2)dai|} <∞.
(C4) max
1≤i≤K
ni is bounded.
Let ¯̀B(θ) = K
−1`B(θ) and ¯̀C(θ) = K
−1`C(θ), for θ ∈ Θ. Note that E{¯̀B(θ)} = E{¯̀C(θ)}.
For any ε > 0, let B(θ0, ε) = {θ : ||θ − θ0|| < ε}. By (C2), we can use Jensen’s inequality to show
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that θ0 uniquely maximizes E[¯̀C(θ)]. Thus, given any ε > 0, there exists δ > 0 such that
P [θ̂B 6∈ B(θ0, ε)]
≤ P [E{¯̀C(θ0)} − ¯̀B(θ̂B) + ¯̀B(θ̂B)− E{¯̀C(θ̂B)} ≥ 2δ]
≤ P [E{¯̀C(θ0)} − ¯̀B(θ0) + ¯̀B(θ̂B)− E{¯̀C(θ̂B)} ≥ 2δ]
≤ P [|¯̀B(θ0)− E{¯̀C(θ0)}| ≥ δ] + P [|¯̀B(θ̂B)− E{¯̀C(θ̂B)}| ≥ δ]. (4.11)
By applying the law of large numbers to the resampling distribution given the observed data,
we have supθ∈Θ |¯̀B(θ)− ¯̀C(θ)| = op(1) as B →∞. Thus, there exists a large number B0 such that
for all B ≥ B0, P [|¯̀B(θ0)− ¯̀C(θ0)| ≥ δ/2] < ε/2 and P [|¯̀B(θ̂B)− ¯̀C(θ̂B)| ≥ δ/2] < ε/2. Then, for
all B ≥ B0,
(4.11) ≤ P [|¯̀C(θ0)− E{¯̀C(θ0)}| ≥ δ/2] + P [|¯̀C(θ̂B)− E{¯̀C(θ̂B)}| ≥ δ/2] + ε
≤ 2P
[
sup
θ∈Θ
|¯̀C(θ)− E{¯̀C(θ)}| ≥ δ/2
]
+ ε. (4.12)
Since ¯̀C(θ) is the mean of K independent random variables with uniformly bounded first moments,
we can establish uniform convergence in probability, hence, the first term on the right side of (4.12)
converges to zero. Since the above statement holds for any arbitrary ε > 0, we establish the result
(i) in Theorem 4.1.
Proof of Theorem 4.1(ii)
We need the following additional regularity conditions to establish asymptotic normality.
(C5) f1(yij | xij , ai; θ1) and f2(ai | zi; θ2) are twice continuously differentiable on Θ0, where Θ0
denotes a neighborhood of θ0, almost everywhere.
(C6) max
1≤i≤K
E||∂ log
∫ ∏m
`=1 f1(yij` | xij` , ai; θ1)f2(ai | zi; θ2)dai/∂θ||2 is finite for θ ∈ Θ0.
(C7) max
1≤i≤K
E{ sup
θ∈Θ0
||∂2 log
∫ ∏m
`=1 f1(yij` | xij` , ai; θ1)f2(ai | zi; θ2)dai/∂θ∂θ′||} is finite.
(C8) Hm(θ0) = −K−1
∑K
i=1E {∂Si(θ; yij1 , . . . , yijm)/∂θ′} is non-singular at θ0.
88
We begin by using the Taylor series expansion of K−1SB(θ̂B) around the true parameter θ0 as
follows.
0 =
1
K
SB(θ̂B)
=
1
K
SB(θ0) +
1
K
∂
∂θ′
SB(θ)|θ=θ∗(θ̂B − θ0)
=
{
1
K
SC(θ0) + op(1)
}
+
{
1
K
∂
∂θ′
SC(θ) |θ=θ∗ +op(1)
}
(θ̂B − θ0),
where θ∗ belongs to the line segment joining θ̂B and θ0. The third equality holds by applying the
law of large numbers to the bootstrap resampling distribution given the observed data.
From conditions (C5) and (C7), we can show that
sup
θ∈Θ0
|| − 1
K
∂
∂θ′
SC(θ)−Hm(θ)||
p−→ 0,
and Hm(θ) = −K−1
∑K
i=1
(
ni
m
)−1∑
1≤j1<...,jm≤ni E {∂Si(θ; yij1 , . . . , yijm)/∂θ
′} is continuous on Θ0.
Since θ∗ = θ0 + op(1), we have
0 =
{
1
K
SC(θ0) + op(1)
}
+ {−Hm(θ0) + op(1)} (θ̂B − θ0),
hence,
√
K(θ̂B − θ0) =
1√
K
Hm(θ0)
−1SC(θ0) + op(1).
Since SC(θ0) is a sum of K independent random variables with bounded second moments, we can
apply the central limit theorem to SC(θ0) under condition (C6) and by Slutsky’s theorem, the
asymptotic normality of
√
K(θ̂B − θ0) holds.
4.7.2 Expressions for Variances under Linear Mixed Model
Consider a linear mixed model as follows:
yij = β0 + β1xij + ai + eij ,
where ai
iid∼ N(0, σ2a), ni | ai
ind∼ g(ni | ai), eij
iid∼ N(0, σ2e), and xij
iid∼ N(µx, σ2x) for j = 1, . . . , ni and
i = 1, . . . ,K. For simplicity, assume that σ2a and σ
2
e are known and µx = 0.
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We wish to obtain expressions for the asymptotic variances of the proposed estimators of β0
and β1 using the expression for Vm(θ) in (4.9) in the paper. We note first that the expression for
Si(θ; yij1 , . . . , yijm) below (4.8) in the paper can alternatively be expressed as
Si(θ; yij1 , . . . , yijm) =
∑m`=1E{S1(θ1; yij` , ai) | yij1 , . . . , yijm}
E{S2(θ2; ai) | yij1 , . . . , yijm}
 ,
where S1(θ1; yij , ai) = ∂ log f1(yij | xij , ai; θ1)/∂θ1, S2(θ2; ai) = ∂ log f2(ai | zi; θ2)/∂θ2 and the
expectations are over the distribution of ai given yij1 , . . . , yijm , xij1 , . . . , xijm and zi.
Under the linear mixed model, we have
Si(β0; yij1 , . . . , yijm) =
1
σ2e
m∑
`=1
{yij` − β0 − β1xij` − E(ai | yij1 , . . . , yijm)},
Si(β1; yij1 , . . . , yijm) =
1
σ2e
m∑
`=1
{yij` − β0 − β1xij` − E(ai | yij1 , . . . , yijm)}xij` ,
where E(ai | yij1 , . . . , yijm) = σ2a(mσ2a + σ2e)−1
∑m
k=1(yijk − β0 − β1xijk). Then, we can obtain
Hm(θ) = −E
{
∂
∂θ′
Si(θ; yij1 , . . . , yijm)
}
=
 mmσ2a+σ2e 0
0 m
σ2e
(
1− σ
2
a
mσ2a+σ
2
e
)
σ2x
 .
We next obtain expressions for the diagonal elements of Jm(θ). For simplicity, let
∑
c(i) denote
the summation over the
(
ni
m
)
combinations of m distinct elements {j1, . . . , jm} from {1, . . . , ni} for
i = 1, . . . ,K.
Jm,11(θ) =
1
K
K∑
i=1
var

(
ni
m
)−1∑
c(i)
1
mσ2a + σ
2
e
m∑
`=1
(yij` − β0 − β1xij`)

=
1
K2
K∑
i=1
(
1
σ2a + σ
2
e/m
)2
var
mai +
(
ni
m
)−1∑
c(i)
m∑
`=1
eij`
 .
Here,
var
mai +
(
ni
m
)−1∑
c(i)
m∑
`=1
eij`
 = m2σ2a + E
var
mai + (ni
m
)−1∑
c(i)
m∑
`=1
eij` | ai, ni
 .
Note that for each cluster,
Uni ≡
(
ni
m
)−1∑
c(i)
m∑
`=1
eij` =
(
ni
m
)−1∑
c(i)
(eij1 + · · ·+ eijm),
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is a U-statistic of order m. Let r be the number of indices commonly included between (j1, . . . , jm)
and (h1, . . . , hm), where r = 1, . . . ,m. Then,
var(Uni | ai, ni) =
(
ni
m
)−1 m∑
r=1
(
m
r
)(
ni −m
m− r
)
σ2ir,
where
σ2ir = cov{(ei1 + · · · eir + eir+1 + · · ·+ eim), (ei1 + · · · eir + e′ir+1 + · · ·+ e′im) | ai, ni},
and eij and e
′
ij are independent.
For large ni, we have var(Uni | ni, ai) ≈ m2σ2i1/ni = m2σ2e/ni, and thus,
Jm,11(θ) ≈
1
K
(
m
mσ2a + σ
2
e
)2{
σ2a + E
(
1
n1
)
σ2e
}
.
Similarly,
Jm,22(θ)
=
1
K2
K∑
i=1
(
1
σ2e
)2
var
(ni
m
)−1∑
c(i)
m∑
`=1
{
(ai + eij`)xij` −
σ2a
mσ2a + σ
2
e
(
mai +
m∑
k=1
eijk
)
xij`
}
=
1
K2
K∑
i=1
(
1
σ2e
)2
E{var(Vni | ni, ai) + var(Wni | ai, ni)− 2cov(Vni ,Wni | ai, ni)},
where
Vni =
(
ni
m
)−1∑
c(i)
m∑
`=1
(ai + eij`)xij` ,
Wni =
(
ni
m
)−1∑
c(i)
σ2a
mσ2a + σ
2
e
(
mai +
m∑
k=1
eijk
)
m∑
`=1
xij` ,
which are U-statistics conditional on ai and ni. By using the similar argument as above, we have
Jm,22(θ) ≈
1
K
(
m
σ2e
)2
σ2x ×{(
1− mσ
2
a
mσ2a + σ
2
e
)2
E
(
a21
n1
)
+
(
1− σ
2
a
mσ2a + σ
2
e
)2
E
(
1
n1
)
σ2e
}
,
for large ni(i = 1, . . . , ni). Jm(θ) is a 2 × 2 matrix with diagonal elements, Jm,11(θ) and Jm,22(θ),
and by using (4.9) in the paper, the asymptotic variances of β̂0 and β̂1 are given by
Vm(β̂0) ≈
1
K
{
σ2a + E
(
1
n1
)
σ2e
}
, (4.13)
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and
Vm(β̂1) ≈
1
K
{(
σ2e
(m− 1)σ2a + σ2e
)2
E
(
a21
n1
)
+ E
(
1
n1
)
σ2e
}
1
σ2x
, (4.14)
for sufficiently large ni (i = 1, . . . ,K). This expression for the asymptotic variance of β̂1 is a
decreasing function of the bootstrap subsample size m. In this sense, m = minini would be
preferred.
4.7.3 Computation
To find the maximizer of lB(θ) in (4.5) in the paper, we use the EM algorithm. In the E-step,
we compute
QB(θ | θ(t)) =
1
B
B∑
b=1
K∑
i=1
{
Q
∗(b)
1i (θ1 | θ
(t)) +Q
∗(b)
2i (θ2 | θ
(t))
}
(4.15)
where
Q
∗(b)
1i (θ1 | θ
(t)) = E

m∑
j=1
log f1(y
∗(b)
ij | x
∗(b)
ij , ai; θ1) | x
∗(b)
i , y
∗(b)
i ; θ
(t)
 ,
Q
∗(b)
2i (θ2 | θ
(t)) = E
{
log f2(ai | zi; θ2) | x∗(b)i , y
∗(b)
i ; θ
(t)
}
,
x
∗(b)
i = (x
∗(b)
i1 , . . . , x
∗(b)
im ) and y
∗(b)
i = (y
∗(b)
i1 , . . . , y
∗(b)
im ). Here, the conditional expectations are taken
with respect to
p
(
ai | x∗(b)i , y
∗(b)
i ; θ
(t)
)
=
∏m
j=1 f1(y
∗(b)
ij | x
∗(b)
ij , ai; θ
(t)
1 )f2(ai | zi; θ
(t)
2 )∫ ∏m
j=1 f1(y
∗(b)
ij | x
∗(b)
ij , ai; θ
(t)
1 )f2(ai | zi; θ
(t)
2 )dai
.
The M-step updates the parameters by finding the maximizer of QB(θ | θ(t)) in (4.15).
We consider two special cases of the model.
Example 4.1 Consider the linear mixed model as follows.
yij = β0 + β1xij + ai + eij ,
where ai ∼ N(0, σ2a), and eij ∼ N(0, σ2e), for j = 1, . . . , ni and i = 1, . . . ,K.
Let θ1 = (β0, β1, σ
2
e) and θ2 = σ
2
a. The following EM algorithm is used to estimate the parame-
ters:
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[E step] For given θ(t) = (θ
(t)
1 , θ
(t)
2 ) and the b-th bootstrap sample, compute
E(ai | x∗(b)i , y
∗(b)
i ; θ
(t)) = c(θ(t))(ȳ
∗(b)
i· − β
(t)
0 − β
(t)
1 x̄
∗(b)
i· ) := â
∗(b)
i (θ
(t)),
E(a2i | x
∗(b)
i , y
∗(b)
i ; θ
(t)) = c(θ(t))σ2(t)e /m+ {â
∗(b)
i (θ
(t))}2:=â2∗(b)i (θ
(t)),
where (x̄
∗(b)
i· , ȳ
∗(b)
i· ) = m
−1∑m
j=1(x
∗(b)
ij , y
∗(b)
ij ) and c(θ
(t)) = σ
2(t)
a /(σ
2(t)
a + σ
2(t)
e /m).
[M step] Update θ1 = (β0, β1, σ
2
e) and θ2 = σ
2
a as follows:
β
(t+1)
0 = ȳ
∗
·· − β
(t+1)
1 x̄
∗
·· − ā∗(t),
β
(t+1)
1 =
∑B
b=1
∑K
i=1
∑m
j=1{y
∗(b)
ij − â
∗(b)
i (θ
(t))− (ȳ∗·· − ā∗(t))}(x
∗(b)
ij − x̄∗··)∑B
b=1
∑K
i=1
∑m
j=1(x
∗(b)
ij − x̄∗··)2
,
σ2(t+1)e =
1
BKm
B∑
b=1
K∑
i=1
m∑
j=1
[
{y∗(b)ij − β
(t+1)
0 − β
(t+1)
1 x
∗(b)
ij − â
∗(b)
i (θ
(t))}2 + c(θ(t))σ
2(t)
e
m
]
,
σ2(t+1)a =
1
BK
B∑
b=1
K∑
i=1
â
2∗(b)
i (θ
(t)),
where (ȳ∗··, x̄
∗
··) = (BKm)
−1∑B
b=1
∑K
i=1
∑m
j=1(y
∗(b)
ij , x
∗(b)
ij ), and ā
∗(t) = (BK)−1
∑B
b=1
∑K
i=1 â
∗(b)
i (θ
(t)).
We repeat this procedure until the convergence criterion meets: stop if ||θ(t+1)− θ(t)|| < δ set= 10−6.
Example 4.2 Consider a generalized linear mixed model with logit link, given by
yij |xij , ai ∼ Ber(pij),
logit(pij) = β0 + β1xij + ai,
where ai ∼ N(0, σ2a) for j = 1, . . . , ni and i = 1, . . . ,K. In this case, θ1 = (β0, β1) and θ2 = σ2a.
We first generate B bootstrap samples, {(x∗(b)ij , y
∗(b)
ij ) : j = 1, . . . ,m, i = 1, . . . ,K, b = 1, . . . , B}.
Then, we implement the EM algorithm using parametric fractional imputation as follows:
[I-step] For each ai and EM iteration t, obtain M imputed values of ai, say a
∗(t)
i,1 , . . . , a
∗(t)
i,M , by
taking a
∗(t)
i,j = σ
(t)
a u∗i,j , where u
∗
i,j be the j-th Monte Carlo sample from N(0, 1).
[W-step] Using θ(t), compute the fractional weights as
ω
∗(b)
i,r (θ
(t)
1 ) ∝
m∏
j=1
f1(y
∗(b)
ij |x
∗(b)
ij , a
∗(t)
i,r ; θ
(t)
1 ),
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where
∑M
r=1 ω
∗(b)
i,r (θ
(t)
1 ) = 1 for each b; b = 1, . . . , B.
[M-step] Update θ1 by solving
B∑
b=1
K∑
i=1
m∑
j=1
M∑
r=1
ω
∗(b)
i,r (θ
(t)
1 )
{
y
∗(b)
ij −
exp(β0 + β1x
∗(b)
ij + a
∗(t)
i,r )
1 + exp(β0 + β1x
∗(b)
ij + a
∗(t)
i,r )
}
(1, x
∗(b)
ij ) = (0, 0).
Also, update θ2 by computing
σ2(t+1)a =
1
BK
B∑
b=1
K∑
i=1
M∑
r=1
{
ω
∗(b)
i,r (θ
(t)
1 )(a
∗(t)
i,r )
2
}
.
We repeat this procedure until the convergence criterion meets: stop if ||θ(t+1)− θ(t)|| < δ set= 10−6.
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CHAPTER 5. SEMIPARAMETRIC IMPUTATION USING
CONDITIONAL GAUSSIAN MIXTURE MODELS
Danhyang Lee and Jae Kwang Kim
Abstract
Imputation is a popular technique for handling item nonresponse in survey sampling. Para-
metric imputation is based on a parametric model for imputation and is less robust against the
failure of the imputation model. Nonparametric imputation, such as Kernel regression imputation,
is fully robust but is not applicable when the dimension of the covariates is large due to the curse
of dimensionality. Semiparametric imputation is another robust imputation method that is based
on a flexible model where the number of parameters in the model can increase with the sample
size. Gaussian mixture model (GMM) imputation, considered in Sang and Kim (2018), is one of
the examples of semiparametric imputation. In this paper, We propose another semiparametric
imputation based on a more flexible model assumption than the GMM. In the proposed mixture
model, we still assume a Gaussian model for the conditional distribution of the study variable
given the auxiliary variable, but the marginal distribution of the auxiliary variable is not nec-
essarily Gaussian. We show that the proposed mixture model based on the conditional Gaussian
mixture achieves lower a approximation error bound to any unknown target density than the GMM
in terms of the Kullback-Leibler divergence measure. The proposed method is applicable to high
dimensional covariate problem by including a penalty function in the conditional log-likelihood
function. The computation for parameter estimation can be efficiently implemented using a version
of EM algorithm. The proposed method is applied to handle the real data problem in 2017 Korean
Household Income and Expenditure Survey (KHIES) conducted by Statistics Korea.
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5.1 Introduction
Item nonresponse is often encountered in many applications of statistics. Imputation is a
popular tool for handling item nonresponse by replacing missing values with a plausible value (or a
set of plausible values). Imputation is used to achieve the following goals: Standard data analyses
can be applied and the analyses from different users can be consistent. In addition, we make full
use of information, leading to more efficient results and may reduce possible nonresponse biases by
choosing an appropriate imputation model. (Kalton and Kasprzyk, 1986)
Rubin (1996) proposed multiple imputation (MI) which fills in each missing data with several
plausible values to account for full uncertainty in the prediction of missing data and creates multiple
complete datasets. However, MI requires conditions such as congeniality and self-efficient estimation
(Meng, 1994; Yang and Kim, 2016) to have valid estimation. As an alternative effective imputation
tool, fractional imputation (FI) was proposed by Kalton and Kish (1984), and investigated by
Kim and Fuller (2004) in a way of achieving efficient hot deck imputation. Kim (2011) proposed
parametric fractional imputation (PFI), which is based on parametric model assumptions. PFI
is sensitive to the failure of model assumptions. Yang and Kim (2016) provide a comprehensive
overview of FI.
Nonparametric imputation, such as Kernel regression imputation, is fully robust but is not ap-
plicable when the dimension of the covariates is large due to the curse of dimensionality. Semipara-
metric imputation is another robust imputation. Murray and Reiter (2016) proposed a Bayesian
joint model for multiple imputation of missing values and Sang and Kim (2018) developed semi-
parametric fractional imputation. Both methods assume Gaussian mixture models (GMM) jointly
for multivariate continuous variables.
In this paper, we propose another semiparametric imputation using a more flexible model
assumption than the GMM. In the proposed mixture model, we still assume a Gaussian model for
the conditional distribution of the study variable given the auxiliary variable, but the marginal
distribution of the auxiliary variable is not necessarily Gaussian. Thus, our proposed imputation
is more flexible than the imputation method based on GMM. For example, as demonstrated in
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the simulation study in Section 5.6, our proposed method provides more accurate prediction than
the GMM under a skewed population. Thus, the resulting imputation estimator achieves smaller
mean squared errors than other competitors. The computation is based on EM algorithm and it is
relatively simple and fast. Furthermore, the proposed model can handle high dimensional covariates
problem by incorporating penalized regression in the M-step of the EM algorithm.
Our paper is organized as follows. After illustrating a basic setup of the problem with a short
review of some existing imputation models in Section 5.2, we introduce the proposed adaptive mix-
ture models in Section 5.3. We show that the proposed model achieves a lower approximation error
bound to any unknown target density based on the Kullback-Leibler divergence than a Gaussian
mixture model for the same number of components given (in Section 5.4). Also, we present an
application of the proposed method to high-dimensional data by using the penalized maximum
likelihood method (in Section 5.5). In Section 5.6, two extensive simulation studies are presented
to investigate the finite sample performance of the proposed imputation method. In Section 5.7,
the proposed method is applied to handle the real data problem with the 2017 Korean Household
Income and Expenditure Survey (KHIES) conducted by Statistics Korea. Some concluding remarks
are made in Section 5.8.
5.2 Basic Setup
Suppose that x and y are observed in the sample, where y = (y1, . . . , yp) is a vector of study
variables of our interest and x = (x1, . . . , xq) is a vector of auxiliary variables. We assume that y
is subject to missingness and x is always observed.
Let yobs and ymis denote the observed and missing part of y, respectively. That is, y =
(yobs, ymis). We assume the missing at random in the sense of Rubin (1976), which can be de-
scribed as Pr(δ | x, y) = Pr(δ | x, yobs), where δ = (δ1, . . . , δp) is the response indicator vector for
y defined as δj = 1 if yj is observed, otherwise 0. Imputation model is then the prediction model
for ymis and can be constructed from the conditional distribution of ymis given x and yobs:
f(ymis | x, yobs) =
f(y | x)∫
f(y | x)dymis
, (5.1)
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where f(y | x) is the conditional distribution of y given x. Here, we need a model assumption for
f(y | x).
In fractional hot deck imputation (Kim and Fuller, 2004), for example, the conditional distri-
bution of y given x can be written as
f(y | x) =
G∑
g=1
P (z = g | x)f(y | z = g), (5.2)
where z ∈ {1, . . . , G} is a cell indicator variable for imputation cells. Here, the sample is partitioned
into G imputation cells so that the conditional distribution of y within the cells are homogeneous
and imputed values are taken from the respondents within the same cell.
If f(y | x) is a parametric statistical model with parameter θ, then the imputation can be
performed in two steps: (1) estimate parameter θ, (2) perform imputation from the imputation
model (5.1) evaluated at the estimated parameter denoted by θ̂. Parametric fractional imputation
of Kim (2011) is one example of such a procedure.
As an extension of the fractional hot deck imputation and parametric fractional imputation,
Sang and Kim (2018) proposed a semiparametric imputation by using multivariate Gaussian mix-
ture models (GMM), which can be written as
f(x, y) =
G∑
g=1
pgφ(x, y;µg,Σg), (5.3)
where 0 < p1 < p2 < · · · < pG < 1 are the mixture proportions such that
∑G
g=1 pg = 1, and
φ(·;µg,Σg) is the density of multivariate normal distribution with parameter (µg,Σg). Under this
model, the conditional distribution of y given x is
f(y | x) =
G∑
g=1
P (z = g | x)φ(y | x, z = g),
where
P (z = g | x) = pgφ(x | z = g)∑G
g=1 pgφ(x | z = g)
,
and the conditional distribution φ(y | x, z = g) can be easily derived from the joint normality of
(x, y) given z = g.
99
Let θ denote all the parameters in the GMM (5.3), that is, θ = {pg, µg,Σg : g = 1, . . . , G}.
Under the existence of missing data with MAR, the following EM algorithm can be used to estimate
parameters θ.
1. [E-step] Given the current parameter θ(t), compute
π
(t)
ig = P (zi = g | xi, yi,obs; θ
(t))
=
p
(t)
g φ(xi, yi,obs;µ
(t)
g ,Σ
(t)
g )∑G
g=1 p
(t)
g φ(xi, yi,obs;µ
(t)
g ,Σ
(t)
g )
2. [M-step] Update parameters by
p(t+1)g =
1
n
n∑
i=1
π
(t)
ig ,
ψ(t+1)g = argmax
n∑
i=1
π
(t)
ig log φ(xi, yi,obs;ψg),
where ψg = (µg,Σg).
More details on the GMM imputation can be found in Sang and Kim (2018). The GMM provides
a flexible modeling, but it becomes very unstable when the dimension of x is large. Also, departure
from normality introduces additional mixture components, which often lead to overfitting the model
and inaccurate prediction.
To enhance predictability from f(y | x), we propose a more flexible mixture model in which
we assume a conditional Gaussian model for y given x but the marginal distribution of x is not
necessarily Gaussian, described in Section 5.3.
5.3 Proposed Method
We now discuss the proposed method that relaxes the assumption in (5.3). Under complete
response, we assume that
f(y | x) =
G∑
g=1
πg(x)fg(y | x), (5.4)
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where πg(x) = P (z = g | x) and fg(y | x) is a Gaussian distribution given x and z = g. We further
assume that πg(x) = πg(x;αg) follows a multinomial logit model.
πg(x;αg) =
exp(αg0 + x
′αg1)∑G
h=1 exp(αh0 + x
′αh1)
(5.5)
with parameter (αg0, αg1) for each g = 1, · · · , G, and α10 = 0 and α11 = 0. Model (5.4) can
be called the conditional Gaussian mixture model (CGMM) and we still assume Gaussian model
assumption for the conditional distribution f(y | x, z = g).
In fact, model (5.4) can be derived from the following joint model
f(x, y) =
G∑
g=1
pgf1(x | z = g)f2(y | x, z = g), (5.6)
where f1 follows the following density ratio model (DRM) given by
log
{
f1(x | z = g)
f1(x | z = 1)
}
= γg0 + x
′γg1. (5.7)
Under DRM in (5.7), the marginal distribution of x given z = g is an exponential tilting of the
density of x given z = 1. The marginal density of x given z = 1 is completely unspecified. Qin
(1998) used an empirical likelihood approach to estimate parameters under DRM. Since
f1(x | z = g)
f1(x | z = 1)
=
p1
pg
× P (z = g | x)
P (z = 1 | x)
,
we can obtain αg0 = γg0 + log(pg/p1) and αg1 = γg1 in (5.5). Thus, the conditional GMM in (5.4)
with the multinomial logistic model (5.5) can be derived from (5.6) with DRM assumption in (5.7).
The DRM assumption in (5.7) covers a broader class of distributions that includes the Gaussian
distribution as a special case. Therefore, the proposed method is more flexible than the GMM
method.
For parameter estimation under complete response, we can use the following EM algorithm.
1. [E-step] Given the current parameter values, compute
π
(t)
ig = P (zi = g | xi, yi; θ
(t))
=
πg(xi;α
(t)
g )f2(yi | xi, zi = g;ψ(t)g )∑G
g=1 πg(xi;α
(t))f2(yi | xi, zi = g;ψ(t)g )
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where ψg is the parameter in the conditional distribution f2(yi | xi, zi = g) and θ is all the
parameters, θ = {αg, ψg : g = 1, . . . , G;α1 = 0}.
2. [M-step] Using π
(t)
ig , update the parameters by solving
n∑
i=1
{
π
(t)
ig − πg(xi;αg)
}
(1, xi)
′ = (0, 0)′
and
n∑
i=1
π
(t)
ig
{
∂
∂ψg
log f2(yi | xi, zi = g;ψg)
}
= 0.
Under the existence of missing data, the imputation model under CGMM in (5.4) and the MAR
assumption is
f(ymis | x, yobs) =
G∑
g=1
πg(x, yobs)fg(ymis | x, yobs), (5.8)
where
πg(x, yobs) =
πg(x)f2(yobs | x, z = g)∑G
g=1 πg(x)f2(yobs | x, z = g)
and
fg(ymis | x, yobs) =
f2(y | x, z = g)∫
f2(y | x, z = g)dymis
.
Note that f2(yobs | x, z = g) =
∫
f2(y | x, z = g)dymis is still a Gaussian distribution. The EM
algorithm under missing data can be described as follows:
1. [E-step] Given the current parameter values, compute
π
(t)
ig = P (zi = g | xi, yi,obs; θ
(t))
=
πg(xi;α
(t)
g )f2(yi,obs | xi, zi = g;ψ
(t)
g )∑G
g=1 πg(xi;α
(t)
g )f2(yi,obs | xi, zi = g;ψ
(t)
g )
where ψg is the parameter in the conditional distribution f2(yi,obs | xi, zi = g), which is
Gaussian.
2. [M-step] Using π
(t)
ig , update the parameters by solving
n∑
i=1
{
π
(t)
ig − πg(xi;αg)
}
(1, xi)
′ = (0, 0)′
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and
n∑
i=1
π
(t)
ig
{
∂
∂ψg
log f2(yi,obs | xi, zi = g;ψg)
}
= 0.
We repeat this procedure until a convergence criterion meets.
Let θ̂ = {α̂g, ψ̂g : g = 1, . . . , G; α̂1 = 0} denote the maximum likelihood estimates obtained
from the above EM algorithm. For nonresponse yi,mis, we compute the imputed value, denoted by
ŷi,mis, as
ŷi,mis =
G∑
g=1
π̂igµig(ψ̂g), (5.9)
where µig(ψg) = E(yi,mis | xi, yi,obs, ψg) and
π̂ig =
πg(xi; α̂g)f2(yi,obs | xi, zi = g; ψ̂g)∑G
g=1 πg(xi; α̂g)f2(yi,obs | xi, zi = g; ψ̂g)
. (5.10)
This is a weighted sum of the G conditional cell means.
Remark 5.1 For the choice of G, Bayesian Information Criterion (BIC) of Schwarz (1978) can
be used. In our context, the BIC can be written as
BIC(G) = −2 logLG(θ̂G) + dG log(n), (5.11)
where
logLG(θ̂G) =
n∑
i=1
log

G∑
g=1
πg(xi; α̂g)f(yi,obs | xi; ψ̂g)

and θ̂G = {α̂g, ψ̂g : g = 1, . . . , G; α̂1 = 0} is the estimated parameter of the G-component proposed
mixture model and dG = dim(θ̂G). The optimal G is the one that minimizes the BIC in (5.11).
Instead of using BIC, we may use 10-fold cross-validation, which is more computationally extensive
method for model selection.
The following example illustrates the computational detail.
Example 5.1 Consider the following mixture model (5.4) for xi ∈ Rq and yi ∈ R (i = 1, . . . , n),
with (5.5) and
yi | (xi, zi = g) ∼ N((1, x′i)βg, σ2g),
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for g = 1, . . . , G. Define δi = 1 if yi is observed, otherwise 0.
We can find the ML estimates of the model parameters, denoted by θ = {αg, βg, σ2g : g =
2, . . . , G} by using the EM algorithm given below.
(E-Step) For given θ = θ(t), compute
π
(t)
ig ≡ Pr(zi = g | xi, yi; θ
(t)) =
πg(xi;α
(t))
{
φ
(
yi−(1,x′i)β
(t)
g
σ
(t)
g
)}δi
∑G
h=1 πh(xi;α
(t))
{
φ
(
yi−(1,x′i)β
(t)
h
σ
(t)
h
)}δi ,
where α(t) = {α(t)g : g = 1, . . . , G}, and for g = 1, . . . , G, πg(x;αg) is defined in (5.5), and φ(·)
denotes the density of the standard normal distribution.
(M-Step) We update αg by solving
n∑
i=1
{
π
(t)
ig − πg(xi;α
(t)
g )
}
(1, x′i)
′ = 0.
Here, we use the Newton-Raphson method to solve the above equation. Also, update βg and
σ2g as follows:
β(t+1)g =
{
n∑
i=1
δiπ
(t)
ig (1, x
′
i)
′(1, x′i)
}−1 n∑
i=1
δiπ
(t)
ig (1, x
′
i)
′yi,
σ2(t+1)g =
∑n
i=1 δiπ
(t)
ig (yi − (1, x′i)β
(t+1)
g )2∑n
i=1 δiπ
(t)
ig
.
We repeat this procedure until a convergence criterion meets.
5.4 Statistical Properties
We discuss the accuracy of density estimation using the CGMM. To quantify the accuracy of
density estimation, we define approximation error to an unknown target density function, denoted
by f∗, in terms of the Kullback-Leibler (KL) divergence. For any f ∈ C, where C is a class of density
functions to approximate f∗, approximation error of f to f∗ is defined to be the KL divergence
between f∗ and f ,
dKL(f
∗||f) = Ef∗
{
log
f∗(x)
f(x)
}
,
104
where Ef∗{·} is the expectation taken with respect to the distribution with density f∗.
We start with assuming that the target density function f∗ is unknown and continuous with
compact support in Rp+q. Also, we assume f∗ ∈ F , where
F = {f :
∫
χ
f(y, x)d(y, x) = 1, f(x, y) ≥ η > 0,∀(x, y) ∈ χ}, (5.12)
for some positive constant η and χ is the support of (x, y). It is natural to consider densities that
are positive since the KL divergence is used as a discrepancy measure between two densities. (Zeevi
and Meir, 1997)
For (y, x) ∈ χ ⊂ Rp+q, we define two classes of G-component mixtures as
C0,G =
f : f(y, x) =
G∑
g=1
p0,gf0(x, y; θ0,g),
G∑
g=1
p0,g = 1, p0,g ≥ 0, θ0,g ∈ Θ0
 ,
C1,G =
f : f(y, x) =
G∑
g=1
p1,gf1(y, x; θ1,g),
G∑
g=1
p1,g = 1, p1,g ≥ 0, θ1,g ∈ Θ1
 ,
where Θj ⊂ Rdj is the parameter (product) spaces and dj = dim(θj,g), for j = 0, 1.
We consider two parametric families as
f0(x, y; θ0,g) = φ(x; θ
x
0,g)φ(y | x; θ
y
0,g)
f1(x, y; θ1,g) = f1(x; θ
x
1,g)φ(y | x; θ
y
1,g),
where φ(·; θ) is a multivariate Gaussian density with parameter θ and f1(·; θ) satisfies
log
f1(x; θ
x
1,g)
f1(x; θx1,1)
= (1, x′)αg
where θx1,g = αg and α1 = 0. We also define two classes of the corresponding continuous convex
combinations
C0 =
{
f̄ : f̄(x, y) =
∫
Θ0
f0(x, y; θ0)P0(dθ0), P0 : a probability measure on (Θ0,F0)
}
,
C1 =
{
f̄ : f̄(x, y) =
∫
Θ1
f1(x, y; θ1)P1(dθ1), P1 : a probability measure on (Θ1,F1)
}
,
where (Θj ,Fj) = (Θxj × Θ
y
j ,Fxj × F
y
j ) is the product measurable space, and (Θ
x
j ,Fxj , P xj ) and
(Θyj ,F
y
j , P
y
j ) are two parameter measure spaces for θ
x and θy, respectively. That is, Pj = P
x
j × P
y
j
is a product measure on (Θj ,Fj), for j = 0, 1.
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Li and Barron (2000) derived an explicit form of the approximation error bound for a finite
mixture density based on the KL divergence. Lemma 5.1 presents the approximation error bounds
of the G-component mixture densities in the classes C0,G and C1,G, respectively.
Lemma 5.1 Suppose that a target density function f∗ belongs to F in (5.12). Let fj,G ∈ Cj,G
for j ∈ {0, 1}. For any given G, the approximation error of fj,G to f∗ is bounded from above as
follows,
dKL(f
∗||fj,G) ≤ dKL(f∗||f̄j) +
c2f∗,jγj
G
, (5.13)
where f̄j ∈ Cj and
c2f∗,j =
∫ ∫
fj(x, y; θj)
2Pj(dθj)
{
∫
fj(x, y; θj)Pj(dθj)}2
f∗(x, y)d(x, y),
γj ∝ sup
θj ,θ̃j∈Θj ,(x,y)∈χ
log
fj(x, y; θj)
fj(x, y; θ̃j)
.
Lemma 5.1 shows that the rate of convergence is 1/G and the constants in the upper bound,
c2f∗,j and γj , depend on the choices of Cj and the target density f∗. By using the approximation
error bound of Lemma 5.1, we compare the quality of approximation to an unknown target density
between the two classes C0,G and C1,G for any given G as below.
Theorem 5.1 For any arbitrary target density f∗ ∈ F and any ε > 0, consider f̄0 ∈ C0 and
f̄1 ∈ C1 satisfying dKL(f∗||f̄0) = dKL(f∗||f̄1) = ε. Then, it holds that for any given G,
bf∗(f0,G) ≥ bf∗(f1,G),
where bf∗(fj,G) = dKL(f
∗||f̄j)+c2f∗,jγj/G, the upper bound of dKL(f∗||fj,G) from Lemma 5.1. The
proof is presented in Section 5.9.1.
Theorem 5.1 shows that for any target density function f∗ ∈ F , the proposed mixture densities
using CGMM achieve a lower approximation error bound than the Gaussian mixtures provided the
same number of components is given.
We now focus our interest on the approximate error bound for the maximum likelihood estimator
of the proposed mixture density, f1,G ∈ C1,G. Denote the maximum likelihood estimator by θ̂ defined
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as θ̂ = argmaxθ`n(θ), where
`n(θ) =
1
n
n∑
i=1
log f1,G(xi, yi; θ),
and f1,G(x, y; θ) =
∑G
g=1 π1,gf1(x, y; θ1,g). Let f̂1,G denote the value of f1,G(x, y; θ) evaluated at
θ = θ̂.
Theorem 5.2 Under the assumptions (A1) - (A7) stated in Section 5.9.2, it holds that for any
ε1 > 0 and G,
Ef∗ [dKL(f
∗||f̂1,G)] = ε1 +
c2f∗,1γ1
G
+O
(m
n
)
,
for sufficiently large n, wherem = Tr(HG(θ
0)−1JG(θ
0)), θ0 is the maximizer of Ef∗{log f1,G(x, y; θ)},
and
HG(θ) = −Ef∗
{
∂2 log f1,G(x, y; θ)
∂θ∂θ′
}
,
JG(θ) = V arf∗
{
∂ log f1,G(x, y; θ)
∂θ
}
This implies that there exists G such that for any ε > 0,
||f∗ − f̂1,G||1 < ε a.e.(µf∗),
for sufficiently large n, where µf∗ is a probability measure generated by f
∗. See Section 5.9.2 for
the proof.
Remark 5.2 For sufficiently large G, f01,G converges to the true density function to the ε1-
specified accuracy by (5.25) in Section 5.9.2, and HG(θ
0)−1JG(θ
0) ≈ IGd1×Gd1 , where d1 = dim(θ0).
Therefore,
Ef∗ [dKL(f
∗||f̂1,G)] = ε1 +
c2f∗,1γ1
G
+O
(
Gd1
n
)
, (5.14)
for sufficiently large n and G. A similar argument is used in Jeevi and Meir (1997).
Remark 5.3 Theorem 5.2 and Remark 5.2 also hold for the Gaussian mixture density, f0,G ∈
C0,G. By using (5.14), Theorem 5.1 and the fact of d0 > d1, where d0 denotes the dimension of
the parameters specified in f0,G, we can show that the proposed mixture density achieves a lower
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approximation error bound between its maximum likelihood density estimator and an unknown
true underlying density than the GMM in terms of the KL divergence measure.
For mixture density estimation problems, Zeevi and Meir (1997) derived the approximation error
bound of a finite mixture density in terms of Hellinger divergence measure. Li and Barron (2000)
and Rakhlin et al. (2005) derived tighter approximation error bounds in terms of KL divergence
than the error bound present in Theorem 5.2, however, these bounds are enough to give a direct
comparison between the two specific classes of mixture models.
5.5 Extension
In many practical situation, the dimension of y can be small but the dimension of covariates
x can be large. In this case, the imputation using GMM can have numerical problems and the
prediction can be unstable. Under our CGMM setup, if x is high dimensional, we can use a
penalized regression method to select some important covariates so that predictability can get
improved.
For simplicity, assume that y ∈ R and x ∈ Rq as in Example 5.1. We define a penalized
log-likelihood function with full observation {(xi, yi, zi) : i = 1, . . . , n} as
logLp(θ | x, y, z) =
n∑
i=1
G∑
g=1
I(zi = g){logPr(zi = g | xi;αg) + log f(yi | xi, zi = g;βg, σ2g)}
−
G∑
g=1
Pλ(αg, βg),
where α1 = 0 and Pλ(αg, βg) is a penalty function on αg and βg such as the LASSO (Tibshirani,
1996), ridge, mixture of the two (the elastic net; Zou and Hastie, 2005), SCAD (Fan and Li, 2001)
and so on. In this study, we apply the lasso (L1− norm) penalty given by
Pλ(αg, βg) = λ
q∑
j=1
(|αg,j |+ |βg,j |).
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The corresponding log-likelihood function given {(xi, yi) : i = 1, . . . , n}, denoted by `p(θ), is
`p(θ) = E[logLp(θ | x, y, z) | x, y]
=
n∑
i=1
G∑
g=1
πig{logPr(zi = g | xi;αg) + log f(yi | xi, zi = g;βg, σ2g)}
−
G∑
g=1
Pλ(αg, βg)
where
πig = Pr(zi = g | xi, yi) =
Pr(zi = g | xi)f(yi | xi, zi = g)∑G
g=1 Pr(zi = g | xi)f(yi | xi, zi = g)
. (5.15)
We can use the penalized maximization in the M-step of the EM algorithm. That is, the E-step
remains the same. In the M-step, we update β by maximizing `
(t)
p (β), where
`(t)p (β) = −
1
2σ
2(t)
g
n∑
i=1
G∑
g=1
π
(t)
ig (yi − (1, x
′)βg)
2 − λ
G∑
g=1
q∑
j=1
|βg,j |, (5.16)
and π
(t)
ig is obtained from (5.15) using the current parameter values.
To find the maximizer of (5.16), we can use the cyclic coordinate descent algorithm described
in Friedman et al. (2009). Suppose that we update β
(t+1)
g,` for ` 6= j and g. We partially optimize
(5.16) with respect to βg,j . If β
(t+1)
g,j > 0, the gradient at βg,j = β
(t+1)
g,j is
∂`
(t)
p (β)
∂βg,j
=
1
σ
2(t)
g
n∑
i=1
π
(t)
ig (yi − (1, x
′)β(t+1))xij + λ,
and a similar expression exists if β
(t+1)
g,j < 0. Then, the coordinate-wise update for βg,j can be
computed as follows: for j = 1, . . . , q,
β
(t+1)
g,j =
S
(∑n
i=1 π
(t)
ig (yi − ỹ
(t+1)
ig,j )xij , λ
)
∑n
i=1 π
(t)
ig x
2
ij
,
where ỹ
(t+1)
ig,j = β
(t+1)
g,0 +
∑
` 6=j xi`β
(t+1)
g,` is the fitted value excluding the contribution from xij and
S(z, γ) is the soft-thresholding operator with value; S(z, γ) = z − γ if z > 0 and γ < |z|, z + γ if
z < 0 and γ < |z|, otherwise 0.
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Similarly, we update α by maximizing
`(t)p (α) = `
(t)(α)− λ
G∑
g=2
q∑
j=1
|αg,j |,
with respect to αg for g = 2, . . . , G, where
`(t)(α) =
n∑
i=1
G∑
g=2
π
(t)
ig ((1, x
′
i)αg)− log
1 +
G∑
g=2
exp((1, x′i)αg)
 . (5.17)
As in Friedman et al. (2009), we use partial Newton steps by forming a partial quadratic
approximation to `(t)(α) at α(t), which is given by
˜̀(t)(αg) = −
1
2
n∑
i=1
ω
(t)
ig (h
(t)
ig − (1, x
′
i)αg)
2 + C(α(t)),
where
h
(t)
ig = (1, x
′
i)α
(t)
g +
π
(t)
ig − p
(t)
g (xi)
p
(t)
g (xi)(1− p(t)g (xi))
,
ω
(t)
ig = p
(t)
g (xi)(1− p(t)g (xi)),
p(t)g (xi) =
exp{(1, x′i)α
(t)
g }
1 + exp{(1, x′i)α
(t)
g }
,
and C(α(t)) is a constant in terms of αg, for each g. We find a maximizer of the partial quadratic
approximation, denoted by ˜̀
(t)
p (αg), where
˜̀(t)
p (αg) =
˜̀(t)(αg) + λ
q∑
j=1
|αg,j |,
by using the coordinate descent algorithm. The coordinate-wise update for αg,j is computed as
α
(t+1)
g,j =
S
(∑n
i=1 ω
(t)
ig xij(h
(t)
ig − h̃
(t+1)
ig,j ), λ
)
∑n
i=1 ω
(t)
ig x
2
ij
,
where h̃
(t+1)
ig,j = α
(t+1)
g,0 +
∑
` 6=j xi`α
(t+1)
g,` .
We choose the tuning parameter among some possible values, for example, roughly between 0.1
and 100 in our simulation study in Section 5.6, through the 10-fold cross-validation. See Section
5.9.3 for the computational detail under the existence of missing data.
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5.6 Simulation Study
We conduct two simulation studies to evaluate the performance of the proposed method and to
compare with the semiparametric imputation using Gaussian mixture models under two scenarios:
(i) when a small number of covariates are given; (ii) when a relatively large number of covariates
are given.
5.6.1 Simulation One
We consider four data generating models given below.
(i) Model 1 (GMM (x, y)): We generate x and y from a Gaussian mixture model as follows. For
g = 1, 2, 3,
P (z = g) = λg
(x1, x2, y)
′ | z = g ∼ N(µg,Σ),
where we set (λ1, λ2, λ3) = (0.4, 0.3, 0.3), and µ1 = (0,−2, 1)′, µ2 = (2, 0, 3)′ and µ3 =
(−2, 2,−3)′. Also, we set Σ(i,j) = (−0.2)|i−j|, where Σ(i,j) is the (i, j)th element of Σ.
(ii) Model 2 (GMM x, GMM y given x): We generate x from a Gaussian mixture model with 4
components and generate y from a conditional Gaussian mixture model with 2 components
given x, as follows. For g = 1, . . . , 4, and h = 1, 2,
P (z = g) = λg,
(x1, x2)
′ | z = g ∼ N
µg,
0.5 0.1
0.1 0.5

 ,
U = α0 + α1x1 + α2x2 +N(0, 1),
y | U ∈ Ih ∼ N(x′βh, 1),
where I1 = (−∞, c), I2 = [c,∞), and c is specified as the 60% sample quantile of U . We
set (λ1, λ2, λ3, λ4) = (0.2, 0.3, 0.2, 0.3), and µ1 = (−1, 0.5)′, µ2 = (1, 1)′, µ3 = (0.5,−1)′ and
µ4 = (0, 0)
′. Also, we set α = (1, 1, 0.5), β1 = (1, 2,−2)′ and β2 = (−1, 0.5,−0.5)′.
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(iii) Model 3 (Skewed x, GMM y given x): We use the same model as in Model 2 except for x:
(x1, x2)
′ | z = g ∼ LN
µg,
0.5 0.1
0.1 0.5

 ,
for g = 1, . . . , 4.
(iv) Model 4 (Skewed x, Skewed y given x): We use the same model as in Model 3 except for y:
for h = 1, 2,
y = x′βh + e, if U ∈ Ih,
where e ∼ Gamma(1, 1).
We generate 1,000 finite population data with the population size, N = 20, 000 and select a
sample of size n equal to 1,000 by using simple random sampling from each finite population.
Once the full sample is selected, we generate δi ∼ Bernoulli(qi) for i = 1, . . . , n, where logit(qi) =
−0.5 + 0.5x1i. We assume that yi are observed only when δi = 1. The overall missing rate is 40%.
For each realized incomplete samples, we use the following methods to impute the missing values
and compare their imputation accuracy.
1. (PMM) Predictive-Mean Matching : Commonly used for multiple imputation using the
chained equations process (Groothuis-Oudshoorn and Buuren, 2011). An iterative method
imputing missing values using linear regression. Implemented using the MICE package in R.
2. (GMM) Gaussian Mixture Model : The number of components G is selected using the BIC.
We consider G ∈ {1, . . . , 10}.
3. (CGMM) Conditional Gaussian Mixture Model : The number of components G is selected
using the BIC. We consider G ∈ {1, . . . , 10}.
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To evaluate the imputation accuracy of each method, we compute the mean absolute error
(MAE) and root mean squared prediction error (RMSPE) metrics defined as follows:
MAE =
1∑n
i=1
∑q
j=1(1− δij)
n∑
i=1
q∑
j=1
(1− δij)|ŷ∗ij − yij |,
RMSPE =
√√√√ 1∑n
i=1
∑q
j=1(1− δij)
n∑
i=1
q∑
j=1
(1− δij)(ŷ∗ij − yij)2,
where ŷ∗ij is the imputed value of missing yij with δij = 0 and yij is the true value. Also, to compare
the estimation quality, we compute the Monte Carlo mean squared error, variance and bias of each
estimator of θ = ȲN , denoted by θ̂, where ȲN = N
−1∑N
j=1 yi is the finite population mean and
θ̂ =
1
n
n∑
i=1
{δijyij + (1− δij)ŷ∗ij}.
Table 5.1 presents the average RMSPE and MAE of the three imputation methods across the
1,000 Monte Carlo samples for each data generating model. For Model 1, the proposed method
(CGMM) and GMM are comparable, however, for Model 2, Model 3, and Model 4, CGMM has
lower values of the RMSPE and MAE. As seen from Table 5.2, CGMM selected G = 3 for Model
1 and G = 2 for Models 2 and 3, which are the correct number of mixture components of the
conditional GMM of y given x. On the other hand, GMM selected G = 3 for Model 1, but, G
greater than 2 for Model 2 and Model 3. For skewed distributed x and y (Model 4), GMM selected
G greater than 7, while CGMM selected G less than 7.
Table 5.3 shows the Monte Carlo mean squared errors (MSE), variances and biases of the
three imputed estimators of ȲN . For all the data generating models, the imputed estimator using
CGMM has lower MSE than the two competitors. Especially, for skewed distributed data such as
Model 3 and Model 4, the imputed estimators using PMM and GMM show non-negligible biases,
however, the imputed estimator using CGMM is almost unbiased. In addition to point estimation,
confidence intervals are computed using the jackknife variance estimation. Table 5.4 presents the
coverage rates of 95% confidence intervals which are computed using normal approximation. It
shows that the coverage rates are close to the nominal coverage level.
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Table 5.1 Average root mean squared prediction error (RMSPE) and mean absolute error
(MAE) of three imputation methods based on 1,000 Monte Carlo samples
True Model Method RMSPE MAE
Model 1
PMM 0.6433 0.5146
GMM 0.4659 0.3542
CGMM 0.4690 0.3552
Model 2
PMM 1.6897 1.3406
GMM 1.5650 1.2294
CGMM 1.4697 1.1305
Model 3
PMM 1.8230 1.4526
GMM 1.5531 1.2183
CGMM 1.4052 1.0679
Model 4
PMM 0.7840 0.6193
GMM 0.6793 0.5142
CGMM 0.6122 0.4373
5.6.2 Simulation Two
We repeat the same simulation study as in Simulation One but allow for data to be generated
with a higher dimension. We consider the following model called Model 5 and Model 6 to generate
x = (x1, . . . , xq) and y, where we set q = 15.
(i) Model 5 (GMM x, GMM y given x) : For g = 1, . . . , 4, and h = 1, 2,
P (z = g) = λg,
x | z = g ∼ N (µg,Σ) ,
U = (1, x′)α+N(0, 1),
y | U ∈ Ih ∼ N((1, x′)βh, 1), h = 1, 2,
where I1 = (−∞, c), I2 = [c,∞), and c is specified as the 60% sample quantile of U .
We set (λ1, λ2, λ3, λ4) = (0.2, 0.3, 0.2, 0.3), (µ1, µ2, µ3, µ4) = (1, 2,−1,−2)1q, and Σ(i,j) =
0.5|i−j|, where 1q denotes the q-dimensional one vector and Σ(i,j) is the (i, j)th element
of Σ. Also, we specify α = (1, 1, 0, 1, 0, 1, 0q−5)
′ and β1 = (−1, 0, 2.5, 0, 3, 0q−4)′, β2 =
(1, 0,−2.5, 0,−1, 0q−4)′, where 0q denotes the q-dimensional zero vector.
114
Table 5.2 Frequency of the number of mixture components for Gaussian Mixture Model
(GMM) and conditional Gaussian mixture model (CGMM) for each data gen-
eration setup
True Model Method 1 2 3 4 5 6 7 8 9 10
Model 1
GMM 0 0 999 1 0 0 0 0 0 0
CGMM 0 0 1000 0 0 0 0 0 0 0
Model 2
GMM 0 0 0 0 363 243 324 56 14 0
CGMM 0 1000 0 0 0 0 0 0 0 0
Model 3
GMM 0 0 0 0 0 1 17 113 278 591
CGMM 0 1000 0 0 0 0 0 0 0 0
Model 4
GMM 0 0 0 0 0 0 0 22 214 764
CGMM 0 7 125 400 286 182 0 0 0 0
(ii) Model 6 (GMM x, Skewed y given x): We use the same model as in Model 5 except for y:
for h = 1, 2,
y = x′βh + e, if U ∈ Ih,
where e ∼ Gamma(1, 1).
We assume the same missing pattern and imputation accuracy metrics as in Simulation One.
As seen from Table 5.5, CGMM using the penalized regression method outperforms GMM and
PMM in terms of the RMSPE and MAE. The performance of the GMM is worse than the PMM,
due to the numerical problems in computing the variance-covariance matrices. The CGMM does
not suffer such problems and shows good prediction accuracy.
5.7 Application to Real Data
We apply the proposed method to the 2017 Korean Household Income and Expenditure Sur-
vey (KHIES) conducted by Statistics Korea, which motivates our study. One purpose of the
KHIES is to provide an up-to-date information about Korean household welfare-related status. It
measures several different types of income items per each person in a household such as earned
income, business income, financial income, property income, and other types of incomes as well as
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Table 5.3 Monte Carlo bias, variance and mean squared error (MSE) of the three imputed
estimators of ȲN , based on 1,000 Monte Carlo samples
True Model Method Bias (×100) Var (×100) MSE (×100)
Model 1
PMM 0.063 0.112 0.112
GMM 0.085 0.101 0.101
CGMM 0.069 0.103 0.103
Model 2
PMM 0.390 0.719 0.720
GMM 0.434 0.663 0.665
CGMM 0.268 0.650 0.651
Model 3
PMM 1.775 0.781 0.813
GMM 2.926 0.725 0.811
CGMM 0.015 0.654 0.654
Model 4
PMM 0.211 0.140 0.140
GMM 0.928 0.131 0.139
CGMM 0.083 0.122 0.122
Table 5.4 Observed coverage rates of the proposed imputation estimator (CGMM) for 95%
confidence intervals
True Model Model 1 Model 2 Model 3 Model 4
Coverage rate (%) 95.89 95.42 95.46 95.67
expenditure-related items and basic demographic information. Earned income is the primary study
variable considered in this study.
Since 2014, income tax administrative data has been accessible to Statistics Korea and the
accurate information about earned income is available for each person in the sample using personal
identification number (PIN). However, some participants in the sample do not reveal PIN. In this
case, their tax information about earned income is not available. The overall matching rate of
the KHIES sample is about 85%. As shown in Table 5.6 and Figure 5.1, the earned incomes
from the two data sources are highly correlated, however, there are still differences, which suggests
measurement errors in the reported income in KHIES.
To get improved estimates for some target population quantities, it is desirable to use more
reliable administrative records for the matched respondents in the survey. The challenge is that the
administrative data are available only for the matched respondents and there might exist incon-
116
Table 5.5 Average root mean squared prediction error (RMSPE) and mean absolute error
(MAE) of three imputation methods based on 500 Monte Carlo samples
True Model Method RMSE MAE
Model 5
PMM 0.8768 0.7034
GMM 1.1432 0.9384
CGMM 0.3912 0.2815
Model 6
PMM 0.9759 0.7697
GMM 1.9265 1.7321
CGMM 0.6328 0.4684
sistencies between the matched and unmatched respondents. In this study, we regard unavailable
administrative records for the unmatched respondents as item nonresponse and apply the proposed
imputation method.
Table 5.6 Summary statistics of survey and administrative annual earned incomes for the
matched and unmatched groups (Unit: KRW 1,000)
1st Qu. Median Mean 3rd Qu.
Matched
Survey 14,400 24,000 31,450 40,000
Administrative 12,000 22,280 31,990 42,200
Unmatched
Survey 15,000 24,000 29,290 37,100
Administrative NA
Let y be the study variable of our interest, earned income observed from the administrative
data and ỹ be the earned income from the survey data where is subject to some measurement
errors. Let x be a vector of covariates commonly observed from the two data sets, such as age
and education. By matching the survey data to the administrative data, we now have the data
structure as in Table 5.7.
Table 5.7 Data structure
x ỹ y
Matched X X X
Unmatched X X
NOTE: “X” implies availability of data.
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Figure 5.1 Scatterplots of the survey and administrative earned incomes for the matched
respondents in the KHIES (Unit: KRW 10,000)
In Figure 5.1, we observe that ỹ and y are highly correlated with increasing variation for large
ỹ in which the ratio imputation of y using ỹ only is appealing. To improve the prediction accuracy,
we can divide data into several cells so that observations are homogeneous within each cell and
then perform ratio imputations within each cell. Such cell-formation can be determined by ỹ and
other covariates x. However, we do not have clear evidence of a relationship between ỹ and x, and
ỹ is very skew-distributed itself. This motivates the following finite mixture model which avoids a
direct specification of a joint distribution of ỹ and x. For g = 1, . . . , G,
log
{
f1(ỹi, xi | zi = g)
f1(ỹi, xi | zi = 1)
}
= (1, x̃′i)αg,
yi | ỹi, xi, zi = g ∼ N(ỹiβg, σ2g),
where x̃i = (ỹi, x
′
i)
′ and α1 = 0. The imputation model is then given by
f(y | ỹ, x) =
G∑
g=1
πg(ỹ, x)f(y | ỹ;βg, σ2g),
where
πg(ỹ, x) =
exp{(1, x̃′)αg}
1 +
∑G
k=2 exp{(1, x̃′)αk}
, (5.18)
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for g = 2, . . . , G, and π1(ỹ, x) = 1−
∑G
g=2 πg(ỹ, x). Let θ̂ denote the maximum likelihood estimates
and we compute imputed values of y for the unmatched respondents in the survey as
ŷ∗i =
G∑
g=1
π̂g(ỹi, xi)ỹiβ̂g,
which is a weighted sum of cell ratio estimation, where π̂g(ỹ, x) is πg(ỹ, x) in (5.18) evaluated at
α = α̂. We consider G = {1, . . . , 10} and then select G minimizing BIC(G). In this data, G = 4
was selected.
Table 5.8 shows the estimated parameters of the proposed mixture model with G = 4. It
successfully distinguishes a cell in which the survey and administrative earned incomes are exactly
same, from other cells, and we can see from the estimated αg(g = 1, . . . , 4) that the survey earned
income more contributed to form such cells than age and education. Table 5.9 presents that the
average imputed earned income is higher than the mean of the survey earned income, which is
consistent with the difference between the survey and administrative incomes for the matched
respondents. The imputed estimates with 95% confidence intervals for several quantities presented
in Table 5.10, where jackknife method is used to estimate the variance of the imputed estimates.
Based on the confidence intervals, the proposed imputed results show non-negligible differences
from the estimates only based on the survey earned income.
Table 5.8 Estimated parameters of the proposed mixture model with G = 4
g βg σ
2
g αg,0 αg,Age αg,Edu αg,Survey
1 1.00 0.00 0.00 0.00 0.00 0.00
2 1.03 37.06 0.88 -0.11 -0.08 2.51
3 1.44 5912.03 -1.28 0.38 -0.10 2.63
4 0.96 605.17 1.49 -0.23 -0.05 2.25
5.8 Concluding Remarks
We introduce a new class of more flexible mixture densities than the GMM for semiparametric
imputation. In the proposed mixture model, we assume a Gaussian model for the conditional
distribution of the study variable given the auxiliary variables, however, the marginal distribution
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Table 5.9 Summary statistics of survey and administrative/imputed earned incomes for
the matched/unmatched groups (Unit: KRW 1,000)
1st Qu. Median Mean 3rd Qu.
Matched
Survey 14,400 24,000 31,450 40,000
Administrative 12,000 22,280 31,990 42,200
Unmatched
Survey 15,000 24,000 29,290 37,100
Imputed 15,130 24,310 29,720 37,610
Table 5.10 Imputation results with 95% confidence interval and estimates of survey earned
incomes (Unit: KRW 1,000)
Survey estimate Imputed estimate 95% Confidence Interval
1st Qu. 14,450 12,104 (11,904, 12,303)
Median 24,000 22,778 (22,164, 23,391)
Mean 31,204 31,675 (31,213, 32,137)
3rd Qu. 40,000 41,396 (40,592, 42,199)
of the auxiliary variables is not necessarily Gaussian. The marginal distribution of the auxiliary
variable within each mixture component can be viewed as a density ratio model, which covers the
Gaussian model as a special case. As the proposed model uses the mixture model for the conditional
distribution directly, the penalized technique for high dimensional problem can be applied easily and
the prediction accuracy can be greatly improved when the true model is sparse, as demonstrated
in the second simulation study. The computation for parameter estimation is relatively easy to
implement and fast, as it does not use the MCMC computation in the EM algorithm.
In this study, we assume that the log of density ratio is a linear combination of the auxiliary
variables. As an extension, we can consider a more flexible density ratio assumption using a non-
parametric kernel method. Also, the proposed method is applicable to continuous study variables.
Developing conditional mixture model for categorical study variable is an important extension.
Such extensions will be topics for future research.
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5.9 Appendix
5.9.1 Proof of Theorem 5.1
Let (χ,Fχ) denoted a measurable space and let λ be a σ-finite measure on Fχ. From now,
a proability measure on Fχ has a density implies that it has a Radon-Nikodym derivative with
respect to λ.
We show that (i) c2f∗,1 ≤ c2f∗,0 and (ii) γ1 ≤ γ0.
(i) : Since dKL(f
∗||f̄0) = dKL(f∗||f̄1), we have Ef∗{log f̄0f̄1 } = 0, therefore, f̄0 = f̄1
let
= f̄ a.e.(µf∗),
where µf∗ is a probability measure generated by f
∗ and
dµf∗
dλ = f
∗.
Let Pj be chosen to satisfy
∫
Θj
fj(x, y)Pj(dθj) = f̄(x, y) for j = 0, 1.
c2f∗,0 − c2f∗,1
= Ef∗
[
1
f̄(x, y)2
(∫
f0(x, y; θ0)
2P0(dθ0)−
∫
f1(x, y; θ1)
2P1(dθ1)
)]
= Ef∗
[
1
f̄(x, y)2
(∫
φ0(x; θ
x
0 )
2φ0(y | x; θy0)
2P0(dθ0)−
∫
p2θx1 f
∗(x)2φ1(y | x; θy1)
2P1(dθ1)
)]
≥ Ef∗
[
1
f̄(x, y)2
(∫
φ0(x)
2φ0(y | x)2P0(dθ0)−
∫
f∗(x)2φ1(y | x; θy1)
2P y1 (θ
y
1)
)]
= Ef∗
[
f∗(x)2
f̄(x, y)2
(∫
φ0(x; θ
x
0 )
2φ0(y | x; θy0)2P0(dθ0)
f∗(x)2
−
∫
φ1(y | x; θy1)
2P y1 (θ
y
1)
)]
= Ef∗
[
f∗(x)2
f̄(x, y)2
(∫
φ0(x; θ
x
0 )
2φ0(y | x; θy0)2P0(dθ0)
f∗(x)2
−
∫
φ1(y | x; θy1)
2P y1 (θ
y
1)
)]
, (5.19)
where the second equality holds since
f1(x, y; θ1) = f
∗(x)f1(y | x; θ1) (5.20)
and
f1(y | x; θ1) =
exp((1, x)′θx1 )∫
Θx exp((1, x
′)θx1 )P
x
1 (θ
x
1 )
φ(y | x; θy1)
let
= pθx1φ(y | x; θ
y
1). (5.21)
Accordingly, we have pθx1 ∈ (0, 1) for all θ
x
1 ∈ Θx1 and (x, y) ∈ χ, leading to the inequality.
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Note that f̄0(x, y) = f̄1(x, y) a.e.(µ
∗
f ), where
f̄0(x, y) =
∫ ∫
f0(x; θ
x
0 )f0(y | x; θ
y
0)P
y
0 (dθ
x
0 )P
y
0 (dθ
y
0),
f̄1(x, y)
by(5.20)
= f∗(x)
∫
f1(y | x; θ1)P1(dθ1),
by(5.21)
= f∗(x)
∫ ∫
pθx1φ1(y | x; θ
y
1)P1(dθ
x
1 )P1(dθ
y
1)
= f∗(x)
∫
φ1(y | x; θy1)P1(dθ
y
1),
since
∫
pθx1P1(dθ
x
1 ) = 1. Therefore, we have
f∗(x) =
∫
f0(x; θ
x
0 )P0(dθ
x
0 ), a.e.(µ
∗
f ). (5.22)∫
φ1(y | x; θy1)
2P1(θ
y
1) =
∫
φ0(y | x; θy0)
2P0(θ
y
0), a.e.(µf∗). (5.23)
Then,
(5.19) = Ef∗
[
f∗(x)2
f̄(x, y)2
∫
φ1(y | x; θy1)
2P1(θ
y
1)
(∫
φ0(x; θ
x
0 )
2P0(dθ
x
0 )
f∗(x)2
− 1
)]
≥ 0,
by using (5.22) and Jensen’s inequality, thereby, proving (i).
(ii): For θ1, θ̃1 ∈ Θ1 and (x, y) ∈ χ, we have
log
f1(x, y; θ1)
f1(x, y; θ̃1)
= {(α̃g,0 − αg,0) + (α̃g,1 − α̃g,1)x}+ log
φ(y; θy1)
φ(y; θ̃y1)
and
f0(x, y; θ0)
f0(x, y; θ̃0)
=
φ(x; θx0 )φ(y | x; θ
y
0)
φ(x; θ̃x0 )φ(y | x; θ̃
y
0)
.
If the multivariate Gaussian density, φ(x; θx0 ), has the variance-covariance matrix equal to σ
2
xIq×q
across components g = 1, . . . , G, then
log
φ(x; θx0 )
φ(x; θ̃x0 )
=c1(θ
x
0 )x+ c2(θ
x
0 ),
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where c1(·) and c2(·) are functions of θx1 ∈ Θx0 . Letting Θ̄0 = Θ̄x0
⋂
Θ0, where Θ̄
x
0 ⊂ Θx0 denotes a
restricted parameter space of Θx0 satisfying c1(θ
x
0 ), c2(θ
x
0 ) ∈ Θx1 and V ar(x; θx0 ) = Σx = σ2xIq×q, we
can re-express that
sup
θ1,θ̃1∈Θ1,(x,y)∈χ
log
f1(x, y; θ1)
f1(x, y; θ̃1)
= sup
θ0,θ̃0∈Θ̄0,(x,y)∈χ
log
f0(x, y; θ0)
f0(x, y; θ̃0)
≤ sup
θ0,θ̃0∈Θ0,(x,y)∈χ
log
f0(x, y; θ0)
f0(x, y; θ̃0)
,
therefore, proving (ii).
5.9.2 Proof of Theorem 5.2
Suppose that the following assumptions hold. Assumptions (A1) - (A6) are the assumptions
stated in White (1982).
(A1) Assume that Θ1 is compact and f1,G(x, y; θ1) is piece-wise continuous for each θ1 ∈ Θ1.
(A2) Ef∗ [log f
∗(x, y)] and | log f1,G(x, y; θ1)| ≤ m(x, y) for all θ1 ∈ Θ1, where m(x, y) is integrable
with respect to f∗.
(A3) Ef∗ [(log f
∗/f1,G)] has a unique minimum at θ
0
1 ∈ Θ1.
(A4) ∂ log f1,G(x, y; θ1)/∂θ1 is integrable function of (x, y) for each θ1 ∈ Θ1 and continuously
differentiable functions of θ for each (x, y) ∈ χ.
(A5) |∂2 log f1,G(x, y; θ1)/∂θ1i∂θ1j | and |∂f1,G(x, y; θ1)/∂θ1i·∂f1,G(x, y; θ1)/∂θ1j | for i, j = 1, . . . , d1,
are dominated by functions integrable with respect to f∗ for all (x, y) ∈ χ and θ1 ∈ Θ1.
(A6) θ01 is interior to Θ1 and HG(θ
0) is non-singular.
(A7) f∗ ∈ F
⋂
L2 and for f1,G ∈ CG, there exists G0 such that inf(x,y)∈χ f1,G(x, y) ≥ η, ∀G > G0.
Lemma 5.2 (White, 1982) Let θ0 denote a maximizer of Ef∗{log f1,G(x, y; θ)}. Under the
assumptions (A1) - (A6),
√
n(θ̂ − θ0)→ N(0, VG(θ0)),
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as n→∞, where VG(θ) = HG(θ)−1JG(θ)HG(θ)−1,
HG(θ) = −Ef∗
{
∂2 log f1,G(x, y; θ)
∂θ∂θ′
}
JG(θ) = V arf∗
{
∂ log f1,G(x, y; θ)
∂θ
}
Proof. Note that
dKL(f
∗||f̂1,G) = −Ef∗{log f∗ − log f̂1,G}
= Ef∗{log f∗ − log f01,G + log f01,G − log f̂1,G}
= dKL(f
∗||f01,G)− Ef∗{log f̂1,G − log f01,G},
where f01,G denotes the value of f1,G evaluated at θ = θ
0.
From Lemma 5.2, we can proceed by using the second order Taylor expansion applied to
Ef∗{log f̂1,G} around θ0, as follows:
Ef∗{log f̂1,G} = Ef∗{log f01,G}+ (θ̂1,G − θ0)′Ef∗
{
∂ log f1,G
∂θ0
}
+(θ̂1,G − θ0)′Ef∗
{
∂2 log f1,G
∂θ0∂θ0′
}
(θ̂1,G − θ0) + op(n−1)
= Ef∗{log f01,G} − (θ̂1,G − θ0)′H(θ0)(θ̂1,G − θ0) + op(n−1),
by the definition of θ0. Therefore, we have
dKL(f
∗||f̂1,G) = dKL(f∗||f01,G) + (θ̂ − θ0)′H(θ0)(θ̂ − θ0) + op(n−1). (5.24)
We now claim that
dKL(f
∗||f01,G) < ε1 +
c2f∗,1γ1
G
. (5.25)
Since by the definition of f01,G, which is a minimizer of dKL(f
∗||f1,G), and Lemma 5.1, it holds that
dKL(f
∗||f01,G) ≤ dKL(f∗||f1,G) ≤ dKL(f∗||f̄1) +
c2f∗,1γ1
G
and we have
dKL(f
∗||f̄1) ≤
1
η
||f∗ − f̄1||22,
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by using Jensen’s inequality. For f̄1 ∈ C1,
1
η
||f∗ − f̄1||22
by(5.20),(5.21)
=
1
η
||f∗(x)f∗(y | x)− f∗(x)
∫
Θy1
φ(y | x; θy1)P (dθ
y
1)||
2
2
≤ 1
η
||f∗(x)||22||f∗(y | x)−
∫
Θy1
φ(y | x; θy1)P (dθ
y
1)||
2
2
< ε1,
for any ε1 > 0 by the corollary of Bacharoglou (2010) and Riemann integration theory. Thus, we
have
dKL(f
∗||f̂1,G) = ε1 +
c2f∗,1γ1
G
+ (θ̂ − θ0)′H(θ0)(θ̂ − θ0) + op(n−1).
By taking expectation with respect to the data, we have
Ef∗ [dKL(f
∗||f̂1,G)] ≤ ε1 +
c2f∗,1γ1
G
+ E[(θ̂ − θ0)′H(θ0)(θ̂ − θ0)] + o(n−1)
= ε1 +
c2f∗,1γ1
G
+ E[Tr{(θ̂ − θ0)(θ̂ − θ0)′H(θ0)}] + o(n−1)
Since (θ̂ − θ0) ∼ AN(0, n−1VG(θ0)) by Lemma 5.2, for sufficiently large n, we have
Ef∗ [dKL(f
∗||f̂1,G)] ≈ ε1 +
c2f∗,1γ1
G
+
1
n
Tr{VG(θ0)H(θ0)}
= ε1 +
c2f∗,1γ1
G
+
1
n
Tr{HG(θ0)−1JG(θ0)}
= ε1 +
c2f∗,1γ1
G
+O
(m
n
)
,
which implies that
dKL(f
∗||f̂1,G) = ε1 +
c2f∗,1γ1
G
+O
(m
n
)
a.e.(µf∗),
where m = Tr{HG(θ0)−1JG(θ0)}. Since by Pinsker’s inequality, it holds that
||f∗ − f̂1,G||1 ≤
√
2dKL(f∗||f̂1,G),
for any ε > 0, there exists G such that
||f∗ − f̂1,G||1 ≤ ε a.e.(µ∗f ),
for sufficiently large n.
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5.9.3 Computational Details
Assume that for xi ∈ Rq and yi ∈ R (i = 1, . . . , n):
log
{
f1(xi | zi = g)
f1(xi | zi = 1)
}
= (1, x′i)αg,
yi | xi, zi = g ∼ N((1, xi)′βg, σ2g),
for g = 2, . . . , G. Define δi = 1 if yi is observed, otherwise 0. Now, we fit this model by using the
maximum penalized log-likelihood method.
Let θ = {αg, βg, σ2g : g = 1, . . . , G;α1 = 0} denote the model parameters.
1. [E-Step] For given θ = θ(t), compute
π
(t)
ig ≡ Pr(zi = g | xi, yi; θ
(t)) =
Pr(zi = g | xi;α(t))
{
φ
(
yi−(1,x′i)β
(t)
g
σ
(t)
g
)}δi
∑G
h=1 Pr(zi = h | xi;α(t))
{
φ
(
yi−(1,x′i)β
(t)
h
σ
(t)
h
)}δi ,
where α(t) = {α(t)g : g = 2, . . . , G}, and for g = 2, . . . , G,
Pr(zi = g | xi;α) =
exp{(1, x′i)αg}
1 +
∑G
h=2 exp{(1, x′i)αh}
,
P r(zi = 1 | xi;α) = 1−
∑G
h=2 Pr(zi = h | xi;αh) and φ(·) denotes a standard normal density
function.
2. [M-Step] We update α(t+1) by repeating the nested loops as follows:
(i) For given α
(t)
g , we update
h
(t)
ig = (1, x
′
i)α
(t)
g +
π
(t)
ig − p
(t)
g (xi)
p
(t)
g (xi)(1− p(t)g (xi))
,
ω
(t)
ig = p
(t)
g (xi)(1− p(t)g (xi)),
p(t)g (xi) =
exp((1, x′i)α
(t)
g )
1 + exp((1, x′i)α
(t)
g )
(ii) Repeat from j = 1 to j = q: For j, we update αg,j as follows:
α
(t+1)
g,j =
S
(∑n
i=1 ω
(t)
ig xij(h
(t)
ig − h̃
(t+1)
ig ), λ
)
∑n
i=1 ω
(t)
ig x
2
ij
,
where h̃
(t+1)
ig,j = α
(t+1)
g,0 +
∑
`<j xi`α
(t+1)
g,` +
∑
`>j xi`α
(t)
g,`.
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(iii) Set g = g + 1 and repeat the step (i) and (ii) until convergence.
And update βg and σ
2
g as follows: for g = 1, . . . , G and j = 1, . . . , q,
β
(t+1)
g,j =
S
(∑n
i=1 δiπigxij(y
(t)
i − ỹ
(t+1)
ig,j ), λ
)
∑n
i=1 δiπ
(t)
ig x
2
ij
,
σ2(t+1) =
∑n
i=1 δi
∑G
g=1 π
(t)
ig (yi − (1, x′i)β
(t+1)
g )2∑n
i=1 δi
∑G
g=1 π
(t)
ig
,
where ỹ
(t+1)
ig,j = β
(t+1)
g,0 +
∑
`<j xi`β
(t+1)
g,` +
∑
`>j xi`β
(t)
g,`.
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CHAPTER 6. SUMMARY AND CONCLUSION
The preceding chapters present new statistical methods developed to handle several issues on
small area estimation, multilevel models and semiparametric imputation. All the issues are com-
monly raised in analyzing survey data and the proposed methods are practically useful.
Chapter 2 considers the issue motivated by the Conservation Effects Assessment Project (CEAP),
a survey intended to quantify soil and nutrient loss on crop field, and aims to predict quantiles of
multiple measures of erosion in small domains. We proposed a new small area quantile prediction
procedure using a mixed effects quantile regression model by adopting the linearly interpolated
generalized Pareto distribution (LIGPD). Since the LIGPD model requires few assumptions about
the distribution of the error terms, it is feasible to unify the analysis of multiple response variables
with diverse distributional properties. The simulations show that the LIGPD has smaller MSEs
than other competitors and the bootstrap MSE estimator leads to confidence intervals with rea-
sonable coverage rates for given the nominal level. Application to the CEAP is also presented. A
residual analysis indicates the proposed model is appropriate for the CEAP variables than other
parametric models.
Chapter 3 focuses on possible issues in applying the procedure presented in Chapter 2 to data
with a large proportion of zeros and/or collected from an informative sample design. To handle the
issues, we modifies the LIGPD procedure of Chapter 2. The simulation study demonstrates that
the proposed modification performs well and the application to the CEAP data in Kansas counties
is presented for illustration of the modified procedure. Expanding the model to incorporate spatial
dependence is a possible future work.
In Chapter 4, we develop a new parameter estimation method for multilevel models using within-
cluster resampling to handle an informative cluster size problem. The consistency and asymptotic
normality of the proposed estimator are established and a test of the non-informative cluster size
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is also developed. Since the proposed method does not require the correct specification of a model
for the cluster size, it is practically useful. The simulation studies demonstrated that the proposed
method is successful in correcting for bias due to informative cluster sizes.
Chapter 5 presents a novel semiparametric imputation method to deal with item nonresponse
which is frequently encountered in survey data. In the proposed model, we assume the conditional
Gaussian mixture model for the study variable given the auxiliary variables, however, the marginal
distribution of the auxiliary variables is not necessarily Gaussian within each mixture component.
Since the proposed model is directly assumed to the conditional distribution, the penalized regres-
sion method can be easily applied to high dimensional data and the prediction accuracy can be
greatly improved when the true model is sparse. This is demonstrated through simulation studies.
We also applied the proposed method to the motivating data, the 2017 Korean Household Income
and Expenditure Survey conducted by Statistics Korea. Developing conditional mixture model for
categorical study variables is one of future research topics.
