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Необхідні умови першого порядку для задач 
дворівневої оптимізації 
 
Для досить гладких задач дворівневої 
оптимізації з обмеженнями виведені необхідні  
умови першого порядку, виходячи з результатів 
параметричного програмування та Кларка. 
Наведено приклад такої задачі при проектуванні 
мережі. 
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First order necessary conditions for two-level 
optimization problems 
 
Based upon the results of parametric programming 
and those of Clarke, the first order conditions have 
been derived for suffciently smooth two-level 
constrained optimization problems. The example of 
such problem is given for network design. 
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Розглянемо нелінійну задачу проектування 
мережі [1]. Нехай середні витрати (cost) на ланці 

























де: as  – наявна місткість ланки a ; ax  – приріст 
місткості ланки a ; x  – загальний вектор }{ ax ; at , 
ρ , σ  – деякі параметри. Тому загальна сума 


















 Припустимо, сумарні інвестиційні витрати для 
поліпшення транспортних ланок становлять 
∑=
a
aa xGI )( , 
де )( aa xG  – інвестиційна функція від збільшення 
місткості на ax  ланки a . Тоді на верхньому рівні 
державний плановик обирає таке значення вектора 
x , що мінімізує суму витрат 
x
ISF min→θ+=     (1) 
за обмеження 
0≥ax ,     (2) 
де θ  – відносна вага інвестиційних витрат. На 
нижньому рівні споживачі вибирають рівноважні за 










ijijp TY  ji,∀ ,    (4) 




ijpijpYxag ),(  a∀ ,  (6) 
де: ijpY  – потік від i  до j  на шляху (path) p ; 
a
ijpδ  – 
булева змінна, що рівна 1 тоді й тільки тоді, коли 
ланка a  належить такому шляху. 
 Задача (1)–(6) є прикладом задачі дворівневої 
оптимізації. 
 Теорема 1. Нехай *x  – це точка локального 
інфімума по Ax∈  неперервно диференційованої 
функції RRRyxF mn →×:),( , де: 
y  – це точка мінімума по )(xz Ω∈  двічі неперервно 
диференційованої функції RRRzxf mn →×:),( ; 
A  – компактна підмножина в nR , яка містить 
відкриту обмежену підмножину B ; 
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)(xΩ  – це підмножина точок mRz∈ , які 
задовольняють рівностям 0),( =Φ zxi , pi ,...,1= , та 
нерівностям 0),( ≤Ψ zxj , sj ,...,1= ; 
),( zxiΦ  – двічі неперервно диференційована 
функція, аффінна по z ; 
),( zxjΨ  – двічі неперервно диференційована 
функція, опукла по z . 
Позначимо )(xS  множину всіх таких точок y . 
1) Припустимо, )(xSy∈∀ , Bx∈∀  лінійно 
незалежними є градієнти ),( yxiyΦ∇ , pi ,...,1= , та 
градієнти ),( yxkyΨ∇  на активних обмеженнях 
}0),(:},...,1{{),( =Ψ∈=∈ yxsjyxIk j . 











задовольняє сильним достатнім умовам другого 




0),,( 00 =Φ∇ hyxiy , pi ,...,1= , 
0),,( 00 =Ψ∇ hyxly  на підмножині обмежень 
}0:),({),( 00000 >λ∈=∈ lyxIlyxJl , то 




0 λµ∇= yxLxQ yy ; 
за припущенням 1), вектори множників pR∈µ0 , 
sR+∈λ0  (
SR+  – це невід’ємний ортант 
sR ) є 
єдиними, що задовольняють умовам Куна–Такера 
(Kuhn–Tucker): 
0),,,( 0000 =λµ∇ yxLy ,    (7) 
0),( 000 =Ψλ yxij , sj ,...,1= .   (8) 
3) Нехай t  – це єдиний розв’язок приєднаної 
(adjoint) задачі квадратичного програмування 
пошуку інфімума по t  функції 
tyxFtxQt y ),,()(,
2
1 *** ∇−   (9) 
за обмеження 
0)( * =txC ,    (10) 
де: )( ** xSy = ; 
),(),( **** yxJyxI = ; 
)( *xC  – матриця, рядками якої є частинні градієнти 
),(
**
yxiyΦ∇ , pi ,...,1= , та ),(
**
yxkyΨ∇ , 
))(,( ** xSxIk ∈ , )( ** xSy = . 
Позначимо η  єдиний множник Лагранжа задачі (9)–
(10). Тоді 




)()]([ ** xNxD A
T +η− , 
де: *µ , *λ  – вектори множників, які задовольняють 
умовам (7)–(8) при *0 xx = , 
*
0 yy = , 
*
0 µ=µ , 
*
0 λ=λ ; 
)( *xD  – матриця, рядками якої є частинні градієнти 
),( ** yxixΦ∇ , pi ,...,1= , та ),(
** yxkxΨ∇ , 
))(,( ** xSxIk ∈ , )( ** xSy = ; 
0,:{)( *** ≤∈= vvRvxN nA  )}(
*xCv A∈∀  – це 
нормальний конус Кларка (Clarke), або від’ємний 























A  – це 
дотичний (tangent) конус Кларка [3, 4]. 
 Доведення. За припущень 1) та 2) відображення 
mRBxS →:)(  є однозначним і локально 
ліпшицевим [5], а також диференційованим за 
напрямком [6, 7]. Оператор sp RRBM +×→: , який 
відображає кожну точку Bx ∈0  у вектор множників 
(multipliers) 0µ  та 0λ , також є однозначним і 
локально ліпшицевим. 
 За умови строгої доповнюваності 
),(),( 0000 yxJyxI =  для деяких Bx ∈0 , )( 00 xSy ∈ , 
коли для кожного активного обмеження 
0),( 00 =Ψ yxk  виконується 00 >λ k , відображення 
)(xS  є диференційованим у точці 0xx =  [8]. При 
цьому градієнт )( 0xS∇  є оператором, що відображає 
довільний вектор nRu∈  в єдиний розв’язок задачі 
квадратичного програмування пошуку інфімума по 




00 +    (11) 
при обмеженнях 
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0),(),( 0000 =Φ∇+Φ∇ vyxuyx iyix , pi ,...,1= , (12) 
0),(),( 0000 =Ψ∇+Ψ∇ vyxuyx kykx , 
),( 00 yxIk ∈ ,    (13) 
де uyxLuxq yx ),,,(),( 0000
2
0 λµ∇= . 
 Коли ж відображення S  диференційоване по 
Гато (Gateaux) в точці Bx ∈0 , то градієнт )( 0xS∇  є 
розв’язком задачі (11)–(13), де замість ),( 00 yxI  
розглядається ),( 00 yxJ  [9]. 
 За припущень 1), 2) задача дворівневої 
оптимізації теореми 1 зводиться до пошуку 
інфімума по Ax∈  функції ))(,( xSxF . Оскільки 
),( yxF  неперервно диференційована, то функція 
))(,()( xSxFx =Θ  локально ліпшицева на AB ⊆ . 
Оскільки A  – компакт, то існує розв’язок ),( ** yx  
задачі дворівневої оптимізації. 
 Нехай rn RRx →Γ :)(  – ліпшицевий оператор в 
околі nRx ∈0 , а Γσ  – множина точок, де оператор 
Γ  не є диференційованим. Тоді узагальнений 
якобіан (Jacobian) )( 0xΓ∂  оператора Γ  у точці 0x  
[4] визначається опуклою оболонкою множини 










xxxxconv ;:)(lim 00 . 
При 1=r  такий якобіан називають узагальненим 
градієнтом (субдиференціалом) Γ  у точці 0x . 
 У роботі [4] доведено, що точці Ax ∈0  
+∇=Θ∂ ))(,()( 000 xSxFx x   (14) 
)}()(:)())(,()]({[ 000000 xSxPxPxSxFxP y
T ∂∈∇+ . 
 Лема 1. Нехай C  – симетрична позитивно 
визначена матриця mm× , H  – матриця ml ×  рангу 
l , а Ε  – відображення mRw ∈*  в єдиний множник 




1 * →− ,   (15) 
0

=zH .    (16) 
Тоді приєднане відображення TΕ  кожному lRv ∈*  






→ ,   (17) 
*vwH = .    (18) 
 Доведення леми. Необхідними й достатніми 


























































де v  – множник Лагранжа задачі (15), (16). 
 Звідси розв’язок задачі (17), (18) однозначно 
визначається через mRw ∈* : 
*11 wHCGv −−= , 
де THHCG 1−=  – матриця Грама (Gramm) у C -
метриці. Розв’язок задачі (15), (16) однозначно 
визначається через lRv ∈* : 
*11 vGHCw T −−= . 
 Продовження доведення. Враховуючи вираз 
(14) для субдиференціала та умови оптимальності 
[10], достатньо показати 
=∇∇ ),()]([ *** yxFxS y
T
 
η−λµ∇−= TTyx xDtyxL )]([)],,,([
*****2
. 
 За умови сторогої доповнюваності градієнт 
)( *xS∇  визначається як розв’язок задачі 
квадратичного програмування (11)–(13). Умова 
Куна–Такера для цієї задачі при *0 xx = , 
*
0 yy =  
0)]([),()( *** =ξ++ TxCzxqvxQ ,  (19) 
де: opR +∈ξ  – єдиний множник, що відповідає 
обмеженню-рівності 
zxDvxC )()( ** −= ;    (20) 
o  – кількість активних обмежень 0),(
** =Ψ yxj . 
 Оскільки за умовами теореми )( *xQ  – 
позитивно визначена матриця, то з (19) випливає 
})]([),({)]([ **1* ξ+−= − TxCzxqxQv ,  (21) 
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звідки в силу (20) маємо 
zxDxCzxqxQxC T )(})]([),({)]([)( ***1** =ξ+− , 
),()]()[()()( *1**** zxqxQxCzxCxG −−=ξ ,  (22) 
де 1*1*** )]([)]()[()( −−= xCxQxCxG  – матриця 
Грамма у )( *xQ -метриці. Оскільки ця матриця 
позитивно визначена, то з (21), (22) випливає 
21 vvv += , 
zxDxGxCxQv T )()]([)]([)]([ *1**1*2
−−−= , 
+−= − ),({)]([ *1*1 zxqxQv  
)},()]()[()]([)]([ *1**1** zxqxQxCxGxC T −−+ . 





1 xDyxLv yx −Ξ+λµ−∇Ξ= ,   (23) 
де: 1Ξ  – симетричний проектор bxQ
1* )]([ − , mRb∈ , 
на систему лінійних рівнянь }0)(:{ *

=∈ vxCRv m  у 
)( *xQ -метриці; 2Ξ  – відображення 
opRa +∈  на 
вектор найменшої норми у )( *xQ -метриці, що 
задовольняє системі лінійних рівнянь 














* ∇Ξ−+ , 
де за лемою 1 
tyxFy =∇Ξ ),(
**





 Задача (1)–(6) має структуру задач [11] з 
умовами оптимальності [12]. 
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