We construct three parametric duality models and establish a fairly large number of duality results under a variety of generalized (Ᏺ,b,φ,ρ,θ)-univexity assumptions for a discrete minmax fractional subset programming problem.
Introduction
In this paper, we will formulate three parametric duality models and prove a variety of duality results under various generalized (Ᏺ,b,φ,ρ,θ)-univexity hypotheses for the following discrete minmax fractional subset programming problem:
where A n is the n-fold product of the σ-algebra A of subsets of a given set X, F i ,G i , i ∈ p ≡ {1, 2,..., p}, and H j , j ∈ q, are real-valued functions defined on A n , and for each i ∈ p, G i (S) > 0 for all S ∈ A n such that H j (S) ≤ 0, j ∈ q. This problem was considered previously in the companion paper [7] where a survey of currently available optimality and duality results for minmax fractional susbset programming problems was presented, a fairly comprehensive list of references dealing with different aspects of these problems was provided, several new classes of generalized convex n-set functions were defined, and numerous sets of global parametric sufficient optimality conditions under various generalized (Ᏺ,b,φ,ρ,θ)-univexity assumptions were established. In the present study, we construct some dual problems for (P) and prove appropriate duality theorems utilizing most of the new classes of generalized n-set convex functions that were introduced in [7] .
The rest of this paper is organized as follows. In Section 2, we recall the definitions of differentiability and certain types of generalized convexity for n-set functions which will be used frequently throughout the sequel. We begin our discussion of duality for (P) in Section 3 where we formulate a simple dual problem and prove weak, strong, and strict converse duality theorems. In Section 4, we consider another dual problem with a relatively flexible constraint structure that allows for a greater variety of generalized (Ᏺ,b,φ,ρ,θ)-univexity hypotheses under which duality can be established. Finally, in Section 5, we state and discuss a general duality model which is, in fact, a family of dual problems for (P) whose members can readily be identified by appropriate choices of certain sets and functions. The nonparametric counterparts of the duality results established in this paper are investigated in [5] .
Evidently, all these duality results are also applicable, when appropriately specialized, to the following three classes of problems with discrete max, fractional, and conventional objective functions, which are particular cases of (P):
where F (assumed to be nonempty) is the feasible set of (P), that is,
Since, in most cases, the duality results established for (P) can easily be modified and restated for each one of the above problems, we will not explicitly state these results.
Preliminaries
In this section, we gather, for convenience of reference, a few basic definitions and auxiliary results which will be used often throughout the paper.
Let (X,A,µ) be a finite atomless measure space with L 1 (X,A,µ) separable, and let d be the pseudometric on A n defined by
where denotes symmetric difference; thus (A n ,d) is a pseudometric space. For h ∈ L 1 (X,A,µ) and T ∈ A with characteristic function χ T ∈ L ∞ (X,A,µ), the integral T hdµ will be denoted by h,χ T .
We next define the notion of differentiability for n-set functions. It was originally introduced by Morris [3] for a set function, and subsequently extended by Corley [1] for n-set functions.
where
We next recall the definitions of the generalized (Ᏺ,b,φ,ρ,θ)-univex n-set functions which will be used in the statements of our duality theorems. For more information about these and a number of other related classes of n-set functions, the reader is referred to [7] . We begin by defining a sublinear function which is an integral part of all the subsequent definitions.
Definition 2.4. A function
for all x, y ∈ R n , and Ᏺ(ax) = aᏲ(x) for all x ∈ R n and a ∈ R + ≡ [0,∞).
Let S,S
* ∈ A n , and assume that the function F :
From the above definitions, it is clear that if F is (Ᏺ,b,φ,ρ,θ)-univex at S * , then it is both (Ᏺ,b,φ,ρ,θ)-pseudounivex and (Ᏺ,b,φ,ρ,θ)-quasiunivex at S * , if F is (Ᏺ,b,φ,ρ,θ)-quasiunivex at S * , then it is prestrictly (Ᏺ,b,φ,ρ,θ)-quasiunivex at S * , and if F is strictly (Ᏺ,b,φ,ρ,θ)-pseudounivex at S * , then it is (Ᏺ,b,φ,ρ,θ)-quasiunivex at S * . In the proofs of the duality theorems, sometimes it may be more convenient to use certain alternative but equivalent forms of the above definitions. These are obtained by considering the contrapositive statements. For example, (Ᏺ,b,φ,ρ,θ)-quasiunivexity can be defined in the following equivalent way:
Needless to say that the new classes of generalized convex n-set functions specified in Definitions 2.5-2.8 contain a variety of special cases; in particular, they subsume all the previously defined types of generalized n-set functions. This can easily be seen by appropriate choices of Ᏺ, b, φ, ρ, and θ. We next recall a set of parametric necessary optimality conditions which will be needed for proving strong and strict converse duality theorems for (P).
Theorem 2.9 [6] . Assume that F i ,G i , i ∈ p, and H j , j ∈ q, are differentiable at S * ∈ A n , and there existsŜ ∈ A n such that
If S * is an optimal solution of (P), then there exist u * ∈ U, v * ∈ R q + , and λ * ∈ R such that
For brevity, we will henceforth refer to an S * ∈ F satisfying (2.9) as a regular feasible solution of (P).
We will also need the following result which provides an alternative expression for the objective function of (P).
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Lemma 2.10 [6]. For each S ∈ A n , ϕ(S) ≡ max 1≤i≤p F i (S) G i (S) = max u∈U p i=1 u i F i (S) p i=1 u i G i (S) . (2.13)
Duality model I
In this section, we discuss a duality model for (P) with a somewhat restricted constraint structure that allows only certain types of generalized (Ᏺ,b,φ,ρ,θ)-univexity conditions for establishing duality. More general duality models will be presented in Sections 4 and 5.
In the remainder of this paper, we assume that the functions
Let the functions Ꮽ i (·,λ), Ꮽ(·,u,λ), and Ꮾ(·,v) : A n → R be defined, for fixed λ,u, and v, by
Consider the following problem:
where Ᏺ(S,T;·) : L n 1 (X,A,µ) → R is a sublinear function. The following two theorems show that (DI) is a dual problem for (P).
Theorem 3.1 (weak duality). Let S and (T,u,v,λ) be arbitrary feasible solutions of (P) and (DI), respectively, and assume that any of the following three sets of hypotheses is satisfied:
Proof. (a) From (i) and (ii), it follows that
Multiplying (3.6) by u i and (3.7) by λu i , i ∈ p, adding the resulting inequalities, and then using the superlinearity ofφ and sublinearity of Ᏺ(S,T;·), we obtain
Likewise, from (3.8), we deduce that
(3.10)
Since v ≥ 0, S ∈ F, and (3.4) holds, it is clear that
which implies, in view of the properties ofφ, that the left-hand side of (3.10) is less than or equal to zero, that is,
From the nonnegativity of b(S,T), sublinearity of Ᏺ(S,T;·), and (3.2), it follows that
Now adding (3.9) and (3.12), and then using (3.13) and (iii), we obtain
Butφ(a) ≥ 0 ⇒ a ≥ 0, and so (3.14) yields
which in view of (3.3) reduces to
Making use of Lemma 2.10 and (3.16), we obtain the desired inequality as follows:
(by Lemma 2.10)
and so using the properties ofφ, we obtaiñ
which in view of (ii) implies that
Now combining (3.9), (3.13), and (3.20), and using (iii), we obtain (3.16). Therefore, the rest of the proof is identical to that of part (a). 
In view of the properties ofφ, we deduce from this inequality that
which, because of (3.3), (3.4), primal feasibility of S, and nonnegativity of v, reduces to (3.16), and so the rest of the proof is identical to that of part (a). We also have the following converse duality result for (P)-(DI). 
1(c) are satisfied for all feasible solutions of (DI), and the function R
→ p i=1ũi [F i (R) −λG i (R)] + q j=1ṽ j H j (R) is strictly (Ᏺ,b,φ,0,θ)-pseudounivex atS, andφ(a) > 0 ⇒ a > 0. ThenS = S * ,
that is,S is an optimal solution of (P), and ϕ(S

Duality model II
In this section, we consider a slightly different version of (DI) that allows for a greater variety of generalized (Ᏺ,b,φ,ρ,θ)-univexity conditions under which duality can be established. This duality model has the form Maximize λ (DII) subject to
3)
where Ᏺ(S,T;·) : L n 1 (X,A,µ) → R is a sublinear function. We next show that (DII) is a dual problem for (P) by establishing weak and strong duality theorems. As demonstrated below, this can be accomplished under numerous sets of generalized (Ᏺ,b,φ,ρ,θ)-univexity conditions. In the statements and proofs of our duality theorems in this section, we use the functions Ꮽ i (·,λ), Ꮽ(·,u,λ), and Ꮾ(·,v), which were defined in Section 3.
Theorem 4.1 (weak duality). Let S and (T,u,v,λ) be arbitrary feasible solutions of (P) and (DII), respectively, and assume that any of the following six sets of hypotheses is satisfied:
(ii) for each j ∈ J + , H j is (Ᏺ,b,φ j ,ρ j ,θ)-quasiunivex at T,φ j is increasing, and
Proof. (a) From the primal feasibility of S and (4.3), it is clear that for each j ∈ J + , H j (S) ≤ H j (T) and so using the properties ofφ j , we obtainφ j (H j (S) − H j (T)) ≤ 0, which by virtue of (ii) implies that for each j ∈ J + ,
Ᏺ S,T;b(S,T)DH j (T) ≤ −ρ j d 2 θ(S,T) . (4.5)
Since v ≥ 0, v j = 0 for each j ∈ q \ J + , and Ᏺ(S,T;·) is sublinear, the above inequalities can be combined as follows:
From (3.13) (which is valid for the present case because b(S,T) > 0, Ᏺ(S,T;·)
is sublinear, and (4.1) holds) and (4.6), we see that
where the second inequality follows from (iii). In view of (i), (4.7) implies that
which in view of the properties ofφ reduces to Ꮽ(S,u,λ) − Ꮽ(T,u,λ) ≥ 0. But Ꮽ(T,u,λ) ≥ 0 because of (4.2) and hence we have that Ꮽ(S,u,λ) ≥ 0. This is, of course, (3.16). Therefore, the rest of the proof is identical to that of Theorem 3.1(a).
(b) The proof is similar to that of part (a).
(c) Proceeding as in the proof of part (a), we arrive at the strict inequality 
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Theorem 4.2 (weak duality). Let S and (T,u,v,λ) be arbitrary feasible solutions of (P) and (DII), respectively, and assume that any of the following six sets of hypotheses is satisfied:
Proof. (a) Suppose to the contrary that ϕ(S) < λ. This implies that for each i ∈ p, F i (S) − λG i (S) < 0. From this and (4.2), we deduce that for each i ∈ I + ,
which in view of the properties ofφ i can be expressed as follows:
By virtue of (i), these inequalities imply that for each i ∈ I + ,
Ᏺ S,T;b(S,T) DF i (T) − λDG i (T) < −ρ i d 2 θ(S,T) . (4.12)
Inasmuch as u ≥ 0, u i = 0 for each i ∈ p \ I + , i∈I+ u i = 1, and Ᏺ(S,T;·) is sublinear, the above inequalities yield
From (3.13) (which is valid for the present case because b(S,T) > 0, Ᏺ(S,T;·) is sublinear, and (4.1) holds), (4.13), and (iii), we infer that
But this contradicts (4.6), which is valid for the present case because of our hypotheses set forth in (ii). Hence,
The proof is similar to that of part (a).
(c) Suppose to the contrary that ϕ(S) < λ. As seen in the proof of part (a), this supposition leads to the inequalities The following theorem may be viewed as a variant of Theorem 4.2; its proof is almost identical to that of Theorem 4.2 and hence omitted. . Let S and (T,u,v,λ) be arbitrary feasible solutions of (P) and (DII), respectively, and assume that any of the following four sets of hypotheses is satisfied: 
that is,S is an optimal solution of (P), and ϕ(S
Proof. The proof is similar to that of Theorem 4.5.
Duality model III
In this section, we formulate and discuss a more general duality model for (P) with the help of a partitioning scheme that was originally proposed in [2] for constructing generalized dual problems for nonlinear programs with point functions. The flexible structure of this duality model will allow us to establish duality under various generalized (Ᏺ,b,φ,ρ,θ)-univexity hypotheses that can be imposed on certain combinations of the problem functions. Let {J 0 ,J 1 ,...,J m } be a partition of the index set q; thus J r ⊂ q for each r ∈ {0, 1,...,m}, J r ∩ J s = ∅ for each r,s ∈ {0, 1,...,m} with r = s, and m r=0 J r = q. In addition, we will make use of the functions A i (·,v,λ), A(·,u,v,λ), and B t (·,v) : A n → R defined, for fixed λ,u, and v, by
2)
where Ᏺ(S,T;·) : L n 1 (X,A,µ) → R is a sublinear function. We next show that (DIII) is a dual problem for (P) by proving weak and strong duality theorems.
Theorem 5.1 (weak duality). Let S and (T,u,v,λ) be arbitrary feasible solutions of (P) and (DIII), respectively, and assume that any of the following four sets of hypotheses is satisfied: i) A(·,u,v,λ) is prestrictly (Ᏺ,b,φ,ρ,θ) 
Proof. (a) From the nonnegativity of b(S,T), sublinearity of Ᏺ(S,T;·), and (5.2), it follows that and so using the properties ofφ t , we get 
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