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Abstract
This paper presents a new baseline for visual question
answering task. Given an image and a question in natural
language, our model produces accurate answers according
to the content of the image. Our model, while being archi-
tecturally simple and relatively small in terms of trainable
parameters, sets a new state of the art on both unbalanced
and balanced VQA benchmark. On VQA 1.0 [2] open ended
challenge, our model achieves 64.6% accuracy on the test-
standard set without using additional data, an improvement
of 0.4% over state of the art, and on newly released VQA 2.0
[8], our model scores 59.7% on validation set outperform-
ing best previously reported results by 0.5%. The results
presented in this paper are especially interesting because
very similar models have been tried before [32] but signifi-
cantly lower performance were reported. In light of the new
results we hope to see more meaningful research on visual
question answering in the future.
1. Introduction
Deep neural networks in the last few years have made
dramatic impact in computer vision and natural language
processing fields. We are now able to build models that rec-
ognize objects in the images with high accuracy [15, 26, 9].
But we are still far from human level understanding of im-
ages. When we as humans look at images we don’t just see
objects but we also understand how objects interact and we
can tell their state and properties. Visual question answer-
ing (VQA) [2] is particularly interesting because it allows
us to understand what our models truly see. We present the
model with an image and a question in the form of natural
language and the model generates an answer again in the
form of natural language.
A related and more throughly researched task to VQA is
image caption generation [31, 28], where the task is to gen-
erate a representative description of an image in natural lan-
Figure 1. Top 5 predictions from our model and their probabilities
for an example image/question pair. On the right we visualize the
corresponding attention distribution produced by the model.
guage. A clear advantage of VQA over caption generation
is that evaluating a VQA model is much easier. There is not
a unique caption that can describe an image. Moreover, it
is rather easy to come up with a single caption that more or
less holds for a large collection of images. There is no way
to tell what the model actually understands from the image
based on a generic caption. Some previous work have been
published that tried to mitigate this problem by providing
dense [12] or unambiguous captions [19], but this problem
is inherently less severe with VQA task. It is always possi-
ble to ask very narrow questions forcing the model to give
a specific answer. For these reasons we believe VQA is a
good proxy task for creating rich representations for mod-
eling language and vision.
Some novel and interesting approaches [6, 22] have been
published in the last few years on visual question answer-
ing that showed promising results. However, in this work,
we show that a relatively simple architecture (compared to
the recent works) when trained carefully bests state the art.
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Figure 2 provides a high level overview of our model. To
summarize, our proposed model uses long short-term mem-
ory units (LSTM) [11] to encode the question, and a deep
residual network [9] to compute the image features. A soft
attention mechanism similar to [31] is utilized to compute
multiple glimpses of image features based on the state of the
LSTM. A classifier than takes the image feature glimpses
and the final state of the LSTM as input to produce proba-
bilities over a fixed set of most frequent answers. On VQA
1.0 [2] open ended challenge, our model achieves 64.6%
accuracy on the test-standard set without using additional
data, an improvement of 0.4% over state of the art, and on
newly released VQA 2.0 [8], our model scores 59.7% on
validation set outperforming best reported results by 0.5%.
This paper proves once again that when it comes to train-
ing neural networks the devil is in the details [4].
2. Related work
In this section we provide an overview of related work.
Convolutional neural networks (CNNs) [16] have revo-
lutionalized the field of computer vision in the recent years.
Landmark paper by Krizhevsky et al. [15] for the first time
showed great success on applying a deep CNN on large
scale ImageNet [5] dataset achieving a dramatic improve-
ment over state of the art methods that used hand designed
features. In the recent years researchers have been hard at
work training deeper [26], very deep [27], and even deeper
[9] neural networks. While success of neural networks are
commonly attributed to larger datasets and more compute
power, there are a lot of details that we know and consider
now that were not known just a few years ago. These in-
clude choice of activation function [21], initialization [7],
optimizer [14], and regularization [10]. As we show in this
paper at times getting the details right is more important
than the actual architecture.
When it comes to design of deep neural networks, very
few ideas have been consistently found advantageous across
different domains. One of these ideas is notion of attention
[20, 28], which enables deep neural networks to extract lo-
calized features from input data.
Another neural network model that we take advantage
of in this work is Long Short-Term Memory (LSTM) [11].
LSTMs have been widely adopted by machine learning re-
searchers in the recent years and have shown oustanding re-
sults on a wide range of problems from machine translation
[3] to speech recognition [24].
All of these ideas have already been applied to visual
question answering task. In fact the model that we describe
in this work is very similar to stacked attention networks
[32], nevertheless we show significant improvement over
their result (5.8% on VQA 1.0 dataset). While more re-
cently much more complex and expensive attention models
have been explored [6, 22, 18] their advantage is unclear in
the light of the results reported in this paper.
3. Method
Figure 2 shows an overview of our model. In this section
we formalize the problem and explain our approach in more
detail.
We treat visual question answering task as a classifica-
tion problem. Given an image I and a question q in the form
of natural language we want to estimate the most likely an-
swer aˆ from a fixed set of answers based on the content of
the image.
aˆ = argmax
a
P (a|I, q) (1)
where a ∈ {a1, a2, ..., aM}. The answers are chosen to be
the most frequent answers from the training set.
3.1. Image embedding
We use a pretrained convolutional neural network (CNN)
model based on residual network architecture [15] to com-
pute a high level representation φ of the input image I .
φ = CNN(I) (2)
φ is a three dimensional tensor from the last layer of the
residual network [9] before the final pooling layer with
14 × 14 × 2048 dimensions. We furthermore perform l2
normalization on the depth (last) dimension of image fea-
tures which enhances learning dynamics.
3.2. Question embedding
We tokenize and encode a given question q into word
embeddings Eq = {e1, e2, ..., eP } where ei ∈ RD, D is
the length of the distributed word representation, and P is
the number of words in the question. The embeddings are
then fed to a long short-term memory (LSTM) [11].
s = LSTM(Eq) (3)
We use the final state of the LSTM to represent the question.
3.3. Stacked attention
Similar to [32], we compute multiple attention distribu-
tions over the spatial dimensions of the image features.
αc,l ∝ expFc(s, φl) 3
L∑
l=1
αc,l = 1 (4)
xc =
∑
l
αc,lφl (5)
Each image feature glimpse xc is the weighted average
of image features φ over all the spatial locations l =
{1, 2, ..., L}. The attention weights αc,l are normalized sep-
arately for each glimpse c = 1, 2, ..., C.
Figure 2. An overview of our model. We use a convolutional neural network based on ResNet [9] to embed the image. The input question
is tokenized and embedded and fed to a multi-layer LSTM. The concatenated image features and the final state of LSTMs are then used to
compute multiple attention distributions over image features. The concatenated image feature glimpses and the state of the LSTM is fed to
two fully connected layers two produce probabilities over answer classes.
In practice F = [F1, F2, ..., FC ] is modeled with two
layers of convolution. Consequently Fi’s share parameters
in the first layer. We solely rely on different initializations
to produce diverse attention distributions.
3.4. Classifier
Finally we concatenate the image glimpses along with
the LSTM state and apply nonlinearities to produce proba-
bilities over answer classes.
P (ai|I, q) ∝ expGi(x, s) (6)
where
x = [x1,x2, ...,xC ]. (7)
G = [G1, G2, ..., GM ] in practice is modeled with two fully
connected layers.
Our final loss is defined as follows.
L = 1
K
K∑
k=1
− logP (ak|I, q) (8)
Note that we average the log-likelihoods over all the correct
answers a1, a2, ..., aK .
4. Experiments
4.1. Dataset
4.1.1 VQA 1.0
We evaluate our model on both balanced and unbalanced
versions of VQA dataset. VQA 1.0 [2] is consisted of
204,721 images form the MS COCO dataset [17]. We eval-
uate our models on the real open ended challenge which
consists of 614,163 questions and 6,141,630 answers. The
dataset comes with predefined train, validation, and test
splits. There is also a 25% subset of the the test set which
is referred to as test-dev split. For most of experiments we
used the train set as training data and reported the results
on the validation set. To be comparable to prior work we
additionally train our default model on train and val set and
report the results on test set.
4.1.2 VQA 2.0
We also evaluate our model on the more recent VQA 2.0
[8] which is consisted of 658,111 questions and 6,581,110
answers. This version of the dataset is more balanced in
comparison to VQA 1.0. Specifically for every question
there are two images in the dataset that result in two dif-
ferent answers to the question. At this point only the train
and validation sets are available. We report the results on
validation set after training on train set.
4.2. Evaluation metric
We evaluate our models on the open ended task of VQA
challenge with the provided accuracy metric.
Acc(a) =
1
K
K∑
k=1
min(
∑
1≤j≤K,j 6=k 1(a = aj)
3
, 1) (9)
where a1, a2, ..., aK are the correct answers provided by the
user and K = 10. Intuitively, we consider an answer cor-
rect if at least three annotators agree on the answer. To get
some level of robustness we compute the accuracy over all
10 choose 9 subsets of ground truth answers and average.
5. Results
5.1. Baselines
In this section we describe the details of our default base-
line as well as its mutations.
Steps 1K 3K 6K 12K 25K 50K 100K 200K
Default 37.16 46.96 55.07 58.12 59.76 60.65 60.94 60.95
No l2 normalization 42.65 44.87 49.07 51.12 51.75 52.15 53.56 54.69
No dropout on FC/Conv layers 32.78 38.19 49.02 58.63 57.90 57.42 57.30 56.98
No dropout on LSTM layers 45.85 51.55 55.75 57.63 59.60 59.79 59.95 59.80
No attention 38.09 48.36 51.42 54.43 56.02 57.13 57.65 57.72
Sampling loss 47.24 47.67 51.80 54.85 56.69 57.62 58.85 59.44
With positional features 33.26 41.37 55.36 57.95 59.75 60.44 61.02 61.09
Bidirectional LSTM 42.33 52.38 55.93 58.32 59.99 60.63 60.69 60.63
Word embedding size: 100 39.53 50.24 53.94 56.74 58.92 59.96 60.75 60.90
Word embedding size: 300 (default) 37.16 46.96 55.07 58.12 59.76 60.65 60.94 60.95
Word embedding size: 500 37.21 47.15 55.44 58.43 59.98 60.60 61.01 61.04
LSTM state size: 512 46.59 51.20 55.33 57.96 59.46 60.31 60.79 61.09
LSTM state size: 1024 (default) 37.16 46.96 55.07 58.12 59.76 60.65 60.94 60.95
LSTM state size: 2048 33.24 39.11 50.86 57.48 59.75 60.65 60.93 60.80
LSTM state size: 1024 1024 37.78 48.19 54.28 57.20 59.34 60.22 60.62 60.75
Attention size: 512 1 36.54 45.74 54.23 57.42 59.46 60.22 60.85 60.96
Attention size: 512 2 (default) 37.16 46.96 55.07 58.12 59.76 60.65 60.94 60.95
Attention size: 512 3 36.26 45.16 55.22 57.96 59.77 60.60 60.87 61.12
Attention size: 1024 1 45.60 50.72 54.61 57.57 59.52 60.46 60.92 60.92
Attention size: 1024 2 35.04 42.72 55.56 58.03 59.66 60.54 61.14 61.10
Classifier size: 3000 30.19 43.12 53.38 56.18 57.82 58.25 58.24 58.12
Classifier size: 1024 3000 (default) 37.16 46.96 55.07 58.12 59.76 60.65 60.94 60.95
Classifier size: 2048 3000 48.28 52.57 56.02 58.51 59.96 60.46 60.84 60.95
Classifier size: 1024 1024 3000 44.51 49.53 53.25 55.95 57.59 58.83 60.05 60.66
Table 1. This table shows the result of different mutations of our default model. All models are trained on training set of VQA 1.0 [2] and
the accuracy is reported on validation set according to equation 9. Applying l2 normalization, dropout, and using soft-attention significantly
improves the accuracy of the model. Some of the previous works such as [6] had used the sampling loss, which we found to be leading
to significantly worse results and longer training time. Different word embedding sizes and LSTM configurations were explored but we
found it to be not a major factor. Contrary to results reported by [32] we found using stacked attentions to only marginally improve the
result. We found a two layer deep classifier to be significantly better than a single layer, adding more layers or increasing the width did not
seem to improve the results.
In all of the baselines input images are scaled while pre-
serving aspect ratio and center cropped to 299×299 dimen-
sions. We found stretching the image to harm the perfor-
mance of the model. Image features are extracted from pre-
trained 152 layer ResNet [9] model. We take the last layer
before the average pooling layer (of size 14 × 14 × 2048)
and perform l2 normalization in the depth dimension.
The input question is tokenized and embedded to a
D = 300 dimensional vector. The embeddings are passed
through tanh nonlinearity before feeding to the LSTM. The
state size of LSTM layer is set to 1024. Per example dy-
namic unrolling is used to allow for questions of different
length, although we cap maximum length of the questions
at 15 words.
To compute attention over image features, we concate-
nate tiled LSTM state with image features over the depth
dimension and pass through a 1 × 1 dimensional convolu-
tion layer of depth 512 followed by ReLU [21] nonlinearity.
The output feature is passed through another 1 × 1 convo-
lution of depth C = 2 followed by softmax over spatial di-
mensions to compute attention distributions. We use these
distributions to compute two image glimpses by computing
the weighted average of image features.
We further concatenate the image glimpses with the state
of the LSTM and pass through a fully connected layer of
size 1024 with ReLU nonlinearity. The output is fed to a
linear layer of size M = 3000 followed by softmax to pro-
duce probabilities over most frequent classes.
We only consider top M = 3000 most frequent answers
in our classifier. Other answers are ignored and do not con-
tribute to the loss during training. This covers 92% of the
answers in the validation set in VQA dataset [2].
We use dropout of 0.5 on input features of all layers in-
cluding the LSTM, convolutions, and fully connected lay-
ers.
We optimize this model with Adam optimizer [14] for
100K steps with batch size of 128. We use exponential
decay to gradually decrease the learning rate according to
the following equation.
lstep = 0.5
step
decay steps l0
The initial learning rate is set to l0 = 0.001, and the decay
steps is set to 50K. We set β1 = 0.9 and β2 = 0.999.
During training CNN parameters are kept fixed. The rest
of the parameters are initialized as suggested by Glorot et
al. [7].
Table 1 shows the performance of different baselines on
validation set of VQA 1.0 [2] when trained on the training
set only. We have reported results for the following muta-
tions of our default model:
• No l2 norm: ResNet features are not l2 normalized.
• No dropout on FC/Conv: Dropout is not applied to
the inputs of fully connected and convolution layers.
• No dropout on LSTM: Dropout is not applied to the
inputs of LSTM layers.
• No attention: Instead of using soft-attention we per-
form average spatial pooling before feeding image fea-
tures to the classifier.
• Sampled loss: Instead of averaging the log-likelihood
of correct answers we sample one answer at a time.
• With positional features: Image features φ are aug-
mented with x and y coordinates of each cell along the
depth dimension producing a tensor of size 14× 14×
2050.
• Bidirectional LSTM: We use a bidirectional LSTM to
encode the question.
• Word embedding size: We try word embeddings of
different sizes including 100, 300 (default), and 500.
• LSTM state size: We explore different configurations
of LSTM state sizes, this include a one layer LSTM
of size 512, 1024 (default), and 2048 or a stacked two
layer LSTM of size 1024.
• Attention size: Different attention configurations are
explored. First number indicates the size of first convo-
lution layer and the second number indicates the num-
ber of attention glimpses.
• Classifier size: By default classifier G is consisted of
a fully connected layer of size 1024 with ReLU non-
linearity followed by a M = 3000 dimensional lin-
ear layer followed by softmax. We explore shallower,
deeper, and wider alternatives.
l2 normalization of image features improved learning dy-
namics leading to significantly better accuracy while reduc-
ing the training time.
We observed that applying dropout on multiple lay-
ers (including fully connected layers, convolutions, and
LSTMs) is crucial to avoid over-fitting on this dataset.
As widely reported we confirm that using soft-attention
significantly improves the accuracy of the model.
Different word embedding sizes and LSTM configura-
tions were explored but we found it to be not a major factor.
A larger embedding size with a smaller LSTM seemed to
work best.
Some of the previous works such as [6] had used the
sampling loss, which we found to be leading to significantly
worse results and longer training time.
Contrary to results reported by [32] we found using
stacked attentions to only marginally improve the result.
We found a two layer deep classifier to be significantly
better than a single layer, adding more layers or increasing
the width did not seem to improve the results.
5.2. Comparison to state of the art
Table 2 shows the performance of our model on VQA
1.0 dataset. We trained our model on train and validation set
and tested the performance on test-standard set. Our model
achieves an overall accuracy of 64.6% on the test-standard
set, outperforming best previously reported results by 0.4%.
All the parameters here are the same as the default model.
While architecturally our default model is almost iden-
tical to [32], some details are different. For example they
use the VGG [25] model, while we use ResNet [9] to com-
pute image features. They do not mention l2 normaliza-
tion of image features which found to be crucial to reducing
training time. They use SGD optimizer with momentum
µ = 0.9, while we found that Adam [14] generally leads to
faster convergence.
We also reported our results on VQA 2.0 dataset 3. At
this point we only have access to train and validation splits
for this dataset. So we trained the same model on the train-
ing set and evaluated the model on the validation set. Over-
all our model achieves 59.67% accuracy on the validation
set which is about 0.5% higher than best previously reported
results.
6. Conclusion
In this paper we presented a new baseline for visual ques-
tion answering task that outperforms previously reported re-
sults on VQA 1.0 and VQA 2.0 datasets. Our model is ar-
chitecturally very simple and in essence very similar to the
models that were tried before, nevertheless we show once
the details are done right this model outperforms all the pre-
viously reported results.
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