Digital Agenda in Serbia involves the introduction of an electronic system for monitoring of the main characteristics of patients, disease progression and treatment outcomes through EHR (Electronic Health Record). Internationally standardized data set contains more than 150 variables, with a tendency to introduce new frequently. In addition to the increased demand for treatment, there are also demands for optimizing the health care system. In order to predict the likelihood of diagnosis, course and outcome of treatment, classically multivariate regression linear logistic model is being used. In recent years, studies indicate that the use of Artificial Neural Networks (ANN) may provide improved results in terms of likelihood of final diagnosis and outcomes that include input variables which, by their nature, have a non-linear interdependence. We reviewed current ANN models, their advantages and disadvantages compared to common regression models and their applicability in clinical practice. Also, we analyzed and suggested models that could possibly optimize the process of diagnosis, predict the cost and duration of treatment and rationalize medical and other resources by reducing the cost/ benefit coefficient per patient.
INTRODUCTION
Digital Agenda in Serbia involves the introduction of an electronic system for monitoring of the main characteristics of patients, disease progression and treatment outcomes through EHR (Electronic Health Record) (Ministarstvo zdravlja, 2015) . At the moment, it is estimated that the certified EHR covers approximately 50% of health facilities, whereas the centralization of systems at the national level is currently in the implementation phase. In 2015, only in primary care, annual plan of preventive examination and for treatment of insured persons of all ages stood at over 45 million (RFZO, 2014) . Such huge amount of data could be utilized for prediction of early accurate diagnosis, future adverse clinical events and treatment plans.
Healthcare System Optimization
In addition to the increased demand for treatment, there are also demands for optimizing the health care system. Decision to send patient for additional examinations or aggressive procedures is often based on clinical protocols adopted by consensus, mostly tailored by cost/benefit criteria (Wang, 2003) . However, having in mind that most of them are linear logistic-based, it is unclear whether these protocols get the maximum predictability of aggregated data in real world settings.
ELECTRONIC HEALTH RECORD (EHR)
Internationally standardized data set for the Electronic Health Record (EHR) contains more than 150 variables, with a tendency to introduce new frequently. It is based on ISO/HL7 Standards and provides various baseline and input variables. It contains administrative, socio-medical, general health data (main set -previous diseases, special problems, immunizations, risk factors, drugs, contact with healthcare system anywhere), organ recipient data, primary cause of death and additional metadata (Ministarstvo zdravlja RS, 2009).
Basically, EHR contains "raw" data aggregated initially and over a certain period, as patient's contact with healthcare providers sums up. Such huge data sets might represent an excellent foundation for further analysis and possibly clinical algorithms development.
MULTIVARIATE REGRESSION LINEAR LOGISTIC MODEL
To predict the likelihood of diagnosis, course and outcome of treatment, classically multivariate regression linear logistic model is being used (Sobb, 2008) .
Since there is a linear relationship between variables, these regression models tend to yield mixed results in modeling some complex connections and relations, as seen in very diverse and multifactorial biologic systems (DiRusso, 2002) .
On he other hand, when it comes to discovery of underlying relationships between variables, linear regression seems to be method of choice for modeling. On the weak side, such models demonstrate lower potential at predicting likelihood of final events during such complex interactions (Lin, 2010) .
ARTIFICIAL NEURAL NETWORKS (ANN)
In recent years, studies show that the use of Artificial Neural Networks (ANN) may provide some quality results considering sensitivity and specificity of final diagnosis and outcomes that include input variables which, by their nature, have a non-linear interdependence (Casagranda 2016 , Freeman 2000 , DiRusso 2002 . Performance of ANN modeling is speculated to be superior than standard statistical methods in many scientific fields. Particularly, in medical research, there are growing number of reports where ANN modeling provide better results compared to Cox regression, discriminant analysis, and logistic regression (Eftekhar, 2005) .
Applications of ANNs in medical and healthcare fields cover many clinical and laboratory procedures. ANNs is found to be convenient tool for predicting outcomes and mortality in trauma patients (Eftekhar, 2005; Abbod, 2011) , in patients after invasive cardiac procedures (Freeman, 2000) , for detecting abdominal diseases (Liew, 2007) , for determining risk of serious conditions in emergency departments (Casagranda, 2016) , for medical image studies (Jiang 2010) , for evaluating cancer screening programs (Álvarez Menéndez, 2010) , for correct interpretation of laboratory and intensive care results (Guo, 2010) , and many more.
Recent papers suggested the use of ANNs in evaluating implementation model of remote health observing based on suitable questionnaire (Huang, 2010) and implementing web-based health monitoring systems for spread use by patients in their home environment (Youm, 2011) .
Similar to weather forecasting methods, ANNs could find their potential use in forecasting of overcrowding in emergency departments (Jones 2009 ), operating rooms or be utilized as a tool for proper positioning of ambulance vehicles in large density population areas (Nguyen, 2015) . The strongest advantage of ANNs over logistic regression in these areas of research may be due to ANN's capability to explore some relations between variables and the outcomes that are uncertain or poorly understood at the moment.
Analyzing big data sets and data selection
As number of data collected in healthcare system tend to rise over time, physician's ability to recognize important findings and certain patterns in overall patient's clinical condition tends to drop. Such amount of data may be sometimes hard to synthesize in a form of meaningful outcome, especially with mixed variable sets (Ghavami, 2012) .
There is ongoing debate whether ANN could or should be used in each clinical settings. Growing number of published papers and elevated interest in ANN as a tool for finding relations among apparently completely unrelated input variables for predicting clinical outcomes raised some doubt considering validity of results (Freeman, 2000) . To avoid such speculations, it is may be beneficial to build ANN models on initial subset of univariate predictors based on mathematical algorithms and established clinical knowledge.
Selecting proper variables is generally based on empirical data and basic statistical methods which identifies variables with strongest predictive powers (Ghavami, 2012) .
Basic ANN structure
Standard design of ANN is based on several mathematically-driven nodes structured in several respective layers (Fig. 1) . Separate node is linked to all nodes in preceding layer. In general, ANN structure is based on three layers: input layer (denotes input variable), "hidden" layer (denotes computation processing) and output layer (denotes outcome for the specified data record). Each ANN model consists of training and validation datasets. Training sets are built with sequence of input variables with known outcomes. These data are commonly purely empirical (Amato, 2013) . Variables at each input nodes are given randomly calculated numeric attribute values ("weights"). In the next step, the sum of weights of all input data is computed and introduced to every single node in the hidden layer. Finally, using transfer function, the weighted sum is utilized to calculate the power of single node's output by assigning it a scaled numerical value (Yamamura, 2003) . Long story short, properly designed network has ability to "learn" from a sequence of "examples" contained in the training database.
After the training process is done, the neural network can be tested and verified on new external data provided with only input values. Once verified by clinicians or researchers, the new data can be added to existing database for further training, but only if they belong to the same observed cohort indicated by appropriate parameter value (Amato, 2013) .
ANN limitations
The configuring of an ANN is mostly an empirical process, so there are no specific consensus recommendations for designing of an optimal ANN. Large amount of input variables are initially chosen at random and put to test. The final models are usually selected on the basis of desired cut-off probability values for expected events. ANN modeling is currently discussed as a form of "black box", for the reason that the correlations between the selected cluster of variables that make the correct output are not properly understood (Benitez, 1997) .
EHR databases as a platform for modeling ANN
EHR was initially designed as a tool for collecting relevant patient's data over his lifetime with objective to improve attending physician's decisions regarding previous, current and future treatment plans for specific health conditions, and to follow up overall medical costs. The extent of EHR use has risen in many countries over the past decade, so naturally, the number of data stored surpassed human's ability to review and extract applicable information out of so much data considering treatment choice. In recent years, noticeable interest has raised addressing possible use of ANN and other methods in data mining of EHR, specifically in genetics and family health history (Ross, 2014; Hoyt, 2016) .
At the moment, clinical trials symbolize reference methods in making policies for developing and introducing new drugs, therapeutic procedures, clinical algorithms and more, enrolling on average few hundred or thousand subjects. Although the bias is excluded by subject randomization to receive or not certain treatment, conclusions made at the end of investigations are result of basically "noise reduction" by carefully selecting cohort with desired baseline parameters. One of the questions unanswered, even with the large registries of events, is what other variables, omitted from the investigation, influence real-life performance of derived drug and therapeutic guidelines found in observational studies (Zhang, 2014; Balas, 2015) . EHR data mining found some promising results that could improve clinical trials' correct preparation or proper subject selection (Ross, 2014) .
EHR databases contain many input variables from various patients, but not all of them are at the same time given certain value, i.e. they remain empty until operator/physician interacts and inputs the data (laboratory findings, for example). One of the problem that should be addressed is that "missing values" could interfere with expected ANN results, so the correct database pre-processing should be done. This could be more complicated when introducing new input variables, as "over-fitting" may occur because of ANN's tendency to pair inputoutput data too precisely. This can be resolved by crossvalidation of input variables in a parallel clone database.
Another issue could be the determining proper number of iterations ("epochs") that are required for ANN to reach it's optimized state. As this process can be timeconsuming and varies with different ANNs used and verified (based on number of input variables, number of hidden layers and hidden nodes that each of them contains), and is set by user threshold that is reached for the mean square error change, cloud-based computational engines utilization for such fair amount of data processing seems to be the pathway to look after in these scenarios.
ANNs for remote health monitoring
As the portable diagnostic equipment evolve (such as portable ECGs and holter devices, blood glucose analyzers), there is an elevated interest in utilizing recorded data for forecasting adverse events in certain high-risk and chronic patients. ANNs have already shown some improved results compared to mainstream logistic regression algorithms (Radhimeenakshi 2015) . Sensors readings are transmitted over cellular lines or Wi-Fi networks, and together with patient's baseline known input characteristics and ANN trained dataset from large registries, aggregated data are processed for likelihood of heart failure, preterm birth or poor diabetes control. ANNs may be used to trigger alarms before critical events, or to imply clinician's decision to correct underlying cause of disturbance.
Building a suitable database may be achieved also by entering required data on a daily basis by patients themselves (Suh, 2012) . Such data may be included as a separate variable list in an addendum to EHR. Specific online questionnaires are fed with current patient's data, such as daily symptoms (chest pain, headache, mood changes, etc.), calories intake, sleeping periods, heart rate, blood pressure and many more, and the suitable ANN model reacts on threshold parameters. On the other hand, many of these ANN applications are prone to errors if missing data are not processed properly or data do not undergo supervised learning, so it's maintenance complexity often comes as a deal-breaker for long term reliable conclusions and deployment.
ANNs for Clinical Decision Support Systems (CDSS)
CDSS represent heterogeneous group of healthcare software and hardware largely built on rule-based statistical theory and Arden syntax that combine existing clinical knowledge (in a form of widely accepted guidelines or consensus papers) with physician's input to suggest further laboratory or procedure ordering, as seen in many EHR-based systems. One of the CDSS drawbacks is that suggested sets of laboratory tests or procedures are group-oriented, rather than patient-oriented sets (Castaneda, 2015) .
Having also in mind that the most of the current CDSS are prone to errors and malfunctions (Wright, 2016) , ANNs may find their role in future CDSS designs aimed for patient-oriented or customized clinical decisions on patient-by-patient basis (Kyrgiou, 2015) . Furthermore, CDSS hybrid data-driven and rule-based systems (e.g. multilayer neural network and C4.5. decision tree algorithm) could have the potential to return better results in the future (Bal, 2014) .
Future directions for ANN implementation
Aside of ANN's power to predict outcomes based on initial dataset, diversity and complexity combined with huge number of possible variables makes ANN sometimes difficult to implement in real practice. On the other hand, one could always argue the strength of actual variables, as opposed to missed one's in the datasets. One step further would be, for example, the designing of ANNs to suggest which optimal number and type of input variables is needed to obtain fairly precise diagnosis or outcome of particular patient's condition based on a few clinical symptoms and patient's baseline characteristics.
COST/BENEFIT ANALYSIS
Introducing EHR already showed decline in overall healthcare expenditure (Wnag, 2003) . Clinician's decision to send patient for further analysis or interventional pro-cedures generally raises funds needed for managing patient's condition. There are several studies that addressed this problem, since additional tests and procedures do not always result in definitive diagnosis or termination of illness. There are several studies that suggest the use of ANN models in reducing overall costs for proper treatment of clinical conditions (Walczak, 2000; Liew, 2007 , Abbod, 2011 Teferra, 2014) .
It may be reasonable to reveal real power of ANNs in minimizing healthcare costs by widespread implementation in screening programs, as seen in primary health care. Major savings are known to be results of early detection and proper management of diseases. Although there are many well established screening programs aimed for diseases with greater incidence or prevalence among selected population (cancer, cardiovascular and metabolic diseases), main advantage of ANNs lies in ability to detect some unusual patterns in disease origin and progression, as well as to produce fewer number falsepositive predictions.
Costs reduction and benefit optimization also may be found in proper ANN-derived strategic planning of healthcare personnel engagement during peak days or hours, proper geo-data positioning of ambulance vehicles, threshold settings for decisions to enter operating room, to have CT or MRI done, for entering program of in vitro fertilization, and many more.
Current strategies are not consistent across countries, as healthcare budgets are not equal. It may be reasonable, for developing countries, to establish their own models based on EHR data sets and algorithms matching healthcare funds per patient and desired disease detection and control. Also, one should bare in mind that socio-epidemiological settings play important role in determining quality of life and subsequent emerging of health problems. Chronic stress, quantifiable or not by ANN, remains inevitable trigger for many diseases.
CONCLUSION
With the development of microprocessor and cloud technology, mega-data sets can now be analyzed within a reasonable time by finding the model ANN that can optimize the process of diagnosis, predict the cost and duration of treatment and rationalize medical and other resources by reducing the cost/benefit coefficient per patient.
Logistic regression models seem to complement for major drawback of ANNs, in terms of finding relations between individual factors that determine proper data selection.
Further EHR dataset analysis using ANN could potentially improve healthcare system performance by "learning" global health tendencies among observed population.
