A distribution D on a set S ⊂ {0, 1} N -fools polynomials of degree at most d in N variables over Z 2 if for any such polynomial P , the probability that P (x) vanishes when x is chosen according to D differs from the probability it vanishes when x is chosen uniformly in {0, 1}
This is nearly optimal as there is such an S of size at most
Introduction
Let P be a polynomial in N variables over Z 2 of degree at most d. Let D be a distribution over a set S of vectors from {0, 1} N , and denote by U N the uniform distribution on {0, 1} N . The distribution D is an -approximation of U N with respect to P if We say that S (with the distribution D) is an ( , N, d)-biased space if it is an -approximation with respect to any polynomial on N variables of degree at most d. Note that D is not necessarily a uniform distribution over its support S.
The case d = 1 is known as -biased spaces. Many works deal with such spaces, including efficient constructions, lower bounds and applications (see, for example, [3, 4, 5, 7, 13, 14, 16] and their references).
Luby et al. [12] gave an explicit construction for the general case, but the size of their sample space S is 2 2 O( √ log (N/ )) even for the case d = 2. They used it to construct a deterministic approximation algorithm to the probability that a given depth-2 circuit outputs a certain value on a random input. Recently, Bogdanov and Viola [8] suggested a much better construction for the general case, with sample size N cd · f ( , d) for some function f and constant c. However, so far it is only known that the construction has the desired properties for d = 2, 3, as the analysis relies on the so called "Inverse Gowers Conjecture" which was recently shown to be false [11] . Lovett [10] gave an explicit construction for general d, and the sample size in his construction is ( N ) 2 O(d) . The construction of Bogdanov and Viola as well as the construction of Lovett are the component wise sum of independent copies of -biased spaces.
Here we study the minimum possible size of ( , N, d)-biased spaces. Our main contribution is a lower bound on the size of such spaces: Theorem 1. There is an absolute constant c 1 > 0 so that for every
.
We also observe that this bound is nearly tight by proving the following simple statement:
There is an absolute constant c 2 > 0 so that for every d < N/2 there is an
The proofs of the theorems are described in the next section; for completeness, we include some of the details in the appendix. The final section contains some concluding remarks. Throughout the proofs we omit all floor and ceiling signs whenever these are not crucial.
Proofs
In this section we present the proofs of our results. The proof of our main result, Theorem 1, lower bounding the size of an ( , N, d)-biased set, in given in Section 2.1. The proof of the upper bound (Theorem 2) is in Section 2.2.
Lower bound
Let N be the number of variables and let d be the degree of the polynomial. Assume for simplicity that N = nd, where n is an integer. For every i ≥ 1 define the set of variables S i = {x i,1 , ..., x i,n }. A monomial over Z 2 is called d-partite if it has the form 1≤i≤d x i,j i , and a polynomial over Z 2 is called d-partite if it is a sum of d-partite monomials. Note that d-partite polynomials are homogeneous polynomials of degree d.
Let P n,d be the uniform distribution on the set of d-partite polynomials. A random element in P n,d is a sum of d-partite monomials, where every one of the possible n d monomials is selected randomly and independently with probability 2 . An assignment to the variables {x i } is non-trivial if there is an i such that x i = 0. Similarly, if v 1 , v 2 , ..., v n ∈ V for some vector space V , a linear combination i α i v i is non-trivial if there is i such that α i = 0. For a prime p, a polynomial P over Z p is δ-balanced if
A polynomial is balanced if it is 0-balanced. We have the following key lemma:
Proof. We apply induction on d. For d = 1, as every non-trivial linear polynomial is balanced, we have φ(n, 1) = 1 − 2 −n , and the statement holds. Assuming that the statement is valid for d, we prove it for d + 1. A random (d + 1)-partite polynomial P can be represented as
where for every i, P i is a random polynomial (distributed uniformly and independently over P n,d ) over the sets of variables S 2 , S 3 , ..., S d+1 . Denote the set {P i } of polynomials by P. We use the following claim:
+n) over the choice of polynomials in P, there is a subset B ⊆ P of size at least n 2 such that for any non-trivial choice of
Proof. Let B 0 := ∅. In the i'th step, we consider the polynomial P i . If P i as well as all its combinations with elements from
we call the step bad and let B i := B i−1 . After the last polynomial, set B := B n . We want to bound the probability that there are more than n 2 bad steps. Consider a certain step i and assume that |B i−1 | < n 2 . Since P i is a random polynomial, the sum of P i with every fixed polynomial is uniformly distributed over the set P n,d . By the induction hypothesis, it is d · 2 − n 2 -balanced with probability at least 1 − 2
+n) . By the union bound, the probability that the step is bad is at most 2 n/2 · 2
+n) . We bound the probability that there are more than n 2 bad steps. For d = 2 the probability is at most n
For d ≥ 3, we have:
+n) .
The claim follows.
Assume that the condition of the claim holds, and without loss of generality assume that {P 1 , P 2 , ..., P n/2 } ⊆ B. Let P = n/2 i=1 x 1,i P i . By Claim 1, for every non-trivial assignment of the variables {x 1,i }, the obtained polynomial is d · 2 − n 2 -balanced. The probability that the assignment of the variables {x 1,i } is trivial is 2 − n 2 . Therefore, P is δ-balanced, where
We use this fact to prove that the polynomial P is d · 2 − n 2 -balanced. For every assignment of the variables from 2≤i≤d+1 S i , P reduces to a linear polynomial, which depends only on the variables from S 1 . Denote by µ(P ) (respectively, µ(P )) the probability over the assignments of 2≤i≤d+1 S i that P (respectively, P ) reduces to a trivial linear polynomial. Clearly, µ(P ) ≤ µ(P ). It is easy to see that the probability that a random assignment of all the variables is a zero of P is exactly µ(P ) + (1 − µ(P )) · 1 2 . By (1) we have:
and thus the imbalance of P is at most:
Note that here we used the fact that for every d-partite polynomial P , P r(P = 0) ≥ 1/2, and hence its imbalance is 2[P r(P = 0) − 1/2]. The assertion of the lemma follows.
We construct a set of polynomials Q as follows. Let r = log (
For every 1 ≤ i ≤ r let q i be a polynomial distributed uniformly and independently over P n,d . Denote by Q the set of all non-trivial combinations of {q 1 , ..., q r }.
By the union bound and by Lemma 1, with positive probability all the elements of Q are d · 2 − n 2 -balanced. Fix Q to be such a set. It follows also that the vectors q 1 , q 2 , ..., q r are linearly independent (otherwise Q contains the zero vector, which is not d · 2
We also need the following lemma, due to Alon [2] :
). There exists an absolute positive constant c so that the following holds. Let B be an n by n real matrix with b i,i ≥ 1 2 for all i and |b i,j | ≤ for all i = j where
. Then the rank of B satisfies rank(B) ≥ c log n 2 log ( 1 ) .
For completeness we reproduce the proof in the appendix and also give there a variant of this lemma for complex matrices. This variant is needed to deal with polynomials over fields with more than 2 elements.
We are now ready to prove Theorem 1:
Proof of Theorem 1. Suppose that W is an ( , N, d )-biased space, and that W = {w 1 , w 2 , ..., w m }, Pr [w i ] = t i . Define a |Q| by m real matrix U whose rows are indexed by the elements of Q and whose columns are indexed by the elements of W . Set U q,w i = (−1) q(w i ) √ t i , where the value of q(w i ) is computed over Z 2 . Note that by our choice of Q and the definition of an ( , N, d)-biased space, for every q ∈ Q:
Also, obviously:
For every two distinct polynomials q 1 , q 2 ∈ Q, the polynomial q 1 + q 2 is also in Q, and for every w i we have (−1)
Set A = U U T . For every distinct q 1 , q 2 ∈ Q we have:
All the diagonal entries in A are 1. Since the rank of U is at most m the rank of A is also at most m. By Lemma 2:
The desired result follows.
Upper bound
Here we prove the simple upper bound:
Proof of Theorem 2. Consider a random set R ⊆ {0, 1} N of size
We bound the probability that for a given polynomial P , the uniform distribution on R is not an -approximation with respect to P .
By the Chernoff bounds (see, e.g., [6] , Appendix A), for any < 1:
The number of polynomials in N variables over Z 2 of degree at most d can be bounded from above using known estimates on the binomial coefficients by the entropy function. The number of monomials of degree at most d is at most:
and thus the number of polynomials is at most 2 (
. Therefore, by applying the union bound, with high probability the uniform distribution on R is an -approximation with respect to any polynomial on N variables with degree at most d, and the theorem follows.
Concluding Remarks
The ratio between the lower and upper bounds is c · (2e) d log ( 1 ) for some constant c. In particular, for fixed d the ratio is Θ(log ( 1 )). This matches the ratio between the best known upper and lower bounds in the case d = 1 that corresponds to -biased spaces. Our result can be generalized to polynomials over fields with p > 2 elements. It is not difficult to extend the proof of Lemma 1 to larger fields by following similar lines. In the proof of Theorem 1 we define U q,w i = ξ q(w i ) p √ t i , where ξ p is a primitive root of unity of order p. Finally, we set A = U U * and apply the complex version of Lemma 2 (see Appendix A) to get the desired bound. The details will appear in the full version of the paper.
Recently, Schechtman and Shraibman [15] proved a strengthening of Lemma 2. They showed that under the conditions of Lemma 2, if A is also positive-semidefinite then we need only an upper bound on the values of non-diagonal entries, instead of an upper bound on their absolute values. Since in our case the matrix A is positive semidefinite, we can relax the conditions and establish a similar lower bound for the size of the support of any distribution in which no polynomial attains the value zero with probability bigger by /2 than the probability it attains it in the uniform distribution. That is, the lower bound for the size of the space holds, even if there is no lower bound on the probability that each polynomial attains the value zero.
Lemma 1 can also be formulated in the language of error correcting codes. For given N and d, it states that every Reed-Muller code with parameters N and d contains a dense linear subcode in which the Hamming weight of each nontrivial codeword is close to half the length. . Then the rank of C satisfies rank(C) ≥ c log n 2 log ( 1 ) .
We start with the following lemma from which Lemma 2 will follow:
There exists an absolute positive constant c so that the following holds. Let B be an n by n real matrix with b i,i = 1 for all i and |b i,j | ≤ for all i = j. If
log n.
We need the following well known lemma proved, among other places, in [9] , [1] .
Lemma 5. Let A = (a i,j ) be an n by n real, symmetric matrix with a i,i = 1 for all i and
Proof. Let λ 1 , . . . , λ n denote the eigenvalues of A, then their sum is the trace of A, which is n, and at most d of them are nonzero. Thus, by Cauchy-Schwartz,
On the other hand, this sum is the trace of A t A, which is precisely i,j a 2 i,j ≤ n + n(n − 1) 2 . Hence n + n(n − 1) 2 ≥ n 2 /d, implying the desired result.
Lemma 6. Let B = (b i,j ) be an n by n matrix of rank d, and let P (x) be an arbitrary polynomial of degree k. Then the rank of the n by n matrix (P (b i,j )) is at most k+d k . Moreover, if P (x) = x k then the rank of (P (b i,j )) is at most
be a basis of the row-space of B. Then the vectors (v
, where k 1 , k 2 , . . . , k d range over all non-negative integers whose sum is at most k, span the rows of the matrix (P (b i,j ) ). In case P (x) = x k it suffices to take all these vectors corresponding to k 1 , k 2 , . . . , k d whose sum is precisely k.
Proof of Lemma 4. We may and will assume that B is symmetric, since otherwise we simply apply the result to (B + B t )/2 whose rank is at most twice the rank of B. Put d = rank(B). If ≤ 1/n δ for some fixed δ > 0, the result follows by applying Lemma 5 to a , and the desired result follows by some simple (though somewhat tedious) manipulation, which we omit.
Proof of Lemma 2. Let C = (c i,j ) be the n by n diagonal matrix defined by c i,i = 1/b i,i for all i.
Then every diagonal entry of CB is 1 and every off-diagonal entry is of absolute value at most 2 . The result thus follows from Lemma 4.
Proof of Lemma 3. Let P be an n by n diagonal matrix defined by 
