Abstract. Estimation of the Jung constants of Orlicz sequence spaces equipped with either the Luxemburg norm or the Orlicz norm is given. The exact values of the Jung constants of a class of reflexive Orlicz sequence spaces are found by using new quantitative indices for N -functions. 
Preliminaries. Let X be a normed linear space and

(A, z) = r(co(A), z), r(A, B) = r(co(A), B) and r(A, X) = r(co(A), X).
Definition 1.1 (Jung [7] ). The Jung constant JC(X) of a normed linear space X is defined to be Clearly, always 1/2 ≤ JC(X) ≤ 1. Pichugov [12] computed JC(l p ) (see also Corollary 3.4 in Section 3). Amir [1] proved that if X is a dual space, then (Pichugov [12] ). Let X n be a real n-dimensional normed space and let A be a bounded closed convex set in X n with r(A, X n ) being its Chebyshev radius. Then 
Lemma 1.4 (Pichugov [12] ). Let X be a separable and dual space. If {x 1 , x 2 , . . .} is a dense set in X and X n = span{x i : 1 ≤ i ≤ n}, then (4) JC(X) ≤ lim inf n→∞ JC(X n ).
Recall that Bynum [2] defined the normal structure coefficient N (X) of a Banach space X by
N (X) = inf d(A) r(A, A)
: A ⊂ X closed bounded convex, d(A) > 0 .
Maluta [11] denoted [N (X)] by N (X) and proved that 2 −1/2 ≤ N (X) for every infinite-dimensional Banach space X. Amir [1] pointed out that for every Banach space X,
Next we introduce some basic facts on Orlicz spaces. Let
be a pair of complementary N -functions. The Orlicz sequence space l Φ is defined to be the set
The Luxemburg norm and the Orlicz norm are defined respectively by
The norms are equivalent:
An important parameter for analysis in an Orlicz space is the rate of growth of the underlying N -function. An N -function Φ(u) is said to satisfy the ∆ 2 -condition for large u (resp. for small u, for all u ≥ 0), in symbols
Similarly we define Φ ∈ ∇ 2 (0) and Φ ∈ ∇ 2 . The basic facts on Orlicz spaces can be found in [9] , [10] and [13] . For instance, l Φ is separable if and only if Φ ∈ ∆ 2 (0); l Φ is reflexive if and only if Φ ∈ ∆ 2 (0) ∩ ∇ 2 (0). New quantitative indices of Φ(u) are provided by the following six constants:
The following result will play a leading role in this paper.
The proof of Theorem 1.5 can be found in [13, p. 23 ].
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Other well known quantitative indices of Φ are provided by the following six constants: (12) 1
The proofs of Propositions 1.6 and 1.7 can be found in [13, p. 27 ]. Finally, we need some properties of Hadamard matrices, which can found in [12] , [6] and [5] . The Hadamard matrix H (n+1)×(n+1) of order n + 1 is defined to be a square matrix with entries ±1 and with pairwise orthogonal rows. H (n+1)×(n+1) is said to be in normalized form if its first column and row consist only of ones. Removing the first column of H (n+1)×(n+1) , we obtain the matrix H n×(n+1) , which is used in [12] and [6, Lemma 2] . 
Let Φ, Ψ be a pair of complementary N -functions. Then l
, where e i = (
We denote by
(1/3)(e 1 , e 2 , e 3 )H 3×4 the fact that
where 1 ≤ i ≤ 4 and for i = j,
(1/3)
Then 
In general, if for some n 0 ,
Finally, it follows from Lemma 1.3 that
Lower bounds of JC(l
For any given 0 < ε < 1/2, there is a u 0 ∈ {u k : k ≥ 1} such that
By (18) we have 2u 0 < ε/2 < ε/(1 + ε), and so
We first show (16). Put
(1/k 0 ).
i.e.,
For n < m, we define
, we define
), since
For i = j, by (19)- (21), we have
, put
Since
we get lim n,m→∞
We see that r(A, h
is arbitrary, by (23) and the definition of JC(X) we have
We have thus proved (16) since ε is arbitrary.
Next we show (17). For any
proving (17).
). For any Banach space X, we have 1/2 ≤ JC(X) ≤ 1. Hence (i) always holds.
(
).
Proof. By definition of α 0 Φ , for any n ∈ N and n ≥ 2, there are 0
.
. Let Ψ be the complementary N -function to Φ and
Then (k n (2 n − 1))) = 1.
We will prove that (28)
By (26) we have
On the other hand, by (26),
By (28), (30), (31) and (25) we have
By (27), (32) and the definition of JC(X) we get
. Hence, by Theorem 1.3 and (33) we get (24):
is not reflexive if and only if JC(l
is not reflexive, then either Φ ∈ ∆ 2 (0) or Φ ∈ ∆ 2 (0)\∇ 2 (0). For Φ ∈ ∆ 2 (0), the conclusion follows from Corollary 2.2. For Φ ∈ ∆ 2 (0)\∇ 2 (0), by Theorem 1.5(ii) we get α
is reflexive, by Corollary 1.10 we have JC(l 
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We first show (36). Define A = {x i : i ≥ 1}, where
By (38)- (40), for i = j we have
As ε is arbitrary we get (36). Next we show (37).
Hence r(A, l Φ ) ≥ 1 and so
Since ε is arbitrary we get (37).
The result follows from the proof of Theorem 2.5.
where Ψ is the complementary N -function to Φ and
Proof. By definition of β 0 Ψ , for any n ∈ N and n ≥ 2, there exist 0
We will prove that (47)
By (45) we also have
By Lemma 1.2 and (48) we get (43):
, the argument is similar to that of Corollary 2.
is reflexive, (49) follows from the proof of Theorems 2.5 and 2.7 and Corollary 2.4.
Proof. By Corollaries 2.4(ii) and 2.
Hence we get (50). Example 2.10. Let 1 < p < ∞ and 1/p + 1/q = 1. Then
and we get (53) by (51).
Example 2.11. Let Φ r (u) = e |u| r − 1, 1 < r < ∞ and let Ψ r be the complementary N -function to Φ r . Then
)}.
In fact, Φ −1
Hence Φ r ∈ ∆ 2 (0) ∩ ∇ 2 (0) and we get (54) by (50).
. By (50) we have
Example 2.13. Let
. By (50),
JC(l (Φ s )
) and JC(l Φ s )
, 0 < s ≤ 1, and let Φ s be the inverse of
) and N (l Φ s ) be the normal structure coefficients of l
Proof. We get (58) from (56), (57) and JC(X) ≤ N (X) = 1/N (X). We now prove (59). We first show 
) and {c i ≥ 0 : i ≤ N } and 
Since A is arbitrary, we obtain
Hence, by using Lemmas 1.4 and 3.2(i) we can prove (60):
Corollary 3.4 (Ivanov and Pichugov [6] ). Let 1 < p < ∞ and 1/p + 1/q = 1. Then
Proof. In fact, putting Φ(u) = |u| p , we have l
is the complementary N -function to Φ(u). By Example 2.10, we need only prove (2 − a) ). We have 0 < s ≤ 1 and for u ≥ 0,
and lim a 1 (−s/2) = 1/p − 1 we get
Finally, (62) follows from (63) and (64).
By (65) we get
for s = 1 we get JC(l
), JC(l 
