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ABSTRACT
For covariance-based image descriptors, taking into account
the curvature of the corresponding feature space has been
shown to improve discrimination performance. This is often
done through representing the descriptors as points on Rie-
mannian manifolds, with the discrimination accomplished on
a tangent space. However, such treatment is restrictive as dis-
tances between arbitrary points on the tangent space do not
represent true geodesic distances, and hence do not represent
the manifold structure accurately. In this paper we propose
a general discriminative model based on the combination of
several tangent spaces, in order to preserve more details of
the structure. The model can be used as a weak learner in a
boosting-based pedestrian detection framework. Experiments
on the challenging INRIA and DaimlerChrysler datasets show
that the proposed model leads to considerably higher perfor-
mance than methods based on histograms of oriented gradi-
ents as well as previous Riemannian-based techniques.
Index Terms— pedestrian detection, covariance descrip-
tors, Riemannian manifolds, tangent spaces, boosting.
1. INTRODUCTION
Covariance descriptors have recently become popular features
for pedestrian detection, due to their relative low sensitivity
to translations and scale variations, as well as being quick to
compute through integral image representations [5, 11, 14].
Covariance descriptors belong to the group of positive defi-
nite symmetric matrices (Sym+d ), which can be interpreted as
points on Riemannian manifolds [7]. Intuitively, we can think
of a manifold as a continuous surface lying in a higher dimen-
sional Euclidean space. By exploiting the curvature of the fea-
ture space formed by such matrices, higher performance can
be achieved than vector space approaches such as histograms
of oriented gradients (HOGs), previously considered as the
state of the art features for pedestrian detection [2].
While the geometry of Riemannian manifolds has been
extensively studied, with well defined metrics and operations
for Sym+d , classification directly on manifolds (eg. dividing
a manifold into two distinct parts) is still a challenging prob-
lem [8, 13]. Current approaches typically first map the points
on the manifold to a tangent space, where traditional machine
learning techniques can be used for classification [6, 14].
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A tangent space is an Euclidean space relative to a point
in the manifold (the tangent pole). Processing a manifold
through a single tangent space is necessarily restrictive, as
only distances to the tangent pole are true geodesic distances.
Distances between arbitrary points on the tangent space do
not represent true geodesic distances, and hence do not repre-
sent the manifold structure accurately.
As a partial workaround to the above limitation, Tuzel
et al. [14] recently proposed a pedestrian detection method
based on a LogitBoost cascade [4] over Riemannian mani-
folds. Linear regression was used as a weak classifier within
the cascade, after mapping the selected training points to a
tangent space that occurs at the mean of the points. In other
words, for each weak classifier a new tangent pole is ob-
tained closer to the most critical samples. As a consequence
of boosting, the final inference on the manifold was made
through multiple tangent spaces. However, there is an inher-
ent limitation in that each boosting iteration has to deal with
two problems at the same time: finding the best tangent rep-
resentation and finding the best discriminative model.
In this paper, we propose a general discriminative model
based on the combination of several tangent spaces, in order
to preserve more details of the manifold structure. We shall
refer to this model as k-tangent spaces. The model can be
used as a weak classifier in a boosting-based framework, al-
lowing the learning algorithm to focus on better classification
rather than finding the best representation of the manifold.
We demonstrate empirically that the proposed model leads to
considerably improved pedestrian detection performance.
We continue the paper as follows. In Section 2 we
overview relevant manifold operations for the space of sym-
metric positive definite matrices. The proposed model is
described in Section 3. Results from pedestrian detection
experiments on two challenging datasets are given in Sec-
tion 4. The main findings and possible future directions are
summarised in Section 5.
2. RIEMANNIAN GEOMETRY
In this section we briefly review Riemannian geometry, with
a focus on the space of symmetric positive definite matrices.
Formally, a manifold is a topological space which is locally
similar to an Euclidean space [7, 14]. The minimum length
curve connecting two points on the manifold is called the
geodesic, and the distance between two points X and Y is
given by the length of this curve.
The tangent space, TX at X, is the plane tangent to the
surface of the manifold at that point. Geodesics (on the man-
ar
X
iv
:1
40
3.
10
56
v1
  [
cs
.C
V]
  5
 M
ar 
20
14
ifold) are related to the vectors in the tangent space. Two
operators, namely the exponential map expX and the loga-
rithm map logX = exp
−1
X , switch between manifold and tan-
gent space at X. For Sym+d the exponential and logarithm
maps are defined as:
expX (y) = X
1
2 exp
(
X−
1
2 yX−
1
2
)
X
1
2 (1)
logX (Y ) = X
1
2 log
(
X−
1
2Y X−
1
2
)
X
1
2 (2)
where y (on the tangent space) is a representative of Y (on
the manifold). Furthermore, exp (·) and log (·) are matrix ex-
ponential and logarithm operators, respectively. For symmet-
ric positive definite matrices they can be computed through
Singular Value Decomposition (SVD). More specifically, let
X = UΣUT be the SVD of the symmetric matrixX , then
exp (X) = U exp (Σ)UT (3)
log (X) = U log (Σ)UT (4)
where exp (Σ) and log (Σ) are diagonal matrices with diagonal
elements that are respectively equivalent to the exponential or
logarithms of the diagonal elements of matrix Σ.
Using the tangent space defined at X, the distance be-
tween X and Y can be calculated via:
d2(X,Y ) = trace
{
log2
(
X−
1
2Y X−
1
2
)}
(5)
Given a set {Xi}Ni=1 of points on a manifold M, the
Karcher mean [9] is the point on M that minimises the sum
of distances:
µ = arg min
X∈M
∑N
i=1
d2(Xi,X) (6)
For Sym+d , the Karcher mean can be iteratively found using:
µ[t+1] = expµ[t]
{
N−1
∑N
i=1
logµ[t] (Xi)
}
(7)
3. K-TANGENT SPACES FOR PEDESTRIAN DETECTION
Traditional tangent-based discrimination approaches gener-
ally have three steps: (i) select the tangent pole X ∈ M;
(ii) project the training samples onto the tangent space TX ;
and (iii) train a discriminative model g (eg. the regression
function in [14]) using the projected samples. The discrim-
ination performance hence depends on two characteristics:
(a) how well model g is able to fit the data, and (b) how well
the tangent representation preserves the distances between the
points on the manifold. Intuitively speaking, the larger the
area covered by the tangent space, the worse the representa-
tion.
To address the above issue, we propose the combination
of multiple tangent spaces into a single discriminative model:
λ = {(µk, nk , gk )}Kk=1 (8)
where, for the k-th entry, µk is the tangent pole (center), nk
is the number of samples associated with the center, and gk is
a discriminative model associated with the center. By having
several spaces, the likelihood of each sample point having at
least one appropriate vector space representation is increased.
(a)
(b)
Fig. 1: Examples of pedestrian images in (a) INRIA and (b) Daim-
lerChrysler datasets.
For a given test sample Z ∈ M, the combined output of
the K discriminative models can be obtained using:
G(Z|λ) =
K∑
k=1
nk∑K
l=1 nl
gk
(
logµk (Z)
)
(9)
where each nk is used as a mixing coefficient, emphasising
more dense clusters that are less likely to be affected by out-
liers.
Within the context of pedestrian detection, the proposed
model is trained by first grouping positive samples into K
clusters. Negative samples are not taken into account at this
stage as they are not well characterised (ie. they do not rep-
resent a coherent class). To obtain the cluster centers, a form
of the k-means algorithm [3] explicitly adapted to manifolds
can be used. Specifically, the geodesic distance in Eqn. (5) is
used as the distance measure, with each cluster center taken
to be a Karcher mean, as in Eqn. (6). Once the cluster cen-
ters are obtained, all samples are projected onto each tangent
space k and a discriminative model gk is trained. The process
is summarised in Algorithm 1.
The k-tangent spaces model can be used to replace the
weak classifier (which uses a single tangent space) within the
boosting-based algorithm proposed by Tuzel et al. [14]. The
discriminative models within each k-tangent spaces model
are the same as the original weak learners (regression func-
tions) used in [14]. The resulting strong classifier produced
by boosting is hence comprised of a cascade of k-tangent
spaces.
Algorithm 1 Training the k-tangent spaces model for pedestrian detection
Input:
• Training samples and their labels: {(Xi, yi)}Ni=1,
Xi ∈M, yi ∈ {−1,+1}
Processing:
• Cluster positive samples to obtain K cluster centers and the number
of samples associated with each center: {(µk, nk )}Kk=1
• For k = 1, . . . ,K:
– Map all samples to the tangent space at µk via logµk (·)
– Train discriminative model gk using the mapped samples and
their labels
Output:
• Model λ = {(µk, nk , gk )}Kk=1
4. EXPERIMENTS
We used two datasets of pedestrian images for the experi-
ments: INRIA [1] and DaimlerChrysler [10]. Examples are
shown in Fig. 1.
The INRIA dataset contains 2416 pedestrian samples and
1218 person-free images for training, as well as 1126 pedes-
trian samples and 453 person-free images for testing. The size
of the samples is 64×128 with a margin of 16 pixels around
the pedestrians. The main challenges of the INRIA dataset
are variations in pose, background and partial occlusions.
The DaimlerChrysler dataset contains three training sets
and two tests sets. Each training and test set contains 4800
pedestrian samples and 5000 negative samples. Additionally,
each training set contains 1200 person-free images where fur-
ther negative samples can be obtained. The size of the positive
samples is 18×36 with a margin of 2 pixels around the pedes-
trians. Detection on this dataset is more difficult due to the
small size of the samples and the challenging negative set.
We performed three experiments: (1) exploration of the
effect of the number of tangent spaces on detection perfor-
mance; (2) comparison of the detection performance against
other tangent mapping approaches; (3) comparison of the per-
formance against several notable pedestrian detection meth-
ods in the literature. In all cases the proposed k-tangent spaces
model was used as a weak learner within the boosting-based
pedestrian detection framework proposed by Tuzel et al. [14].
As per [14], each pixel I(x,y) located at (x, y) was repre-
sented by an 8-dimensional feature vector:
f (x,y)=
[
x y |dx| |dy | |dxx| |dyy | (d2x + d2y)
1
2 arctan(|dx|/|dy |)
]
where dx = ∂I(x,y)/∂x, dxx = ∂2I(x,y)/∂x2 with the last two
terms representing edge magnitude and orientation. The co-
variance descriptor of a given region of pixels (selected by the
boosting framework) is hence an 8×8 matrix.
In the first experiment we varied the number of tangent
spaces from 1 to 5. To avoid training on the background in
the INRIA dataset, the margin around the pedestrians in the
positive samples was reduced from 16 to 2 pixels. The re-
sults are presented as detection error trade-off curves in Fig. 2,
where the best performance point is at the bottom-left corner
the graph (ie. minimal error rates). The results show that the
detection performance generally increases as the number of
spaces increases to 4. Using 5 tangent spaces degrades per-
formance. We conjecture that the number of training samples
affects the optimal number of spaces. The more spaces are
used, the lower the number of samples is available for each
cluster, and hence it is more likely that the clusters are af-
fected by outliers.
In the second experiment, we compared the performance
of four tangent mapping approaches: (i) directly converting
the covariance descriptors into vectors (ie. without projection
to a tangent space); (ii) projecting the points to the tangent
space with the identity matrix as the pole; (iii) projecting the
points to the tangent space with the Karcher mean of positive
samples as the pole; (iv) using the proposed k-tangent spaces
model with 3 spaces (time limitations prevented us from using
4 spaces).
10−3 10−2
0.01
0.02
0.04
0.06
0.08
 0.1
false positives per window
m
is
s 
ra
te
 
 
1 tangent space (mean)
2 tangent spaces
3 tangent spaces
4 tangent spaces
5 tangent spaces
Fig. 2: Effect of the number of tangent spaces on pedestrian detec-
tion performance on the INRIA dataset.
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Fig. 3: Pedestrian detection using various tangent space representa-
tions on (a) INRIA and (b) DaimlerChrysler.
The results, presented in Fig. 3, indicate that any tangent
space representation leads to better performance compared
to the direct vector space representation. On the INRIA
dataset, the Karcher mean mapping outperforms the iden-
tity matrix mapping, in agreement with the results presented
in [14]. However, on the more challenging DaimlerChrysler
dataset, there is little difference between the performance of
the Karcher mean and identity matrix mapping. The proposed
k-tangent spaces model leads to the best performance on both
datasets.
In the third experiment we compared the proposed ap-
proach against several notable pedestrian detection meth-
ods in the literature. For the INRIA dataset, we selected
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Fig. 4: Comparison with other pedestrian detection methods on
(a) INRIA and (b) DaimlerChrysler. The configuration of pedestrian
images was different than used in Fig. 3, to allow direct comparison
with previously published results [1, 10, 14, 15].
three techniques based on HOG features: two SVM based
methods [1], and an AdaBoost based method [15]. For the
DaimlerChrysler dataset, we selected the best results for the
three descriptors proposed in [10]: PCA coefficients, Haar
wavelets, and local receptive fields. For both INRIA and
DaimlerChrysler, we have also compared against the method
of Tuzel et al. [14], where mapping based on the Karcher
mean was used (ie. single tangent space).
To allow a direct comparison with previously published
results, the original images in the INRIA dataset were used
(ie. with a margin of 16 pixels around the pedestrians), rather
the margin reduced images as used in the first and second
experiments. The results, presented in Fig. 4, indicate that
on both datasets considerably better detection performance is
obtained by the proposed k-tangent spaces approach.
5. MAIN FINDINGS AND FUTURE DIRECTIONS
Covariance descriptors have been recently demonstrated to be
useful features for pedestrian detection, due to their relative
low sensitivity to translations and scale variations. By inter-
preting the descriptors as points on Riemannian manifolds,
and by exploiting the curvature of such manifolds, higher per-
formance can be achieved than vector space approaches such
as histograms of oriented gradients.
Current manifold-based classification approaches typi-
cally map the points to a tangent space, where traditional
machine learning techniques are used. However, such treat-
ment is restrictive as distances between arbitrary points on
the tangent space do not represent true geodesic distances,
and hence do not represent the manifold structure accurately.
In this paper we proposed a general discriminative model
based on the combination of several tangent spaces, in or-
der to preserve more details of the structure. By having sev-
eral spaces, the likelihood of a sample point having at least
one appropriate vector space representation is increased. The
model was used as a weak learner within the boosting-based
pedestrian detection framework proposed by Tuzel et al. [14].
Experiments on the challenging INRIA and DaimlerChrysler
datasets indicate that the proposed model (with just a few tan-
gent spaces) leads to considerably improved performance.
Future work includes adapting the model to more general
classification problems (ie. not tied to covariance matrices or
pedestrian detection [12]), as long as the samples can be rep-
resented as points on Riemannian manifolds.
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