Introduction
Russia experienced a well-documented productivity surge over the period [1999] [2000] [2001] [2002] [2003] [2004] [2005] , following the 1998 crisis. This contributed to a dynamic growth and poverty reduction. Estimated annual total factor productivity (TFP) growth of 5.8 percent was the driving force behind the observed average annual real GDP growth of 6.5 percent over this period (Alam et al. 2008) . Part of the productivity surge is explained by better utilization of excess capacity, especially in the manufacturing sector, a key driver of Russia's growth, but also within-firm factors and inter-sectoral allocation of labor. Productivity in manufacturing itself--an important engine of Russia's growth--grew at a healthy rate of over 4 percent in this period. At the same time, infrastructure constraints began to limit firm activities, as evidenced by several firm surveys. Extending the Alam et al. study, the questions arise whether Russia was able to sustain such productivity growth in a more recent period and how firm-level characteristics and infrastructure gaps affected productivity growth. More specifically, we seek to answer the following questions: Did Russia's manufacturing productivity growth slow in the latter part of the past decade, as conjectured by some analysts who attributed Russia's pre-global crisis growth to only high oil prices? What are the firm-specific characteristics that correlate with manufacturing productivity growth? Who are the productive firms in Russia? Which factors contributed most to the observed performance? And, finally, what role infrastructure gaps played in productivity dynamics.
The Empirical Approach (i) Estimating TFP
We estimate total factor productivity (TFP) for Russian manufacturing firms using the Generalized Method of Moments (GMM) model developed in Levinsohn and Petrin (2003) that accounts for endogeneity in productivity functions. This approach recognizes that profit-maximizing firms respond to positive productivity shocks by expanding output via mobilization of additional inputs. By contrast, firms experiencing negative productivity shocks reduce output by reducing the use of inputs. The GMM model is superior in this regard to the alternative OLS functions which yield biased estimates of productivity under these circumstances.
Levinsohn and Petrin (2003) assume a Cobb-Douglas production function of the form:
where is the logarithm of the firm's output, most often measured as gross revenue or value added (measured as gross revenue in this paper); and are the logarithm of the freely variable inputs labor and the intermediate input (materials); and is the logarithm of the state variable capital (fixed assets). The demand for the intermediate input is assumed to depend on the firm's state variables and ;
The demand function is assumed to be monotonically increasing in , allowing the inversion of the intermediate demand function, so can be written as a function of and :
Substituting into (1) yields:
which is solved using GMM.
(ii) Growth and Productivity Decomposition Using standard growth accounting methodology, we assess the impact of each of the factor inputs (TFP, labor, capital) on the growth of firms' output. Taking logarithms and differentiating a standard Cobb-Douglas, three-factor production function, we obtain the following growth accounting equation, expressed in value-added form (i.e. output less materials):
and,
This shows that firms' output growth (first derivative of Y) can be decomposed into three sources of growth: (a) the contribution from growth in the physical capital stock (the derivative of K), (b) the contribution from growth in the labor force (the derivative of L), and (c) the contribution from growth in TFP. Furthermore, , are the respective coefficients of the factor inputs, which are assumed to be subject to constant returns to scale.
We investigate the allocative efficiency of each industry within the manufacturing sector by decomposing total productivity along the lines of Olley and Pakes (1996) :
where is the total productivity of the industry, is firm-level productivity, is the share of activity for the firm, and a bar over a variable represents the unweighted industry average of the firm-level measure. The simple interpretation of this decomposition is that aggregate productivity is composed of two terms: un-weighted average firm-level productivity and a cross-term (i.e. the sample covariance between productivity and output share) that reflects the extent to which firms with higher than average productivity have a greater market share. The higher the covariance, the higher the share of output that goes to more productive firms, and the higher is industry productivity. In other words, when efficiency is positive, it means that most productive firms have a larger market share.
To better understand the dynamics of productivity growth, we breakdown the sources of aggregate productivity growth across manufacturing industries into various components using the methodology in Foster et al (2001) as follows:
where Δ is changes over the k-years' interval between the first year (t-k) and the last year (t); θ it is the share of firm i in the given industry at time t (expressed in output or employment); p i is the productivity of firm i; and P t is the aggregate (weighted average) productivity level of the firm. The components of the equation can be defined as follows:
• The first term is the within effect, which is productivity growth within each firm, weighted by initial output shares. It also reflects the impact of productivity growth in individual sectors on aggregate productivity in the economy.
• The second term, the between effect, captures the gains in aggregate productivity arising from the expanding market of high-productivity firms or from shrinking shares of low-productivity firms weighted by the initial shares. Hence a positive between effect means that aggregate productivity rises because the sector displays higher than average productivity and factor inputs are moving into it.
• The third term is the cross effect or covariance, which is positive if the firms that are gaining market shares (and increasing factor usage) are also those with aboveaverage productivity growth or negative if the firms that are downsizing are the more productive ones.
• The fourth term is the entry effect, which is the sum of the differences between each entering firm's productivity and the initial productivity in the industry, weighted by the market share of the entering firm.
• The fifth and final term is the exit effect, which is the sum of differences between each exiting firm's productivity and the initial productivity in the industry weighted by the market share of the exiting firm.
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This breakdown of the five components can also be presented differently as three components (see Bartelsmann and Scarpetta, 2007) :
• the within component;
• a reallocation component, which is the sum of the between-effect and cross-effect components described earlier. It captures the productivity gains from reallocating factor inputs across firms; and, • the net entry component (also known as firm turnover or firm churning) reflects the productivity gains resulting from the creation of new, more productive firms and the exit of obsolete firms, calculated as the sum of the entries and exits terms. A caveat on productivity decomposition: One potential problem with our methodologies is that the presence of measurement errors in assessing market shares and relative productivity will yield spurious decomposition. This needs to be given careful consideration here, since we excluded firms in the top (bottom) one percentile of TFP to minimize the impact of outliers. As a result, our calculations of market shares and 6 aggregate productivity in each sector may be distorted, to the extent that many industries in Russia consist of large market-dominant firms which in many cases recorded large TFPs. Consequently, while we discuss results of the decomposition that excludes outliers, we also present results using the full sample (i.e. including outliers) in the Annex.
(iii) Productivity and Firm Characteristics
Finally, to investigate the basic correlates of firm productivity, we regress the productivity of manufacturing firms on a set of core firm characteristics, as follows:
where TFP i,t is the TFP of firm i operating at time t, which is calculated according to the semi-parametric estimation technique developed by Levinsohn and Petrin (2003) ; and X n i.t is a vector of n firm characteristics, each with coefficient . The model is estimated with White's (1980 White's ( , 1982 heteroscedasticity-consistent GLS estimators.
The vector of firm characteristics includes

The Data
3 The following are the definition of firm sizes according to the Russian Law: Micro-firms with the number of employees less than 15, maximum annual revenue from sales of RUB 60 million (or EUR 1.64 million); Small--between 15 and 100 employees, with annual revenue from sales max RUB 400 million (EUR 10.94 million); Medium-sized firms: between 101 and 250 employees, and RUB 1 billion (EUR 27.64 million); There are no specific thresholds for large firms but they are implicitly defined as all those above the largest medium-size threshold.
The data on key variables required to compute firm-level TFP, are obtained from the Amadeus database. 4 The sample covers 78,704 manufacturing firms i.e. 25 manufacturing sectors divided into 270 four-digit manufacturing sub-sectors) for which data are available for the Russian Federation, over the period 2003 to 2008. Firms' output, capital stock, materials, and labor, are proxied by operating revenue (turnover), tangible fixed assets, cost of goods sold, and the number of employees, respectively. This provides an unbalanced panel of about 204,000 observations. This number of observations is the result of data cleaning procedures similar to those used in Alam et al (2008) that excludes: (i) missing observations on any of the key variables for estimated productivity functions; (ii) observations including a positive number of subsidiaries in order to prevent double counting of firms and also to avoid the inclusion of shell companies which are not directly involved in the production process; (iii) observations involving ratios greater than 1 between material and output; and (iv) observations with TFP (post-estimation) greater (less) than one percent standard deviation to minimize the impact of outliers. Full description of the characteristics of the sample is presented in Annex 1.
Results and Discussion (i) Productivity Dynamics and Output Growth
The Levensohn and Petrin (2003) estimates of the Cobb-Douglas production function for Russian manufacturing firms over the period 2003 to 2008 indicate diminishing returns to scale (results are summarized in table 1). All factor inputs are statistically significant. However, the null hypothesis of constant returns to scale is rejected overall, even at the one percent level of statistical significance i.e., increasing all three factor inputs by 100 percent increases output by less than 100 percent (94 percent in this case). The result of the growth accounting decomposition shows that output growth within the manufacturing sector has been driven primarily by TFP gains: TFP accounted for an average 63 percent of the annual growth in output (value-added) from 2004 to 2008 as shown in Figure 3 . The contribution of labor and capital accumulation to Russia's manufacturing output remains low, in line with evidence from Alam et al (2008) .
(ii) Productivity Decomposition
The most productive manufacturing firms are found to have a larger market share. The result of the Olley-Pakes decomposition shows, in the first instance, that efficiency is positive in the aggregate (see Figure 4) . Moreover, the efficiency increased during the period of observation, slowly at first (between 2003 and 2005) , then sharply from 2005, peaking in 2007 -meaning that there was a persistent increase in the share of output from the most productive firms in the entire manufacturing sector until the economic crisis that started in 2008. However, at the industry level (2-digit), the efficiency dynamics varied slightly (see Table 2 ). While efficiency estimates in all industries are positive through the years, indicating a higher productivity of market-dominant firms, the scale of efficiency in a number of industries - Beverages, Tobacco, Basic Metal, and other Transport -had declined through 2008, by 6.4%, 20.2%, 40.2%, and 21.1%, respectively, suggesting a decrease in the share of output of the most productive firms in these sectors. On the other hand, efficiency in some sectors, like Textiles, Apparels, Machinery and Equipment (including Repair and Installation), more than doubled over the period. Figure 5 ), which shows that with the exception of a few industries (i.e. beverages, coke and refined petroleum, chemicals, basic pharmaceuticals, and motor vehicles manufacture) reallocation of capital and labor play a key role in productivity growth (which, given the structure of the dataset, also includes old firms i.e. registered before 2003, but for whom data became available between 2003 and 2008).
(iii) Productivity and Firm Characteristics
The results of the empirical analysis of firm characteristics are statistically strongly significant; they are also broadly consistent with earlier analyses of theoretical and empirical literature using the Russian data (e.g., Alam et al. 2007 ). All independent variables, except measure of the industry structure, are statistically significant at the 1 percent level). Results are summarized in Table 3 .
The following principal findings are of particular interest.
• First, firm size matters for productivity, with all size variables statistically and strongly significant (relative to micro-sized firms) and large firms being the most efficient, followed by medium-sized firms, indicating the existence of economies of scale and scope.
• Second, the "primary city effect" of Moscow, reflecting agglomeration effects of Moscow city on productivity, is statistically and quantitatively significant although the effect is weaker for medium-size and large firms. In other words, it matters more for productivity if a firm has grown over a threshold size than that it is located in Moscow per se ( Figure 6 ). Intuitively, this finding means that once a firm grows to a certain size, locating in the capital-while certainly an advantage--becomes less critical to its productivity.
• Third, younger firms tend to be more efficient than older ones, suggesting that firm old age makes knowledge, abilities, and skills obsolete and induces organizational decay (as in Gort, 1996 and 2002) . There is a quadratic effect in the relationship between age and productivity i.e., there is a decline in average TFP from the first quintile of the age quadratic until the fourth quintile (the threshold), then rising sharply to the fifth quintile. Levinsohn and Petrin(2003) . Standard errors adjusted for clustering on firms are noted in parentheses. The industry dummies are defined at 2-digit NACE level for manufacturing (10 -35). *** significant at the 1 percent level, ** significant at the 5 percent level, * significant at the 10 percent level.
• Fourth, state and municipal ownership shows strong negative and statistically significant relationships with productivity, perhaps reflecting the weak commercial incentives in state and municipal firms compared with private firms (see Figure 7 ).
• Fifth, productivity is negatively correlated with both very young firms (under the age of one year) and exiting firms. This suggests that existing (or incumbent) firms enjoy certain advantages, which may be due to either weak competition or other productivity and competitiveness advantages. But with many existing firms consisting of state and municipal companies with lower productivity than in private firms, it appears that firm survival is not correlated with high productivity. Internal managerial incentives in incumbent firms may not be strongly favoring productivity in the presence of weak competitive pressures. Managers of existing firms can maintain sub-optimal use of factor inputs. By contrast, intensified competition pressures force managers to speed up the adoption of new technologies in order to survive.
• And sixth, market share (at the NACE industry level four) matters and is correlated with productivity. This is corroborating empirical evidence in Szegedi et al (2009) that firms can increase productivity by raising the market share. In fact, market share has the largest coefficient and in our model is the single most important driver of manufacturing productivity in Russia. But the estimated effect of the broader measure of industry concentration, the Herfindahl index, while having the theoretically correct negative sign, is not significant. In the next stage of this analysis, we shift the attention to the infrastructureproductivity link as infrastructure has emerged as a major constraint to Russia's firms in many recent firm surveys. The 2008 BEEPS survey highlights the severity of the infrastructure challenge, relative to other countries within the region. About 14.2 percent of Russian firms identify insufficient water as a major or severe constraint, compared to a regional average of 9.6 percent. Likewise, more firms in Russia complain about electricity and telecommunication facilities than in Ukraine, Romania, and Belarus (see Figures 8 to 11 ). Recent analyses of infrastructure and productivity growth, especially those based on detailed firm-level data and a wider menu of infrastructure measures (e.g., Fedderke and Bogetic 2009) have shown strong association between infrastructure and productivity that has sometimes proven elusive in more aggregated studies.
Source: BEEPs 2008. Both Russian and other international data suggest a major deterioration of transportation infrastructure (World Bank 2011a, b) . The state of Russia's transport infrastructure is generally poor, especially for a high-income country and has been declining because of underinvestment in maintenance and rehabilitation. According to the 2010 Enabling Trade Index (World Economic Forum), Russia ranks 48th on the availability and quality of transport infrastructure (Figure 12 ). The index measures the state of transport infrastructure across all modes of transport in each country, as demonstrated by the density of airports, the percentage of paved roads, and the extent to which they are congested, as well as the transshipment connections available to shippers from each country. While the quality of transport infrastructure in Russia varies significantly across different modes of transport--and different parts of the country--the road infrastructure is estimated to have deteriorated the most. According to the World Economic Forum's 2010 Enabling Trade Index (ETI), Russia's railway infrastructure quality ranks 33rd in the world, relatively good but still significantly behind the Western European levels to which the country aspires. But its ranking on the quality of road infrastructure is 111th, among the world's worst; this--in a vast country that is heavily resource-intensive and that depends on transport of goods and services for its exports. The quality of port and air infrastructure is also comparatively poor--Russia ranks 82th and 87th, respectively. These differences are also evident in comparing the asset deterioration in recent years, by transport modes. According to Rosstat, the asset deterioration rate reached 48 percent for air transport, roads and maritime port infrastructure in 2008. The deterioration in railways was much lower--24 percent. A recent survey of quality of the federal road network indicates that the majority of roads do not meet the minimum riding quality requirements (Table 4) . Given these findings based on descriptive statistics, the question arises whether they can be corroborated by econometric analysis and to what extent infrastructure deficiencies affect firm productivity. This is the question we take up by explicitly modeling changes in TFP productivity growth using a vector of infrastructure variables from the BEEPs surveys, combined with firm characteristics. We then calculate the regional, sectoral, and firm-size averages for each variable.
Since
The model is estimated using the principal component analysis. Results are presented in the table 5 below. We highlight two main findings.
• First, access to good infrastructure such as telecommunications, transportation, broad band services, and water supply are important drivers of productivity in the manufacturing sector. Conversely, an increase in the proportion of firms with difficulty in accessing infrastructure services is significantly correlated with lower productivity.
• Second, water supply deficiencies exert the largest negative impact on firm productivity. This is not a variable that is often associated with firm productivity in middle-income countries where basic water supply issues are resolved although it has come up in a recent analysis of South Africa and SACU countres (Bogetic and Fedderke 2006) ; nor has it been highlighted in recent analyses for Russia. But, interestingly, this finding is consistent with an independent result in an ongoing analysis of the Human Opportunity Index (HOI) for Russia, which identifies water supply as one of the infrastructure sectors where, despite broad coverage, there remain problems of quality and equity of access across Russia's vast territory and income groups. Second, firm characteristics like size, location, age and the structure of firm ownership are important determinants of productivity. Specifically
• Firm size matters: large firms tend to be most productive, followed by mediumsize firms, and small firms, reflecting the economies of scale and scope.
• Location is important: the "primary city effect" of Moscow--capturing the Moscow city agglomeration effects on productivity--is statistically and quantitatively significant although it is weaker for medium and large firms. In other words, while location matters, size matters even more.
• Younger firms tend to be more productive: over time, a firm's old age may make its knowledge, capacities, and skills obsolete and could result organizational decay in (for related evidence, see Gort, 1996 and 2002) . But after a certain threshold of age (fourth quintiles in the firm sample), firm productivity rises sharply, suggesting that the oldest and most established firms tend to maintain a productive edge despite the potential downsides of firm age.
• State and municipal ownership show strong, negative, and statistically significant relationships with productivity, perhaps reflecting the weak commercial incentives in state and municipal firms compared with private firms. At the same time, state firms tend to be more productive than municipal firms.
• A firm's dominance in an industry is key to productivity in Russia. A firm's market share of an industry's sales exerts the most significant influence on firm productivity.
Third, based on the analysis of BEEPs data, firms that complain about access to and/or the quality of infrastructure-particularly water, electricity, transport, and the internettend to show lower productivity; this corroborates other recent analyses showing rising infrastructure gaps in Russia and their impact on firm investment and economic activity.
Fourth, water supply deficiencies exert the largest negative impact on firm productivity.
ANNEX 2:
Productivity Decomposition, using full sample i.e., including outliers.
Relative to the results reported in the text, the impact of outliers is quite substantial. Both aggregate productivity and average productivity are not only higher than those reported previously in Section 4, but also efficiency is lower on aggregate (negative in some cases), particularly between 2004 and 2007 (see Figure A1) . At the sectoral level, results are mixed (see Table A2 ). When outliers are included in the sample, it appears that much of the growth in TFP can be linked to within-firm effects. 
