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Zusammenfassung
Eine der augenscheinlichsten Konsequenzen des derzeitigen Klimawandels ist
der rapide Rückgang vieler Gletscher. Quantitative Gletscherbeobachtungen
sind in der laufenden Klimadiskussion notwendig um die Rückkopplungseﬀek-
te zwischen Klima und Gletscher zu verstehen. Neben der Massenbilanzierung
spielt das Bestimmen des Gesamteisvolumen und dessen Verteilung eine wich-
tige Rolle um Gletschermodelle sinnvoll anzutreiben. Interaktionen zwischen
Klimawandel und Gletscherdynamik können aufgrund von physikalischen Glet-
schermodellen verstanden und rekonstruiert werden. Erst auf Basis derartiger
Modelle kann man wissenschaftlich korrekte Zukunftsprognosen für Gletscher
abgeben. Ökonomische und logistische Einschränkungen bei Eisdickenmessun-
gen auf schwer zugänglichen Gletschern haben aber oft eine unregelmäßige und
spärliche Datenverteilung zur Folge. Auf derartigen Datengrundlagen liefern
Standardinterpolationsmethoden häuﬁg kein zufriedenstellendes Ergebnis.
Die hier vorgstellte Studie beschäftigt sich mit drei Gletschern in der 'Ho-
hen Tauern'-Region in den Ostalpen Zentralösterreichs. Der Wurtenkees (0.82
km2) am Schareck (3123 m) und der Goldbergkees (1.42 km2) sowie der Klein-
ﬂeißkees (0.87 km2) am Sonnblick (3106 m). Die Massenbilanz wird für den
Wurtenkees seit 1982, für den Goldbergkees seit 1988 und für den Kleinﬂeiss-
kees seit 1998 jährlich bestimmt.
In einem Zeitraum von 20022004 wurden 4 Ground Penetrating Radar
(GPR) Messkampagnen durchgeführt, um für die drei Gletscher Glet-scherbett
sowie Eismächtigkeitskarten zu erzeugen. Als Messfrequenz wurde 20 MHz
gewählt, mit der maximale Erkundungstiefen von mehr als 100 m erreicht
wurden. Die Qualität der gemessenen Daten variiert. Reﬂexionen des Glet-
scherbetts sind nicht in jeder Aufnahme eindeutig zu bestimmen. Die gewon-
nenen Datensätze von Gletscherbettreﬂexionen haben teilweise eine unregel-
mäßige und spärliche Datenverteilung. Aufgrunddessen war ein Schwerpunkt
dieser Arbeit die Entwicklung einer passenden Interpolationsstrategie. Das Ziel
der Interpolationsstrategie ist das Erzeugen einer plausiblen Gletscherbettto-
pographie und Eismächtigkeitsverteilung auf objektive und reproduzierbare
Art und Weise. Schließlich wurde die Kriging Interpolationstechnik und eine
gletschermechanische Interpolationsgröße verwendet. Die interpolierten Daten
wurden einer 3DMigration unterzogen. Die Ausbreitungsgeschwindigkeit des
GPR Signals im Gletschereis wurde mit 0.16 m/ns ± 5% bestimmt. Ein geo-
morphologischer Interpolationsansatz stellt einen realistisch glatten Übergang
zwischen gerechneten und bekannten Geländedaten sicher.
Die mittleren Eisdicken der untersuchten Gletscher bewegen sich zwischen
13 m und 50 m, die maximalen Eisdicken zwischen 40 m und 164 m.
Da keine direkte Validierung der gerechneten Daten möglich war, werden
die Ergebnisse durch verschiedene Plausibilitätsüberlegungen gestützt.
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Abstract
Global warming causes an apparent rapid retreat of many glaciers worldwide.
For the current climate discussion quantitaive glacier observations are necessa-
ry to understand the glacial response on climate change. Beside mass balance
investigation, the determination and monitoring of total glacial ice volume and
ice thickness distribution are important parameters to run reasonable glacier
models. Based on physical glacier models one can understand and reconstruct
interactions between climate and the complex glacier system. Only since such
well trained models exist we are able to give scientiﬁc correct glacier progno-
sis. Often surveys on small and remote glaciers have to deal with economic
and logistic restrictions. A consequence of these restrictions is a suboptimal
data distribution. Spatially irregular and sparse data sets often cause scaling
of volume and ice thickness distribution to pose a big challenge.
The presented study focuses on 3 glaciers in the 'Hohe Tauern' region in
the Eastern Alps of central Austria. The Wurtenkees (0.82 km2), located on
Mount Schareck (3123 m), and the Goldbergkees (1.42 km2) and Kleinﬂeisskees
(0.87 km2), located on Mount Sonnblick (3106 m). Mass balances are regularly
determined since 1982 for the Wurtenkees, since 1988 for the Goldbergkees and
since 1998 for the Kleinﬂeisskees.
In the years 2002 - 2004, GPR was applied to determine the total ice vo-
lume and ice thickness distribution for the three glaciers. A centre frequency
of 20 MHz was used in point measuring mode. Despite of variable data qua-
lity, bedrock reﬂections up to depths of more than 100 m were identiﬁed in
the obtained data. The acquired GPR data are irregularly distributed and the
spatial density is too low to calculate reasonable bedrock topography with
standard interpolation approaches. Thus one main focus of this study was to
develop an appropriate interpolation technique. The aim of the interpolation
was to produce plausible bedrock topography and hence ice thickness distri-
bution in an objective and repeatable way. Eventually, Kriging technique and
a glacial mechanically based interpolation parameter were used. On the inter-
polated data 3DMigration was applied. The GPR propagation velocity for
the investigated glaciers had an average value of 0.16 m/ns ± 5%. Further a
geomorphological interpolation approach yield a realistic smooth intersection
between calculated and known terrain data.
Mean calculated ice thicknesses for the investigated glaciers vary between
1350 m, maximum between 40164 m. Because no direct validation data is
available, the computed bedrock topography is supported by diﬀerent consi-
derations.
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1. Einleitung
1 Einleitung
Nimmt man die Forschungsergebnisse des International Panel on Climate Change
(IPCC) als Grundlage, so wird je nach Emmisionsszenario für die nächsten 100
Jahre eine Erwärmung der globalen oberﬂächennahen Lufttemperatur zwischen 1.5◦
C und 4◦C als wahrscheinlich angesehen (IPCC, 2007). Während im Bericht 2001
(IPCC, 2001) der menschliche Anteil an der Erwärmung nicht eindeutig beurteilt
wurde, wurde 6 Jahre später (IPCC, 2007) schon von einem sehr wahrscheinlichen
Einﬂuss der menschlichen Aktivität seit 1750 gesprochen. ImWesentlichen handelt es
sich dabei um die Anreicherung von Treibhausgase (CO2, Methan, Distickstoﬀoxide,
Wasserdampf,. . .) und Aerosole in der Atmosphäre seit Beginn der Industrialisierung
(Abb. 1.1).
Abbildung 1.1: Verlauf der globalen CO2-Emissionen in den letzten 10.000 Jahren.
Seit etwa 40 Jahren existieren instrumentell erfasste CO2-Daten (rote Datenpunkte).
Die Daten davor wurden aus Eisbohrkernen rekonstruiert, haben daher auch einen
größeren Fehlerschwankungsbereich. Man beachte den globalen CO2-Anstieg mit
Beginn der Industrialisierung (∼1750, kleines Fenster in Abb.). (IPCC, 2007)
In Abbildung 1.2 sieht man den rekonstruierten globalen Temperaturverlauf der
letzten 2000 Jahre. Der typische Kurvenverlauf wird auch weitläuﬁg mit hockey
stick bezeichnet. Vergleicht man Abbildung 1.1 mit Abbildung 1.2, so fällt der sehr
ähnliche Kurvenverlauf auf. Das veranschaulicht den direkten Zusammenhang zwi-
schen dem globalen Temperaturverlauf und der globalen Treibhausgaskonzentration.
Das Treibhausgas CO2 nimmt aufgrund seines vergleichbar großen Einsparungs
Potentials gegenüber allen anderen Treibhausgasen eine herausragende Rolle in der
laufenden Klimadiskussion ein.
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Abbildung 1.2: Rekonstruierter Temperaturverlauf der letzten 2000 Jahre. Auf in-
strumentell erfasste Temperaturdaten kann man für die letzten 150 Jahre zurück-
greifen. Spätere Daten sind durch Analyse von Proxydaten (Eisbohrkerne, Baum-
ringanalysen,...) rekonstruiert worden. Der typische Temperaturverlauf ist weitläuﬁg
auch als hockey stick bekannt. Diese Abbildung ist aus mehreren wissenschaftlichen
Veröﬀentlichungen der letzten Jahre erzeugt worden. (Rohde, 2005)
Die Polarregionen sind für die Beobachtung des globalen Klimas von heraus-
ragender Bedeutung. Einerseits reagieren sie sehr sensibel auf Klimaänderungen,
anderseits entsteht der Großteil der anthropogenen Treibhausgase weit entfernt.
Die durchschnittliche Lufttemperatur der Arktis ist seit Beginn der systematischen
Erfassung der globalen Temperatur durch instrumentelle Messungen (∼150 Jahre)
doppelt so stark gestiegen wie der globale Durchschnitt. Besonders in den Wintermo-
naten lässt sich ein markanter Temperaturanstieg verzeichnen. In Alaska und in den
westlichen kanadischen Polarregionen konnte man in den letzten 50 Jahren einen
Anstieg der Winterdurchschnittstemperatur um 3-4◦C verzeichnen (ACIA, 2004).
Vergleicht man diesen Wert mit dem globalen mittleren Anstieg von 0.6◦C, so geht
daraus eindrucksvoll die Sensivität der Polarregionen auf Klimaschwankungen her-
vor. 2007 ging der IPCC von einer wahrscheinlichen globalen Erwärmung in den
nächsten 100 Jahren zwischen 1.8-4.0◦C aus. Für die arktischen Gebiete wird ein
Temperaturanstieg von 4-7◦C prognostiziert (ACIA, 2004).
Der globale Gletscherrückgang ist einer der augenscheinlichsten Hinweise auf
die Klimaerwärmung. Über die Massenbilanz kann der Massenverlust bzw. Massen-
gewinn eines Gletschers quantiﬁziert werden. Aufgrund dem aktuellen Klimatrend
wurde in den letzten Jahrzehnten vermehrt der Massenhaushalt ausgewählter Glet-
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scher quantiﬁziert. Durch diese Beobachtungen konnte unter anderem festgestellt
werden, dass die Gletscher Alaskas 50% des Massenverlusts der Gletscher weltweit
ausmachen (ACIA, 2004).
Der unmittelbare Eﬀekt der Gletscherschmelze ist die Erhöhung des Meeresspie-
gels. Im letzten Jahrhundert konnte man ein Ansteigen des Meeresspiegels um etwa
17 cm feststellen (IPCC, 2007). Davon ist über die Hälfte auf die thermische Aus-
dehnung des wärmeren Ozeans, 25% auf das Abschmelzen von Gebirgsgletscher und
15% auf das Abschmelzen von Eisschilde zurückzuführen. Die Gletscher welweit sind
für einen jährlichen Anstieg des Meeresspiegels von etwa 0.8 mm verantwortlich. Die
Eisschilde der Antarktis und Grönlands verursachen einen jährlichen Meeresspiegel-
anstieg um etwa 0.4 mm. Aktuelle Modelle prognostizieren einen weiteren Anstieg
von 20-60 cm bis 2100 (IPCC, 2007). Diese Prognosen sind aber insbesonders von
einer verlässlichen Abschätzung des globalen Gesamteisvolumen sowie guten Glet-
schermodellen abhängig.
Temperaturdaten werden systematisch seit etwa 150 Jahren global erfasst. Nimmt
man die Daten von Wetterstationen weltweit als Grundlage, so kann im Zeitraum
von 1860 bis 2000 ein globaler Temperaturanstieg von etwa 0.8 ◦C festgestellt wer-
den. Etwa die Hälfte dieses globalen Temperaturanstiegs (∼ 0.4 ◦C) ist für den
Zeitraum von 1980 bis 2000 zu verzeichnen (Rahmstorf und Schellhuber, 2007).
Die Alpen gehören zu den klimatologisch bestdokumentierten und untersuchten
Gebieten der Erde. Klimakenngrößen werden in den Alpen seit ca. 1750 systema-
tisch mit Messgeräten erfasst. Auswertungen langer Datenreihen belegen, dass die
Lufttemperatur in den Alpen im globalen Vergleich viel stärker zunimmt. Abbildung
1.3 zeigt die Temperaturmessungen für den Hohen Sonnblick (3106 m) in der Hohen
Tauern Region der Ostalpen für den Zeitraum 18862000. Für diesen Zeitraum kann
ein Anstieg der Temperatur um fast 2 ◦C festgestellt werden (Auer et al., 2006). Im
Vergleich zu den global erfassten Messsdaten bedeutet das einen doppelt so starken
Anstieg der Temperatur.
Die Auswirkungen erhöhter Temperaturen auf hochalpine Regionen sind viel-
fältig und betreﬀen neben direkten klimatischen Änderungen, Folgewirkungen auf
Gletscher, Permafrost, Hydrologie, Ökosysteme, Landwirtschaft, Infrastruktur und
Tourismus (Wanner et al., 2000; Auer et al., 2002; Schöner et al., 2004; Behm et. al,
2006, ). Aus mehreren Gründen stellen alpine Gletscher ideale Beobachtungsobjekte
im Zusammenhang mit Klimaänderungen dar. Gletscher reagieren relativ rasch auf
Klimaänderungen und geben auch über das Klima der Vergangenheit Aufschluss
(Haeberli et al., 1998).
In alpinen Regionen haben Gletscher sowohl als Touristenattraktion, als auch
als Wasserspeicher für die Energiewirtschaft eine hohe wirtschaftliche Bedeutung.
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Abbildung 1.3: Temperaturverlauf am Hohen Sonnblick (3106 m) in der Hohen Tau-
ern Region der Ostalpen. (Auer et al., 2006)
Steigende Temperaturen haben einen direkten Einﬂuss auf den alpinen Wasserkreis-
lauf (Vischer, 1990). Verschwinden die Gletscher, so wird besonders in trockenen
Sommern die ausbleibende Wasserspende der Gletscher fehlen. Der Wasserkreislauf
in den Alpen würde nur noch vom Niederschlag bestimmt werden (Koboltschnig
et al., 2007). Für trockene Sommer kann das Ausbleiben der Gletscherspende zu
Wasserknappheit in niederschlagsarmen inneralpinen, sowie außeralpinen Gebieten
führen (Weber und Braun, 2002).
Abbildung 1.4 zeigt das Untersuchungsgebiet dieser Arbeit in den Ostalpen Ös-
terreichs. Ziel dieser Arbeit ist das Berechnen der Topographie des Glescherbetts, der
Eismächtigkeitsverteilung und folglich das Gesamteisvolumen von drei Gletschern
auf Basis von Ground Penetrating Radar (GPR) Daten. Die drei Gletscher (Klein-
ﬂeisskees, Goldbergkees und Wurtenkees) beﬁnden sich in der Goldberggruppe der
Hohen Tauern Region in Zentralösterreich. Seit 1983 werden für das Wurtenkees
Massenbilanzen ermittelt, seit 1987 für das Goldbergkees und seit 1999 für das Klein-
ﬂeisskees. Eine Massenbilanz berechnet den Verlust bzw. Gewinn an Gletschermasse
(Schnee, Firn und Eis) innerhalb eines Haushaltsjahres, die Gesamtmasse des Glet-
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Abbildung 1.4: Untersuchungsgebiet in der Goldberggruppe (Hohen Tauern Region,
Zentralösterreich).
schers bleibt jedoch unbekannt. Im Rahmen dieser Arbeit werden Eismächtigkeits-
verteilung sowie Gesamteisvolumen für alle drei Untersuchungsobjekte berechnet.
Für das Verständnis der Dynamik eines Gletschers und folglich der komplexen
Reaktion auf eine Klimaänderung sind Gesamtmasse sowie Eismächtigkeitsvertei-
lung eines Gletschers grundlegende Randbedingungen. Über die Kombination der
Daten von Eismächtigkeitsverteilung, Massenbilanz, Eigenschaften des Gletscher-
betts sowie verlässlichen Klimadaten kann man vergangene Gletscherstände rekon-
struieren und in weiterer Folge Zukunftszenarien modellieren. Durch auf physika-
lischen Gesetzen basierenden Modellen, kann die komplexe Beziehung Gletscher
Klima besser verstanden werden. Der Output dieser Arbeit liefert somit wichtige
Grundlagendaten und Modellvostellungen für weitere Forschungstätigkeiten.
Das Wetter, Klima und Umweltobservatorium am Gipfel des Hohen Sonnblicks
(3106 m) (Abb. 1.5) kann auf eine lange Klimadatenreihe zurückgreifen. Bereits seit
1886 ist die ständig bemannte Wetterstation des Österreichischen Wetterdienstes
(ZAMG) im Einsatz. Das macht die drei benachbarten Gletscher dieser Untersu-
chung zu idealen Beobachtungs- und Modellierungsobjekten.
Ein weiterer interessanter Aspekt an den zu untersuchenden Gletschern ist ihre
Größe (< 2 km2). Kleine Gletscher reagieren empﬁndlicher auf Klimaschwankungen
und liefern ein zeitlich schärferes, weniger verzögertes Klimasignal (Hambrey und
Alean, 2004). Wobei aber stets zu berücksichtigen ist, daß Gletscher oft sehr stark
von einem kleinräumigen Regionalklima geprägt sind.
Basierend auf die in dieser Arbeit gewonnenen Ergebnisse, sind neben den be-
reits oben genannten möglichen wissenschaftlichen Anwendungen, auch genauere
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Abbildung 1.5: Seit 1886 werden am Sonnblick Observatorium Klimadaten aufge-
zeichnet, seit 1896 wird ein Gletschermonitoring betrieben. Foto: L.Rasser, 2002
Wasserbilanzmodellierungen und Vorhersagen zukünftiger Abﬂussspenden der Glet-
scher möglich. Diese Folgeergebnisse sind wiederum für die Wasserwirtschaft sowie
die allgemeine Hydrologie der Untersuchungsgebiete interessant.
Neben den wissenschaftlichen und wirtschaftlichen Aspekten dieser Arbeit wird
auch noch ein populärwissenschaftliches Ziel verfolgt. Der Gletscherlehrpfad Gold-
bergkees wurde saniert und mit neuen Lehrtafeln ausgestattet. Auf einigen dieser
neuen Tafeln wurde auch auf die Eismächtigkeitsverteilung des Goldbergkeeses im
Laufe der jüngsten Erdgeschichte eingegangen.
Die Grundmotivation für diese Arbeit stellte aber die Faszination der bizarren
Naturerscheinung Gletscher dar. Dieser auf den ersten Blick statischen, mächtigen
Eismasse, eingebettet in die gleichzeitig idyllischen sowie bedrohlichen steinernen
Bauwerke der Natur. Die Naturwissenschaft bietet die einzigartige Möglichkeit auf
Basis von physikalischen Gesetzen die Gletscher und ihr Verhalten zu verstehen.
Rational nicht erfassen läßt sich aber die Wirkung dieser mächtigen, kalten Zeitge-
nossen auf den Menschen selbst. Oft scheinen die in zahlreichen Sagen beschriebenen
Berggeister und mystischen Gletscherfräuleins lebendig.
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2 Die Entstehung eines Gletschers
Grundsätzlich kann man einen Gletscher als große Eismasse deﬁnieren, die aufgrund
der Schwerkraft zu ﬂießen beginnt. Für die Anhäufung einer größeren Eismasse müs-
sen zwei Vorraussetzungen gegeben sein:
• Niedrige Temperaturen, damit der gefallene Schnee über ein ganzes Jahr
liegenbleibt. Anzutreﬀen sind solche Verhältnisse in höheren Breiten (polare
und subpolare Gebiete) und in großen Höhen (siehe Abb. 2.1).
• Ausreichender Niederschlag in Form von Schnee.
Abbildung 2.1: Gebiete in de-
nen die Vorraussetzungen für
die Genese eines Gletschers
gegeben sind erstrecken sich
vom Meeresniveau in den po-
laren Regionen, bis in Seehö-
hen von >5500 m am Equa-
tor. In den Alpen ﬁndet man
potentielle Gebiete in einer
Seehöhe von ≥2800 m über
Meeresniveau. Diese Anga-
ben gelten für das derzeiti-
ge Klima. (Grotzinger et al.,
2007)
Gebiete in denen obige Vorraussetzungen erfüllt sind, werden Nähr- oder Akku-
mulationsgebiete eines Gletschers genannt. Dort ﬁndet der komplexe thermody-
namische und mechanische Prozess der Metamorphose von Schnee zu Gletschereis
statt. Dabei kann man in folgende Arten der Metamorphose unterscheiden
• abbauende Metamorphose
Schneekristalle werden kleiner → Dichte nimmt zu
• Schmelzmetamorphose
Schmelzen und Wiedergefrieren der Schneekristalle → Dichte nimmt zu
• aufbauende Metamorphose
Schneekristalle wachsen → Dichte nimmt ab
• Druckmetamorphose
Schneekristalle werden verdichtet → Dichte nimmt zu
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Frisch gefallener Neuschnee (Dichte ∼ 50-100 kg/m3) besteht aus hexagonalen Kris-
tallen, jedes einzelne einzigartig in seiner Form. Sobald diese ﬁligranen Gebilde die
Erdoberﬂäche erreicht haben, beginnt der Abbau ihrer komplexen Kristallstruktur.
Die Spitzen der einzelnen Kristalle werden durch mechanische, sowie thermodyna-
mische Prozesse abgebaut (abbauende Metamorphose).
Abbildung 2.2: Die Metamorphose
von Schnee zu Gletschereis.
(Grotzinger et al., 2007)
Der Tagesgang der Temperatur
sorgt für ein vielfaches Schmel-
zen und Wiedergefrieren der
Schneekristalle an der Oberﬂä-
che, sowie in der Schneedecke
selbst (Schmelzmetamorphose).
Dadurch nehmen die einstigen
ﬁligranen, hexagonalen Schnee-
kristalle runde Schmelzformen
an, die eine Kompaktierung der
Schneedecke zur Folge haben.
Ist der Temperaturgradient in
der Schneedecke groß genug, so
kann eine aufbauende Metamor-
phose stattﬁnden. Dabei ﬁndet
eine Rekristallation der einzen-
len Schneekristalle statt, das
sich in einem kantigen, kubischen
Erscheinugsbild der Einzelkristalle
äußert. Auf diesen Prozess ist auch das Enstehen einer Schwimmschneeschicht zu-
rückzuführen, die einen potentiellen Gleithorizont für Lawinen darstellt.
Durch die Auﬂast neuer Schneemassen wird der ältere Schnee durch den Überla-
gerungsdruck verdichtet (Druckmetamorphose). Sieht man über einzelne Schwimm-
schneeschichten hinweg, sorgt dieser Vorgang für einen kontinuierlichen Anstieg der
Schneedichte mit der Schneedeckentiefe. Die verdichtete Schneedecke ist von unzäh-
ligen miteinander verbundenen Luftkanälchen durchzogen. Überdauert die Schnee-
auﬂage ein Jahr, eine sogenannte Ablationsperiode, nennt man sie Firn1. Firn
besitzt eine Dichte von 400830 kg/m3 (vergl. Abb. 2.2, Tab. 2.1).
Die einzelnen Firnkristalle werden über feine Eisbrücken verbunden, was zu ei-
ner stärkeren Verdichtung bei gleichzeitiger Verringerung des Porenvolumens und
der Luftdurchlässigkeit führt. Dieser Vorgang wird Sinterung der Schneedecke ge-
1von althochdeutsch ﬁrni = vorjährig
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nannt. Durch die Vereinnahmung von kleineren Nachbarkristallen entstehen so im-
mer größere Eiskristalle und Luft kommt nur noch in isolierten Bläschen vor. Die
Größe der entstehenden Gletschereiskristalle hängt stark von der Dynamik des Glet-
schers ab. Bei schnell ﬂießenden Gletschern (≥500 m pro Jahr) werden die Kristalle
nicht groß. Erst am Gletscherende, an dem geringere Bewegungsraten und folglich
geringere Spannungen auftreten, werden die Gletschereiskristalle einige Zentimeter
groß. In stagnierendem Gletschereis können die Kristalle Längen von bis zu 25 cm
erreichen. Gletschereis hat eine Dichte von ∼900 kg/m3 (vergl. Abb. 2.2 und Tab.
2.1).
Neuschnee 5070
gefallener Neuschnee 100200
gesetzter Schnee 200300
windgepresster Schnee 350400
Firn 400830
durchfeuchteter Schnee und Firn 700800
Gletschereis 830917
Tabelle 2.1: Typische Dichten [kg/m3](Paterson, 1994, S. 9)
In den Alpen dauert die gesamte Metamorphose 510 Jahre. In den extrem kalten
und niederschlagsarmen Regionen der Erde (z.B.: Antarktis) kann dieser Vorgang
hingegen einige hundert Jahre dauern. Das ist vor allem auf den verhältnismäßig
geringen Anteil der Schmelzmetamorphose bei der Umwandlung von Schnee zurück-
zuführen. Das resultiert in einem sehr trockenen und homogenen Schneedeckenauf-
bau. Die Umwadlung von Schnee mit den Randbedingungen, wie man sie in hohen
Breiten vorﬁndet, wird auch mit trockener Metamorphose bezeichnet.
Erreicht die Eisanhäufung eine kritische Mächtigkeit2 beginnt die Eismasse zu
ﬂießen. Erst dadurch wird die Anhäufung von Eis zu einem Gletscher. Diese kritische
Masse ist insbesondere eine Funktion der Hangneigung im Akkumulationsgebiet und
der Eistemperatur.
2Eismächtigkeit ≥∼ 11 m in der Ebene
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Gletscher werden in ein Nähr oder Akkumulationsgebiet und ein Zehr
oderAblationsgebiet eingeteilt. Im Akkumulationsgebiet häuft der Gletscher Mas-
se an. Im Ablationsgebiet verliert der Gletscher Masse. Getrennt werden die beiden
Bereiche durch die Gleichgewichtslinie. Das Akkumulationsgebiet ist in der Regel
von Firn bedeckt, unterhalb im Ablationsgebiet apert3 der Gletscher im Sommer
aus (Abb. 2.3).
Abbildung 2.3: Schematische Skizze eines alpinen Gletschers. Auf die hier schon
eingezeichnete Moräne wird später noch genauer eingegangen (siehe Kap.6,→ End-
moräne).
3von lateinisch apertus = oﬀen
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3 Klassiﬁzierung von Gletschertypen
Gletscher lassen sich anhand ihrer Eistemperatur in drei thermale Untergruppen
einteilen. Zur Unterscheidung dieser ist die Erklärung einiger Begriﬀe notwendig.
Der Druckschmelzpunkt beschreibt die Temperatur, bei der Eis unter Druck
schmilzt. Er sinkt bei zunehmendem Druck (→ zunehmender Eismächtigkeit) unter
0◦C ab (mars.geographie.uni-halle.de, 2007). Für das Verständnis ist auch der Begriﬀ
desGletscherbachs notwendig. Diesen ﬁndet man am unteren Ende des Gletschers
(Gletscherstirn). Er setzt sich größtenteils aus Schmelzwasser zusammen, das oft aus
einem mehrere Meter hohen, höhlenartigen Eisgewölbe (Gletschertor) austritt. Das
Gletscherbachwasser ist meist durch mitgeführte feine Schwebeteilchen milchig trü-
be (Gletschermilch) (vergl. Murawski und Meyer, 1998, S. 82). Mit diesen Begriﬀen
ist es nun möglich die drei thermalen Gletscheruntergruppen zu klassiﬁzieren:
kalte Gletscher: Die Temperatur der kalten Gletscher liegt ganzjährig deutlich
unter dem Druckschmelzpunkt. Die Gletschereisbildung passiert durch tro-
ckene Metamorphose. Im Winter beﬁndet sich kein ﬂüssiges Wasser im und
am Gletscher und es ist kein Gletscherbach vorhanden. Der Gletscher ist am
Untergrund festgefroren. Schmelzwasser ﬁndet man nur in den Sommermona-
ten oberﬂächennah im Ablationsgebiet. Kalte Gletscher kommen nur in ex-
trem kalten Gebieten vor. Bei den aktuellen Klimabedingungen beschränken
sich kalte Gletscher daher auf die Polargebiete und in den Alpen auf Höhen
von etwa ≥4000 m.
warme/temperierte Gletscher: Die Temperatur des Eises liegt am Druckschmelz-
punkt. Es ist ganzjährig freies, ﬂüssiges Wasser im und am Gletscher vorhan-
den, welches sich z.B. anhand eines Gletscherbachs manifestiert. Weiters ist
ein Wasserﬁlm zwischen Gletscherbett und Gletschereis ganzjährig vorhan-
den (basaler Wasserﬁlm, Abb. 2.3). Die winterliche Abkühlung erfasst nur die
oberﬂächennahen Schichten. Die Gletscherstirn zeigt meist ein auﬀälliges Glet-
schertor.
polythermale Gletscher: Eine Mischform. Ein polythermaler Gletscher setzt sich
aus kaltem (Eistemperatur  Druckschmelzpunkt) und warmen/temperierten
Eis (Eistemperatur ≈ Druckschmelzpunkt) zusammen (Blatter und Hutter,
1991).
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Neben dieser thermalen Klassiﬁzierung können weitere bestimmte Merkmale oder
eine Kombination dieser Merkmale herangezogen werden, um verschiedene Glet-
schertypen zu unterscheiden. Im folgenden werden die Gletschertypen nach der gän-
gigsten Klassiﬁkation unterschieden. Sie basiert auf der Lage der Gletscher im Relief
(geomorphologische Klassiﬁkation) und die Ausprägung des Akkumulationsgebiets.
Dabei sind prinzipiell eine demRelief untergeordnete und eine demRelief über-
geordnete Vergletscherung zu unterscheiden. In unseren Breitengraden hat man es
meist mit dem Relief untergeordneten Eismassen zu tun.
Bilden sich ﬂießende Eismassen in kalten Höhenlagen, in klar abgegrenzten Ak-
kumulationsgebieten wie Hangnischen oder Tälern, so spricht man vom alpinen
Talgletscher (Abb. 3.1, Abb. 3.2). Da der aus blankem Eis bestehende unterste
Teil (Ablationsgebiet) eines alpinen Talgletschers meist zungenartig gestaltet ist,
wird er als Gletscherzunge bezeichnet.
Abbildung 3.1: Schema-
tische Darstellung eines
alpinen Talgletschers.
(Grotzinger et al., 2007)
Je nach Ausprägung des Nährgebiets unterteilt man Talgletscher in Firnstrom-
oder Firnmuldengletscher. Beim Firnstromgletscher liegt die Gleichgewichtslinie so
tief, dass sie noch zur Gletscherzunge gehört. Die Firnlinie von Firnmuldengletscher
ﬁndet man im meist klar abgegrenzten Akkumulationsgebiet des Gletschers (Abb.
3.2).
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Abbildung 3.2: Die Pasterze ist der größte Gletscher der Ostalpen und somit auch
Österreichs (18.5 km2). Sie gehört zur alpinen Talgletscher-Untergruppe der Firn-
muldengletscher. Im Hintergrund kann man den Johannisberg (3453 m) erkennen,
der zentral im Akkumulationsgebiet der Pasterze steht. Im Vordergrund, an der
Gletscherstirn, entsteht ein neues Gletschertor. Foto: G.Weyss, 2006
Nach der Art des Akkumulationsgebiets diﬀerenziert man bei alpinen Talglet-
schern noch zwischenKargletscher (Abb. 3.3), Flankenvereisung, Hängegletscher, La-
winenkesselgletscher (gelegentlich auch Wandfußgletscher) und regenerierter Glet-
scher.
Abbildung 3.3: Das
Kleinﬂeisskees (0.87
km2) am Hohen Sonn-
blick (3106 m) ist ein
Kargletscher. Seit 1896
wird ein Gletschermoni-
toring betrieben und seit
1999 wird jährlich die
Massenbilanz bestimmt.
Foto: Fotoarchiv Sonn-
blickverein, 2006
Verkümmmerte Formen von Gletschern infolge starken Abschmelzens, nennt man
Gletscherﬂecken (Abb. 3.4).
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Abbildung 3.4: Der Al-
teckteil des Wurtenkee-
ses unter dem Alteck
(2942 m) im Jahre 1999.
Im Jahr 2001 ist schließ-
lich der Alteckteil des
Wurtenkeeses zur Gänze
verschwunden.
Foto: Fotoarchiv Sonn-
blickverein, 1999
Abbildung 3.5: Diese
Aufnahme zeigt einen
polaren Piedmontglet-
scher.
Foto: Alfred Wegener
Institut (AWI), Bremer-
haven, 2006
Abbildung 3.6: Pied-
montgletscher oder Vor-
landgletscher gehören
wohl zu den bizarrsten
Naturerscheinungen.
Diese Piedmontgletscher
beﬁnden sich in der Nähe
des Surprise Fjords, im
Süden der Axel Heiberg
Insel in der kanadischen
Arktis.
Foto: www.swisseduc.ch,
2008 (J.Alean)
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Gletscher, die ganze Talsysteme durchﬂießen und sich dabei gegenseitig näh-
ren, werden als Eisstromnetze bezeichnet. Solche Eisstromnetze sind typisch für
Eiszeiten, können aber auch heutzutage in polaren und subpolaren Erdregionen be-
obachtet werden. In höheren Breiten werden Gletscher, die auf die gleiche Art und
Weise entstehen wie ein Talgletscher und sich im Vorland fächerförmig ausbreiten,
als Piedmontgletscher oder Vorlandgletscher (Abb. 3.5, Abb. 3.6) bezeichnet.
Abbildung 3.7: Die Berge der Sent-
inal Range überragen als Nunataker
die Hochﬂäche der antarktischen In-
landeismassen.
Foto: Grotzinger et al., 2007.
Abbildung 3.8: Ein kalbender Gletscher
im Glacier Bay National Park, Alaska.
Foto: Grotzinger et al., 2007
Zum Typ der dem Relief übergeordneten Vergletscherung gehören die mäch-
tigsten Eismassen der Erde. Mit Inlandeis werden die Megagletscher am Südpol
und auf Grönland bezeichnet. Diese mächtige Eisdecke bewegt sich im zentralen
Akkumulationsgebiet extrem langsam und ist nicht auf Gebirgstäler beschränkt. Sie
nimmt praktisch die gesamte Landoberﬂäche ein und wird nur von einzelnen Ge-
birgsgipfeln, sogenannten Nunataker (Abb. 3.7), überragt. Die Maximaltiefen ﬁndet
man allgemein bei dem Relief übergeordneten Gletschern im zentralen Akkumula-
tionsgebiet der Eismasse. An den Randzonen bilden sich schmale Zungen, ähnlich
denen der Talgletscher, die ins Meer kalben (Abb. 3.8). Das Antarktis Inlandeis fasst
91% des gesamten Süßwasservorrats der Erde und erreicht Mächtigkeiten von über
4000 m (Abb. 3.9).
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Abbildung 3.9: Eismächtigkeits-
karte der Antarktis, erzeugt aus
Daten geophysikalischer Messun-
gen und Bohrungen.
(Grotzinger et al., 2007)
Das Eis der Arktis ist deﬁnitionsgemäß kein Gletscher, da der Großteil der Eismassen
auf dem Meer schwimmt. Die Eismächtigkeit der am Meer schwimmenden Eismassen
ist 23 m (science.nasa.gov, 2008).
Eisschilde werden deﬁniert als eine Eisdecke, die weniger als 50 000 km2 bedeckt
(Hambrey und Alean, 2004, S. 12). Der volumenmäßig größte Gletscher Europas, der
Vatnajökull auf Island (Abb. 3.10) ist ein solcher Eisschild. Der Vatnajökull bedeckt
eine Fläche von 8 100 km2 und besitzt Mächtigkeiten die sich größtenteils zwischen
400700 m bewegen (Hambrey und Alean, 2004, S. 169).
Abbildung 3.10: In Island treﬀen bekanntlich die Naturgewalten aufeinander. Die-
se spektakulären Aufnahmen entstanden beim Ausbruch des vom Vatnajökull be-
grabenen Vulkans Grímsvötn im Oktober 1996. Die 400700 m dicke Eisdecke des
Vatnajökull wurde größtenteils im Bereich des Ausbruchs (9 x 2-3 km) innerhalb
kurzer Zeit geschmolzen. Das Schmelzwasser sammelte sich über mehrere Wochen
in der GrímsvötnCaldera und kam ein Monat später in Form einer Flutwelle zum
Vorschein (volcanoes.usgs.gov, 2008). Foto: Magnús Tumi Guðmundsson, Science
Institute, University of Iceland, 1996
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Ein weiterer Vertreter der dem Relief übergeordneten Vergletscherung ist der
Plateaugletscher. Vor allem in Skandinavien ist diese Art anzutreﬀen. Plateauglet-
scher überdecken größere Flächen, die mittlere Eisdicke ist aber nicht besonders
mächtig (∼100 m). Der größte Gletscher auf dem europäischen Festland, der Joste-
dalsbreen in Norwegen (487 km2), fällt in diese Kategorie.
In den Alpen gehört der Gletscher der 'Übergossenen Alm' (Abb. 3.11) in den
nördlichen Kalkalpen (Steinernes Meer) zu diesem Gletschertyp.
Abbildung 3.11: Am Hochkönig
(2941 m) triﬀt man mit der
'Übergossenen Alm' einen Pla-
teaugletscher in unseren Breiten
an. Im mittelalterlichen Klimaop-
timum (9.-14. Jhdt.) wurde der
Sage nach, unter den heutigen
Eisfeldern Almwirtschaft betrie-
ben (www.sagen.at, 2008). Foto:
G.Summere, 2007
Miniaturformen des dem Relief übergeordneten Gletschertypus ﬁndet man auf tro-
pischen Bergmassiven oder Vulkanen. Sie werden als Eiskappen (Abb. 3.12) oder
Eiskalotten bezeichnet.
Abbildung 3.12: Am Kili-
mandjaro triﬀt man aufgrund
seiner Höhe von 5895 m auf
Bedingungen, die noch das ewige
Eis entstehen lassen. Das Bild
zeigt den FurtwänglerGletscher.
Der Gletscher ist ein Teil des
verbliebenen Rests der gewal-
tigen Eiskappe, die früher den
Kilimandjaro bedeckte. Foto:
unbekannt, 2003
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4 Die Massenbilanz eines Gletschers
Qualitative Gletscherbeobachtungen wie z.B. Fotoserien (Abb. 4.1) sind beeindru-
ckende Zeitdokumente. Um quantitative Aussagen über den Massenhaushalt eines
Gletschers zu treﬀen, muß man allerdings auf aufwendigere Methoden zurückgreifen.
Abbildung 4.1: Fotoserie Wurtenkees, Standpunkt 'Staudamm B' mit Blick aufs
Alteck (2942 m). Die Aufspaltung des Wurtenkeeses in einen westlichen Wurten-
kees (Alteck-Gletscherteil) und einen östlichen Wurtenkees (Schareck-Gletscherteil)
vollzog sich im Jahre 1976. Im Jahr 2001 ist schließlich das westliche Wur-
tenkees zur Gänze verschwunden. 1978 wurde ein Staudamm errichtet, um
Wasser zur Energiegewinnung zu speichern. Fotos: Fotoarchiv Sonnblickverein,
1896,1949,1959,1969,1983,2001
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Die Massenbilanzierung von Gletschern hat im letzten Jahrzehnt vermehrt an
Bedeutung gewonnen. Über genaue Massenbilanzmessungen kann man den Massen-
gewinn bzw. verlust von Gletschern quantiﬁzieren. Längenänderungen eines Glet-
schers auf klimatische Veränderungen ist insbesondere eine Funktion seiner Dimen-
sionen. Kleine Gletscher reagieren direkter auf klimatische Veränderungen wie große,
denen aufgrund ihrer Masse eine trägere Reaktion eigen ist (Abb. 4.2). Dabei ist je-
doch stets die starke Abhängigkeit der Gletscher vom kleinräumigen Regionalklima
zu berücksichtigen.
Abbildung 4.2: Die Längenänderungen von drei schweizer Gletscher. Der Aletsch-
(∼86 km2) und Morteratschgletscher (∼16 km2) zeigen fast keine Reaktion auf kurz-
weilige Klimaschwankungen (1910-1925, 1970-1990). Der viel kleinere Steingletscher
(∼4 km2) reagiert hingegen auf die kurzweiligen Klimaschwankungen. Um derartige
Vergleiche zu ziehen muss man stets sicher sein, dass die verglichenen Gletscher ähn-
lichen regionalen Klimabedingungen ausgesetzt sind da diese regional stark variieren
können. (Hambrey und Alean, 2004, S. 51)
In diesem Kapitel beschränken wir uns auf die Massenbilanzierung von polyther-
malen und temperierten Gletschern (Kap. 3).
Der Beobachtungszeitraum einer Massenbilanz nimmt theoretisch seinen Aus-
gang beim jährlichen absoluten Eisdickenminimum, und dauert bis zum darauﬀol-
genden jährlichen absoluten Eisdickenminimum an. Dieser Zeitraum wird Bilanzjahr
genannt. Dieses Beobachtungsfenster entspricht etwa einem Jahr, unterliegt aber all-
jährlich Schwankungen. Verständlicherweise ist dieser Zyklus schwer zu bestimmen,
daher greift man auf das hydrologische Jahr als Beobachtungszeitraum zurück.
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Das hydrologische Jahr beginnt im Herbst (September/Oktober). Zu diesem Zeit-
punkt hat ein Gletscher in gemäßigten Breiten keinen großen Massengewinn oder
-verlust, und seine Masse (→ Eisdicke) erreicht sehr wahrscheinlich ihr Minimum.
Der Gletscherstand zu diesem Zeitpunkt deﬁniert den Nullpunkt für das kommende
Beobachtungsjahr. Zur Messung der Massenbilanz existieren unterschiedliche Me-
thoden
• Hydrologische Methode
• Geodätische Methode
• Glaziologische Methode
Die grundlegende Beziehung der hydrologischen Massenbilanzierung ist die Was-
serbilanzgleichung
Bn = N − A− V (4.1)
wobei Bn die Nettojahresbilanz (siehe unten),N der Niederschlag, A der Abﬂuss und
V die Verdunstung ist. Das Problem dieser vorerst simplen Beziehung ist die prakti-
sche Durchführung, besonders für Gletscher mit einem verhältnismäßig großem hy-
drologischem Einzugsgebiet. Das hydrologische Einzugsgebiet eines Gletschers bein-
haltet alle angrenzenden Flächen, die zum Gletscher entwässern. Um eine korrek-
te Massenbilanzierung mit der hydologischen Methode zu bewerkstelligen, ist die
Kenntnis des Niederschlags des gesamten hydrologischen Einzuggebiets erforderlich.
Diese Vorraussetzung kann diese Methode sehr aufwendig gestalten. Ein weiterer
problematischer Parameter ist die Verdunstung V , die auch für das gesamte hy-
drologische Einzugsgebiet zu bestimmen ist. Generell eignet sich die hydrologische
Massenbilanzierung eher für größere Gletscher (z.B. Aletschgletscher, Schweiz), da
jene oft ein verhältnismäßig kleines hydrologisches Einzugsgebiet besitzen.
Die geodätische Methode greift auf Fernerkundungstechniken zurück. Die pho-
togrammetrische Massenbilanzbestimmung und in den letzten Jahren vermehrt ver-
wendete Massenbilanz mittels Laserscandaten sind sehr elegante Methoden. Diese
Fernerkundungsmethoden haben jedoch das Problem, die Dichteverteilung des Glet-
schers nicht zu kennen. Dieses Problem kommt besonders bei Massenbilanzierungen
für kurze Zeiträume (∼ 1 Jahr) zu tragen. Gute Ergebnisse liefern diese Ferner-
kundungsmethoden aber bei Beobachtungen über längere Zeiträume (∼ 10 Jahre).
Diese Ergebnisse eignen sich besonders für Kontrollen der anderen Massenbilanzie-
rungsmethoden (z.B. Rippin, 2003).
Die glaziologische Methode der Massenbilanzierung ist die genaueste, aber auch
die aufwendigste. Über Feldmessungen bestimmt man die Akkumulationsrate c˙
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und die Ablationsrate a˙ an möglichst vielen Messpunkten am Gletscher. Die Abla-
tion wird über Ablationspegel (Abb. 4.3) ermittelt, die Akkumulation über Schnee-
proﬁle (Abb. 4.4) und Schneesondierungen (Abb. 4.5).
Abbildung 4.3: Mittels eines Dampf-
bohrers werden Ablationspegel (z.B.
Plastikrohre) im Eis versenkt. Durch
regelmäßiges ablesen kann man da-
durch punktuell die Ablation bestim-
men. Foto: G.Weyss, 2005
Abbildung 4.4: Über Schneeproﬁle wird
zusätzlich zur Schneemächtigkeit die
Schneedichte bestimmt.
Foto: G.Weyss, 2005
Schneemächtigkeitsmessung mit Ground Penetrating Radar (GPR) (Abb. 4.6)
bietet die Möglichkeit, bei gleichem Aufwand die Mächtigkeitsverteilung der Schnee-
decke dichter aufzulösen. Ein weiterer Vorteil der ist die Möglichkeit den Vorjahres-
horizont mit einer größeren Sicherheit zu bestimmen. Die GPRSchneemächtigkeits-
messung stellt somit eine wertvolle Ergänzung zur klassischen Schneesondierung dar.
Abbildung 4.5: Die klassische Schnee-
sondierung. Foto: G.Weyss, 2005
Abbildung 4.6: GPR-Schneemächtigkeits-
messung mit einer Messfrequenz von 500
MHz. Foto: G.Koboltschnig, 2005
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Sind die Akkumulations- bzw. Ablationswerte bekannt, so kann man für belie-
bige Zeiträume die Massenbilanz b (Glg. 4.2) der einzelnen Messpunkte berechnen.
Durch geeignete Interplationsmethoden berechnet man auf Basis der einzelnen Mess-
punkte die Massenbilanz des gesamten Gletschers (Abb. 4.7). Bei der glaziologischen
Methode ist besonders auf die Auswahl representativer Messpunkte zu achten.
Die Messgröße der Massenbilanz eines Gletschers ist das water equivalent (wev),
und wird in Millimeter angegeben (siehe Abb. 4.7, Abb. 4.8 und Abb. 4.9).
b =
∫ t1
t0
(c˙+ a˙) dt (4.2)
Berechnet man die Massenbilanz b für das gesamte Beobachtungsjahr, so spricht
man von der Jahresbilanz4 bn (Abb. 4.7). Die Jahresbilanz bn läßt sich in eine
Winterbilanz bw (> 0) und eine Sommerbilanz bs (< 0) unterteilen.
bn = bw + bs (4.3)
Die Jahresbilanz bn ist für die Messpunkte im Akkumulationsgebiet positiv (→Mas-
sengewinn) und für Messpunkte im Ablationsgebiet negativ (→ Massenverlust). Die
Gleichgewichtslinie hat eine ausgeglichene Jahresbilanz (bn = 0). Ist die Fläche des
Akkumulationsgebiets größer als die des Ablationsgebiets, so kann man von einer
mittleren positiven Massenbilanz des Gletschers in den letzten Jahren ausgehen.
Abbildung 4.7: Die Jahresbilanz bn der zwei Sonnblickgletscher (Kleinﬂeisskees und
Goldbergkees) des Haushaltsjahres 2003-2004.(Hynek, in Druck)
4im Englischen net balance
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Eine aufschlußreiche Kenngröße für einen Gletscher ist die speziﬁsche Jahres-
bilanz5 bn
bn =
Bn
F
(4.4)
wobei
Bn =
∫
bn · dF (4.5)
Die Nettojahresbilanz Bn ist die Jahresbilanz bn integriert über die gesam-
te Gletscherﬂäche F (Glg. 4.5). Die speziﬁsche Jahresbilanz bn gibt einen Durch-
schnittswert der Jahresbilanz bn für die gesamte Gletscherﬂäche F an. Anhand dieser
Zahlenwerte lässt sich auf einen Blick erkennen, ob der Gletscher im vergangenen Be-
obachtungsjahr an Masse gewonnen (Bn > 0, bn > 0) oder verloren (Bn < 0, bn < 0)
hat. Eine positive Nettojahresbilanz Bn bzw. eine positive speziﬁsche Jahresbilanz
bn ist somit gleichbedeutend mit Massenzuwachs (→ Anstieg der Eisdicken). Auch
die speziﬁsche Massenbilanz bn kann in eine speziﬁsche Winterbilanz bw (> 0) und
eine speziﬁsche Sommerbilanz bs (< 0) aufgeteilt werden (Abb. 4.8).
Abbildung 4.8: Die speziﬁschen Massenbilanzen bn vom Goldbergkees am Hohen
Sonnblick (3106 m) mit der jeweils beobachteten speziﬁschen Winterbilanz bw und
speziﬁschen Sommerbilanz bs. In den ersten zwei Beobachtungsjahren wurde lediglich
die Winterbilanz bestimmt. (Hynek, 2007)
5im Englischen average net balance
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Abbildung 4.9: Die speziﬁschen Massenbilanzen bn der beobachteten Gletscher in
der Goldberggruppe im Zeitraum von 1982/83  2006/07. WUK...Wurtenkees,
GOK...Goldbergkees, FLK...Kleinﬂeisskees. (Hynek, 2007)
Auﬀällig in Abbildung 4.9 ist das Haushaltsjahr 2002-2003 mit einer speziﬁschen
Massenbilanz von ∼ 2000 mm für die drei Untersuchungsobjekte dieser Arbeit. Das
entspricht einem durchschnittlichen Verlust an Gletschereis für die Gesamtﬂäche der
Gletscher von ∼2.2 m. Dieser Extremwert ist auf den Extremsommer 2003 zurück-
zuführen. Generell korreliert die Massenbilanz eines Gletschers stark mit der Summe
der Tage positiver Durchschnittstemperatur (Lang, 1968; Hoinkes und Steinacker,
1975; Schöner et al., 2004). Das bedeutet, dass die Massenbilanz eines Gletschers
insbesondere vom Verlauf des Sommers abhängt.
∆t bn dEis/Jahr
Wurtenkees 1982/83 - 2006/07 -862mm/Jahr -0.96m/Jahr
Goldbergkees 1988/89 - 2006/07 -498mm/Jahr -0.55m/Jahr
Kleinﬂeisskees 1998/99 - 2006/07 -524mm/Jahr -0.58m/Jahr
Tabelle 4.2: Die mittlere speziﬁsche Massenbilanz bn der drei beobachteten Gletscher
in der Goldberggruppe im Beobachtungszeitraum ∆t. dEis/Jahr ist der durchschnitt-
liche Eisdickenverlust im Beobachtungszeitraum ∆t. (Hynek, 2007)
Eine speziﬁsche Massenbilanz bn 6= 0 charakterisiert einen Gletscher im insta-
tionären Zustand. Ein stationärer Gletscher ist über eine speziﬁsche Massenbilanz
von bn = 0 über einen größeren Zeitraum deﬁniert. Ein stationärer Gletscher ist in
der Realität sehr selten anzutreﬀen, stellt aber eine wichtige Randbedingung vieler
theoretischer Konzepte dar.
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5 Gletscherdynamik
Alpengletscher bewegen sich in der Regel mit Geschwindigkeiten von 30150 m pro
Jahr talwärts. Im Längsproﬁl zeigt ein Gletscher eine charakteristische Geschwindig-
keitsverteilung. Abgesehen von Störungen in Eisbrüchen nimmt die Geschwindigkeit
vom Akkumulationsgebiet bis etwas unterhalb der Gleichgewichtslinie zu, um dann
gegen das Gletscherende wieder abzunehmen.
Im Karakorum und auf Spitzbergen wurden Fließgeschwindigkeiten von 130800
m pro Jahr gemessen. Ausﬂußgletscher6 auf Grönland erreichen Geschwindigkeiten
von bis zu mehreren Kilometern im Jahr (Lenz und Wiedersich, 1993, S. 207). Hohe
Fließgeschwindigkeiten von mehreren Kilometern im Jahr sind besonders auch bei
Eisströmen der Antarktis (z.B. Whillans, Kamb, oder BindschadlerEisstrom) zu
beobachten. Diese hohen Fließgeschwindigkeiten sind zeitlich nicht konstant und
unterliegen starken Variationen.
In diesem Kapitel wird auf die grundlegenden Mechanismen eingegangen, die bei
einer ﬂießenden Eismasse wirken. Dabei ist die treibende Kraft stets die Schwer-
kraft.
Eis ist ein Festkörper mit einer molekularen Kristallstruktur. Bei Beanspruchung
zeigen Festkörper allgemein spröde sowie duktile Eigenschaften.
Eis reagiert auf Zugspannung spröde. Fließt der Gletscher über Inhomogenitäten
des Gletscherbetts (Felskuppen, Steilstufen,...), entstehen Zugspannungen, die einen
spröden Bruch zur Folge haben. Das spröde Verhalten des Gletschereises äußert sich
in Gletscherspalten (Abb. 5.1). In temperierten Gletschern haben diese typischer-
weise eine Tiefe von 3050 m (Hambrey und Alean, 2004, S. 70). Diese typische Tiefe
ist auf das Wirken zweier gegeneinander arbeitenden Kräfte zurückzuführen. Einer-
seits wirkt die schon erwähnte Zugspannung, andererseits der Überlagerungsdruck
der Eismassen. Die auf Gletscher auftretenden Zugspannungen werden typischerwei-
se ab Eistiefen von 3050 m vom Druck der überliegenden Eismassen kompensiert.
Das darunterliegende Eis verhält sich duktil.
Während bei spröden Verhalten das Massenkontinuum zerstört wird, bleibt bei
duktilem Verhalten das Massenkontinuum erhalten. Das duktile Verhalten von Fest-
körper kann mithilfe der Kontinuumsmechanik beschrieben werden.
Duktile Materalien zeigen plastische und/oder viskose Eigenschaften. Perfekt
plastische Materalien reagieren auf auftretende Spannungen τ ([Pa]7) bis zu einem
materialspeziﬁschen Grenzwert elastisch. Wird diese Fließgrenzspannung8 τ0 über-
schritten, so tritt plastische Verformung (Fließen) auf. Ein ausreichend mächtiger
6im Englischen outlet glacier
7100 kPa = 100×103 N/m2 = 100×103 kg/ms2 = 1 bar
8im Englischen yield stress
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Abbildung 5.1: Der obere Boden des Goldbergkees ist vom unteren Boden durch
eine basale Steilstufe, den Bruch, getrennt. Typischerweise treten an der Inhomo-
genität des Gletscherbetts Spalten (Querspalten) auf. Im Randbereich lassen sich
noch zahlreiche Randspalten (Bergschrund) beobachten. Foto: G.Weyss, 2005
Eiskörper9 reagiert z.B. auf Schallwellenausbreitung bei einer seismischen Messung
elastisch, während das ständige Wirken der Schwerkraft den Eiskörper zum Fließen
bringt.
Bei viskosen Materalien besteht ein direkter Zusammenhang zwischen dem An-
steigen einer ansetzenden Spannung τ und dem Ansteigen der Deformationsrate ˙
([1/s]). Das Fließverhalten einer generalisierten Newton'schen Flüssigkeit beschreibt
am besten das Fließen von Eis, und wird durch die Gleichung
˙ = A · τn n > 1 (5.1)
beschrieben. Auf diese Materialgleichung und ihre einzelnen Parameter wird im
nächsten Unterkapitel noch genauer eingegangen. Abbildung 5.2 zeigt eine graphi-
sche Darstellung der Gleichung 5.1, wobei der Exponent n variiert wurde. n = 1 be-
schreibt eine Newton'sche Flüssigkeit, der Grenzwert n =∞ beschreibt das Verhal-
ten eines perfekt plastischen Körpers mit einer Fließgrenzspannung τ0 = 100 kPa.
9ein Würfel von ≥ 11× 11× 11 m
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Abbildung 5.2: Graphische Darstellung der Gleichung 5.1 für viskose Materalien.
Der Exponent n wurde variiert. Der Grenzwert n = ∞ beschreibt einen perfekt
plastischen Körper.
Prinzipiell kann man bei der Fließbewegung eines Gletschers zwei Mechanismen
unterscheiden
• Fließen durch interne Deformation
• Basales Gleiten
auf die in den nächsten zwei Unterkapiteln noch genauer eingegangen wird. Bei
den meisten Gletschern sind beide Fließmechanismen stets präsent. Theoretisch ist
bei kalten Gletschern das Fließen durch interne Deformation der einzig wirksame
Fließmechanismus. Beim Fließen temperierter Gletscher handelt es sich immer um
eine Kombination beider Mechanismen, die jeweiligen Anteile zu quantiﬁzieren ist
eine grundlegende, nicht leicht zu beantwortende, Frage.
5.1 Fließen durch interne Deformation
Typisch für Festkörper, die eine molekulare Kristallstruktur aufweisen (Eis, Stahl,...),
ist die Eigenschaft durch interne Deformation zu ﬂießen. Auf Kristallgitterebene ﬁn-
den kleine Verschiebungen in der Größenordnung von zehn Millionstel Millimeter
(Press und Siever, 2003, S. 393) statt, die in Summe eine Translationsbewegung der
gesamten geschlossenen Eismasse ergeben.
Dieser Fließmechanismus herrscht vor allem bei kalten Gletschern (Kap. 3) vor.
Eine Randbedingung, die sich aus den Beziehungen für das Fließen durch interne De-
formation ergibt, ist eine Fließgeschwindigkeit= 0 an der Gletschereis/Gletscherbett
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Grenze. Für alpine Talgletscher (Kap. 3) ergibt sich daraus die typische vertikale
sowie horizontale, parabolische Fließgeschwindigkeitsverteilung (Abb. 5.3).
Abbildung 5.3: Die schwarzen Pfeile stellen relative Geschwindigkeitsvektoren dar.
Für einen alpinen Talgletscher erhält man durch den Fließmechanismus der inneren
Deformation die typische horizontale sowie vertikale parabolische Fliessgeschwindig-
keitsverteilung. (Grotzinger et al., 2007)
Um das Fließen eines Gletschers aufgrund der internen Deformation zu berech-
nen, muß der Spannungszustand bekannt sein. Geht man von der abstrahierten Dar-
stellung eines Gletschers als unendlich ausgedehnte Platte, die auf einer geneigten,
ebenen Fläche auﬂiegt aus (Abb. 5.4), so ist die Scherspannung
τxz = ρgh · sinα (5.2)
wobei
h = Hz − z h ≥ 0
Hz = H cosα (5.3)
ρ ist die Eisdichte (900 kg/m3), g die Erdbeschleunigung (9.81 m/s2) in Lotrich-
tung und α die Neigung der Auﬂageﬂäche in Radiant. h beschreibt die Höhe der
überlagerndenden Eissäule, die bei z = 0 den maximalen Wert der Plattendicke
Hz annimmt. Das Koordinatensystem ist in die Ebene der Auﬂageﬂäche mit der
Neigung α rotiert (siehe Abb. 5.4).
Unter Hinzunahme einer yAchse, normal auf die von x und z aufgespannte
Ebene, gehen wir für die nächsten Überlegungen von dem soeben betrachteten 2
dimensionalen Fall (Abb. 5.4), in den allgemeineren 3 dimensionalen Fall über.
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Abbildung 5.4: Längsschnitt einer unendlich ausgedehnten Platte zum Herleiten
einer Beziehung für die Scherspannung τxz. Das Koordinatensystem ist rotiert. Die
xAchse verläuft parallel und die zAchse normal zur Auﬂageﬂäche der Platte. H
ist die Plattendicke in Lotrichtung, parallel zur Richtung des Erdbeschleunigung g.
Hz ist die Plattendicke in zRichtung.
Die Scherspannung τxy an der Eis/GletscherbettGrenze wird auch als basale
Scherspannung τb bezeichnet. Die basale Scherspannung τb für den Fall in Abbildung
5.4 ist
τb = ρgHz · sinα (5.4)
und ist folglich für den gesamten Bereich konstant.
Über die Materialgleichung für isotropes Eis (vergl. Glg. 5.1) lässt sich die Scher-
spannung τxy in direkten Zusammenhang mit der zeitlichen Ableitung der Verfor-
mung zx setzen.
˙zx = A · τnxy
= A · (ρgh · sinα)n (5.5)
Dieses Fließgesetz für Eis wird als Glen's Law bezeichnet (Glen, 1955). Der
Exponent n variiert zwischen 1.5 und 4.2. Für Gletschereis wird standardmäßig ein
Wert von n = 3 verwendet (Paterson, 1994, S. 85; vergl. Abb. 5.2). Der Viskositäts-
parameter A hängt von folgenden Einﬂüssen ab
• der Eistemperatur
• dem hydrostatischen Druck
• der Kristallgröße und Orientation
• dem Wassergehalt des Gletschereises
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• der Konzentration von Eiseinschlüssen
• der Eisdichte
wobei die Eistemperatur den größten Einﬂuß auf den Viskositätsparameter A hat.
Die Tabelle 5.3 zeigt Beispielwerte für A bei einem konstanten Exponenten von
n = 3. Auﬀällig ist die relativ hohe Variabilität der Einzelwerte des Viskositätspa-
rameters A.
T [◦C] A [s−1(kPa)−3]
0 6.8×10−15
-2 2.4×10−15
-5 1.6×10−15
-10 4.9×10−16
-15 2.9×10−16
-20 1.7×10−16
-25 9.4×10−17
-30 5.1×10−17
-35 2.7×10−17
-40 1.4×10−17
-45 7.3×10−18
-50 3.6×10−18
Tabelle 5.3: Liste von üblichen Werten für den Viskositätsparameter A bei einem
konstanten Exponenten n = 3 (Paterson, 1994, S. 97).
Durch Integration der Verformungsrate ˙zx entlang der Eisdicke Hz (Abb. 5.4),
erhält man die Fließgeschwindigkeit vzx.
vzx =
∫ Hz
0
˙zx dz
=
2A
n+ 1
· (ρg · sinα)n ·Hn+1z (5.6)
Die horizontale Fließgeschwindigkeit vzx ist demnach bei konstantem Exponenten n
eine Funktion der Eisdicke H, dem Viskositätsparameter A (→Eistemperatur) und
der Neigung α. Wobei bei einer Neigung α 6=0 und einem Exponenten von n=3, die
Eisdicke Hz den größten Einﬂuß auf die Fließgeschwindigkeit vzx hat.
Nach der Kontinuitätsgleichung beträgt der Fluss an Gletschereis Φ durch einen
beliebigen Vertikalquerschnitt eines Gletschers (Brückl, 1970)
Φ =
∫
(bn − H˙z)df (5.7)
bn ist die speziﬁsche Massenbilanz (Kap. 4) und H˙z die zeitliche Änderung der Eis-
mächtigkeit parallel zur zAchse (Abb. 5.4). Erstreckt man die Integration über
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die Gletscherﬂäche oberhalb der Gleichgewichtslinie (→Akkumul-ationsgebiet), so
erhält man einen maximalen positiven Wert. Das Integral über die gesamte Glet-
scherﬂäche ergibt 0. Diese Überlegungen haben stets die Erhaltung der Masse als
grundsätzliche Annahme.
Triﬀt man die realistische Annahme, die Strömungsrichtung normal auf die Hö-
henlinien (Isohypsen) stehen zu lassen, so gilt für einen Vertikalschnitt entlang einer
Isohypse (Brückl, 1970)
Φ = vzx ·Q (5.8)
Q ist die Fläche des Vertikalschnitts und vzx ist die über den Vertikalschnitt gemit-
telte Fliessgeschwindigkeit vzx des Gletschereises. Gletscher mit größeren Eisdicken
besitzen größere Fließgeschwindigkeiten (Glg. 5.6) und folglich auch einen größeren
Durchﬂuss.
Mittels einer einfachen Abschätzung werden wir nun die mittlere Veränderung
des Durchﬂusses bei einer mittleren Veränderung der Eisdicke entlang einer Isohypse
betrachten. Bedenkt man das
vzx =
2A
n+ 1
· (ρg · sinα)n ·Hn+1
= C ·Hn+1
wobei α die mittlere Neigung (α 6= 0) und H die mittlere Eisdicke des Vertikal-
schnitts entlang der betrachteten Isohypse ist. C stellt schließlich alle zusammenge-
fassten konstanten Faktoren dar. Weiters ist
Q = H · b
wobei b die mittlere Breite der betrachteten Isohypse ist. So ist der Durchﬂuss
Φ = Cb ·Hn+2
und für n = 3 (Kap. 5.1)
Φ = Cb ·H5 (5.9)
Mit dieser Abschätzung hat ein Ansteigen der mittleren Eisdicke entlang einer Iso-
hypse um 15% einen doppelt so großen Durchﬂuss zur Folge (vergl. Abb. 5.5).
31
5.2 Basales Gleiten
Abbildung 5.5: Veränderung des Durchﬂusses als Funktion von Eisdickenänderungen
nach Gleichung 5.9.
5.2 Basales Gleiten
Bei temperierten Gletschern (Kap. 3), die über ein Gletscherbett aus blankem Fels
und wenig glazigenen Sedimenten (Geschiebemergel) ﬂießen, macht das basale Glei-
ten 90% der Gesamtbewegung aus (Hambrey und Alean, 2004, S. 70). Im Auﬂage-
bereich eines Gletschers (Gletschersohle) herrschen hohe Drücke vor. Dadurch ver-
ringert sich der Druckschmelzpunkt (Kap. 3) des Eises. In temperierten Gletschern
ﬁndet man deswegen besonders in den Sommermonaten einen konstanten basalen
Wasserﬁlm (∼ 1µm; Paterson, 1994, S. 136) zwischen Gletscher und dem Gletscher-
bett (Abb. 5.6, Abb. 5.7, Abb. 2.3). Aufgrund der resultierenden geringeren Reibung
zwischen Gletscher und Gletscherbett sind besonders bei temperierten Gletschern
in den Sommermonaten höhere Fließgeschwindigkeiten zu beobachten.
Der Wasserdruck am Gletscherbett sowie dessen Beschaﬀenheit sind wichtige
Randbedingungen für quantitative Aussagen bezüglich des basalen Gleitens. Die-
se Informationen sind aber durch Messungen nur schwer bis gar nicht zu erhalten.
Weiters variieren diese Randbedingungen nicht nur von Gletscher zu Gletscher son-
dern auch kleinräumig innerhalb eines einzigen Gletschers. Aus diesen Gründen ist
man besonders in der Gleittheorie der Gletscher auf stark abstrahierte, aber rea-
listisch vertretbare Annahmen angewiesen. Weertman (1957, 1964) stellte als erster
eine quantitative Theorie für das Gleiten eines Eiskörpers über ein ebenes, rigides
Gletscherbett, bedeckt mit einem Wasserﬁlm, vor. Über das Modellgletscherbett in
Weertmans Gleittheorie sind gleichmäßig Hindernisse verteilt (Abb. 5.7). Ein Hin-
dernis ist dabei ein Würfel mit der Kantenlänge L (vergl. Abb. 5.7, Abb. 5.8, Abb.
5.9). Durch diese theoretische Versuchanordnung konnten erste quantitative Aussa-
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Abbildung 5.6: Die schwarzen Pfeile stellen relative Geschwindigkeitsvektoren dar.
Das basale Gleiten äußert sich in einem konstanten Versatz der Eismasse. Das Ex-
trembeispiel stellen SurgeGletscher dar. Diese Gletscher haben aktive Phasen, in
denen sie Fließgeschwindigkeiten an den Tag legen, die ihre durchschnittliche Fließ-
geschwindigkeit um mehr als das 100fache übersteigen (100te Meter in wenigen Ta-
gen). Diese aktiven Phasen von Surge-Gletschern sind wahrscheinlich auch auf einen
Mechanismus des basalen Gleitens zurückzuführen. Der genaue Ablauf eines Surges
ist aber noch Gegenstand aktueller Forschungen.(Grotzinger et al., 2007)
gen der basalen Gleitmechanismen Regelation und dem erhöhtem plastischen
Fließen10 gemacht werden.
Ein wichtiger Parameter der Weertman Gleittheorie ist die Rauhigkeit des Glet-
scherbetts11. Der Rauhigkeitsparameter ist über
R =
L
Lb
(5.10)
deﬁniert. Lb ist der Abstand zwischen den einzelnen Hindernissen (Abb. 5.7). R
quantiﬁziert die Verteilung der einzelnen Hindernisse und kann somit auch als Hin-
dernisdichte verstanden werden. Ist τb,mean die mittlere Scherspannung vom gesam-
ten Gletscherbett in Abbildung 5.7, so wirkt auf jede angeströmte Seite der einzelnen
Hindernisse eine Kraft von τb,meanLb2. Die Spannungsdiﬀerenz τLuv−τLee (vergl. Abb.
5.8) für jedes einzelne Hinderniss ist somit (Hooke, 2005)
τLuv − τLee = τb,meanLb
2
L2
=
τb,mean
R2
(5.11)
Da nach Gleichung 5.5 die Deformationsrate ˙ über ein Potenzgesetz mit der eﬀektiv
10im Englischen enhanced plastic ﬂow
11im Englischen glacier bed roughness
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Abbildung 5.7: Ebenes, rigides Gletscherbett mit gleichmäßig verteilten Hindernis-
sen. Ein einzelnes Hindernis ist ein Würfel der Kantenlänge L. Die einzelnen Hin-
dernisse haben jeweils einen Abstand von Lb voneinander. Der Wasserﬁlm direkt am
Gletscherbett ist durch die blaue Farbe gekennzeichnet.
wirkenden Spannung verbunden ist, bedeutet ein gleicher Rauhigkeitsparameter R
eine idente Deformationsrate ˙ bei konstantem τb,mean. Der Rauhigkeitsparameter
R ist bei der Berechnung der globalen basalen Fließgeschwindigkeit des gesamten
Eiskörpers von großer Bedeutung (Hooke, 2005, S. 147).
Die sehr abstrakte Modellvorstellung von Weertman (1957, 1964) zum basalen
Gleiten wurde durch die NyeKamb Theorie erweitert (Nye, 1969; Kamb, 1970). Das
Gletscherbett mit den einzelnen, regelmäßig verteilten Hindernissen wurde durch ein
realistischeres, glatt verlaufendes, sinusförmig undulierendes Gletscherbett ersetzt.
Die Gleitmechanismen Regelation und erhöhtes plastisches Fließen werden in
den nächsten zwei Unterkapiteln anhand einem einzelnen Hindernis (Abb. 5.8, Abb.
5.9) erklärt. Ein weiterer wichtiger Mechanismus des basalen Gleitens ist die Defor-
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mation subglazialer Geschiebemergelhorizonte, auf den auch noch in diesem
Kapitel eingegangen wird.
5.2.1 Regelation
Den Vorgang der Regelation kennt man von einem bekannten Experiment: Ein mit
Gewichten an beiden Enden belasteter Draht wird quer über einen Eisblock gelegt.
Durch den Druck, den der belastete Draht auf das Eis ausübt, schmilzt es direkt
unter ihm, gefriert aber unmittelbar über ihm sofort wieder zu Eis. So wandert der
Draht von oben nach unten durch den Eisblock, ohne ihn in zwei Stücke zu zerteilen
(Lenz und Wiedersich, 1993, S. 207).
Abbildung 5.8: Skizze zum Regelationsmechanismus.
Der gleiche Mechanismus der den Draht durch den Eisblock wandern läßt, oh-
ne diesen dabei zu zerstören, läßt sich auch beim basalen Gleiten eines Gletschers
ﬁnden. Geht man von einer Versuchanordnung wie in Abbildung 5.8 aus, so besitzt
ein Hindernis zwei ausgezeichnete Seiten. Die Luvseite des Hindernisses wird frontal
vom Gletscher angeströmt, und ist daher einem größeren Druck ausgesetzt wie die
strömungsabgewandte Leeseite (σLuv > σLee). Aufgrund dem größerem Druck an
der Luvseite des Hindernisses sinkt der Druckschmelzpunkt (Kap. 3). Überschrei-
tet jetzt die basale Eistemperatur des Gletschers den Druckschmelzpunkt, so wird
Eis geschmolzen. Beim Schmelzvorgang selbst geht Energie (Wärme) in Form von
Schmelzwärme verloren, die Temperatur an der Luvseite des Hindernisses ist somit
niedriger wie an der Leeseite (TLuv < TLee, Abb. 5.8). Diese Temperaturdiﬀerenz
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∆T hat einen Temperaturgradienten ∆T/L zur Folge. Der auftretende Temperatur-
gradient verursacht einen Wärmeﬂuß Q durch das Hindernis in die entgegengesetzte
Richtung des Eisﬂusses. Eine ausreichend hohe Wärmeﬂußdichte q ist schließlich der
entscheidende Parameter, ob ein Hinderniss durch Regelation überwunden werden
kann.
q =
Q
L2
=
∆T
L
Kr (5.12)
L2 ist die Querschnittsﬂäche des Hindernisses und Kr die Wärmeleitfähigkeit von
Fels (Kr =2.2 Jm−2s−1(K/m)−1). Der Wärmeﬂuß Q verursacht eine Schmelzrate
([m3s−1]) von Q/Wρ.W ist die Schmelzwärme für Eis von 3.3×105 J kg−1, und ρ ist
die Eisdichte von 900 kg m−3. Solange die Wärmeﬂußdichte q genügend Energie lie-
fert um Eis an der Luvseite zu schmelzen, kann ein Gletscher mittels der Regelation
ein Hindernis mit der Fließgeschwindigkeit Sr überwinden. Die Fließgeschwindigkeit
Sr läßt sich daher folgendermassen herleiten
Q · dt = WρL2 · dL
Sr =
dL
dt
=
Q
WρL2
=
q
Wρ
(5.13)
Die auftretende Drücke (σLuv, σLee) sowie die anderen entscheidenden Parame-
ter (Kr, W ,...) sind bei den meisten Gletschern sehr ähnlich. Das Überwinden von
Hindernissen mittels Regelation ist daher insbesondere eine Funktion der Hindernis-
kantenlänge L, die quadratisch indirekt proportional bei der Gleichung 5.13 eingeht.
Bei Hindernissen mit einer Kantenlänge von L > 1 m (Paterson, 1994, S. 136) ist
ein anderer Mechanismus dominant, dieser wird im nächsten Abschnitt besprochen.
5.2.2 Erhöhtes plastisches Fließen
Hindernisse die aufgrund zu großer Dimensionen nicht mehr mit dem Regelations-
mechanismus überwunden werden können, werden mit dem Gleitmechanismus des
erhöhten plastischen Fließens überwunden.
An der Luvseite des Objekts wirken wiederum hohe Spannungen. Aufgrund der
Dimensionen des Hindernisses reicht die Wärmeﬂussdichte q nicht mehr aus, ausrei-
chend Gletschereis an der Luvseite zu schmelzen. Das Gletschereis umströmt daher
das Hindernis mittels erhöhtem plastischem Fließen. Die unmittelbare Umgebung
des am Hindernis anstehenden Eises bewegt sich mit einer konstanten Geschwin-
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digkeit v1 (Abb. 5.9). Geht man davon aus, daß keine spröden Brüche entstehen,
muß das am Hindernis anstehende Eis einen längeren Weg in der gleichen Zeit zu-
rücklegen. Das bedeutet erhöhte Fließgeschwindigkeiten Sp für das das Hindernis
umströmende Gletschereis (v1 < v2 < v3; Abb. 5.9). Eine Konsequenz ist der direkte
Zusammenhang zwischen der Hindernishöhe L und der Fließgeschwindigkeit Sp.
Sp ≈
∫ L
0
˙ dL (5.14)
Der Bereich in dem ein Hindernis das Fließgeschwindigkeitsfeld beeinﬂusst ist ebenso
abhängig von den Hindernisdimensionen. Der Einﬂußbereich des Hindernisses ist in
Abbildung 5.9 grau schattiert dargestellt.
Abbildung 5.9: Skizze zum Mechsnismus des erhöhten plastischen Fließens. Die grau-
en Pfeile sollen qualitativ den Verlauf einzelner Fließlinien veranschaulichen. Jeder
Fließlinie wurde noch eine qualitative Fließgeschwindigkeit (v1, v2, v3) zugewiesen.
Der schattierte Bereich soll den Einﬂußbereich eines Hindernisses auf das Fließver-
halten skizzieren. Dieser Einﬂußbereich hängt direkt von der Hindernisgröße L ab.
Beim basalen Gleiten eines Gletschers sind die zwei besprochenen Mechanismen
(Regelation, erhöhtes plastisches Fließen) immer latent präsent. Je nach Dimensio-
nen des zu überwindenden Hindernisses sind die Anteile der zwei Gleitmechanismen
unterschiedlich. Die Summe beider ergibt die tatsächliche Fließgeschwindigkeit S,
aufgrund den basalen Gleitmechanismen Regelation und erhöhtem plastischen Flie-
ßen.
S = Sr + Sp (5.15)
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5.2.3 Deformation subglazialer Geschiebemergelhorizonte
Forschungsergebnisse zeigen, daß bei vielen Gletschern ein großer Anteil der ge-
messenen Oberﬂächengeschwindigkeit seinen Ursprung in der Deformation dieser
subglazialen Sedimentschicht hat (z.B. Blankenship et al., 1986). Oft beﬁndet sich
zwischen der Gletschersohle und dem Felsgletscherbett eine Schicht aus wasserge-
sättigten, unkonsolidierten glazigenen Sedimenten (subglazialer Geschiebemergelho-
rizont). Diese Sedimentschicht hat einen geringeren inneren Reibungswiderstand als
das Eis. Wirkt nun eine ausreichend große, abwärts gerichtete Kraft, wird aufgrund
des geringeren inneren Reibungswiderstandes die Schicht der glazigenen Sedimente
abgeschert und nimmt dabei die auﬂiegende Eismasse mit.
Ziel dieser speziﬁschen Untersuchungen ist die Quantiﬁzierung des Fließgeschwin-
digkeitsanteils aufgrund der Deformation des angesprochenen Horizonts. Daher ist
die Rheologie dieser subglazialen Geschiebemergelhorizonte von größtem Interes-
se. Kann man bei einem Fließgesetz für Gletschereis von einem mehr oder weniger
homogenen Körper ausgehen, unterscheidet sich die Zusammensetzung subglazialer
Sedimentschichten von Gletscher zu Gletscher und selbst innerhalb eines Gletschers.
Über einen plastizitätstheoretischen Ansatz läßt sich allgemein für körniges Ma-
terial, wie Geschiebemergelhorizonte, eine Fließgrenzspannung τ0 deﬁnieren (Hooke,
2005, S. 168). Über das Mohr-Coulomb Gesetz
τ0 = c+Ne tanϕ (5.16)
kann mann τ0 berechnen. c ist die Kohäsion zwischen den einzelnen Partikel der
Matrix und ϕ ist der Winkel der inneren Reibung zwischen den einzelnen Partikeln.
Zum Bestimmen dieser Parameter (c und ϕ) ist besonders die Kenntnis des Anteils
an tonigem Material in der Geschiebemergelmatrix entscheidend. Ne beschreibt den
eﬀektiv wirkende Normaldruck, der über
Ne = N − p (5.17)
deﬁniert ist. Wobei N die Normalspannung, und p der entgegengesetzt wirkende Po-
renwasserdruck ist. In unserem Fall ist p der subglaziale Wasserdruck. Kompensiert
der subglaziale Wasserdruck den Auﬂastdruck des Gletschers (Ne = 0), so ist die
innere Reibung zwischen den einzelnen Partikeln des subglazialen Geschiebemergel-
horizonts gleich 0, lediglich die Kohäsion c ist wirksam. Die Fließgrenzspannung τ0
eines subglazialen Geschiebemergelhorizonts ist daher bei hohem subglazialen Was-
serdruck kleiner.
Besonders bei polaren Ausﬂußgletscher vermutet man einen großen Einﬂuß der
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Deformation von subglazialen Geschiebemergelhorizonte auf die teilweise sehr varia-
blen Fließgeschwindigkeiten. Den Auslöser einer beschleunigten Fließgeschwindigkeit
der Deformation der Geschiebemergelhorizonte, oder einer totalen Entkoppelung des
Eiskörpers vom Gletscherbett zuzuschreiben, ist Gegenstand aktueller Forschungen
(Hooke, 2005).
Das genauere Verständnis des Zusammenwirkens vom plastischen Fließen und
basalen Gleiten ist eine der Schlüsselfragen der heutigen Gletscherphysik. Die Be-
ziehungen zwischen der basalen Fließgeschwindigkeit, Scherspannung, Wasserdruck
und den Gletscherbettcharakteristiken sind grundlegend für Modelle von Gletschern.
Die genaue Formulierung der Beziehungen dieser Prozesse sind essentiell, um Mo-
delle zu entwickeln, die z.B die Folgen veränderter Massenbilanzen der Gletscher
voraussagen (Paterson, 1994, S. 132).
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5.3 Abschätzung der Eisdicken auf Basis der Plastizitätstheo-
rie
Die Eisdicken der Gletscher weltweit unterliegen aufgrund globaler sowie regionaler
Klimaänderungen ständigen Schwankungen. Seit dem letzten größeren Gletscher-
höchststand um 1850 schrumpfen die Mehrzahl aller Gletscher weltweit. Um die
Verteilung der Eisdicken eines Gletschers zu berechnen, müssen grundsätzlich drei
entscheidende Parameter bekannt sein
• Die Topographie des Gletscherbetts.
• Die Verteilung von Akkumulation und Ablation am Gletscher.
• Die Temperaturverteilung des Gletschers.
Diese Parameter sind aber nur für wenige Gletscher bekannt. Man ist daher meis-
tens auf Berechnungsansätze angewiesen, die mit weniger Eingangsparameter aus-
kommen. Generell gewinnt ein Endergebnis mit der Anzahl an verlässlichen Ein-
gangsparameter an Qualität. Daher soll man Eisdickenberechnungen mit einfachen
Beziehungen, wie z.B. in diesem Kapitel vorgestellt wird, nur als eine erste Eisdi-
ckenabschätzung verstehen. In diesem Kapitel werden wir über grundlegende glet-
schermechanische Beziehungen eine erste Eisdickenabschätzung auf Basis der Plas-
tizitätstheorie vornehmen (z.B. Brückl, 1970, 1972; Greuell, 1992; Schlosser, 1997;
Schmeits und Oerlemann, 1997; Wallinga und van de Wal, 1998).
Dazu gehen wir von einem stationären, alpinen Talgletscher (Kap. 4, Kap. 3)
aus. Ein Gletscher im stationären Zustand bleibt in seinen Dimensionen zeitlich
konstant. Die Massenbilanz eines stationären Gletschers ist über einen längereren
Zeitraum ausgeglichen (bn = 0, Kap. 4). Der Gletscher akkumuliert in den Winter-
monaten demnach gleichviel Masse wie er in den Sommermonaten verliert. Würde
eine positive Massenbilanz (bn > 0) vorliegen, würde die Gletschermasse und somit
die Eisdicken sowie die Gletscherlänge wachsen.
Die basale Scherspannung τb in einem rotierten Koordinatensystem wie in Ab-
bildung 5.4 ist (siehe Kap. 5.1)
τb = ρgHz · sinα
Wobei ρ die Eisdichte (900 kg/m3), g die Erdbeschleunigung (9.81 m/s2) in Lo-
trichtung, Hz die Eisdicke im rotierten System in Meter und α die Neigung der
Auﬂageﬂäche in Radiant ist. Für Hz setzen wir jetzt Gleichung 5.3 ein
τb = ρgH · cosα · sinα
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Entwickelt man cosα in eine Taylorreihe
cosα = 1− α
2
2!
+
α4
4!
. . .
kann man aufgrund der geringen auftretenden Neigungen die Reihe bereits nach dem
Term erster Ordnung abbrechen. Somit erhält man
τb = ρgH · sinα
Wir beﬁnden uns jetzt nicht mehr im rotierten sondern im horizontalen Koordina-
tensystem, in dem die zAchse parallel zur Lotrichtung verläuft (vergl. Abb. 5.4).
Der Neigungswinkel α entspricht der Neigung des Gletscherbetts, der jedoch
in den seltensten Fällen bekannt ist. Wir treﬀen jetzt die Annahme, daß der Nei-
gungswinkel des Gletscherbetts α, sowie die Oberﬂächenneigung des Gletschers αs
unterschiedlich, aber klein sind. Das führt zu (Paterson, 1994, S.241)
τb = ρgH · αs (5.18)
Die Verteilung der basalen Scherspannung τb eines Gletschers ist daher mit einer
bekannten Eisdickenkarte, sowie eines bekannten Digitalen Geländemodells (DGM)
relativ einfach zu berechnen. Gleichung 5.4 ist eine Näherungslösung der basalen
Scherspannung τb für den vereinfachten Fall in Abbildung 5.4 und unter Vernach-
lässigung auftretender Längsspannungen. Ein Gletscher ﬂießt prinzipiell entlang des
größten Gradienten der Oberﬂächenneigung αs. Kleinräumige, subglaziale Topogra-
phieundulationen haben keinen Einﬂuß auf das Fließverhalten eines Gletschers. Um
auftretende Längsspannungen vernachlässigen zu können, müssen lokale Eisdicken
sowie Oberﬂächenneigungen geglättet werden. Als horizontale Glättungsdistanz wird
ein Vielfaches der lokalen Eisdicke empfohlen (Bindschadler, 1982; Paterson, 1994;
Hooke, 2005).
Für das Modell in Abbildung 5.4 ist τb für den gesamten Bereich konstant. Be-
rechnete Werte für die basale Scherspannung τb eines Gletschers variieren relativ ge-
ring. Sie bewegen sich größtenteils in einem Bereich von 50 bis 150 kPa (Nye, 1952a,
1952b; Kuhn und Hermann, 1990, S. 303) und können in den zentralen Bereichen
von Gletschern als konstant angesehen werden. Triﬀt man für Eis die Annahme,
dass es sich um einen perfekt plastischen Körper handelt, und die Fließgrenzspan-
nung τ0 = 100 kPa für Gletschereis ist (Paterson, 1994, S. 240; Schlosser, 1997),
so kann man nur mit der Information über die Oberﬂächenneigung Eisdicken für
Gletscher abschätzen (Abb. 5.11). Wobei die horizontale Glättungsdistanz für die
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Oberﬂächenneigung αs entscheidend für die Qualität des Ergebnisses ist.
H =
τ0
ftyp · ρg · αs (5.19)
αs ist die geglättete Oberﬂächenneigung. ftyp ist ein dimensionsloser Faktor, der die
Reibung der seitlichen Felswände des Gletscherbetts berücksichtigt. ftyp wird über
die GletscherquerschnittsﬂächeA, die Länge der Kontaktﬂäche Gletscher/Gletscherbett
P und der Eisdicke H berechnet (Abb. 5.10).
ftyp =
A
PH
=
rh
H
(5.20)
rh =
A
P
Wobei rh für den hydraulischen Radius steht. Im Falle eines Eisschilds (Kap. 3)
geht ftyp gegen 1, handelt es sich um einen Gletscher mit einem halbkreisförmigen
Querschnitt so ist ftyp 0.5 (vergl. Glg. 5.20). Für alpine Talgletscher bewegt sich ftyp
zwischen 0.5 und 0.9 (Nye, 1965).
Abbildung 5.10: Skizze zum Parameter ftyp.
Die Gleichung 5.19 impliziert
τ0
ftyp · ρg = H · αs = konstant (5.21)
Das ist die mathematische Formulierung für die Gesetzmäßigkeit eines stationären
Gletschers, dass sich große Eisdicken im Bereich kleiner Oberﬂächenneigungen be-
ﬁnden sowie vice versa. Gleichung 5.21 werden wir noch in Kapitel 10.2 für die
Interpolation der Messdaten verwenden.
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Abbildung 5.11 zeigt mit der Gleichung 5.19 modellierte Eisdicken für die zwei
untersuchten Sonnblickgletscher (Kleinﬂeisskees und Goldbergkees). Der wichtigste
Eingangsparameter ist die geglättete Oberﬂächenneigung αs.
Abbildung 5.11: Modellierte Eisdicken H für die zwei untersuchten Gletscher am
Hohen Sonnblick (3106 m). Die rote Berandung zeigt die Gletscherumrisse vom
Jahre 2003.
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6 Glazialmorphologie
Gletscher sind ein imposantes Naturphänomen mit nicht zu unterschätzenden land-
schaftsformenden Kräften. Bedenkt man, daß heute noch glazigene Landschaftsfor-
men der letzten großen Eiszeiten (2.5 Millionen10 000 Jahre b.p.) ganze Gebiete
prägen, so bekommt man eine Idee von ihrer enormen erosiven Kraft, die die des
Wassers oder Windes bei weiten übersteigt (Press und Siever, 2003, S. 397).
Prinzipiell lassen sich folgende Einzelprozesse der Glazialerosion unterscheiden (Stahr
und Hartmann, 1999, S. 259):
• Detersion12
 die Schleif-, Schramm- und Kratzwirkung der im Eis eingeschlossenen Ge-
steinstrümmer auf das Gletscherbett
• Detraktion13
 durch die Bewegung der Eismassen werden einzelne angefrorene Gestein-
strümmer aus dem Gletscherbett gerissen (→ kalte Gletscher)
• Exaration14
 das Aufschieben von Lockersedimenten bis zum Herauslösen einzelner Ge-
steinsschollen an der Gletscherstirn
Abbildung 6.1: Gletscherschliﬀ im Wasserfallwinkel im Gletschervorfeld des Südli-
chen Bockkarkees. Der Südliche Bockkarkees beﬁndet sich orographisch links vom
Hufeisenbruch der Pasterze. Die einstige Fließrichtung des Gletschers ist eindeutig
festzustellen und durch Pfeile gekennzeichnet. Foto: G.Weyss, 2005
12von lateinisch deterere = zerreiben
13von lateinisch detrahere = abreißen
14von lateinisch exarare = durchfurchen
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6.1 Landschaftsformen im Akkumulationsgebiet
Die folgenden Begriﬀe beschreiben typische glazial geprägte Landschaftsformen, die
in ehemaligen Akkumulationsgebieten von Gletschern gefunden werden können:
Kar Das Akkumulationsgebiet eines alpinen Talgletschers (Kap. 3) bildet sich oft
zu einem Kar aus. Es ist eine lehnsesselförmige Hohlform, die durch zwei Vor-
gänge aus dem Fels gearbeitet wird. Oben beginnend entsteht die steile Kar-
wand durch Frostverwitterung. Die abschleifende und übertiefende Tätigkeit
des Gletschers formt Karboden und Karschwelle. Beim Abschmelzen des Glet-
schers bleibt oft ein Karsee zurück.
Wachsen benachbarte Kare aufgrund der Glazialerosion allmählich zusammen,
so entstehen langestreckte scharfe Felsgrate.
Abbildung 6.2: Das
Imbachhorn (2470 m)
besitzt ein ausgeprägtes
Kar (Imbachkar), das
sich nach Norden in
Richtung Zeller See
(Sbg.) erstreckt. Bei dem
Gipfel linker Hand des
Imbachhorns handelt
es sich um das Große
Wiesbachhorn (3564 m),
rechter Hand um den
Hohen Tenn (3368 m).
Foto: D.Binder, 2008
Kartreppe Folgen mehrere Kare hintereinander so spricht man vom Stufen oder
Treppenkar.
Transﬂuenzpass Eisstromnetzgletscher, die in ein benachbartes Tal über hochgele-
gene Pässe ﬂießen, arbeiten aus dem Gratverlauf hoher Bergkämme Uförmige
Einschnitte raus. Relikte dieser ehemaligen Transﬂuenzpässe sind die im Hoch-
gebirge zahlreich vorhandenen Scharten (Abb. 6.3).
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Abbildung 6.3: Die Fleisscharte am Hohen Sonnblick (3106 m) verbindet den Klein-
ﬂeisskees (rechte Bildhäfte) mit dem Goldbergkees. Der gegenüberliegende Gipfel ist
der Golbergspitz mit 3073 m. Das Eis ist nicht mehr sehr mächtig in diesem Bereich
(siehe Kap. 11). Die Scharte, die bei völligem Verschwinden des Eises zum Vorschein
kommen wird, ist schon gut nachvollziehbar. Foto: G.Weyss, 2005
Rundhöcker Sind vom Eis überﬂossene Felserhebungen. Die Luvseite ist zu einer
glatten ansteigenden konvexen Oberﬂäche abgeschliﬀen (→ Detersion), wäh-
rend die Leeseite eine rauhe, kantig abfallende Oberﬂäche bildet (→ Detraktion).
Rundhöcker werden auch roches moutonnées15 genannt (Abb. 6.4).
Abbildung 6.4: Skizze zur Entstehung eines Roches Moutonné (glacial plucking ...De-
traktion; Abrasion,polishing ...Detersion). Das Foto zeigt den Lembert Dome im
Yosemite National Park, Kalifornien, USA. (piru.alexandria.ucsb.edu, 2008)
15von französich roches moutonnées = Hammelrücken
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Trogtal Unterhalb der Karschwelle folgen Talgletscher dem Verlauf von bereits
präglazial angelegten Talstrukturen (→ Tektonik, Fließgewässer) und über-
formen es zu einem Trogtal mit U bis parabelförmigem Querschnitt.
Abbildung 6.5: Skizze zu einem Trogtal.
Die felsigen Hänge dieser Täler sind in der Regel steilwandig und weisen an
ihrer Basis ein gerundetes Querproﬁl (Trogsohle, Troghang und Trogschulter;
Abb. 6.5, Abb. 6.6) auf. Die Obergrenze der Glazialerosion wird Schliﬀgrenze
(Abb. 6.5) genannt. Im Grenzbereich zwischen Gletscher und Fels beﬁndet sich,
ähnlich wie bei einem Kar, eine Randkluft. Dort setzt die Frostverwitterung an
und erzeugt die Schliﬀkehle (Abb. 6.5). Darunter folgt der ﬂach abgeschliﬀene
Schliﬀbord (Abb. 6.5, Abb. 6.6), der zwischen Auﬀüllen und Abschmelzen des
Tales mit Gletschereis am kürzesten der Glazialerosion unterworfen war (Lenz
und Wiedersich, 1993, S. 261).
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Abbildung 6.6: Das An-
lauftal im südöstlichen
Talschluß des Gasteiner-
tals ist ein glazial ge-
prägtes Trogtal. Verglei-
che mit Abbildung 6.5.
Der markante Berggipfel
im Hintergrund ist der
Ankogel (3252 m). Foto:
D.Binder, 2006
6.2 Landschaftsformen im Ablationsgebiet
Die folgenden Begriﬀe beschreiben typische glazial geprägte Landschaftsformen, die
in ehemaligen Ablationsgebieten von Gletschern gefunden werden können:
Moränen Vom Eis abgelagerte Sedimente. Sie bestehen aus einer ungeordneten
Matrix von unterschiedlichsten Korngrößen (→ Ton, Sand, Steine) die auch
als Geschiebemergel bezeichnet wird.
Die Endmoräne beﬁndet sich an der Gletscherstirn und kennzeichnet den
weitesten über einen längeren Zeitraum stationären Vorstoß eines Gletschers
(Abb. 6.7).
Die Seitenmoräne setzt sich aus vom Gletscher erodiertem Material, sowie
Frostschutt angrenzender Berghänge zusammen.
Die Mittelmoräne bildet sich aus zwei Seitenmoränen, wenn zwei Talgletscher
zusammenﬂießen (Abb. 4.1).
Die Grundmoräne ﬁndet man an der Gletschersohle. Sie entsteht aus vom
Gletscher an der Sohle erodierten und mitgeführten Material.
Sander Größere, ﬂache Sedimentfächer nach der Austrittsstelle eines Gletscher-
bachs. Im Gebirge werden sie auch als Schotterﬂuren bezeichnet (Abb. 6.7).
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Abbildung 6.7: Der Goldbergkees im Jahre 1992. Transparent gelb skizziert ist die
noch sichtbare Endmoräne des letzten größeren Gletschervorstoßes im Jahre 1920.
Transparent grün skizziert ist der Sanderbereich mit dem Gletscherbach des Gold-
bergkeeses. Foto: Fotoarchiv Sonnblickverein, 1992
erratischer Block Auch Findling genannt. Großer ortsfremder Felsblock, der durch
Gletscher oder Inlandeismassen von seinem Ursprungsort zu seinem heutigem
Fundort transportiert worden ist (Murawski und Meyer, 1998, S. 54).
6.3 Die geomorphologische Interpolation
Sieht man über kurzweilige Vorstöße (z.B. 192030, 1980,...) hinweg, nehmen seit
der kleinen Eiszeit um 1850 die Gletscher in unseren Breiten mehr oder weniger
kontinuierlich an Masse ab (Gross, 1987; Lambrecht und Kuhn, 2007). Die Erosi-
onsformen von Gletschern unterscheiden sich von allen anderen exogenen Prozesse
(Wasser, Wind,...) grundlegend in ihrem geomorphologischen Abdruck. Die drei un-
tersuchten Gletscher dieser Arbeit kann man alle in den Gletschertyp der alpinen
Talgletscher einordnen, wobei die Gletscherzungen aufgrund der fortgeschrittenen
Klimaerwärmung meist nicht mehr sehr ausgeprägt (Goldbergkees, Abb. 6.7) bis
überhaupt nicht mehr vorhanden (Kleinﬂeisskees, Abb. 3.3) sind.
Noch heute kann man in Regionen, die seit 10.000 Jahren keine Vereisung mehr
erlebt haben, eindeutig glazial geprägte Landschaftsformen beobachten. Diese Tat-
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sache gibt uns eine Idee von den Zeiträumen, die die anderen exogenen Erosionsfor-
men (Wasser, Wind,...) benötigen um glazial geprägtes Gelände wieder umzuformen.
Oft läßt sich bei alpinen Gletschern allein über den Vegetationsbewuchs der Glet-
scherhöchststand der kleinen Eiszeit nachvollziehen. Die sich rezent zurückziehenden
Gletscher im Alpenraum sind demnach von einem stark glazial geprägten Umland
umgeben, das zum Teil in der kleinen Eiszeit (∼1850) noch eisbedeckt war, und
zum Gletscherbett zu rechnen war. Anhand der typischen alpinen UTäler und Ka-
re kann man sich ein Bild der Morphologie eines Gletscherbetts machen. Es zeichnet
sich durch steile, aber glatt verlaufende Seitenwände aus, die U bis parabelförmig
in den Talboden übergehen.
Über digitale Geländemodelle (DGM) ist das glazial geprägte Umland der hier
untersuchten Gletscher bekannt. Diese Zusatzinformation wird in dieser Arbeit genützt
um einen bestmöglichen, realistisch glatten Übergang vom gerechneten Gletscher-
bett zum bekannten Gletscherumfeld zu bewerkstelligen (siehe Kap. 10.4).
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7 Ground Penetrating Radar (GPR)
7.1 Grundlagen
Alle elektromagnetischen Phänomene können theoretisch durch vier miteinander ge-
koppelten Diﬀerentialgleichungen, die Maxwell  Gleichungen, beschrieben wer-
den. In ihrer diﬀerentiellen Form lauten sie wie folgt:
∇×H = J+ ∂D
∂t
(7.1)
∇× E = −∂B
∂t
(7.2)
∇ ·B = 0 (7.3)
∇ ·D = ρ (7.4)
Wobei die Beziehung zwischen den Feldgrößen durch die Materialgleichungen
J = σE (7.5)
B = µH (7.6)
D = E (7.7)
deﬁniert ist. H ist die magnetische Feldstärke ([A/m]), J die Stromdichte ([A/m2]),
D die elektrische Verschiebung ([As/m2] = [C/m2]), E die elektrische Feldstärke
([V/m]), B die magnetische Induktion ([Vs/m2] = [T]) und ρ die Raumladungs-
dichte ([As/m3] = [C/m3]). In diesem Kapitel stellen fettgedruckte Großbuchstaben
Vektorfelder und fettgedruckte Kleinbuchstaben Vektoren dar. σ ist die speziﬁsche
elektrische Leitfähigkeit eines Mediums ([A/Vm] = [S/m] = [1/Ωm]),  die Dielek-
trizität oder elektrische Permittivität ([As/Vm] = [C/Vm]) und µ die magnetische
Permeabilität ([Vs/Am]). Wobei gilt
 = 0r
µ = µ0µr
Die relative Dielektrizität r und die relative magnetische Permeabilität µr sind Ma-
terialkonstanten und im Falle von Vakuum = 1. Für die meisten Materalien ist,
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mit Ausnahme von ferromagnetischen Substanzen, µr ∼ 1 (→ µ ≈ µ0) eine rea-
listische Annahme. Im Vakuum besteht zwischen der magnetischen Permeabilität
µ0, der Dielektrizität 0 und der Vakuumlichtgeschwindigkeit c0 folgender von Max-
well vorhergesagte und 1857 von Wilhelm Eduard Weber und Rudolf Kohlrausch
experimentell bestätigte Zusammenhang
c20 =
1
0µ0
(7.8)
µ0 ist 4pi ·10−7 V s/Am und c0 = 299 792 458 m/s. Mit diesen zwei Naturkonstanten
ergibt sich für
0 =
1
µ0c20
= 8.854187... · 10−12C/V m
Die erste MaxwellGleichung (Glg. 7.1) wird als Durchﬂutungs oder Ampère'sches
Gesetz bezeichnet. Es besagt, dass bewegte Ladungen oder zeitlich variable Verschie-
bungsströme Magnetfelder erzeugen.
Abbildung 7.1: Die erste MaxwellGleichung, oder das Durchﬂutungs bzw.
Ampère'schesGesetz (Glg. 7.1).
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Die zweite MaxwellGleichung (Induktions bzw. Faraday'scheGesetz, Glg. 7.2)
beschreibt, dass jede zeitliche Änderung des BFeldes ein EFeld induziert.
Abbildung 7.2: Die zweite MaxwellGleichung, oder das Induktions bzw.
Faraday'scheGesetz (Glg. 7.2).
Die dritte MaxwellGleichung (Glg. 7.3) wird als Gauss'sches Gesetz bezeichnet. Es
besagt, dass das elektrische Feld E ein Quellenfeld ist. Die Quelle q ist eine positive
oder negative Ladung.
Abbildung 7.3: Die dritte MaxwellGleichung, oder das Gauss'scheGesetz (Glg.
7.3).
Die letzte MaxwellGleichung (Glg. 7.4) bedeutet, daß B quellenfrei ist, folglich
keine magnetischen Monopole existieren.
Abbildung 7.4: Die vierte MaxwellGleichung (Glg. 7.4).
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Unter der Annahme eines stückweise homogenen Mediums können die Maxwell
Gleichungen in die sogenannten Telegraphengleichungen umgeformt werden. Da-
zu wendet man den Rotationsoperator auf die Gleichungen 7.1 und 7.2 an. Eine
anschliessende Substitution der Materialgleichungen 7.57.7 führt zu
∇2H− µ∂
2H
∂t2
− µσ∂H
∂t
= 0 (7.9)
∇2E− µ∂
2E
∂t2
− µσ∂E
∂t
= 0 (7.10)
Transformiert man diese Gleichungen in den Frequenzbereich, so erhält man die
Helmholtzgleichungen
∇2Ĥ− (µω2 − iµσω)︸ ︷︷ ︸
k2
Ĥ = 0 (7.11)
∇2Ê− (µω2 − iµσω)︸ ︷︷ ︸
k2
Ê = 0 (7.12)
Wobei Ĥ und Ê die Fouriertransformierten von H und E sind. Die genaue Herlei-
tung der Helmholtzgleichungen kann zum Beispiel in Ward und Hohmann (1988)
gefunden werden. Bei den Gleichungen 7.97.12 handelt es sich um entkoppelte
Wellengleichungen. Die Helmholtzgleichungen (7.11, 7.12) enthalten die komplexe
Wellenzahl k und die Kreisfrequenz ω (ω = 2pi · f , f . . .Frequenz [1/s] = [Hz]). Die
allgemeine Schreibweise für die komplexe Wellenzahl k lautet
k = kr − iα (7.13)
wobei der Realteil von k die Wellenausbreitung, und der Imaginärteil die Dämpfung
beschreibt. Betrachtet man die Gleichungen 7.97.12 kann man erkennen, dass H
und E bzw. Ĥ und Ê jeweils austauschbar sind. Es gelten demnach die gleichen
Gesetzmäßigkeiten für beide Felder.
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Triﬀt man die Annahme σ >> ω
∇2H = µ∂
2H
∂t2︸ ︷︷ ︸
vernachlaessigbar
+µσ
∂H
∂t
∇2E = µ∂
2E
∂t2︸ ︷︷ ︸
vernachlaessigbar
+µσ
∂E
∂t
so erhält man
⇒ ∇2H = µσ∂H
∂t
(7.14)
⇒ ∇2E = µσ∂E
∂t
(7.15)
bzw. im Frequenzbereich
⇒ ∇2Ĥ = −iµσωĤ (7.16)
⇒ ∇2Ê = −iµσωÊ (7.17)
Gleichungen 7.147.17 bezeichnet man als Diﬀusionsgleichungen. Sie beschreiben
die Ausbreitung niederfrequenter elektromagnetischer Felder.
Triﬀt man andererseits die Annahme ω >> σ, so erhält man
⇒ ∇2H = µ∂
2H
∂t2
(7.18)
⇒ ∇2E = µ∂
2E
∂t2
(7.19)
und im Frequenzbereich
⇒ ∇2Ĥ = µω2Ĥ (7.20)
⇒ ∇2Ê = µω2Ê (7.21)
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Hierbei handelt es sich um Wellengleichungen. Sie beschreiben die Ausbreitung
hochfrequenter elektromagnetischer Wellen (→ GPR). Mit dem allgemeinen Lö-
sungsansatz für eine gedämpfte harmonische Schwingung
E(r, t) = E0e
i(ωt−kr)
H(r, t) = H0e
i(ωt−kr)
und den Gleichungen 7.13, 7.18 und 7.19 erhält man die Beziehung
k2 = ω2µ
(
− iσ
ω
)
Auf Basis dieser Beziehung können die elektrischen und magnetischen Felder in
einen von kr abhängigen Schwingungsteil und einen von α abhängigen Dämpfungsteil
aufgespalten werden.
kr = ω
√
µ
√√√√1
2
(√
1 +
( σ
ω
)2
+ 1
)
(7.22)
α = ω
√
µ
√√√√1
2
(√
1 +
( σ
ω
)2
− 1
)
(7.23)
Die Ausbreitungsgeschwindigkeit (= die frequenzabhängige Phasengeschwindigkeit)
v kann man folgendermaßen deﬁnieren
v =
ω
kr
(7.24)
Betrachtet man den hochfrequenten Fall ω >> σ, so vereinfacht sich die Gleichung
7.22 zu
kr ≈ ω√µ (7.25)
setzt man nun 7.25 in 7.24 ein
v ≈ 1√
µ
≈ 1√
µ00︸ ︷︷ ︸
=c0
1√
µr︸︷︷︸
∼1
√
r
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so erhält man
v ≈ c0√
r
(7.26)
als Näherung für die Ausbreitungsgeschwindigkeit hochfrequenter elektromagneti-
scher Felder. Der von α abhängige Dämpfungsteil vereinfacht sich zu
α ≈
√
µσ2
4
∼ σ (7.27)
Die Dämpfung ist demnach proportional zur Leitfähigkeit σ. Wäre σ unabhängig
von der Kreisfrequenz ω, wäre die Dämpfung des GPR Signals frequenzunabhängig.
Wie man in Abbildung 7.5 aber erkennen kann, ist die Dämpfung hochfrequenter
elektromagnetischer Wellen nicht nur proportional zur Leitfähigkeit σ, sondern auch
eine Funktion der Messfrequenz.
Abbildung 7.5: Die Dämpfung als Funktion der Messfrequenz für drei representative
Materalien. Das GPRPlateau beschreibt den sinnvollen Einsatzbereich des GPRs.
Bei Messfrequenzen >108 Hz (100 MHz) nimmt die Dämpfung überproportional
zu. Der starke Anstieg im Gigaherzbereich (>109) ist dem Relaxationseﬀekt des
Wassermoleküls zuzuschreiben.
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Die Dämpfung wird üblicherweise in Dezibel ([dB]) angegeben
[dB] = 20 · lg A0
A
wobei A0 die Amplitude am Beginn und A die Amplitude am Ende einer Beobach-
tungsstrecke ist. Die folgende Tabelle zeigt die von elektromagnetischen Parameter
ausgewählter natürlicher Materalien.
r σ v α
Luft 1 0 0.3 0
destilliertes
Wasser 80 0.01 0.033 0.002
Wasser 80 0.5 0.033 0.1
Salzwasser 80 3000 0.01 1000
trockener
Sand 35 0.01 0.15 0.01
gesättigter
Sand 2030 0.11.0 0.06 0.030.3
Schluﬀ 530 1100 0.07 1100
Ton 540 21000 0.06 1300
Granit 46 0.011.0 0.13 0.011.0
Eis 34 0.01 0.167 0.01
Tabelle 7.4: Elektrische Eigenschaften einiger typischer Materalien der Erd-
oberﬂäche. r...relative Dielektrizität [ ], σ...elektrische Leitfähigkeit [mS/m],
v...Ausbreitungsgeschwindigkeit [m/ns], α...Dämpfung [dB/m]. (Hubbard und Glas-
ser, 2005, S. 149)
In der Tabelle fällt auf, dass bei gleichbleibendem r aber unterschiedlichem σ
(→ destilliertes Wasser/Wasser) die Ausbreitungsgeschwindigkeit v konstant bleibt,
während sich die Dämpfung α markant ändert. Das stimmt mit den zuvor her-
geleiteten Näherungen für die Ausbreitungsgeschwindigkeit v (Glg. 7.26) und der
Dämpfung α (Glg. 7.27) überein.
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7.2 Datenqualität
Die Datenqualität wird im wesentlichen von folgenden Phänomenen bestimmt:
Sphärische Divergenz Geht man in erster Näherung von einer sich radial ausbrei-
tenden Kugelwelle aus, nimmt die Energie mit 1/d2 ab. Wobei d die Distanz
von der Quelle (Sendeantenne) ist. In der Praxis besitzt jede Sendeantenne
eine individuelle Abstrahlcharakterristik, die durch Laborversuche bestimmt
werden kann.
Dämpfung Wie schon im letzten Abschnitt beschrieben, ist die Dämpfung α eine
Funktion der Dielektrizität  und vor allem der elektrischen Leitfähigkeit σ
(Glg. 7.27). Die Dämpfung von Eis ist mit 0.01 dB/m im Gegensatz zu anderen
natürlichen Materalien sehr niedrig (vergl. Tab. 7.4).
Refraktion & Reﬂexion Triﬀt einWellenstrahl unter kritischemWinkel α (sinα =
vSchicht1/vSchicht2) auf eine Schichtgrenze, so entsteht ein refraktierter Wellen-
strahl (Kopfwelle, Mintropwelle,...), der sich mit der Geschwindigkeit vSchicht2
ausbreitet. Eine notwendige Bedingung für die Refraktion ist vSchicht2 > vSchicht1.
Triﬀt eine Welle auf eine Schichtgrenze, transmittiert ein Teil der Wellenener-
gie ins Medium 2 und der andere Anteil wird reﬂektiert. Der Transmissionsko-
eﬃzient (T) und der Reﬂexionskoeﬃzient (R) quantiﬁzieren die Anteile. Die
Summe der beiden Koeﬃzienten ergibt theoretisch, lässt man alle anderen
Energieverlustprozesse ausser Acht, immer 1. Der Reﬂexionskoeﬃzient eines
GPR Signals, das sich in einem Medium mit der Dielektrizität 1 ausbreitet
und normal auf einen Reﬂektor mit der Dielektrizität 2 triﬀt, kann durch
R =
√
1 −√2√
1 +
√
2
|R| ≤ 1
T = 1−R
berechnet werden. Ein negativer Reﬂexionskoeﬃzient (1 < 2) bedeutet einen
Polaritätswechsel (Phasensprung) des reﬂektierten Signals an der Schichtgren-
ze (z.B. Eis/Wasser, vergl. Tab. 7.5).
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Luft2 Eis2 Sediment2 Wasser2
Luft1 <0 <0 <0
Eis1 >0 <0 <0
Sediment1 >0 >0 <0
Wasser1 >0 >0 >0
Tabelle 7.5: Vorzeichen von Reﬂexionskoeﬃzienten an ausgewählten Schichtgrenzen.
Ein negativer Reﬂexionskoeﬃzient (<0) hat einem Phasensprung des reﬂektierten
GPR Signals zufolge.
Diﬀraktion Entsteht an kleinräumigen, punktförmigen ( < Wellenlänge λ) Ob-
jekten und äußert sich im Radargramm als Diﬀraktionshyperbel. Über eine
Diﬀraktionshyperbelanalyse lässt sich die mittlere Ausbreitungsgeschwin-
digkeit (vrms) des überliegenden Mediums bestimmen.
Abbildung 7.6: Prinzipskizze zur Enstehung einer Diﬀraktionshyperbel in einem Ra-
dargramm.
Bei den Laufzeiten (t0, t1, t2) in der Abbildung 7.6 handelt es sich um Ein
WegLaufzeiten einer Zero Oﬀset Messung (siehe Kap. 7.4.1). vrms ist die
mittlere Ausbreitungsgeschwindigkeit und ∆x1 bzw. ∆x2 sind die relativen
Abstände zur mittleren Sender-/ Empfängereinheit (vergl. Abb. 7.6). Anhand
dieser Skizze wird hergeleitet, dass man über die Krümmung der Diﬀraktions-
hyperbel vrms bestimmen kann. Es gilt
∆x21 + (t0vrms)
2 = (t1vrms)
2
∆x22 + (t0vrms)
2 = (t2vrms)
2
Nach Summation dieser zwei Gleichungen erhält man
2(t0vrms)
2 = v2rms(t
2
1 + t
2
2)− (∆x21 +∆x22)
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nach Division durch 2(t0vrms)2 erhalten wir eine Hyperbelgleichung
1 =
(t21 + t
2
2)
2t20
− (∆x
2
1 +∆x
2
2)
2t20v
2
rms
(7.28)
Jede Hyperbel besitzt zwei Asymptoten. Der Asymptotenwinkel α der Hyper-
belgleichung 7.28 läßt sich durch
tanα =
2t20v
2
rms
2t20
= v2rms
berechnen, und ist somit eine Funktion der mittleren Ausbreitungsgeschwin-
digkeit vrms. Diﬀraktionshyperbeln mit dem gleichen Asymptotenwinkel α, be-
schreiben die gleiche vrms Geschwindigkeit. Steigt die Ausbreitungsgeschwin-
digkeit vrms, steigt der Asymptotenwinkel α, und die Hyperbelkrümmung
nimmt für jedes einzelne t0 ab.
Abbildung 7.7: Der Asymptotenwinkel α ist eine Funktion der mittleren Ausbrei-
tungsgeschwindigkeit vrms.
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Abbildung 7.8: Beispiel für Diﬀraktionshyperbeln in einem Radargramm. Die be-
stimmte Geschwindigkeit vrms von 0.167 m/ns entspricht der Ausbreitungsgeschwin-
digkeit in Eis.
7.3 Auﬂösungsvermögen
Generell ist das allgemeine Auﬂösungsvermögen einer GPR Messung von vielen Pa-
rametern abhängig (Objekttiefe, Objektgestalt, Objektorientierung, dielektrischer
Kontrast, Noise, GPRPerformance,...). Grundlegend für das Auﬂösungsvermögen
eines Signals ist aber die Wellenlänge.
Allgemein gilt
Wellenlänge λ =
Ausbreitungsgeschwindigkeit v
Messfrequenz ν
Die maximal mögliche vertikale Auﬂösung ist theoretisch λ/4. In der Praxis zeigt
sich aber, dass eine vertikale Auﬂösung von λ/3λ/2 realistischer ist (Hubbard und
Glasser, 2005, S. 155). Die maximal mögliche laterale Auﬂösung wird über die
1. Fresnelsche Zone deﬁniert. Mithilfe der Abbildung 7.9 kann der Radius der 1.
Fresnelsche Zone Fr hergeleitet werden und ergibt sich zu
Fr =
√
λh
2
+
λ2
16
bzw. mit der Annahme λ << h zu
Fr ≈
√
λh
2
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Abbildung 7.9: Skizze zur Herleitung von Fr.
Wobei h die Objekttiefe ist (Robin et al., 1969). Besitzt die Fläche des Reﬂektors
einen kleineren Radius als Fr, so wird der Reﬂektor als Punktquelle dargestellt.
Im Falle einer Common Oﬀset Messung (siehe Kap. 7.4.1) stellt sich eine Punkt-
quelle als Diﬀraktionshyperbel dar. In der Praxis ist unter anderem die tatsächliche
Abstrahlcharakteristik der verwendten Antenne noch mit zu berücksichtigen. Die
praktisch resultierende horizontale Auﬂösung der verwendeten Antenne wird in der
englischen Literatur auch als foot print einer GPR Messung bezeichnet.
Abbildung 7.10: Der Radius der
1. Fresnelschen Zone Fr für
Eis (vEis=0.167 m/ns) variabler
Mächtigkeit. Für eine Messfre-
quenz von 20 MHz (λ=8.4 m)
ist der Radius der 1. Fresnelschen
Zone Fr als Funktion der Mäch-
tigkeit der Eisschicht dargestellt.
Welch et al. (1998) zeigten, dass bei optimaler Messgeometrie und geeigneter 3DWel-
lenfeld Migration (siehe Kap. 8) für temperierte Gletscher eine theoretisch maximale
laterale Auﬂösung des Gletscheruntergrunds von λ/2× λ/2 möglich ist. Folglich ist
bei einer 20 MHz Untersuchung eine theoretisch maximale laterale Auﬂösung von
4.2m× 4.2m der basalen Topographie eines temperierten Gletschers möglich.
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Je nach Fragestellung kommen verschiedene Messgeometrien zum Einsatz. In den
folgenden Abschnitten werden zwei gängige GPR Messgeometrien genauer erklärt.
7.4.1 Common Oﬀset Geometrie
Die Common bzw. Constant Oﬀset Geometrie stellt das Standardverfahren bei GPR
Messungen dar. Bei Hubschrauber-, oder Flugzeugmessungen ist sie auch die einzig
technisch mögliche Messgeometrie. Die Sende- und Empfangsantenne werden mit
einem ﬁxem Abstand entlang eines Proﬁls bewegt (Abb. 7.11). Der optimale An-
tennenabstand soll etwa einer Antennenlänge (∼ λ/2) entsprechen, maximal mögli-
che horizontale Auﬂösung erhält man mit einem maximalen Messpunktabstand von
∼ λ/4 (vergl. Tab. 7.6). Für viele theoretische Überlegungen wird die Annahme einer
Zero Oﬀset Geometrie getroﬀen. Eine Zero Oﬀset Messung entspricht einer Common
Oﬀset Messung mit sehr kleinem Abstand zwischen Sender und Empfänger (Abb.
7.6, Abb. 7.9).
ν λ la ∆xa ∆x φver φhor
200 0.8 0.4 0.5 0.25 0.21 0.42
20 8.4 4.2 5 2.5 2.09 4.18
5 33.4 16.7 20 10 8.35 16.7
Tabelle 7.6: Parameter für Common Oﬀset Messungen verschiedener Messfre-
quenzen in Eis (Hubbard und Glasser, 2005, S. 163). ν...Messfrequenz in [MHz],
λ...Wellenlänge in [m], la...Antennenlänge in [m], ∆xa...optimaler Antennenabstand
in [m], ∆x...optimaler Messpunktabstand in [m], φver...vertikale Auﬂösung in [m],
φhor...horizontale Auﬂösung in [m]
Die Common Oﬀset Messgeometrie liefert keine Information über die Ausbreitungs-
geschwindigkeit des GPRSignals. Diese kann nur indirekt, z.B. mittels Diﬀrakti-
onshyperbelanalyse (Kap. 7.2), bestimmt werden.
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Abbildung 7.11: Prinzipskizze einer Common Oﬀset Messung.
7.4.2 Multi Oﬀset Geometrie
Der Multi Oﬀset Geometrie liegt zugrunde, dass der Abstand Sender-/ Empfänger-
antenne variabel ist. Dadurch kann man direkt ein Ausbreitungsgeschwindigkeitspro-
ﬁl des Untergrunds bestimmen. Zwei gängige Multi Oﬀset Geometrien sind dieWide
Angle Reﬂection and Refraction (WARR) und die Common Midpoint (CMP) Mess-
anordnung. Generell kann man zum Auswerten von WARR und CMP Daten die
gleichen Techniken anwenden, die für die Auswertung von Reﬂexions- bzw. Refrak-
tionsseismik entwickelt worden sind. Bei der WARR Messgeometrie bewegt man
jeweils die Sendereinheit oder die Empfängereinheit entlang eines Proﬁls. Der Mit-
telpunkt von Sende- und Empfangsantenne verändert sich entlang des Proﬁls mit
jeder Einzelmessung (Abb. 7.12). Diese Methode funktioniert allerdings nur bei an-
nähernd ebenen, horizontalen Reﬂektoren gut.
Abbildung 7.12: Prinzipskizze einer WARR Messung.
Weist der zu untersuchende Untergrund komplexere Strukturen auf, ist die CMP
Geometrie zu bevorzugen. Dabei wird für jede Einzelmessung die Sende- und Emp-
fangsantenne so entlang des Proﬁls bewegt, dass jede Einzelmessung den gleichen
Mittelpunkt zwischen Sender- und Empfangsantenne hat (Abb. 7.13). Um ein ganzes
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Proﬁl zu messen, muss man viele einzelne CMP Messungen machen.
Abbildung 7.13: Prinzipskizze einer CMP Messung.
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GPR wird auch als Georadar, Radio Echo Sounding (RES) und in der Glaziologie als
Ice Penetrating Radar (IPR) bzw. Ice Radar bezeichnet. Es ist ein Reﬂexionsver-
fahren bei dem kurze, hochfrequente elektromagnetische Impulse in den Untergrund
abgestrahlt werden.
In den Jahren von 19001950 sind zahlreiche Publikationen über den Einsatz
von elektromagnetischen Wellen als geophysikalische Erkundungsmethode erschie-
nen. 1956 wurde der erste erfolgreiche Einsatz dieser neuen Technik dokumentiert
(El Said, 1956). Schnell erkannte die glaziologische Gemeinschaft das Potential die-
ser Methode. Von allen geologischen Materialien der Erde eignet sich Eis am besten
für elektromagnetische Aufschlussmethoden. Elektromagnetische Felder breiten sich
im Eis, im Gegensatz zur diﬀusen Ausbreitung z.B. in Fels, als Wellen aus. Seit
1957 werden 'Radio Detection And Ranging' (RADAR) Messungen in der Gla-
ziologie verwendet (Evans, 1963 und 1967). Den Startschuss für Airborne Radio
Echo Soundings Erkundungstechniken in der Kryosphäre bildete das auftretende
Phänomen des beträchtlichen Flughöhenfehlers bei Landeanﬂügen auf das Inlandeis
Grönlands (Waite and Schmidt, 1961). Die Ursache des massiven Flughöhenfehlers
war die Transparenz des Inlandeises und dessen Schnee- und Firnauﬂage für die
elektromagnetischen Signale des Flugzeugradars (Annan, 2002). Daraufhin wurde
mittels airborne RES das Inlandeis der Antarktis und Grönlands vermessen (Harri-
son, 1970).
Der glaziologische Einsatzbereich dieser neuen vielversprechenden Methode be-
schränkte sich bis dato allerdings nur auf kalte bzw. polythermale Gletscher. Das
Problem temperierter Gletscher war das ganzjährig vorhandene freie, ﬂüssige Was-
ser im und am Gletscher (Kap. 3). Aufgrund des großen Dielektrizitätskontrasts
zwischen Eis (r=34) und ﬂüssigem Wasser (r=80) stellen die zahlreichen Was-
sereinschlüsse in einem temperierten Gletscher eine natürliche Barriere für elektro-
magnetische Wellen dar. Im Falle einer Eisdickenmessung maskieren die von den
Wassereinschlüssen verursachten Streusignale, die eigentlich interessanten Reﬂexio-
nen des Gletscherbetts (Davis, 1973). Dieses Problem bekam man durch intensive
Forschung und technische Neuerungen in den Griﬀ. Watts und England (1976) be-
stimmten durch Feldforschung Kenngrößen für eine im temperierten Gletschereis
funktionierende GPR Apparatur. In ihrer Arbeit treﬀen sie die Modellannahme ku-
gelförmiger Wassereinschlüsse (=0.11 m) in den ersten 200 m eines temperierten
Gletschers. Diese Annahme stützt sich auf das beobachtete plötzliche Absinken von
0.11 m der Bohrsonde bei Dampfbohrungen. Weiters war über die Dampfbohrungen
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eine lokale Verteilung bekannt. Mit diesen Parametern entwickelten sie Modelle und
kamen zur Erkenntnis, dass aufgrund der angenommenen Verteilung, Form und Aus-
maß der Streukörper, die starke Streuung des GPR Signals bei Frequenzen kleiner als
10 MHz rasch abnimmt. Aufbauend auf den gewonnenen Erkenntnissen wurden die
Apparaturparameter für RADARMessungen in temperiertem Eis folgendermassen
festgelegt:
• νSendeimpuls ∼ 5 MHz
• τSendeimpuls ∼ 1/νSendeimpuls
• Empfänger mit großer Bandbreite
• Empfänger zeichnet E(t) auf
wobei νSendeimpuls die Sendefrequenz, τSendeimpuls die Dauer des Sendeimpulses und
E die elektrische Feldstärke ist.
In den Alpen wurden erste Erfahrungen mit dieser neuen glaziologischen Feldme-
thode Anfang der 90er Jahre gesammelt (Haeberli, 1983). Über die Jahre manifes-
tierte sich das GPR als eine nicht mehr wegzudenkende Feldmethode der Glaziologie,
die aufgrund weiterer intensiver Forschungsarbeit sowie zahlreicher technischer Neu-
entwicklungen eine große Bandbreite an Anwendungen hat (vergl. Woodward and
Burke, 2007):
• Eisdickenmessung und in weiterer Folge das Erzeugen von Gletscherbett-
und Eismächtigkeitskarten (Blindow und Thyssen, 1986; Fountain und Jacobel,
1997; Welch et al., 1998; Moran et al., 2000; Bamber und Layberry, 2001;
Sénéchal et al., 2003; Binder et al., 2009)
• Schnee-, Firn-, Eisstratigraphie(Ellerbruch, 1980; Pälli et al., 2002)
• Gletscherinterne Strukturen, wie Spalten, Scherzonen (Goodsell et al.,
2002), interne Strukturen des Gletscherbetts (King et al., 2007).
• Gletscherkinematik (Dowdeswell et al., 2004)
• Glazialhydrologie(Moorman und Mitchel, 2000; Irvine-Fynn et al., 2006;
Murray et al., 2007)
• Glazialmorphologie(Jakobsen und Overgaard, 2002; Carrick et al., 2007)
• Periglaziale Landformen und Permafrost(Moorman et al., 2003)
• Blockgletscher(Degenhardt et al., 2003; Hausmann et al., 2007)
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• Treibeis, Eisdecke von Seen und Flüssen(Maijala et al., 1998)
Zukünftig kann man mit einem vermehrten Einsatz von Vorwärtsmodellierungen
rechnen, um diverse GPRReﬂektoren vorherzusagen. Weiters können Ergebnisse
von GPR Untersuchungen vermehrt die Randbedingungen für Modellierungen bil-
den. Modelle zur Hydrologie von Gletschern verlangen z.B. genaue Kenntnis über die
hydrologischen Parameter (Anteil an ﬂüssigen Wasser im Eis, glazialinterne Kanal-
systeme,...) des Gletschers. Um diese zu bestimmen ist eine optimale Messgeometrie
zu wählen, was wahrscheinlich zu einem vermehrten Einsatz von 3D und 4D Sur-
veys führen wird.
Generell ist der parallele Einsatz mehrerer geophysikalischer Methoden immer
von Vorteil. Methoden, die auf unterschiedliche physikalische Eigenschaften des Un-
tergrunds reagieren, und zu ein und demselben Ergebnis führen, veriﬁzieren sich
gegenseitig. Genaue GPRReﬂektorentiefen waren und sind im Bereich der Kryo-
sphäre oft ein Problem. Über direkte Aufschlüsse (z.B. Bohrungen) lassen sich Re-
ﬂektoren genau zuordnen. Direkte Aufschlüsse sind aber, falls noch nicht vorhanden,
teuer. Daher wird in Zukunft sicher auch vermehrt Arbeit in die Verbesserung von
Dataprocessing (Moore und Grinsted, 2006) und der Bestimmung der Geschwindig-
keitsverteilung des GPR Signals gesteckt. Bohrlochmessungen (Downhole-, Uphole-
Messungen, Tomograﬁe,...) wären eine mögliche Quelle für genauere Geschwindig-
keitsinformationen des Untergrunds, werden aber bis jetzt nur selten verwendet.
Das GPR zeichnet sich bei Standardanwendungen durch relativ einfache Hand-
habung aus. Im Idealfall ist eine Aufnahme bereits in Echtzeit ohne aufwendiges
Dataprocessing eindeutig zu interpretieren. Daher besitzt das GPR sicher das Po-
tential, einer breiteren Masse für verschiedene Standardanwendungen zugänglich
gemacht zu werden. Ein bereits heute existierendes Beispiel dafür ist das Snowscan
GPR. Das Snowscan GPR liefert seinem Anwender eine automatische Interpreta-
tion über die Schneetiefen. Für Betreiber von Schigebieten kann diese Information
z.B. zu einer zeitlichen sowie lokalen Optimierung der Schneeproduktion verarbeitet
werden und somit Kosten sparen (www.sensoft.ca, 2006).
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Die einfache Zeit/TiefenKonvertierung mit der Ausbreitungsgeschwindigkeit des
Mediums ist nur für horizontale, leicht geneigte, oder weit entfernte Reﬂexions-
horizonte zulässig. Im Falle eines alpinen Talgletschers ist mit einem Uförmigen
Querschnitt zu rechnen, daher muss man zum korrekten Darstellen des Gletscher-
untergrunds auf Migrationstechniken zurückgreifen (Blindow und Thyssen, 1986;
Fountain und Jacobel, 1997; Welch et al., 1998; Moran et al., 2000).
Ein Gedankenexperiment (vergl. Abb. 8.1):
Eine Zero Oﬀset Messung (Kap. 7.4.1) wird entlang eines Proﬁls durchgeführt.
Der zu erkundende Untergrund ist durch eine Anzahl von n geologischen Schich-
ten gekennzeichnet. Die Ausbreitungsgeschwindigkeiten vi (i = 1, . . . n) der einzel-
nen Schichten sind bekannt. Die registrierten Reﬂexionen lassen sich durch Strah-
lenwege, die normal auf die Schichtgrenzen stehen, erklären (→kürzester Abstand
EmpfängerReﬂexionshorizont). Jetzt werden kontinuierlich Sender entlang jeder
Schichtgrenze verteilt. An der Oberﬂäche wird an jedem Messpunkt ein Empfän-
ger ﬁxiert. Die Ausbreitungsgeschwindigkeit der einzelnen Schichten wird jetzt mit
vi/2 angenommen. Die Sender schicken gleichzeitig ihren Sendeimpuls aus und die
Empfänger registrieren an der Oberﬂäche. Diese virtuelle Messanordnung würde
zweifellos die Zero Oﬀset Messung reproduzieren. Das ist die Idee des Exploding
Reﬂectors.
Ursprünglich ein Produkt der seismischen Forschung, ist dieses Gedankenexpe-
riment auch auf GPR Daten übertragbar. Generell ist die Migration eine Inversion,
die durch eine Downward Continuation und ein Imaging bewerkstelligt wird.
Zero Oﬀset Daten sind ein Wellenfeldabbild des Untergrunds. Sie visualisieren das
Wellenfeld für ein gegebenes Beobachtungsniveau (z = 0) zu einem bestimmten
Zeitpunkt (t > 0).
Die Downward Continuation ist eine Wellenfeldfortsetzung nach unten. Schritt-
weise (∆z) wird das Wellenfeld nach unten fortgesetzt, und zeigt das Wellenfeld für
eine Tiefe −i ·∆z (i = 1, . . . , n) zu einem bestimmten Zeitpunkt (t > 0). Die Aufga-
be des Imaging ist dann das Darstellen des nach unten fortgesetzten Wellenfelds zu
einem deﬁnierten Zeitpunkt t = tImag (Imaging Bedingung). Für Zero Oﬀset Daten
ist die Imaging Bedingung t = 0 (→ Lage des Exploding Reﬂectors). Die Summe
der für jede Tiefe −i ·∆z (i = 1, . . . , n) durch Downward Continuation und Imaging
berechneten n Tiefenstreifen ist dann der migrierte Datensatz.
Um eine Migration durchführen zu können, muß das Wellenfeld sowie ein da-
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zugehöriges, bestmögliches Geschwindigkeitsfeld (vrms oder vintervall) bekannt sein.
Das vrmsGeschwindigkeitsfeld ist homogen, während das inhomogene vintervall Ge-
schwindigkeitsfeld Unstetigkeiten und Gradienten der Ausbreitungsgeschwindigkeit
beinhalten kann. Die Migration ordnet dann den aus Laufzeiten und Geschwindig-
keiten berechneten Tiefen die richtige räumliche Position zu.
Abbildung 8.1: Eine Exploding Reﬂector LaufzeitModellierung von Zero Oﬀset Da-
ten eines 4SchichtModells. Wobei der erste Reﬂektor undulierend (a), der zweite
horizontal (b) und der dritte geneigt (c) verläuft. Die linken Abbildungen (a,b,c)
zeigen den Verlauf der Wellenstrahlen für die einzelnen Reﬂektoren. Die korrespon-
dierenden rechten Abbildungen zeigen die berechneten Laufzeiten. Das letzte Ab-
bildungspaar (d) zeigt einerseits das GeschwindigkeitsTiefen Verteilung des ver-
wendeten 4SchichtModells, andereseits die Superposition der vorher gerechneten
Laufzeiten der einzelnen Reﬂektoren. (Yilmaz, 1987, S. 469)
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Eine Messung mit GPR oder Seismik entlang einer an der Oberﬂäche festgelegten
Strecke, entspricht einem vertikalen Schnitt des Untergrunds. Dieser vertikale 2D
Schnitt des Untergrunds wird anhand von Radar bzw. Seismogrammen als dessen
Wellenfeldabbild visualisiert. Bei der 2DMigration triﬀt man die Annahme, dass
alle registrierten Reﬂexionen aus dieser vertikalen Schnittebene stammen.
Abbildung 8.2: Bei der 2DMigration geht man davon aus, dass alle Reﬂexionen
ihren Ursprung in der vertikalen Schnittebene, durch das oberﬂächlich festgelegte
Proﬁl, haben. Das schwarze Quadrat am unteren Ende der strichlierten Linie ist der
unmigrierte Tiefenpunkt. Der schwarze Punkt am Ende der durchgezogenen Linie
stellt den migrierten Tiefenpunkt dar.
Grundsätzlich lässt sich die 2DMigration für geneigte Reﬂektoren mit folgender
einfachen Gleichung und der dazugehörigen Skizze (Abb. 8.3) erklären.
tanα = sin β α < β (8.1)
Wobei α der unmigrierte, und β der migrierte Neigungswinkel ist.
Abbildung 8.3: Mit der einfachen Beziehung 8.1 kann man gleichmäßig geneigte Ho-
rizonte migrieren. Geneigte Reﬂektoren weisen nach einer Migration einen steileren
Winkel auf (α < β).
Vor dem Computerzeitalter wurde noch händisch migriert. Die Dip Bar Migra-
tion, oder die Wellenfrontmethode (Harrison, 1970) waren damals gängige Me-
thoden. Die Wellenfrontmethode wird im Prinzip von Abbildung 8.2 und 8.3 be-
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schrieben. Man zeichnet die Wellenfronten der registrierten Reﬂexionen auf, und
verbindet sie durch eine Einhüllende. Die erste computergestützte Migrationsme-
thode ist die Diﬀraktionssummation. Für jeden einzelnen Datenpunkt werden
entlang einer Diﬀraktionshyperbel (Kap. 7.2) alle Amplituden aufsummiert, und die
Gesamtsumme im Apex der Hyperbel dargestellt. Die Krümmung der einzelnen Dif-
fraktionshyperbeln wird mit dem bekannten vrmsGeschwindigkeitsfeld berechnet.
Ein wichtiger Parameter dieser Migrationsmethode ist die Apertur. Diese legt die
Anzahl der Spuren über die summiert wird fest. Die bis jetzt angeführten Migrati-
onstechniken beruhen alle auf strahlentechnische Ansätze.
Die rasante Entwicklung im Bereich der Datenverarbeitung eröﬀnete die Möglich-
keit, Migrationsstrategien basierend auf der Wellengleichung (Glg. 8.2) anzuwenden.
∆Φ(x, y, z, t) =
1
v2(x, y, z)
· ∂
2Φ(x, y, z)
∂t2
(8.2)
Wobei Φ ein skalares Potential, v die Ausbreitungsgeschwindigkeit des Mediums und
t die Zeit ist. x, y, z sind die Raumkoordinaten. Mit dem skalaren Potential Φ be-
schreibt Gleichung 8.2 eine Longitudinalwelle (Schallwelle, PWelle,. . . ). Verwendet
man anstatt Φ ein vektorielles Potential Ψ, so stellt Gleichung 8.2 die Wellenglei-
chung für eine Transversalwelle (elektromagnetische Welle, SWelle,. . . ) dar.
Es wurden Migrationsstrategien entwickelt, die sich unterschiedliche Lösungsan-
sätze der Wellengleichung zu Nutze machen:
• Integrallösung
• Finite Diﬀerenzen Lösung
• Lösung im WellenzahlFrequenz Bereich
Diese Migrationsstrategien gehören zur Gruppe der Wellenfeldmigration, und
verlangen eine optimale Feldgeometrie beim Aquirieren der Daten (Kap. 7.4.1, Tab.
7.6). Generell wird von den verschiedenen Migrationstechniken verlangt, geneigte
Reﬂektoren lagerichtig darzustellen, mit vertikalen und lateralen Geschwindigkeits-
variationen umgehen zu können und Diﬀraktionshyperbeln in ihrem Apex als Punkt-
streuquelle darzustellen.
Die Kirchhoﬀ Migration (Schneider, 1978) ist eine Integralform der Migrati-
on. Sie ist im Prinzip eine Diﬀraktionssummation mit Amplituden und Phasenkor-
rektur, die vor der Summation an den Daten angebracht wird. Diese Korrekturen
machen die Kirchhoﬀ Migration konsistent mit der Wellengleichung, da sie Welle-
neigenschaften wie sphärische Divergenz, Winkelabhängigkeit der Amplituden und
Phasenänderungen berücksichtigt. Wie bereits bei der Diﬀraktionssummation wird
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dafür das homogene vrmsGeschwindigkeitsfeld benötigt, und die Apertur ist optimal
zu wählen.
Bei der Migration oder Downward Continuation mittels Finite Diﬀerenzen
(Claerbout, 1985) benötigt man das vintervallGeschwindigkeitsfeld. Da die Wellen-
gleichung (Glg. 8.2) unbrauchbare interne Reﬂexionen an jeder Schichtgrenze produ-
ziert wird die unidirektionale Wellengleichung verwendet. Die unidirektionale Wel-
lengleichung beschreibt eine Welle, die sich nur in eine Richtung ausbreitet. Aufgrund
der unidirektionalen Wellengleichung ist bei dieser Migrationstechnik im vorhinein
eine Annahme über den maximal auftretenden Neigugswinkel des Reﬂektors zu tref-
fen.
Die Stolt Migration (Stolt, 1978) operiert imWellenzahlFrequenz Bereich und
geht von einer konstanten Ausbreitungsgeschwindigkeit des Mediums aus. Vertikale
Geschwindigkeitsgradienten (vrms) können durch den Stolt Stretch berücksichtigt
werden.
Verwendet man 2DMigrationsstrategien zum bestimmen der basalen Topogra-
phie von Gletschern, so geht man von der Annahme aus, daß sämtliche registrierte
Reﬂexionen aus der vertikalen Proﬁlschnittebene (Abb. 8.2) stammen. Deshalb sollte
man im Falle von 2DMigration die Proﬁle entlang des größten zu erwartenden topo-
graphischen Gradienten des Reﬂektors anlegen. Im Falle eines alpinen Talgletschers
wären die Proﬁle normal auf die Fließrichtung des Gletschers anzuordnen. Mit die-
ser Proﬁlanordnung minimiert man Reﬂexionen, die ihren Ursprung außerhalb der
vertikalen Proﬁlebene haben (Fountain and Jacobel, 1997).
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2DMigrationstrategien lassen sich auch in die 3. Dimension überführen. Vorrausset-
zung für eine sinnvolle 3DMigration von Zero Oﬀset Daten ist das Vorhandensein
eines optimal dicht gemessenen Proﬁlnetzes an Proﬁlen (Kap. 7.4.1, Tab. 7.6). All-
gemein gibt es bei der 3DMigration zwei Varianten:
• Die Two Pass  Variante
• Die One Pass  Variante
Die Two PassVariante ist im Prinzip eine Hybridform zwischen der 2D und 3D
Migration. Anhand der 3DKirchhoﬀ Migration (Schneider, 1978) in einem Me-
dium konstanter Ausbreitungsgeschwindigkeit, werden die grundlegenden Ansätze
dieser Variante der 3DMigration erklärt. Die Diﬀraktionshyperbel wird unter Zu-
nahme der 3. Dimension zum Diﬀraktionshyperboloid, entlang dessen wiederum
die Summation der im Sinne der Wellengleichung korrigierten Amplituden durchge-
führt wird. Wir gehen von einem alpinen Talgletscher (Kap. 3) aus. Das Koordina-
tensystem wird so gewählt, dass die xAchse normal auf die Fließlinie des Gletschers,
und die yAchse parallel dazu verläuft (Abb. 8.4).
Abbildung 8.4: Gewähltes Koordinatensystem für einen schematischen alpinen Tal-
gletscher. Die yAchse verläuft parallel zur Fließlinie des Gletschers, die xAchse
normal dazu.
Dann kann die Two PassVariante der 3DKirchhoﬀ Migration folgendermaßen er-
reicht werden:
1. Die yKoordinate wird konstant gehalten. Jetzt wird für jede xKoordinate
entlang der einzelnen Diﬀraktionshyperboloidschnitte (→Diﬀraktionshyperbeln)
die Summation vorgenommen. Die einzelnen Gesamtsummen werden in dem
Apex der einzelnen Diﬀraktionshyperboloidschnitte dargestellt. Der Diﬀrak-
tionshyperboloid ist jetzt zu einer Diﬀraktionshyperbel entlang der konstant
gehaltenen yKoordinate kollabiert.
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2. Jetzt wird entlang der yKoordinate summiert und die Gesamtsumme wieder-
um im Apex dargestellt. Der Apex der zuletzt aufsummierten Diﬀraktionshy-
perbel ist zugleich der Apex des ursprünglichen Diﬀraktionshyperboloid, wo
die Gesamtsumme auch abgebildet werden soll.
Die Two Pass Migration kann theoretisch mit jeder Migrationstechnik, die sich im
zweidimensionalen bewährt hat, durchgeführt werden. Welch et al. (1998) verwende-
ten z.B. eine Two Pass Migration im WellenzahlFrequenz Bereich um eine hochauf-
lösende Karte der basalen Topographie eines temperierten Gletschers zu bestimmen.
Wobei sinnvollerweise zuerst in Richtung des maximalen topographischen Gradien-
ten (xAchse in Abb. 8.4; Fountain and Jacobel, 1997), und danach in der Richtung
normal dazu (yAchse in Abb. 8.4) migriert wird.
Die One PassVariante der 3DMigration ist keine Hybridform. Schrittweise wer-
den bei der Downward Continuation die einzelnen Datenpunkte in x, und y Rich-
tung migriert.
Generell ist die One Pass Migration besser für sehr inhomogene Geschwindig-
keitsfelder geeignet. Die Two Pass Migration eignet sich hingegen mehr zum Kor-
rigieren von stark geneigten Reﬂexionshorizonten (Yilmaz, 1987, S. 1074). Für das
korrekte Darstellen der basalen Topographie alpiner Talgletscher eignet sich daher
die Two PassVariante besser (Welch et al., 1998; Moran et al., 2000). Eine 3D
Wellenfeldmigration verlangt aber, wie bereits erwähnt, eine optimale Feldgeome-
trie bei der Datenaquisition (Kap. 7.4.1, Tab. 7.6). Moran et al. (2000) wählten z.B.
eine Feldgeometrie von ∆x=10 m und ∆y=20 m für eine 50 MHz GPR Messung. Im
Rahmen dieser Arbeit wurden von 20022004 drei Gletscher mit einer Gesamtﬂäche
von 3.11 km2 vermessen. Trotz ∼15 km Gesamtproﬁllänge ist das Messnetz für ei-
ne 3DWellenfeldmigration nicht geeignet. Im Falle der zu erwartenden komplexen
Beckenstrukturen ist die 3DMigration aber ein sehr wichtiger Processingschritt.
Daher wird im nächsten Abschnitt noch eine 3DMigrationstechnik basierend auf
strahlentheoretischen Annahmen näher ins Auge gefasst.
8.2.1 Die Eikonalgleichung
Eine ebene Welle ist eine Lösung der Wellengleichung (Glg. 8.2). Wir gehen hier von
einer ebenen Longitudinalwelle (PWelle) A(x,y,z,t) mit einer räumlich konstanten
Amplitude A0 aus.
A(x, y, z, t) = A0 · e−iω[t−τ(x,y,z)] (8.3)
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ω ist die Kreisfrequenz
ω = 2piν
ν die Frequenz ([1/s]) und τ(x, y, z) die Ausbreitungszeit ([s]) der Longitudinalwelle.
τ(x, y, z) variiert räumlich und ist für eine ebene Welle über
τ(x, y, z) =
kx
ω
x+
kx
ω
y +
kx
ω
z
deﬁniert. Wobei
kx,y,z =
2pi
λx,y,z
= konstant
die Wellenzahl und λ die Wellenlänge ([m]) in x,y,z-Richtung ist. Die Ausbreitungs-
geschwindigkeit v ist über
v =
ω
k
= konstant (8.4)
deﬁniert, und ist für die Ausbreitung einer ebenen Welle konstant.
Substituieren wir nun Gleichung 8.3 in die Wellengleichung (Glg. 8.2), erhalten
wir
(∇τ)2 =
(
∂τ
∂x
)2
+
(
∂τ
∂y
)2
+
(
∂τ
∂z
)2
=
1
v2
(8.5)
Das ist die Eikonalgleichung, die genaue Ableitung ist z.B. in Yilmaz (1987, S.
1346) zu ﬁnden. Die Eikonalgleichung stellt den Übergang der Wellenseismik zur
Strahlenseismik dar, und gilt exakt für eine ebene Welle mit räumlich konstanter
Amplitude A0 entlang der Wellenfront (Glg. 8.3).
Die Wellengleichung (Glg. 8.2) beschreibt die Amplitude A(x, y, z, t) einer Welle
an einem Raumpunkt (x, y, z), zu einer bestimmten Zeit t. Die Eikonalgleichung
hingegen beschreibt die Ausbreitungszeit τ(x, y, z) für einen Wellenstrahl durch
einen Raumpunkt (x, y, z), in einem Medium mit der Ausbreitungsgeschwindigkeit
v. τ(x, y, z) = konstant stellt eine Wellenfront zu einem bestimmten Zeitpunkt dar.
Die Welle breitet sich von einer Wellenfront zur nächsten auf den von der Eikonal-
gleichung beschriebenen Strahlenwege aus. Dabei stehen die Strahlenwege normal
auf die einzelnen Wellenfronten.
Im nächsten Abschnitt werden wir die wichtige Frage der Anwendung der Eiko-
nalgleichung (Glg. 8.5) allgemein auf Raumwellen klären. Dabei ist die Wellenlänge λ
eine grundlegende Größe. Durch Umformung der Glg. 8.4 erhält man den Ausdruck
λ =
2piv
ω
(8.6)
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für die Wellenlänge. Die Forderungen der Eikonalgleichung nach
• konstanter Ausbreitungsgeschwindigkeit v, und
• einer räumlich konstanten Amplitude A0
sind erfüllt, wenn Änderungen von v und A0 über die Wellenlänge λ vernachlässig-
bar sind. Das ist vor allem bei hochfrequenter Wellenausbreitung der Fall. Die
Forderung nach hochfrequenter Wellenausbreitung ist bei einer kleinen Wellenlän-
gen erfüllt (Glg. 8.6). Eine Wellenlänge kann als klein betrachtet werden, wenn die
Dimensionen des Mediums D, in dem sich die Welle ausbreitet, viel größer als die
Wellenlänge λ ist.
D >> λ
Änderungen von v sind praktisch über die Wellenlänge λ vernachlässigbar, wenn
keine scharfen vKontraste im Medium vorhanden sind, sowie die Dimensionen von
etwaigen Geschwindigkeitsanomalien Dv nicht in der Größenordnung der Wellenlän-
ge λ sind.
Dv >> λ
Generell ist diese Forderung für ein Medium erfüllt, in dem v nicht stark variiert
und keine plötzlichen Geschwindigkeitssprünge aufweist.
Werden die oben besprochenen Forderungen erfüllt, so kann man eine Raumwelle
durch die Eikonalgleichung beschreiben. Geht man von den Randbedingungen dieser
20 MHz GPR Untersuchung aus
• vEis ≈ konstant (∼0.167 m/ns, Tab. 7.4)
• λEis ∼ 8.4 m (Tab. 7.6)
so stellt die Eikonalgleichung eine zulässige Näherung der Wellengleichung dar.
In Kapitel 10.3 wird auf Basis der Eikonalgleichung eine strahlentheoretische 3D
Migration hergeleitet.
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9.1 Untersuchungsgebiet
Im Rahmen dieser Diplomarbeit wurden drei kleine Gletscher (< 2 km2) in der
Ostalpenregion der Hohen Tauern in Zentralösterreich untersucht. Kleine Gletscher
sind in der Klimadiskussion aufgrund ihrer relativ direkten Reaktion auf klimatische
Veränderungen wichtige Beobachtungsobjekte (Abb. 4.2). Alle drei Gletscher sind
thermal als temperierte Gletscher zu klassiﬁzieren. Geomorphologisch gehören sie
zu den Relief untergeordneten alpinen Talgletschern (Kap. 3), wobei keiner der drei
eine ausgeprägte Gletscherzunge aufweist. Seit Ende der Kleinen Eiszeit (∼ 1850)
zieht sich der Großteil der Gletscher Österreichs zurück (Gross, 1987; Lambrecht und
Kuhn, 2007). So zeigen auch diese drei Gletscher eine mittlere negative Massenbilanz
in den jeweiligen Beobachtungszeiträumen (Tab. 4.2, Abb. 4.9). Die Massenbilanz
aller drei Gletscher wird mit der glaziologischen Methode (Kap. 4; Paterson, 2004)
bestimmt.
Abbildung 9.1: Die Goldberggruppe im Laufe der letzten 150 Jahre. Etwa ein Viertel
der vergletscherten Fläche von 1850 ist 1998 noch vorhanden, eine Trendumkehr ist
noch nicht in Sicht. (Hynek, 2007)
Im Falle der zwei Gletscher am Sonnblick nimmt das Verhältnis der Flächen vom
Akkumulationsgebiet zur Gesamtﬂäche des Gletschers (Accumulation Area Ratio
'AAR' ; Bahr, 1997) in den letzten 7 Jahren einen mittleren Wert von 0.35 ein (inter-
ne Gletscherdatenbank ZAMG, 2008). Aufgrund allgemeinen stetigen Schrumpfens
der Fläche des Akkumulationsgebiets, weist dieser charakteristische Gletscherpara-
meter einen negativen Trend auf. Folglich sind Firnbereiche immer spärlicher vor-
79
9.1 Untersuchungsgebiet
handen und die Fläche der maximalen Ausaperung im Herbst jeden Jahres steigt
(Auer et al., 2002).
Der Wurtenkees (Wuk) liegt am Südhang des Scharecks (3123 m; 47◦02'04N,
13◦01'04O) und beherbergt ein Schigebiet. Aufgrund seines Rückzugs spaltet er
sich seit dem Jahre 1991 in einen unteren und einen oberen Teil auf. Im Jahre
1998 nahm der untere Wurtenkees (Wuk1) eine Fläche von 0.44 km2 und der obere
Wurtenkees (Wuk2) eine Fläche von 0.51 km2 ein. Bei der Beﬂiegung im Jahre 2003
stellte man für den Wuk1 eine Fläche von 0.38 km2 und für den Wuk2 eine Fläche
von 0.43 km2 fest (Abb. 9.2). Der Wuk1 beﬁndet sich in einer Seehöhe von 2534
2734 m und stellt einen klassischen Kargletscher (Kap. 3) dar. Basierend auf GPR
und Gravimetrie Daten berechnete Frischling (2003) bereits die basale Topographie
sowie eine Eismächtigkeitskarte des Wuk1 und stellte Maximaltiefen von bis zu 78
m fest. Der Wuk2 ist in einer Seehöhe von 28093099 m zu ﬁnden und war ein Ziel
dieser Untersuchung. Seit dem hydrologischen Jahr 1982/83 wird für den Wuk die
Massenbilanz jährlich bestimmt (Tab. 4.2).
Abbildung 9.2: Das Luftbild des Untersuchungsgebiets aus dem Jahre 1998 (Au-
er et al., 2002). Die Gletscherränder aus der Beﬂiegung im Jahre 2003 sind rot
eingezeichnet (interne Gletscherdatenbank ZAMG, 2008). Grenzen von Felsinseln
innerhalb des Gletschers sind nicht gekennzeichnet. Die strichlierte Linie deutet die
Fleisscharte an, die den Flk vom Gok1 trennt. Die gelben Rechtecke verweisen auf
den Gipfel des Hohen Sonnblicks (3106 m), bzw. auf den des Scharecks (3123 m).
Die zwei Hauptgletscher des Hohen Sonnblicks (3106 m; 47◦03'16N, 12◦57'25O)
sind die anderen zwei Untersuchungsobjekte (Kleinﬂeisskees und Goldbergkees). Der
nach Norden orientierte Goldbergkees (Gok) nahm 1998 eine Fläche von 1,49 km2
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und 2003 eine Fläche von 1,43 km2 ein. Der Gletscherterminus des Gok beﬁndet sich
in einer Seehöhe von etwa 2380 m. Dort ﬁndet man ein für temperierte Gletscher
typisch ausgebildetes Gletschertor (Kap. 3), aus dem ein Gletscherbach hervortritt
und den vorgelagerten Gletschersee speist. Der Gok zieht sich bis in eine Seehöhe von
3060 m hinauf, knapp unterhalb des Gipfels des Hohen Sonnblicks. Seit den siebziger
Jahren ist der Gok in zwei Teile zerissen (Gok1 und Gok2). Wobei der höher gelegene
Gok1 über die Fleisscharte (Abb. 9.2, Abb. 6.3) mit dem Kleinﬂeisskees verbunden
ist. Allein nimmt der Gok1 2003 eine Fläche von 0.39 km2 ein. Der Kleinﬂeisskees
(Flk) ist am Südhang des Hohen Sonnblicks situiert. Während der Flk 1998 noch
eine Fläche von 0.95 km2 einnahm, sind es 2003 nur noch 0.87 km2. Der Flk erstreckt
sich von 27403060 m Seehöhe (Auer et al., 2002). Aufgrund der fortschreitenden
Erwärmung ereignete sich im Jahre 2002 am Flk ein Eissturz, bei dem die Überreste
der spärlich vorhandenen Gletscherzunge abgetrennt wurden (Abb. 9.3).
Abbildung 9.3: Aufgrund der fortschreitenden Erwärmung ereignete sich im Jahre
2002 ein kleiner Eissturz, bei dem die spärlichen Überreste der Gletscherzunge des
Kleinﬂeisskeeses in die Tiefe stürzten. Fotos: Fotoarchiv ZAMG, 2002
Die Massenbilanz des Gok wird seit dem hydrologischen Jahr 1987/88 und die des
Flk seit 1998/99 bestimmt (Tab. 4.2). Während es sich beim Flk um einen klassischen
Kargletscher handelt (Kap. 3), ist beim Gok, besonders beim tiefer gelegenen Gok2,
mit einer weitaus komplexeren Geometrie des Gletscherbetts zu rechnen.
Das aktuellste Digitale Gelände Model (DGM) des Untersuchungsgebiets hat die
Beﬂiegung im Herbst 1998 zur Grundlage, und weist eine horizontale Auﬂösung von
10m× 10m auf (Auer et al., 2002). Das DGM 1998 wurde als Referenz für Seehöhe,
Eisdicke und Topographie des Gletscheruntergrunds verwendet.
Das Sonnblick Observatorium beﬁndet sich am Gipfel des Hohen Sonnblicks
(3106 m) und zeichnet seit 1886 kontinuierlich Klimadaten auf. Das ist für diese
Seehöhe eine der längsten Klimareihen weltweit. Das benachbarte Sonnblick Ob-
servatorium und die Größe der drei untersuchten Gletscher macht sie zu äußerst
interessanten Untersuchungsobjekten.
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9.2.1 Apparatur
Als Aufnahmeapparatur stand das Subsurface Interface Radar2 (SIR2) des Her-
stellers Geophysical Survey Systems (GSSI) zur Verfügung. Die Apparatur wird von
einem 12 V Bleiakku (16 Ah) mit Strom versorgt. GPR und Akku beﬁnden sich in
einer Alukiste, die auf einem Traggestell (Kraxe) montiert ist. Das Gesamtgewicht
der Ausrüstung beträgt in etwa 20 kg. Prinzipiell hat man bei der SIR2 Appara-
tur die Wahl zwischen einem kontinuierlichen und einem punktweisen Messmodus.
Für alle Messkampagnen wurde der punktweise Messmodus verwendet. Die GPR
Grundeinstellungen wurden wie folgt gewählt:
Range 1600  2000 ns Ist die Aufnahmezeit der Apparatur.
Die maximal mögliche Erkundungstiefe
wird über diese Einstellung festgelegt.
Eine Aufnahmezeit von 2000 ns
entspricht einer Erkundungstiefe
von 167 m im Eis.
Samples/Scan 2048 Deﬁniert mit der Aufnahmezeit die
Samplerate. Für eine Aufnahmezeit
von 2000 ns würde das einer Sample-
rate von ∼1 ns entsprechen.
Bits/Sample 16 Ein Sample wird mit einer Auﬂös-
ung von 16 bit abgespeichert.
Filter HP = 5 MHz Signalanteile <5 MHz
und >80 MHz
LP = 80 MHz werden unterdrückt.
static stack 32 Für eine Punktmessung werden
32 Einzelmessungen gestapelt.
Gain variabel Eine Verstärkungsfunktion, die die
Dämpfung des GPR Signals durch
den Untergrund ausgleicht. Muß
vor Ort an einer geeigneten Stelle
eingestellt werden.
Tabelle 9.7: Wichtige Parameter für eine punktweise GPR Messung.
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9.2.2 Antenne
Bei der verwendeten Antenneneinheit handelt es sich um die Multi Low Frequency
Antenne (MLF 3200) von GSSI. Bei dieser ungeschirmten Antenne können durch
variable Dipollängen unterschiedliche Grundfrequenzen eingestellt werden (→ 15,
20, 35, 40 oder 80 MHz). Für die Eisdickenmessung wurde die Einstellung für ei-
ne Messfrequenz von 20 MHz verwendet. Diese Messfrequenz wurde aufgrund von
guten Ergebnissen vergangener Messkampagnen auf temperierten Gletschern mit
wahrscheinlich ähnlichen Eismächtigkeiten gewählt (Frischling, 2003). Wie man der
Tabelle 7.6 entnehmen kann, beträgt die vertikale Auﬂösung für die ausgewählte
Messfrequenz etwa 2 m. Dieser Wert gilt aber nur bei optimalen Messbedingungen.
Die Sende bzw. Empfängerantenne wurden auf einen Fiberglasrahmen ﬁx befes-
tigt. Der ﬁxe Antennenabstand (∼3 m) dieser Common Oﬀset Konﬁguration (Kap.
7.4.1) ist ein Kompromiss für die Anwendung aller anderen möglichen Messfrequen-
zen der MLF Antenne. Für eine Messfrequenz von 20 MHz ist der Abstand von
etwa 3 m nicht optimal (vergl. Tab. 7.6), vergangene Messungen lieferten aber be-
reits zufriedenstellende Ergebnisse mit dieser Vorrichtung (Frischling, 2003). Für die
erforderliche Manövrierbarkeit wurde der Fiberglasrahmen auf einer Plane befestigt
(Abb. 9.4). Diese mobile Konstruktion für GPR Messungen in der Kryossphäre wird
mit Cryosledge bezeichnet. Das Gesamtgewicht von Antennen, Fiberglasrahmen und
Plane beträgt ungefähr 33 kg.
Abbildung 9.4: Die MLF Antenne mit 20 MHz Einstellung ﬁxiert auf dem Fiber-
glasrahmen. Zur besseren Manövrierbarkeit wurde noch eine Plane untergelegt und
befestigt. Foto: B.Hynek, 2004
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Die Messkampagne am Wurtenkees fand im November 2003 statt. Die gegebene
Infrastruktur des Gletscherschigebiets erleichterte die Logistik.
Abbildung 9.5: Die gegebene Infrastruktur der Mölltaler Gletscherbahnen erleich-
terte die Feldarbeiten am Wurtenkees. Mitte rechts sieht man den Hohen Sonnblick
(3106 m) mit dem auf der Nordseite des Alpenhauptkammes situierten Goldberg-
kees. Foto: G.Pistotnik, 2004
Das Messteam bestand aus fünf Personen, wobei eine für die Erfassung der GPS
Daten (Garmin handheld), sowie die Dokumentation der Proﬁle zuständig war. Die
Horizontalkoordinaten mit einer Genauigkeit von ±5-10 m wurden übernommen.
Aufgrund des relativ hohen Fehlers einer GPS Seehöhenmessung wurden die Verti-
kalkoordinaten dem DGM 1998 entnommen.
Eine weitere Person des Messteams bediente das Messgerät, die restlichen drei
manövrierten den Cryosledge über den Gletscher. Der Messpunktabstand für die 20
MHz Messung wurde mit 2 m festegelegt (vergl. Tab. 7.6). Auf diese Art wurden
innerhalb von drei Tagen vier Querproﬁle und ein Längsproﬁl mit einer Gesamtlänge
von ∼3 km am Wuk2 gemessen (Abb. 9.6). Bei alpinen Talgletschern ist mit einem
Uförmigen Querproﬁl zu rechnen (Kap. 3, Kap. 6). Um Reﬂexionen die ihren Ur-
sprung nicht in der vertikalen Proﬁlebene (Kap. 8.1, Abb. 8.2) haben zu minimieren,
wurden vorwiegend Proﬁle normal zur Fließrichtung des Gletschers (Querproﬁle) ge-
messen.
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Abbildung 9.6: Die dicken schwarzen Linien zeigen die Proﬁle, die in einem Zeitraum
von November 2003 bis Mai 2004 gemessen wurden. Die dünnen schwarzen Linien
zeigen Proﬁle früherer (Wuk1  November 2002, Sonnblick  Mai 2003) Messkam-
pagnen, deren Daten im Rahmen dieser Diplomarbeit mit ausgewertet wurden.
Die zwei Messkampagnen zur Eisdickenerkundung der zwei Sonnblick Gletscher (Gok
und Flk) wurden im Frühjahr (Ende April/Anfang Mai) des Jahres 2003 und 2004
durchgeführt. Bedenkt man Wetterbedingungen, Zugänglichkeit, Gletscherspalten
und den Wassergehalt des Gletschers, so war das Frühjahr der ideale Kompromiss
für die GPR Messungen auf den zwei schwer zugänglichen Gletschern. Die Vorge-
hensweise während der Messung war die gleiche wie bereits am Wuk2. In den zwei
Messkampagen wurden insgesamt 30 Proﬁle gemessen mit einer Gesamtlänge von
etwa 15 km. Wobei aus den bereits angeführten Gründen vermehrt Querproﬁle an-
gelegt wurden. Mit der beschriebenen Messanordnung (Kap. 9.2.2) sind maximale
Erkundungstiefen von mehr als 100 m erzielt worden (Abb. 9.7). Generell ist die
Datenqualität variabel, nicht in jedem Proﬁl ist ein eindeutiger Reﬂexionshorizont
des Gletscherbetts zu identiﬁzieren. Das kann man vor allem auf den hohen Gehalt
an freiem Wasser bei einem temperierten Gletscher zurückführen (Kap. 3), der sich
in der Existenz gletscherinterner Wassertaschen ( ∼0.1-1 m; Watts und England,
1976; Kap. 7.5) manifestiert.
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Abbildung 9.7: Maximale Eismächtigkeiten von bis zu 110 m konnten gemessen wer-
den. Der Reﬂexionshorizont des Gletscherbetts ist durch die rot strichliert, punktier-
te Linie gekennzeichnet. Bei den Daten handelt es sich um ein bereits processiertes
Radargramm (Kap. 10.1).
Neben einer ausreichenden Aufnahmezeit (Range, Tab. 9.7) ist bei GPR Eisdicken-
messungen ein besonderes Augenmerk auf die Einstellung der Verstärkung (Gain,
Tab. 9.7) zu richten. Ideale Plätze zum Bestimmen einer brauchbaren Verstärkungs-
funktion sind Bereiche maximaler Eisdicke. Einstellen der Verstärkung in Randbe-
reichen des Gletschers mit wenig oder gar keinem Eis resultiert in übersteuerten und
somit wenig brauchbaren GPR Signalen. Das ist auf die relative hohe Leitfähigkeit
und infolgedessen hohe Dämpfung (Glg. 7.27) der feuchten bis wassergesättigten
glazialen Sedimente im Randbereich eines Gletschers zurückzuführen.
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10.1 Dataprocessing
Die Datenqualität des GPR Signals wird durch sphärische Divergenz, Dämpfung,
Reﬂexion, Refraktion sowie Diﬀraktion bestimmt (Kap. 7.2). Reﬂexionen werden
nur dann registriert, wenn die Amplitude der Reﬂexion größer als der Schwellen-
wert16 des Aufnahmegeräts ist. Weiters muß die Amplitude der Reﬂexion größer
als das Rauschen17 sein, um sie als echte Reﬂexion identiﬁzieren zu können (Yil-
maz, 1987). Sind diese zwei Tatsachen gegeben, kann man mittels Dataprocessing
das Signal/NoiseVerhältnis verbessern. Stimmt die Qualität der aufgenommenen
Daten, so ist meist ein Standardprocessing (siehe unten) ausreichend.
Die Qualität der bei den einzelnen Messkampagnen gewonnenen GPR Daten
ist sehr variabel (siehe Anhang A). Von Radargrammen mit eindeutig sichtbaren
Reﬂexionshorizont (Abb. 10.1) bis zu absolut nicht interpretierbaren Daten war alles
vorhanden. Durch Spektralanlyse stellte sich heraus, das die 20 MHz Einstellung der
MLF Antenne einer tatsächlichen GPR Messfrequenz von etwa 30 MHz entspricht
(Abb. 10.3). Prinzipiell konnte man die gewonnenen Daten in 5 Qualitätsgruppen
(QGruppen) einteilen:
1. Eindeutiger kontinuierlicher Reﬂexionshorizont. (Abb. 10.1)
2. Einzeln vorhandene Reﬂexionshorizonte. (Abb. 10.2)
3. Kein eindeutiger Reﬂexionshorizont vorhanden, aber zahlreiche Diﬀraktions-
hyperbeln. (Abb. 10.2)
4. Stark übersteuerte Signale wegen schlechter Einstellung der Verstärkungsfunk-
tion.
5. Nicht auswertbare Radargramme (z.B. zu kurze Aufnahmezeit).
Aufgrundessen mußten verschiedene Processing und Pickstrategien verfolgt werden.
GPR Daten der ersten und zweiten QGruppe wurden einem Standardprocessing
(Bandpassﬁlter, Background Removal, Automatic Gain Control) unterzogen, wobei
bei den Daten der zweiten QGrupppe nur die eindeutig als Reﬂexion des Gletscher-
betts identiﬁzierten Einsätze gepickt worden sind (Abb. 10.1, Abb. 10.2).
16im Englischen treshold
17im Englischen noise
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Abbildung 10.1: Topographisch korrigiertes Radargramm mit eindeutiger Gletscher-
bettreﬂexion. Der Reﬂexionshorizont des Gletscherbetts ist durch die rot strichliert,
punktierte Linie gekennzeichnet.
Daten der dritten QGruppe eigneten sich besonders zum Bestimmen der GPR
Ausbreitungsgeschwindigkeit in den untersuchten Gletschern. Über eine Diﬀrakti-
onshyperbelanalyse (Kap. 7.2) konnte eine mittlere Ausbreitungsgeschwindigkeit
von 0.16 m/ns ±5% festgestellt werden. Sénéchal et al. (2003) bestimmten über
CMP Messungen (Kap. 7.4) die gleiche GPR Ausbreitungsgeschwindigkeit für einen
temperierten Gletscher in den französischen Alpen. Bei Hybridformen zwischen der
zweiten und dritten QGruppe konnte man die zahlreich vorhandenen, der ermittel-
ten Eisgeschwindigkeit entsprechend gekrümmten, Diﬀraktionshyperbeln nutzen, um
Reﬂexionshorizonte zu verbinden und somit Eismindesttiefen abzuschätzen (Abb.
10.2). Weiters konnte in vereinzelten Radargrammen der 3. QGruppe durch 2D-
Wellenfeldmigration (Kap. 8.1) ein Reﬂexionshorizont ausgemacht werden. Die in
die migrierten Daten ausgemachten Gletscherbettreﬂexionen wurden aber stets im
unmigrierten Zeitbereich gepickt.
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Abbildung 10.2: Neben dem Bestimmen der GPR Ausbreitungsgeschwindigeit in
den untersuchten temperierten Gletschern, eignen sich die Diﬀraktionshyperbeln
zum Abschätzen von Mindesteisdicken. Zum korrekten Picken von Diﬀraktionshy-
perbeln ist eine topographische Korrektur an den Daten anzubringen. Die einzelnen
Reﬂexionshorizonte des Gletscherbetts sind durch rot strichliert, punktierte Linien
gekennzeichnet.
Radargramme der 4. QGruppe verlangten viel Fingerspitzengefühl. In einzelnen
konnte man einen Reﬂexionshorizont vermuten, doch nicht eindeutig identiﬁzieren.
Das auﬀällige dieser Daten war der hohe Anteil an übersteuerten Signalen. Ein
übersteuertes Signal ist theoretisch dem Rechtecksignal sehr nah.
Rechtecksignal Nimmt man eine harmonische Schwingung der Frequenz ν und
summiert dieser alle ungeraden vielfachen der Frequenz ν (3ν, 5ν,...) auf, so
erhält man als Grenzwert eine harmonische Rechteckschwingung. Die harmo-
nischen ungeraden Vielfachen der Grundschwingung werden ihre Oberwellen
genannt.
Über eine Spektralanalyse ließ sich die Existenz der harmonischen Oberwellen be-
stätigen (Abb. 10.3).
89
10.1 Dataprocessing
Abbildung 10.3: Das Spektrum für jeden einzelnen Messpunkt eines GPR Proﬁls
mit hohem Anteil an übersteuerten Signalen. Die 20 MHz Einstellung der MLF
3200 Antenne entspricht einer 30 MHz GPR Messung im Eis. Man kann eindeutig
die Existenz der einzelnen Oberwellen festellen.
Die Idee hinter der Processingstrategie für die qualitativ schlechten Daten der 4.
QGruppe ist, daß die am Gletscherbett entstandenen übersteuerten Reﬂexionen
eine wesentlich höhere Energie haben, als die übersteuerten Signale gletscherinterner
Reﬂexionen. Je höher der Energieinhalt von übersteuerten Signalen ist, desto größer
ist der Anteil der einzelnen Oberwellen (Abb. 10.3).
Auf diesen Überlegungen basierend, wurde über dementsprechend gewählte Band-
pass oder Spectral Shaping Filter einzelne Oberwellenfrequenzen sichtbar gemacht.
Für einzelne Datensätze der 4. QGruppe konnte mit dieser Processingstrategie
noch ein brauchbares Ergebnis erzielt werden (Abb. 10.4), und Reﬂexionshorizonte
des Gletscherbetts gepickt werden. Diese Processingstrategie ist eine Möglichkeit
aus Daten schlechter Qualität noch Informationen zu gewinnen, jedoch ist dabei
sehr vorsichtig vorzugehen (→Gegenkontrolle mit benachbarten Daten). Die GPR
Daten der 5. QGruppe wurden nicht weiter bearbeitet.
Der absolute Fehler für gepickte Laufzeiten eines eindeutig sichtbaren Reﬂexi-
onshorizonts (QGruppe 1 und 2) wurde mit ±λ/4 (Kap. 7.3) abgeschätzt. Bei
gepickten Laufzeiten von Reﬂexionen, die über Diﬀraktionshyperbeln oder der Ober-
wellenmethode bestimmt wurden (QGruppe 3 und 4), wurde ein absoluter Fehler
von ±λ+ λ/4 angenommen.
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Abbildung 10.4: Die gewählte Processingstrategie für Daten der 4. QGruppe kann
in Einzelfällen noch brauchbare Ergebnisse liefern. Die Reﬂexionshorizonte des Glet-
scherbetts im rechten Bild sind durch eine rot strichliert, punktierte Linie gekenn-
zeichnet.
Im weiteren Verlauf wurde noch jede gepickte ZweiWegLaufzeit in eine Ein
WegLaufzeit umgerechnet und mit der zugehörigen räumlichen Koordinate (Öster-
reich Bundesmeldenetz, Östereichisches Datum MGI) versehen.
Abbildung 10.5: Die Ein-Weg-Laufzeiten der gepickten Gletscherbettreﬂexionen aller
drei untersuchten Gletscher. Der Ein-Weg-Laufzeiten Datensatz für den Wuk1 ist
von Frischling (2003) übernommen worden.
Betrachtet man die gepickten Daten (Abb. 10.5), so fällt besonders bei den zwei
Gletschern am Sonnblick (Flk und Gok) eine unregelmäßige und verhältnismäßig
spärliche Datenverteilung auf. Während die gepickten Laufzeiten des Wuks alle der
QGruppe 1 und 2 angehören, mußten wir beim Flk und Gok auch auf gepickte
Laufzeiten der QGruppe 3 und 4 zurückgreifen (Abb. 10.11)
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Aufgrund ökonomischer und logistischer Gründe ist generell die räumliche Verteilung
von Eisdickenmessungen schwer zugänglicher Gletscher spärlich und nicht regelmä-
ßig. Aufgrunddessen sind Standardinterpolationsmethoden oft nicht ausreichend um
zufriedenstellende Karten der basalen Topographie und folglich der Eisdicke eines
Gletschers zu erzeugen. Besonders auf die Datensätze des Kleinﬂeisskeeses (Flk) und
Goldbergkeeses (Gok) treﬀen diese Attribute zu (Abb. 10.5). Daher verlangt der vor-
liegende Datensatz nach einer wohlüberlegten Interpolationsstrategie, um plausible
basale Topographie sowie Eismächtigkeitskarten der drei untersuchten Gletscher
(Kleinﬂeisskees, Goldbergkees und Wurtenkees) zu erhalten. Das konkrete Ziel der
Interpolation ist das Erzeugen von kontinuierlichen Ein-Weg-Laufzeitfelder basie-
rend auf den Ausgangsdaten (Abb. 10.5), an denen dann im nächsten Processing-
schritt eine 3DMigration durchgeführt werden kann. Die Interpolation sowie die
weiteren Processingschritte bis zum Erhalt der gewünschten Gletscherkarten wer-
den anhand den Ein-Weg-Laufzeiten Datensätzen der beiden Sonnblickgletscher (Flk
und Gok) veranschaulicht.
Aufgrund der gegebenen Zustände der beiden Gletscher wurden zwei zusam-
menhängende Gebiete (PP1 und PP2) deﬁniert, um die nächsten Processingschritte
bestmöglich durchzuführen. Wobei PP1 aus den zusammenhängenden Gletschern
Flk und Gok1, und PP2 aus Gok2 besteht (Abb. 10.6).
Abbildung 10.6: Aufgrund der gegebenen Zustände der zwei Gletscher (Kleinﬂeiss-
kees und Goldbergkees) wurden für die nächsten Processingschritte zwei Processing-
gebiete (PP1 und PP2) deﬁniert.
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Das DGM 1998 wurde als Referenz für Seehöhe, Eisdicke und Topographie des
Gletscheruntergrunds verwendet. Aufgrund des fortschreitenden Abschmelzens der
untersuchten Gletscher liefert das DGM 1998 nicht die korrekten Seehöhen innerhalb
der Gletschergrenzen für den Zeitpunkt der Messungen. Mittels Diﬀerential Global
Positioning System (DGPS) Messungen im Herbst 2005 konnten wir eine mittlere
Seehöhendiﬀerenz für den Zeitraum Herbst 1998 bis Herbst 2005 feststellen. Durch li-
neare Interpolation wurden die Seehöhendiﬀerenzen für Herbst 2004 berechnet. PP1
zeigte eine mittlere Seehöhendiﬀerenz von −2 m und PP2 eine mittlere Seehöhen-
diﬀerenz von −5 m. Die Messkampagnen am Sonnblick fanden zur Zeit maximaler
Akkumulation statt (Ende April/ Anfang Mai). Für PP1 konnte eine mittlere Mäch-
tigkeit der Schneedecke von 3.5 m und für PP2 von 4 m festgestellt werden. Unter
Rücksichtnahme der unterschiedlichen Ausbreitungsgeschwindigkeiten des GPR Si-
gnals in Schnee (∼ 0.22 m/ns; Frolov und Macheret, 1999) und Eis (∼ 0.16 m/ns)
wurden die resultierenden mittleren Seehöhendiﬀerenzen berechnet. Schließlich er-
gaben die resultierenden mittleren Seehöhendiﬀerenzen eine Seehöhenkorrektur von
+1 m für PP1, und eine Seehöhenkorrektur von −2 m für PP2.
Die Kriging Interpolationstechnik versteht es sehr gut mit unregelmäßiger und
spärlicher Datenverteilung umzugehen, und wurde bereits erfolgreich für vergleich-
bare Datensätze verwendet (Herzfeld et al., 1993; Bamber et al., 2001). Daher eignet
sich Kriging auch in unserem Fall sehr gut als Interpolationsmethode. Kriging ist ei-
ne Methode der kleinsten Quadrate abgeleitete Prädiktionsform. Der Name Kriging
kommt von Daniel Krige, der in den 1950er Jahren empirische Methoden für die
Beurteilung der Erzverteilung aufgrund von Erzproben entwickelte. Eine allgemei-
nere Bezeichnung für dieses Verfahren ist Best Linear Unbiased Estimator (BLUE).
Darin stecken auch die wesentlichen Forderungen an das Verfahren. Best ist hier mit
wirksam zu übersetzen. Die Varianz des geschätzten Wertes soll also minimal sein.
Linear bedeutet, dass die Schätzfunktion linear sein soll. Unbiased bedeutet erwar-
tungstreu, das heißt, der Erwartungswert des Schätzwertes soll gleich dem wahren
Wert sein. (vergl. Dutter, 1985, S.185)
Grundlegend für die Anwendung von Kriging ist das Variogramm. Das Vario-
gramm ist ein geostatistisches Werkzeug, das die räumliche Korrelation der unter-
suchten Größe beschreibt. In unserem Fall ist die untersuchte Größe die Ein-Weg-
Laufzeit der gepickten Gletscherbettreﬂexionen von PP1 bzw. PP2. Sill und Ran-
ge sind zwei grundlegende Variogrammparameter, die die geostatistische räumliche
Korrelation der untersuchten Größe deﬁnieren (Abb. 10.7). Der Variogrammparame-
ter Nugget berücksichtigt den mittleren Fehler der zu interpolierenden Datenpunkte.
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Um die Variogramme zweier Datensätze direkt vergleichen zu können, muss man
die relativen Varianzen in Bezug auf den jeweiligen Mittelwert der einzelnen Daten-
sätze berechnen.
Abbildung 10.7: Die zwei Variogrammparameter Sill und Range deﬁnieren die geo-
statistische räumliche Korrelation der untersuchten Größe. Der Variogrammparame-
ter Nugget berücksichtigt den mittleren Fehler der zu interpolierenden Datenpunkte.
Ein weiterer Vorteil der Kriging Technik ist die Möglichkeit, einen Fehler der
geostatistischen berechneten Schätzung angeben zu können. Dieser Fehler ist aller-
dings weniger als absoluter Fehler, als als Grad der Verlässlichkeit des mit Kriging
geschätzten Wertes aufzufassen.
Variogrammanalysen der einzelnen Datensätze zeigen einen Trend in den Da-
ten. Aufgrunddessen verwenden wir im weiteren Verlauf die Methode des Universal
Kriging (Dutter, 1985), welche den vorhandenen Trend berücksichtigt. Weiters zei-
gen die Variogrammanalysen relativ hohe räumliche Varianz der einzelnen Ein-Weg-
Laufzeiten Datensätze von PP1 und PP2. Hohe räumliche Varianz ist gleichbedeu-
tend mit einer geringen räumlichen Korrelation der einzelnen Datensätze. Geringe
räumliche Korrelation und die unregelmäßige, spärliche Datenverteilung lassen be-
rechtigte Zweifel aufkommen, ob die Ein-Weg-Laufzeit der geeignete Interpolations-
wert ist.
Brückl (1970) kam zum Schluss, dass für Interpolation von Eisdicken die Annah-
me einer konstanten basalen Scherspannung sehr geeignet ist. Ist die basale Scher-
spannung konstant, so gilt auch Gleichung 5.21
H · αs = konstant
Die basale Scherspannung kann als eine Materialkonstante angesehen werden
(Kap. 5.3; Kuhn und Hermann (1990)) und variiert für Gletschereis gewöhnlich zwi-
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schen 50150 kPa (Nye, 1952a, 1952b). Tabelle 10.8 zeigt angenommene konstante
basale Scherspannungswerte für alpine Talgletscher. Diese Werte wurden verwendet,
um vollständige Eisdickenkarten der Gletscher zu erzeugen (Glg.5.19), und auf Basis
dieser Eisdickenkarten die Dynamik der Gletscher zu modellieren. Banks und Pelle-
tier (2008) zeigten das Werte einer konstanten Scherspannung, die außerhalb eines
Bereichs von ±10 kPa liegen, unterschiedliche Eisdicken erzeugen. Auﬀällig ist daher
die relativ hohe Variabilität der angenommenen Werte in Tabelle 10.8, besonders im
Falle von Greuell (1992) und Schlosser (1997), die den gleichen Gletscher innerhalb
eines relativ kurzen Zeitraums untersuchten.
Haeberli und Schweizer (1988) berechneten auf Basis von historischen Gletscher-
Schlosser (1997) Hintereisferner (Österreich) 100 kPa
Greuell (1992) Hintereisferner (Österreich) 140 kPa
Schmeits und Unterer Grindelwaldgletscher
Oerlemann (1997) (Schweiz) 150 kPa
Wallinga und van de Wal (1998) Rhonegletscher (Schweiz) 210 kPa
Tabelle 10.8: Angenommene Werte für konstante basale Scherspannungen verschie-
dener Alpengletscher, zum Erzeugen von vollständigen Eisdickenkarten mit der Glei-
chung 5.19.
ständen des Rhonegletschers (Schweiz) dessen Verteilung der basalen Scherspan-
nung. Sie kamen zum Schluss, dass die basale Scherspannung in oberﬂächlich steile-
ren Passagen generell höhere Werte annimmt wie in ﬂacheren Bereichen. Betrachtet
man die obigen Argumente ist die Annahme einer konstanten basalen Scherspan-
nung zumindest für alpine Talgletscher problematisch (Schmeits und Oerlemann,
1997).
Die Schlußfolgerung aus der vorangegangenen Diskussion ist, daß sich die Ein
WegLaufzeit aufgrund ihrer hohen Varianz, sowie der zu statische plastizitätstheo-
retische Ansatz einer konstanten basalen Scherspannung nicht besonders gut als
Interpolationswerte in unserem konkreten Fall eignen. Ein optimaler Interpolations-
wert müßte zwischen den zwei Extremen liegen. Gleichung 5.21 bietet die Möglichkeit
einen weiteren alternativen Interpolationswert zu entwickeln.
Aufbauend auf Gleichung 5.21
H · αs = konstant
treﬀen wir die Annahme
Hi ≈ vice · t0,i
i = 1, . . . n
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wobei vice die konstante GPR Ausbreitungsgeschwindigkeit in Eis ist, und t0,i die
gepickten Ein-Weg-Laufzeiten. Für PP1 wurden 1799 Ein-Weg-Laufzeiten (nPP1 =
1799), und für PP2 2033 Ein-Weg-Laufzeiten (nPP2 = 2033) gepickt. Infolgedessen
können wir
ιi = t0,i · αs,i
i = 1, . . . n
als alternative Interpolationswerte ιi anschreiben. Der entscheidende Parameter ne-
ben den gepickten EinWegLaufzeiten t0,i ist die optimale horizontale Glättungs-
distanz für die geglätteten Oberﬂächenneigungen αs,i (vergl. Kap. 5.3).
Bindschadler (1982) schlug eine horizontale Glättungsdistanz von 816× der
Eisdicke vor. Maximale Eisdicken von mehr als 100 m (Kap. 9.3) konnten für die zwei
Gletscher (Flk und Gok) in den GPR Daten bestimmt werden. Für eine Eisdicke von
100 m würde das einer horizontalen Glättungsdistanz von 8001600 m entsprechen.
Für die Dimensionen der untersuchten Gletscher ist diese Distanz allerdings sehr
groß.
Schließlich treﬀen wir zum Bestimmen der optimal geglätteten Oberﬂächennei-
gungen αs,opt,i, die Annahme, daß die räumliche Varianz V arxy der basalen Scher-
spannung τb,i ein Minimum ist. Infolgedessen muss die räumliche Varianz V arxy von
ιi auch ein Minimum sein.
V arxy(τb,i) = V arxy(ιi) = Minimum (10.1)
Mit dieser Optimierungsbedingung erhalten wir die angestrebten variierenden τb,i
bzw. ιi mit geringer räumlichen Varianz. Der Optimierungsprozess wird mithilfe des
Variogramms durchgeführt. Die optimalen horizontalen Glättungsdistanzen wurden
im Rahmen dieser Arbeit nicht quantiﬁziert.
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Abbildung 10.8: Gegenüberstellung der ungeglätteteten und optimal geglätteten
Oberﬂächenneigungen am Beispiel von PP1. Die genaue horizontale Glättungsdi-
stanz wurde im Rahmen dieser Arbeit nicht quantiﬁziert.
Der Optimierungsprozeß liefert die Interpolationswerte
ιopt,i = t0,i · αs,opt,i (10.2)
i = 1, . . . n
für PP1 (nPP1 = 1799, Abb. 10.9) und für PP2 (nPP1 = 2033). In Abbildung 10.9
und Abbildung 10.10 sind drei charakteristische Variogramme der Interpolations-
werte ιmean,i, ιi und ιopt,i von PP1 dargestellt. Abbildung 10.9 und Abbildung 10.10
veranschaulichen den Optimierungsprozess der horizontalen Glättung der Oberﬂä-
chenneigung αs. Wobei ιmean,i das Produkt aus der mittleren Oberﬂächenneigung
αs,mean und den gepickten Ein-Weg-Laufzeiten t0,i von PP1 ist. Die geostatistischen
Eigenschaften von ιmean,i und t0,i sind dieselben.
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Abbildung 10.9: Drei charakteristische Variogramme der Interpolationswerte ιmean,i,
ιi und ιopt,i für PP1.
Vergleicht man die Mittelwerte M von ιmean,i, ιi und ιopt,i von PP1
Mιi 66 rad ns
Mιopt,i 68 rad ns
Mιmean,i 105 rad ns
so ist eine Normierung der Varianzen auf den jeweiligen Mittelwert (Mιi , Mιopt,i ,
Mιmean,i) notwendig.
Die optimierten Interpolationswerte ιopt,i zeichnen sich durch eine kleine Varianz
und hoher räumlicher Korrelation aus. Daher eignet sich ιopt,i besser als Interpo-
lationswert, wie die EinWegLaufzeiten t0,i, oder einer konstant angenommenen
basalen Scherspannung τb. Die optimierten Interpolationswerte ιopt,i werden jetzt
mit der Universal Kriging Technik interpoliert, um ein kontinuierliches Feld Iopt je-
weils für PP1 und PP2 zu erhalten. Für die Universal Kriging Interpolation wurde
ein sphärisches VariogrammModell verwendet. Im Falle von PP1 wurde ein Ran-
ge von 300 m und ein Sill von 420 rad2ns2 verwendet, für PP2 wurden ähnliche
Variogrammparameter gewählt.
Um schließlich das interpolierte, kontinuierliche Ein-Weg-Laufzeitfeld Topt zu er-
halten, wurde die Division
Topt =
Iopt
Aopt
(10.3)
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Abbildung 10.10: Die drei charakteristische Variogramme der Interpolationswerte
ιmean,i, ιi und ιopt,i für PP1. Die Varianzen sind in dieser Abbildung auf den jewei-
ligen Mittelwert normiert, und daher als relative Varianzen in Prozent dargestellt.
Die Variogramme zeigen den Optimierungscharakter der horizontalen Glättung der
Oberﬂächenneigung αs. Das Variogramm von ιopt,i zeichnet sich durch kleine Varianz
und hoher räumlicher Korrelation aus.
durchgeführt. Aopt stellt das optimal geglättete Feld der Oberﬂächenneigung von
PP1 bzw. PP2 dar.
Der größte berechnete Kriging Fehler ist für Topt,PP1 ±213 ns (∼ ±34 m), und be-
ﬁndet sich im Bereich der größten interpolierten EinWegLaufzeiten. Der mittlere
Kriging Fehler für Topt,PP1 ist ±56 ns, was einer Eisdicke von etwa ±9 m entspricht.
Topt,PP2 zeigt einen maximalen Kriging Fehler von ±225 ns (∼ ±36 m), zu ﬁn-
den ebenfalls im Bereich der größten interpolierten EinWegLaufzeiten. Der mitt-
lere Kriging Fehler von Topt,PP2 ist ± 69 ns (∼ ±11 m). Für die Umrechnung des
EinWegLaufzeit Kriging Fehlers in Eisdicken wurde die vorher bestimmte GPR
Ausbreitungsgeschwindigkeit von 0.16 m/ns ±5%(Kap. 10.1) verwendet. Abbildung
10.11 zeigt die berechneten Kriging Fehler, sowie die Datenverteilung der unter-
schiedlichen Pickqualitäten (Kap. 10.1).
Mithilfe des Variogrammparameters Nugget wurden Tests durchgeführt inwie-
fern die unterschiedlichen angenommenen absoluten Pickingfehler der einzelnen Q
Gruppen, den berechneten Kriging Fehler beeinﬂussen. Die NuggetTests zeigten
keinen signiﬁkanten Einﬂuß der unterschiedlichen Pickqualitäten auf den berechne-
ten Kriging Fehler.
Interpolationswerte ιmean,i von PP1 (Abb. 10.9) und PP2 wurden auf die glei-
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Abbildung 10.11: QGruppenVerteilung der gepickten Laufzeiten. Das in Grautö-
nen dargestellte Feld stellt den Kriging Fehler dar. Maximale berechnete Kriging
Fehler beﬁnden sich im Bereich interpolierter, maximaler EinWegLaufzeiten. Der
mittlere Kriging Fehler für PP1 und PP2 wurde mit etwa ± 60 ns, was einer Eisdicke
von ± 9.6 m entspricht, bestimmt. Für die EinWegLaufzeit/ Eisdicken  Umrech-
nung wurde dir vorher bestimmte GPR Ausbreitungsgeschwindigkeit von 0.16 m/ns
verwendet. Beim Interpolieren selbst und im weiteren Verlauf konnte keine auf-
fällige Abhängigkeit der Ergebnisse von den verwendeten Daten unterschiedlicher
QGruppen festgestellt werden. Das mit (a) gekennzeichnete Proﬁl entspricht der
Qualität der gepickten Laufzeiten des in Abbildung 10.1 dargestellten Proﬁls. Das
mit (b) gekennzeichnete Proﬁl entspricht der Pickqualität des Radargramms der
Abbildung 10.2.
che Art und Weise interpoliert. Die Interpolationswerte ιmean,i sind das Produkt der
gepickten Laufzeiten t0,i und der mittleren Oberﬂächenneigung αs,mean. Die Inter-
polationswerte ιmean,i können auch als gepickte Laufzeiten t0,i skaliert mit der kon-
stanten mittleren Oberﬂächenneigung αs,mean verstanden werden. Sieht man über
den konstanten Skalierungsfaktor αs,mean hinweg, so sind die geostatistischen Eigen-
schaften von t0,i und ιmean,i ident. Das aus ιmean,i berechnete Laufzeitfeld Tmean hat
daher den gleichen berechneten Kriging Fehler wie das aus t0,i berechnete Laufzeit-
feld T0. Neben unplausibel erscheinenden interpolierten Laufzeitfeldern Tmean,PP1
und Tmean,PP2, wurde ein mittlerer Kriging Fehler von ±70 ns (∼ ±11 m) für PP1
und ein mittlerer Kriging Fehler von ±156 ns (∼ ±25 m) für PP2 berechnet.
Die plausible Datenverteilung bei den interpolierten EinWegLaufzeitfeldern
Topt,PP1 und Topt,PP2 (Abb. 10.12), sowie der relativ kleine Kriging Fehler, zeichnen
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ιopt,i als optimale Interpolationswerte aus. Die berechneten EinWegLaufzeitfelder
Topt,PP1 und Topt,PP2 werden im nächsten Auswertungsschritt einer Migration unter-
zogen.
Abbildung 10.12: Interpolierte Ein-Weg-Laufzeitfelder für PP1 und PP2. Universal
Kriging wurde als Interpolationstechnik verwendet.
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Die Migration ordnet den aus Laufzeiten und Geschwindigkeiten berechneten Tiefen
die richtige räumliche Position zu. (Kap. 8, Abb. 8.3). Im Falle eines alpinen Tal-
gletschers ist mit einem Uförmigen Querschnitt zu rechnen, daher muß man zum
korrekten Darstellen des Gletscheruntergrunds auf Migrationstechniken zurückgrei-
fen (Blindow und Thyssen, 1986; Fountain und Jacobel, 1997; Welch et al., 1998;
Moran et al., 2000). Besonders im Akkumulationsgebiet und im Bereich von Inho-
mogenitäten des Gletscherbetts weisen alpine Talgletscher komplexe 3 dimensionale
Beckenstrukturen auf (z.B. Kar, Kap. 6). Aus diesem Grund wurde für die inter-
polierten EinWegLaufzeitfelder eine 3DMigrationsstrategie gewählt. Aufgrund
ökonomischer und logistischer Einschränkungen war die Geometrie des Messnet-
zes nicht optimal (Kap. 7.4.1, Tab. 7.6), und somit nicht geeignet für eine 3D
Wellenfeldmigration (Kap. 10.3). Deshalb wurde als alternativer Ansatz eine 3D
Migration auf strahlentheoretischer Basis (Kap. 8.2.1) gewählt.
Die Eikonalgleichung lautet (Glg. 8.5)
(∇τ)2 =
(
∂τ
∂x
)2
+
(
∂τ
∂y
)2
+
(
∂τ
∂z
)2
=
1
v2
wobei
∂τ
∂x
=
t0(i+ 1, j)− t0(i, j)
∆x
=
∣∣∣ ~Sx∣∣∣ = Sx
∂τ
∂y
=
t0(i, j + 1)− t0(i, j)
∆y
=
∣∣∣ ~Sy∣∣∣ = Sy
∂τ
∂z
=
∣∣∣ ~Sz∣∣∣ = Sz
t0(i, j) sind die interpolierten EinWegLaufzeiten (Abb. 10.12) und∆x bzw.∆y die
horizontalen Abstände der einzelnen t0Werte. |. . .| zeigt den Betrag des jeweiligen
Vektors an.
Abbildung 10.13 zeigt die Berechnung von ~Sx und ~Sy in einer Horizontalebene. In
unserem Fall hat die xAchse der Horizontalebene eine WestOst, und die yAchse
eine SüdNord Orientierung.
~Sx, ~Sy und ~Sz sind Vektoren die jeweils normal aufeinander stehen
~Sx =
 Sx0
0
 ~Sy =
 0Sy
0
 ~Sz =
 00
Sz

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~Sx · ~Sy = ~Sy · ~Sz = ~Sz · ~Sx = 0
Abbildung 10.13: Skizze zur Berechnung von ~Sx und ~Sy in einer Horizontalebene.
Hier führen wir jetzt den Begriﬀ der Langsamkeit18 ([s/m]) ein. Die Langsamkeit
ist ein Vektor, der den Wellenstrahlenvektor beschreibt. Der Langsamkeitsvektor ~S
steht daher auch normal auf die sich ausbreitende Wellenfront.
~S = ~Sx + ~Sy + ~Sz
∣∣∣~S∣∣∣2 = ∣∣∣ ~Sx∣∣∣2 + ∣∣∣ ~Sy∣∣∣2 + ∣∣∣ ~Sz∣∣∣2 = 1
v2
Der auf die Länge 1 normierte Langsamkeitsvektor ~S ist
∥∥∥~S∥∥∥ =
 vSxvSy
vSz

18im Englischen slowness
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Abbildung 10.14: Skizze zum Langsamkeitsvektor ~S. Die grau schattierte, elliptische
Fläche stellt die Wellenfront oder einen Reﬂektor dar.
Über den normierten Langsamkeitsvektor
∥∥∥~S∥∥∥ erhält man durch Multiplikation
mit der interpolierten EinWegLaufzeit t0(i, j) und der Ausbreitungsgeschwindig-
keit v die migrierten Koordinaten xmig, ymig und zmig. xmigymig
zmig
 = t0(i, j) · v ·
 vSx(i, j)vSy(i, j)
−vSz(i, j)
+
 x(i, j)y(i, j)
z(i, j)
 (10.4)
Aufgrund der Tatsache, dass die Eistiefen in negativer zRichtung zu rechnen sind,
wurde das Vorzeichen der zKomponente von
∥∥∥~S∥∥∥ negativ gewählt.
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10.3.1 3DMigration auf einer geneigten Ebene
Gletscher weisen meist eine glatt verlaufende Oberﬂächentopographie auf, so auch
die drei untersuchten Gletscher. Diese glatte Oberﬂäche kann man kleinräumig (∼
20m×20m) durchaus als eben annehmen. Die Fragestellung ist in diesem Abschnitt
wie sich die Zerlegung der EinWegLaufzeit im Sinne der Eikonalgleichung auf einer
geneigten Ebene verhält.
Abbildung 10.15: Skizze zu den Langsamkeiten ~S1, ~S2 und ~S12 auf einer mit den
Winkel αx und αy geneigten Ebene.
Die Richtungen ~R1 und ~R2 von ~S1 und ~S2 sind im ursprünglich WestOst/ Nord
Süd orientierten, horizontalen Koordinatensystem
~R1 =
 cosαx0
sinαx
 ~R2 =
 0cosαy
sinαy

mit den bekannten Beträgen für S1 und S2 (vergl. Abb. 10.13 und Abb. 10.15)
können wir
~S1 = S1 ·
 cosαx0
sinαx
 ~S2 = S2 ·
 0cosαy
sinαy

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anschreiben. Die ersten zwei Gleichungen zum Lösen dieser Aufgabe sind
S1 =
∣∣∣ ~S1∣∣∣ =
 SxSy
Sz
 ·
 cosαx0
sinαx
 (10.5)
S2 =
∣∣∣ ~S2∣∣∣ =
 SxSy
Sz
 ·
 0cosαy
sinαy
 (10.6)
Gesucht ist die dritte Gleichung für S3, damit wäre das Gleichungssystem bestimmt.
Die Einheitsvektoren ~R1 und ~R2 sind nicht orthogonal aufeinander
~R1 · ~R2 = sinαx sinαy 6= 0
Für die nächsten Ausführungen benötigen wir den resultierenden Vektor ~S12
~S12 =
 S1 cosαx0
S1 sinαx
+
 0S2 cosαy
S2 sinαy
 =
 S1 cosαxS2 cosαy
S1 sinαx + S2 cosαy

Mit dessen Betrag
S12 =
∣∣∣ ~S12∣∣∣
können wir über die Eikonalgleichung (Glg. 8.5) den Betrag von der bis jetzt un-
bekannten dritten Komponente des Langsamkeitvektors auf der geneigten Ebene ~Ss
(Abb. 10.15) bestimmen.
S3 =
∣∣∣ ~S3∣∣∣ =
√(
1
v
)2
− S212
Damit wir die Richtung des Langsamkeitvektors ~Ss vollständig bestimmen können,
fehlt jetzt noch die Richtung ~r3. ~r3 steht normal auf die Einheitsvektoren ~R1 und
~R2.
~r3 = ~R1 × ~R2 =
 cosαx0
sinαx
×
 0cosαy
sinαy
 =
 − sinαx cosαy− cosαx sinαy
cosαx cosαy

damit wir den Einheitsvektor ~R3 erhalten, müssen wir ~r3 noch auf die Länge 1
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normieren
~R3 =
1
|~r3| ·
 − sinαx cosαy− cosαx sinαy
cosαx cosαy

Somit können wir die dritte und letzte notwendige Gleichung zum Lösen dieser
Aufgabe anschreiben
S3 =
 SxSy
Sz
 ·

− 1|~r3| sinαx cosαy
− 1|~r3| cosαx sinαy
1
|~r3| cosαx cosαy
 (10.7)
Wir kennen somit die Beträge (S1, S2 und S3), sowie die Richtungen ( ~R1, ~R2 und
~R3) des Langsamkeitvektors ~Ss (Glg. 10.5, Glg. 10.6, Glg. 10.7). Damit ist das
Gleichungssystem cosαx 0 sinαx0 cosαy sinαy
− 1|~r3| sinαx cosαy − 1|~r3| cosαx sinαy 1|~r3| cosαx cosαy
 ·
 SxSy
Sz
 =
 S1S2
S3

bestimmt, und man kann es nach den Unbekannten Sx, Sy und Sz auﬂösen
 SxSy
Sz
 =
 cosαx 0 sinαx0 cosαy sinαy
− 1|~r3| sinαx cosαy − 1|~r3| cosαx sinαy 1|~r3| cosαx cosαy

−1
·
 S1S2
S3

Kennt man Sx, Sy und Sz so kann man wie zuvor die Migration der einzelnen Da-
tenpunkte mit der Gleichung 10.4 durchführen.
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Aufbauend auf den vorangegangenen Überlegungen zu einer 3DMigration auf
einer geneigten Ebene wurde in MatLab (c) ein 3DMigrationsprogramm erstellt
(siehe Anhang B). In unserem Fall ist die Forderung der Eikonalgleichung nach einer
konstanten Ausbreitungsgeschwindigkeit (Kap. 8.2.1) für die untersuchten Gletscher
aufgrund der geringen Ausbreitung von Firnﬂächen erfüllt. Die durch Diﬀraktions-
hyperbelanalyse bestimmte Ausbreitungsgeschwindigkeit von 0.16 m/ns ±5% (Kap.
10.1) wurde für die 3DMigration verwendet. Um die basale Topographie der drei
Untersuchungsobjekte (Kleinﬂeisskees, Goldbergkees und Wurtenkees) zu erhalten
wurden die interpolierten Ein-Weg-Laufzeitfelder migriert und in Seehöhen umge-
rechnet.
Abbildung 10.16: Die schwarze Linie zeigt die mit der Ausbreitungsgeschwindigkeit
(v = 0.16 m/ns) in unmigrierte Eisdicken umgerechnete, interpolierte EinWeg
Laufzeiten. Die rote Linie zeigt die migrierten Daten für das Querproﬁl am Klein-
ﬂeisskees (siehe Abb. 10.17). Man kann deutlich das zu erwartende Ansteigen des
Böschungswinkels in den migrierten Daten beobachten. Die im mittleren Bereich
seichter gelegenen migrierten Eisdicken sind auf 3DMigrationseﬀekte zurückzufüh-
ren.
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Abbildung 10.17 zeigt das Ergebnis der 3DMigration für PP1 und PP2. Ab-
bildung 10.16 zeigt eine Gegenüberstellung von migrierten und unmigrierten Daten
eines Querproﬁls am Kleinﬂeisskees (siehe Abb. 10.17). Bei den unmigrierten Da-
ten handelt es sich um mit der bestimmten Ausbreitungsgeschwindigkeit (v = 0.16
m/ns) umgerechnete interpolierte EinWegLaufzeiten. Wie bei einer Migration zu
erwarten, werden die Böschungswinkel der Flanken steiler. Die im mittleren Bereich
seichter gelegenen, migrierten Eisdicken sind auf 3DMigrationseﬀekte zurückzufüh-
ren. Bei genauerer Betrachtung der Abbildung 10.17 läßt sich bei PP1, und da vor
allem beim Kleinﬂeisskees ein für einen Kargletscher typische basale Topographie
erkennen. PP2 dagegen besitzt eine weitaus komplexeren Untergrund.
Abbildung 10.17: Ergebnis der 3DMigration für PP1 und PP2. PP1, besonders der
Kleinﬂeisskees zeigt schon hier eine klassische Kargletscherform, während PP2 eine
weitaus komplexere Untergrundstruktur aufweist. Für das schwarz eingezeichnete
Proﬁl am Kleinﬂeisskees sind in der obigen Abbildung 10.16 migrierte und unmi-
grierte Daten gegenübergestellt.
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10.4 Konstruktion des Gletscheruntergrunds
Durch das DGM 1998 ist das glazial geprägte Umland der hier untersuchten Glet-
scher bekannt. Diese Zusatzinformation wird im Sinne der geomorphologischen In-
terpolation (Kap. 6.3) genützt, um einen bestmöglichen realistisch glatten Übergang
vom berechneten Gletscherbett zum bekannten Gletscherumfeld zu bewerkstelligen.
Als ersten Schritt deﬁnierten wir das glazial gepräge Umland der Gletscher und
schnitten die Gletscherﬂächen aus. Nachdem wir die Randbereiche des gerechneten
Gletscherbetts (Abb. 10.17) beschnitten hatten, wurden das vorbereitete DGM und
die beschnittenen gerechneten Daten zusammengespielt (Abb. 10.18). Als letzter
Schritt wurden die Datenlöcher mittels der robusten Nearest Neighbour Interpola-
tionsmethode geschlossen.
Abbildung 10.18: Das glazial geprägte Umland zusammengespielt mit der beschnit-
tenen gerechneten basalen Topographie von PP1 und PP2. Die geomorphologische
Interpolation stellt einen realistisch glatten Übergang von den gerechneten zu den
bekannten Geländedaten sicher.
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11 Ergebnisse und Diskussion
Das berechnete Gesamteisvolumen von PP1 (Flk und Gok1, Abb. 10.6) ist 0.053
± 0.011 km3. Die berechnete maximale Eisdicke beﬁndet sich im zentralen Gebiet
geringer Oberﬂächenneigung des Flks und ist 153 ± 34 m. Die mittlere Eisdicke von
PP1 ist 42 ± 9 m.
Der Kleinﬂeisskees (Flk) allein besitzt ein Gesamteisvolumen von 0.045 ± 0.010
km3 und eine mittlere Eisdicke von 53 ± 11 m. Der vom Großteil getrennte obere Teil
des Goldbergkeeses (Gok1) hat ein Gesamteisvolumen von 0.007 ± 0.002 km3 und
eine mittlere Eisdicke von 18 ± 5 m. Für die maximale Eisdicke des Gok1 ergaben
die Berechnungen 54 ± 9 m.
Für PP2 ergeben die Berechnungen ein Gesamteisvolumen von 0.050 ± 0.011
km3. Die maximale Eisdicke von 162 ± 36 m ﬁndet man im im höher gelegenen
Teil (→oberer Boden, Abb. 11.6) von PP2. Für die mittlere Eisdicke ergeben die
Berechnungen 48 ± 11 m.
Abbildung 11.1: Die berechneten Eisdicken für den Kleinﬂeisskees (Flk) und den
Goldbergkees (Gok). Die mittleren Eisdicken bewegen sich zwischen 4252 m, die
maximalen zwischen 152164 m. Die Berechnungen für das Gesamteisvolumen er-
gaben 0.045 km3 für den Kleinﬂeisskees (Flk) und 0.059 km3 für den gesamten
Goldbergkees (Gok1 + Gok2). Die weißen Flecken innerhalb von Flk und Gok1 sind
Felsinseln.
111
11. Ergebnisse und Diskussion
Für den gesamten Goldbergkees (Gok1 + Gok2) ergeben die Einzelergebnisse
ein Gesamteisvolumen von 0.057 ± 0.014 km3 und eine mittlere Eisdicke von 42 ±
10 m.
Vor dieser Studie wurden für die zwei Sonnblickgletscher (Flk und Gok) Eisdi-
cken von um die 70 m erwartet, diese Ergebnisse übertreﬀen die Spekulationen im
Vorfeld dieser Untersuchungen bei weiten. Betrachtet man die berechnete basale To-
pographie für den Kleinﬂeisskees (Flk), so zeigt diese ein klassisches Kar (Kap. 6.1).
Der Goldbergkees (Gok), insbesondere der untere Teil des Goldbergkeeses (Gok2),
weist eine viel komplexere Gletscherbettstruktur auf (Abb. 11.2). Bei vollständi-
gem Abschmelzen der beiden Gletscher, legt die berechnete Untergrundstruktur die
Bildung von Seen in den stark ausgeprägten Becken nahe.
Abbildung 11.2: Die Contourlinien zeigen das berechnete Gletscherbett für den
Kleinﬂeisskees (Flk) bzw. für den Goldbergkees (Gok). Die Eismächtigkeitskarten
für die zwei Gletscher ist halbtransparent über das Orthofoto der Beﬂiegung im
Jahre 1998 gelegt.
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Im Rahmen dieser Arbeit wurde der GPRDatensatz von Frischling (2003) für
den unteren Wurtenkees (Wuk1) nocheinmal mit der hier präsentierten Auswerte-
strategie bearbeitet. Die Berechnungen ergeben ein Gesamteisvolumen von 0.015 ±
0.003 km 3 und eine mittlere Eisdicke von 40 ± 8 m. Die maximale Eisdicke ist 79
± 15 m. Diese Ergebnisse sind konsistent mit denen Frischlings (2003) (Tab. 11.9).
Für den oberen Wurtenkees (Wuk2) wurde ein Gesamteisvolumen von 0.006 ±
0.002 km3 und eine mittlere Eisdicke von 13 ± 5 m berechnet. Die berechnete ma-
ximale Eisdicke ist 40 ± 15 m.
Abbildung 11.3: Die berechneten Eisdicken für den unteren (Wuk1) und den oberen
Wurtenkees (Wuk2). Die mittleren Eisdicken bewegen sich zwischen 1340 m, die
maximalen zwischen 4079 m. Die Berechnungen für das Gesamteisvolumen erga-
ben 0.015 km3 für den unteren (Wuk1) und 0.006 km3 für den oberen Wurtenkees
(Wuk2).
Die Gletschergeometrie des unteren Wurtenkeeses (Wuk1) weist eine klassische
Karstruktur auf (Kap. 6.1). Der obere Wurtenkees (Wuk2) ist nur noch spärlich
vorhanden, und zeigt leichte beckenförmige Vertiefungen (Abb. 11.4).
113
11. Ergebnisse und Diskussion
Abbildung 11.4: Die Contourlinien zeigen das berechnete Gletscherbett für den unte-
ren (Wuk1) bzw. für den oberen Wurtenkees (Wuk2). Die Eismächtigkeitskarten für
die zwei Gletscher ist halbtransparent über das Orthofoto der Beﬂiegung im Jahre
1998 gelegt.
Abbildung 11.5 stellt die berechneten Eismächtigkeitskarten der untersuchten
Gletscher mit einer einheitlichen Farbcodierung gegenüber. Der Hohe Sonnblick
(3106 m) beherbergt wesentlich dickere Gletscher wie der Schareck (3123 m).
Die Ergebnisse der ausgeführten NuggetTests (Kap. 10.2) bezüglich der zwei
unterschiedlichen abgeschätzten Fehler der gepickten Ein-WegLaufzeiten von Q
Gruppen 1 und 2 bzw. 3 und 4 (Kap. 10.1), implizieren, daß die größten Fehler beim
Interpolieren der Ein-WegLaufzeiten entstehen. Daher wurden die berechneten Kri-
ging Fehler auch als Eisdickenfehler der angegebenen mittleren und maximalen Eis-
dicken verwendet. Der Fehler des Gesamteisvolumens wurde über die Fortpﬂanzung
der einzelnen Varianzen bestimmt. Der Fehler des Gesamteisvolumens ist relativ
groß (± 20%). Da die Hauptfehlerquelle aber im interpolieren der gemessenen Da-
ten liegt, kann man den Fehler nur durch eine größere Datendichte verringern. Alles
in allem machen die gerechneten Gletscherbett- sowie Eismächtigkeitskarten einen
plausiblen Eindruck, und werden von den unten folgenden qualitativen Validierung-
sargumenten gestützt.
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Abbildung 11.5: Die berechneten Eisdicken der vier untersuchten Gletscher im di-
rektem Vergleich.
Dmean [m] V [km3] Dmax [m] F2003 [km2]
Kleinﬂeisskees 53 ±11 0.045 ±0.010 153 ±34 0.87
Goldbergkees 42 ±10 0.057 ±0.014 162 ±36 1.43
oberes Wurtenkees 13 ±5 0.006 ±0.002 40 ±15 0.43
unteres Wurtenkees 40 ±8 0.015 ±0.003 79 ±15 0.38
32* 0.012* 78*
Tabelle 11.9: Endergebnisse für die untersuchten Gletscher. Dmean ist die mittlere
Eisdicke, V das Volumen, Dmax die maximale Eisdicke und F2003 die Gletscherﬂäche
im Jahr 2003. Die mit dem Stern (*) gekennzeichneten Werte sind die Ergebnisse
von Frischling (2003) für den unteren Wurtenkees. Die Ergebnisse Frischlings (2003)
sind konsistent mit den Ergebnissen dieser Studie.
Aus ﬁnanziellen Gründen war es leider nicht möglich eine direkte Validierung
(z.B. Eisbohrung bis zum Gletscherbett) dieser Ergebnisse durchzuführen. Eine
qualitative Validierung ist aber durch den gletschermechanischen Zusammenhang
zwischen der Eisdickenverteilung und der Verteilung der Oberﬂächenneigungen bei
stationären Gletschern möglich. Dieser Zusammenhang ﬁndet in der Gleichung 5.21
seinen mathematischen Ausdruck, und besagt, dass tiefes Eis im Bereich geringer
Oberﬂächenneigung und vice versa gefunden werden kann. Die Annahme eines sta-
tionären Gletschers triﬀt auf die untersuchten Gletscher zwar nicht zu, aufgrund
den lokalen Gegebenheiten ist aber anzunehmen, dass die Eisdickenverteilung dieser
drei Gletscher noch sehr stark von diesem gletschermechanischen Zusammenhang
geprägt ist. Die in dieser Studie berechneten maximalen Eistiefen aller drei Glet-
scher beﬁnden sich in Gebieten geringer Oberﬂächenneigung. Eine weniger mäch-
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tige Eisdecke ist vor allem in den steileren Bereichen der untersuchten Gletscher
zu ﬁnden. Weiters korrelieren Bereiche geringer Eismächtigkeit mit dem Auftreten
von Gletscherspalten (→Inhomogenitäten des Gletscherbetts, Kap. 5.1). Gletscher-
spaltenregionen wurden aus Luftbildaufnahmen und Bereichen stark erhöhter GPR
Reﬂektivität klassiﬁziert. Ein besonders anschauliches Beispiel dafür ist der Gok2.
Der obere Boden des Goks2 ist durch den Bruch vom unteren Boden getrennt (Abb.
11.6). Die Spaltenzone des Bruchs ist die direkte Folge einer basalen Felstufe und
korreliert mit den berechneten geringen Eisdicken (Abb. 11.1, Abb. 11.2, Abb. 11.5).
Abbildung 11.6: Der obere Boden des Goks2 ist vom unteren Boden durch eine
basale Steilstufe, den Bruch, getrennt. Typischerweise treten an der Inhomogenität
des Gletscherbetts Spalten (Querspalten) auf. Foto: G.Weyss, 2005
Im folgenden Abschnitt werden wir die berechneten Ergebnisse mit einfachen
Abschätzungen für die Eismächtigkeitsverteilung und das Gesamteisvolumen ver-
gleichen.
Basierend auf der Annahme einer konstanten basalen Scherspannung τb (Kap.
5.3) für stationäre Gletscher (Kap. 4), und der Annahme Eis als perfekt plastisches
Material mit einer Fließgrenzspannung τ0 von 100 kPa (Paterson, 1994; Schlosser,
1997) zu betrachten, kann man mit Gleichung 5.19
H =
τ0
ftyp · ρg · αs
die Eisdicken H abschätzen. Wie bereits bei Abbildung 5.11 wurde als Oberﬂächen-
neigung jeweils die im Sinne der Minimierung der räumlichen Varianz der Interpola-
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PP1 102 kPa
PP2 109 kPa
Wuk1 43 kPa
Wuk2 86 kPa
Tabelle 11.10: Berechnete τbWerte für die vier Untersuchungsobjekte.
tionswerte (Glg. 10.1) optimal geglätteten Neigungsfelder Aopt (Glg. 10.3) verwendet.
Die mit Gleichung 5.19 modellierten Eisdicken wurden mit den in dieser Studie be-
rechneten Eisdicken für die zwei Processinggebiete (PP1 und PP2, Abb. 10.6) des
Sonnblicks verglichen. Regressionsanalysen zeigen hohe Korrelation für PP1 (R2=
0.84) und einen geringeren Korrelationskoeﬃzienten für PP2 (R2= 0.49). Der nied-
rige Korrelationskoeﬃzient für PP2 ist auf seine komplexere subglaziale Geometrie
zurückzuführen, die die Annahme einer konstanten basalen Scherspannung proble-
matisch macht.
Basierend auf der gleichen Beziehung (Glg. 5.19) wurden Werte für die basale
Scherspannung τb berechnet, die das in dieser Studie berechnete Volumen reprodu-
zieren würden. Tabelle 11.10 zeigt die Ergebnisse für die vier Untersuchungsgebiete
Die berechneten τbWerte der Untersuchungsobjekte PP1, PP2 und Wuk2 liegen alle
im von Nye (1952a und 1952b) berechneten Bereich von 50150 kPa. Wobei der be-
rechnete Wert für PP1 (Flk + Gok1) von 102 kPa großteils das Kleinﬂeisskees (Flk,
Abb. 9.2) repräsentiert. Für zukünftige Berechnungen wäre sicher eine Trennung des
Kleinﬂeisskeeses und des Gok1 sinnvoll.
Der geringe Wert für Wuk1 von 43 kPa ist ein Hinweis auf den starken Rückgang
des Gletschers im letzten Jahrhundert (vergl. Abb. 4.1) und den aktuellen Zustand.
Die berechnete mittlere Eisdicke von 13 ± 5 m und die im Vergleich zu den anderen
Untersuchungsobjekten größere mittlere Oberﬂächennneigung, legen diesen geringen
Wert für die basale Scherspannung nahe.
Über ein Potenzgesetz
V = Sγ
wo V das Eisvolumen in [km3], S die Gletscherﬂäche in [km2] und γ der dimensionslo-
se VolumenFlächen Exponent ist; läßt sich das Gesamteisvolumen eines Gletschers
abschätzen. Bahr et al. (1997) leiten über physikalische Gletschercharakteristiken
einen VolumenFlächen Exponent γ von 1.375 für alpine Talgletscher ab. Danach
würde PP1 ein Gesamteisvolumen von 1.37 km3 und PP2 eines von 1.06 km3 besit-
zen. Beide Werte sind weit weg von den berechneten Eisvolumina und legen somit
den Schluß nahe, das Standard VolumenFlächen Beziehungen für kleine (<2 km2),
sich zurückziehende alpine Talgletscher (Kap. 3) nicht zutreﬀen.
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Typischerweise lassen sich Beziehungen charakteristischer Werte über Potenzge-
setze beschreiben (Schmidt und Housen, 1995). Neben der VolumenFlächen Be-
ziehung bestimmte Bahr (1997) statistisch noch andere Exponenten von Potenzge-
setzen zwischen gletschercharakteristischen Werten. Aber wie die VolumenFlächen
Beziehung zuvor, waren die bestimmten Exponenten nicht brauchbar für die drei
untersuchten Gletscher. Die von Bahr (1997) statistisch bestimmten gletschercha-
rakteristischen Parameter unterscheiden sich völlig von den gletschercharakteristi-
schen Parametern der drei untersuchten Gletschern. Bei den untersuchten Gletschern
handelt es sich um kleine (<2 km3), sich zurückziehende Gletscher. Aufgrund der
Klimageschichte des letzten Jahrhunderts besitzen sie keine ausgeprägte Gletscher-
zunge mehr, die sich in einem Uförmigen Tal ausbreitet. Das könnten Erklärungen
für das Nichtübereinstimmen der gletscherchrakteristischen Parameter sein.
Die Frage der optimalen horizontalen Glättungsdistanz bei der Minimierung der
räumlichen Varianz der Interpolationswerte (Glg. 10.1) bleibt in dieser Arbeit unbe-
antwortet. Die von Bindschadler (1982) vorgeschlagene Deﬁnition einer horizontalen
Glättungsdistanz von 816× der Eisdicke ist im Falle von alpinen Talgletschern auf-
grund der kleinräumigen großen Varianz der Eisdicke nicht brauchbar. Ein mögli-
cher Ansatz wäre, die horizontale Glättungsdistanz über ein Vielfaches der mittleren
Eisdicke des Gletschers zu deﬁnieren. Im Falle der zwei untersuchten Gletscher am
Sonnblick würde man mit dem empfohlenen Faktor von 816× und unter Berück-
sichtigung der Fehlergrenzen auf eine Distanz von 264816 m für PP1, und 296944
m für PP2 kommen. Diese Werte für die horizontale Glättungsdistanz scheinen in
ihrer Größenordnung realistisch zu sein. Um diese oﬀene Frage zu beantworten sind
aber noch weitere Datenanalysen, sowie Daten von anderen alpinen Talgletschern
notwendig.
Eine weitere interessante, oﬀene Frage ist die Quantiﬁzierung des absoluten
Fehlers aufgrund der vollständigen in dieser Arbeit präsentierten Auswertetechnik
(Interpolation + 3DMigration + geomorphologische Interpolation). Dafür wür-
de sich ein Experiment mit synthetisch erzeugten Daten anbieten. Weiters wäre
für die Zukunft eine direkte Validierung der berechneten Daten mithilfe von z.B.
GletscherbettBohrungen an geeigneten Punkten interessant, oder alternativ wei-
tere geophysikalische Messungen um z.B. die berechneten maximalen Eisdicken zu
validieren.
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12. Schlussfolgerung
12 Schlussfolgerung
Das Ziel dieser Arbeit war das Erzeugen von Gletscherbett- sowie Eismächtigkeits-
karten, und folglich das Bestimmen des Gesamteisvolumens basierend auf GPR Da-
ten. Die Untersuchungsobjekte waren der Kleinﬂeisskees (Flk) und der Goldberg-
kees (Gok) am Hohen Sonnblick (3106 m), sowie der Wurtenkees (Wuk) am Scharek
(3123 m). Die gewonnenen Datensätze sind besonders für die zwei Sonnblickgletscher
durch eine unregelmäßige und spärliche Datenverteilung charakterisiert. Aufgrund-
dessen war ein Schwerpunkt dieser Studie, das Entwickeln einer geeigneten Interpo-
lationsstrategie um plausible Ergebnisse zu erhalten. Schließlich wurde die Kriging
Interpolationstechnik und ein auf gletschermechanische Überlegungen basierender
Interpolationswert verwendet.
Geophysikalische Untersuchungen von kleinen, schwer zugänglichen Gletschern
haben oft mit ökonomischen sowie logistischen Einschränkungen zu kämpfen. Diese
Umstände haben meist eine unregelmäßige und spärliche Datenverteilung zur Folge.
Die in dieser Arbeit präsentierte Interpolationsstrategie liefert objektive, reprodu-
zierbare und plausible Ergebnisse auf Basis derartiger Datensätze. Allgemein kann
dieser Interpolationsansatz für alle Zero Oﬀset Daten (GPR, Seismik), aber auch
direkt für die Interpolation von Eisdicken verwendet werden. Im Falle der direk-
ten Interpolation von Eisdicken würde man auf das Produkt der Eisdicke mit der
Oberﬂächenneigung als Interpolationswert zurückgreifen müssen.
Bedenkt man das Standard VolumenFlächen Beziehungen für kleine alpine Tal-
gletscher nicht geeignet sind, könnten Gesamteisvolumina, berechnet mit der hier
entwickelten Interpolationsmethode, die Basis für ein passendere VolumenFlächen
Beziehung für kleine alpine Talgletscher bilden. Das würde eine genauere Abschät-
zung des globalen Gesamteisvolumen liefern. Unter anderem ist das globale Ge-
samteisvolumen ein grundlegender Parameter für Prognosen des Meeresspiegelan-
stiegs.
Neben der Interpolation von Daten kleiner Gletscher, kann man den hier prä-
sentierten Ansatz auch für größere Gletscher verwenden, die eine komplexere basale
Geometrie besitzen.
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A Datengrundlage
Die gepickten Horizonte sind in den einzelnen Radargrammen durch die rot strich-
lierte Linie gekennzeichnet. Diﬀraktionshyperbeln, die zum Abschätzen einer Min-
desteisdicke verwendet worden sind, sind von einem roten Rechteck umrahmt (vergl.
Kap. 10.1 und Abb. 10.5). Die Proﬁle sind immer im Verhältnis zum längsten Proﬁl
des jeweiligen Untersuchungsgebiet (PP1, PP2, Wuk2) dargestellt.
Untersuchungsgebiet PP1 (siehe Kap. 10.2)
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Untersuchungsgebiet PP2 (siehe Kap. 10.2)
Files, die nicht einem standardmäßigen Processing (Kap. 10.1) unterzogen worden
sind, sind mit einer Extension am Filenamen gekennzeichnet. . . ._OW steht für
Daten der 4. QGruppe, an denen eine Filterung einzelner Oberwellenfrequenzen
gemacht wurde. Files mit der Extension . . ._MIG steht für migrierte Daten, an-
hand denen man einen Reﬂexionshorizont sehen kann. Die in den migrierten Daten
ausgemachten Reﬂexionshorizonte wurden aber stets in den unmigrierten Daten ge-
pickt. File 112 besitzt aufgrund der viel größeren Proﬁllänge einen eigenen Maßstab.
File 120_OW wurde bereits in Abbildung 10.4, und File 124 bereits in Abbildung
10.2 gezeigt.
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Untersuchungsgebiet östlicher Wurtenkees (Wuk2, vergl Abb. 9.2)
Radargramme des Wuk1 (vergl. Abb. 9.2) wurden nicht im Rahmen dieser Arbeit
gemessen, und sind daher nicht abgebildet. Diese Radargramme sind z.B. in Frisch-
ling (2003) zu ﬁnden.
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B Matlab(c) Programme
3D  Migrationsprogramm
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Dieses Programm fuehrt eine strahlenseismische 3D-Migration basierend
% auf der Eikonalgleichung durch. Die Migration kann auf Ein-Weg-Laufzeit
% Felder mit konstanter Ausbreitungsgeschwindigkeit v angewandt werden.
%
% wichtigste Eingangsparameter:
% xyz_lotzeit...rechteckiger Ausschnitt des DGM mit besetzt mit
% Wert der Ein-Weg_Laufzeit, wenn fuer jeweiliges
% x,y-Dupel vorhanden, ansonsten Dummy-Wert (=0).
%
% xyz_rand_poly...Polygon des Gletscherrands
%
% v...Ausbreitungsgeschwindigkeit
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% Daniel Binder
% erstellt ~2005
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%% EINLESEN DER DATEN %%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% einlesen vom digitalen gelaendemodell & lotzeiten...xyzt
[name, path] = uigetfile('*.csv','Specify DGM + Lotzeiten => xyzt (*.csv)');
xyz_lotzeit = csvread(fullfile(path, name),1);
%einlesen des gletscherrands als polygon
[name, path] = uigetfile('*.csv','Specify xyz-polygon of the border(*.csv)');
xyz_rand_poly = csvread(fullfile(path, name),1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%%%%%%%%%%%%%%%%%%%%%%%% EDITIEREN DER DATEN %%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%zuordnen von x,y,z,lotzeit
x = xyz_lotzeit(:,1);
y = xyz_lotzeit(:,2);
z = xyz_lotzeit(:,3);
lotzeit = xyz_lotzeit(:,4);
%kontrolle das keine negativen lotzeiten & dummie-werte(=0) vorkommen
ind = find( lotzeit <= 0 );
lotzeit( ind ) = NaN;
%erzeugen der x_, y_, z_, lotzeit_grids
xyz = horzcat( x, y, z );
xy_lotzeit = horzcat( x, y, lotzeit );
[ z_grid, x_grid, y_grid ] = reshapeOasis2Mat( xyz );
lotzeit_grid = reshapeOasis2Mat( xy_lotzeit );
%berechnung der zeilen-, bzw. der spaltenanzahl der grids
[ nr, nc ] = size( x_grid );
%ordne xy, xyz im matlab-format an
xy = horzcat( x_grid(:), y_grid(:) );
xyz = horzcat( x_grid(:), y_grid(:), z_grid(:) );
%maske lotzeit und z mit gletscherrand, ordne xy_lotzeit_,
%xyz_masked im matlab-format an
[ lotzeit_grid_masked, xy_lotzeit_masked, ind_mask ] = maskArea( x_grid, y_grid,
lotzeit_grid, xyz_rand_poly );
[ z_grid_masked, xyz_masked ] =
maskArea( x_grid, y_grid, z_grid, xyz_rand_poly );
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%% MOEGLICHE STATISCHE KORREKTUR VON Z.B. SCHNEEDECKE %%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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button = questdlg('Statische Korrektur?', 'Continue Operation','Yes','No','')
if(strcmp(button, 'Yes'))
[ lotzeit_grid_static, redlayer_grid, redlayer_lotzeit_grid ] =
upperLayerReduction( x_grid, y_grid, lotzeit_grid_masked );
lotzeit_grid_masked = lotzeit_grid_static;
%darstellen der zu reduzierenden schicht in meter und lotzeit
fig_redlayer = figure;
surface( x_grid , y_grid , redlayer_grid , 'edgecolor', 'none');
xlabel('X');
ylabel('Y');
colorbar;
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\it Reduktionsschicht in Maechtigkeiten'],'HorizontalAlignment',
'right','FontSize',12,'FontWeight','demi');
%waitfor( fig_redlayer );
fig_redlayer_lotzeit = figure;
surface( x_grid , y_grid , redlayer_lotzeit_grid , 'edgecolor', 'none');
xlabel('X');
ylabel('Y');
colorbar;
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\it Reduktionsschicht in Lotzeiten'],'HorizontalAlignment',
'right','FontSize',12,'FontWeight','demi');
%waitfor( fig_redlayer_lotzeit );
end
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%% BERECHNUNG DER BEZUGSAUSGL.FLAECHE %%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%% UND KORREKTUR DER DATEN AUF DIESE %%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%berechnung der bezugsausgl.flaeche
[ xyz_ausglflaeche, z_ausglflaeche_grid ] =
ausgleichsflaeche_ed( xyz_masked, nr, nc );
xyz_lotzeit_z_ausgl = horzcat( xyz_lotzeit, z_ausglflaeche_grid(:) );
%einlesen der migrationsgeschwindigkeit
v_input = inputdlg('Ausbreitungsgeschwindigkeit [m/ns]? ( z.B. : 0.16)');
v = str2double(v_input{1});
%reduzieren der lotzeiten auf ausglflaeche
d_z_grid = z_grid_masked - z_ausglflaeche_grid;
d_lotzeit_grid = d_z_grid / v;
lotzeit_ausglflaeche_grid = lotzeit_grid_masked - d_lotzeit_grid;
%muss kontrollieren ob aufgrund von reduktion auf ausglflaeche jetzt negative
%lotzeiten vorhanden sind. falls das der fall ist wird
%lotzeit_ausglflaeche_grid nach oben geshiftet
ind_neg = find( lotzeit_ausglflaeche_grid < 0 );
time_shift = 0;
if( ~isempty( ind_neg ) )
temp = min( lotzeit_ausglflaeche_grid(:) );
time_shift = -floor( temp );
lotzeit_ausglflaeche_shift_grid =
lotzeit_ausglflaeche_grid + time_shift;
lotzeit_grid_masked_shift = lotzeit_grid_masked + time_shift;
fig2 = figure;
surface( x_grid , y_grid , lotzeit_ausglflaeche_shift_grid ,
'edgecolor', 'none');
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hold on;
surface(x_grid , y_grid , lotzeit_grid_masked_shift , 'facecolor',
'none');
xlabel('X');
ylabel('Y');
colorbar;
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\itgeshiftete Lotzeiten korrigiert auf Ausgleichsflaeche'],
'HorizontalAlignment','right','FontSize',12,'FontWeight','demi');
%waitfor( fig2 );
else
fig2 = figure;
surface( x_grid , y_grid , lotzeit_ausglflaeche_grid , 'edgecolor',
'none');
hold on;
surface(x_grid , y_grid , lotzeit_grid_masked , 'facecolor', 'none');
xlabel('X');
ylabel('Y');
colorbar;
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\itLotzeiten korrigiert auf Ausgleichsflaeche'],
'HorizontalAlignment','right','FontSize',12,'FontWeight',
'demi');
%waitfor( fig2 );
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% einfuegen von lotzeit = 0 fuer z.b. felsinseln eines gletschers %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
button_hole = questdlg('Are there any holes inside the border?',
'Continue Operation','Yes','No','')
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if(strcmp(button_hole, 'Yes'))
%einlesen der Anzahl der loecher
h_input = inputdlg('How many holes?');
holes = str2double(h_input{1});
%einlesen der polygone
for(i = 1:holes)
getString = sprintf('Specify xyz-polygon of hole
%i inside the border(*.csv)', i);
[name, path] = uigetfile('*.csv', getString);
xyz_hole_poly = csvread(fullfile(path, name),1);
%zuordnen von x- und y-werte des polygons
pol_x = xyz_hole_poly(:,1);
pol_y = xyz_hole_poly(:,2);
%suche pkte innerhalb des polygons und maske die ausserhalb
[ IN, ON ] = inpolygon( x_grid, y_grid, pol_x, pol_y );
ind_mask = find( IN == 1 );
lotzeit_grid_masked( ind_mask ) = 0;
%neues xyz, nur z-koordinate ist gemasked
xyz_masked = horzcat( x_grid(:), y_grid(:), lotzeit_grid_masked(:) );
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%% M I G R A T I O N D E R D A T E N %%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
dx = x_grid(1,3) - x_grid(1,1);
dx_grid = repmat( dx, [ nr nc ] );
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dy = y_grid(3,1) - y_grid(1,1);
dy_grid = repmat( dy, [ nr nc ] );
dz_x_grid = repmat(NaN, [ nr nc ]);
dz_y_grid = repmat(NaN, [ nr nc ]);
for ( i = 2:nr-1 )
for ( j = 2:nc-1 )
dz_x = z_grid(i,j+1) - z_grid(i,j-1);
dz_x_grid(i,j) = dz_x;
dz_y = z_grid(i+1,j) - z_grid(i-1,j);
dz_y_grid(i,j) = dz_y;
end
end
ds_x_grid = sqrt( dx_grid.^2 + dz_x_grid.^2 );
ds_y_grid = sqrt( dy_grid.^2 + dz_y_grid.^2 );
%berechnen der lotzeitdifferenzen
dlotzeit_x_grid = repmat(NaN, [ nr nc ]);
dlotzeit_y_grid = repmat(NaN, [ nr nc ]);
for ( i = 2:nr-1 )
for ( j = 2:nc-1 )
dlotzeit_x = lotzeit_grid_masked(i,j+1) - lotzeit_grid_masked(i,j-1);
dlotzeit_x_grid(i,j) = dlotzeit_x;
dlotzeit_y = lotzeit_grid_masked(i+1,j) - lotzeit_grid_masked(i-1,j);
dlotzeit_y_grid(i,j) = dlotzeit_y;
end
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end
%berechnen von s1, s2
s1_grid = dlotzeit_x_grid ./ ds_x_grid;
s2_grid = dlotzeit_y_grid ./ ds_y_grid;
%s1 und s2 sind nicht orthogonal aufeinander!
%daher berechne ich resultierende von s1 und s2
%und berechne s3 -> normal auf s12
%berechnen des sinus bzw. cosinus der neigung in x-, y-richtung
[ sinus_alpha_grid, neigung_grid, cos_alpha_x_grid, cos_alpha_y_grid,
sin_alpha_x_grid, sin_alpha_y_grid ] = neigungskarte( xyz ,xyz_rand_poly);
%berechnen der resultierenden von s1 und s2, bereits s12^2
s12_quadr_grid = s1_grid.^2 + s2_grid.^2 + 2.* s1_grid .* s2_grid .*
sin_alpha_x_grid .* sin_alpha_y_grid;
%berechnen von s3_grid ueber die eikonalglg
s3_grid = sqrt( (1/v)^2 - s12_quadr_grid );
%komplexe werte entfernen
% ind_complex = find( ~isreal( s3_grid ) );
% s3_grid( ind_complex ) = NaN;
for( i = 1:nr )
for( j = 1:nc )
if( ~isreal( s3_grid(i,j) ) )
s3_grid(i,j) = NaN;
else
continue
end
end
end
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%berechnen von A -konstante fuer jeden einzelnen gridpkt.
A_grid = (cos_alpha_y_grid.^2) .* (cos_alpha_x_grid.^2) + (sin_alpha_y_grid.^2)
.* (cos_alpha_x_grid.^2) + (sin_alpha_x_grid.^2) .* (cos_alpha_y_grid.^2);
%berechnen von sx_, sy_, sz_grid
sx1_grid = cos_alpha_x_grid .* ( (cos_alpha_y_grid.^2 + sin_alpha_y_grid.^2)
./ A_grid ) .* s1_grid;
sx2_grid = -sin_alpha_x_grid .* cos_alpha_x_grid .* (sin_alpha_y_grid ./ A_grid)
.* s2_grid;
sx3_grid = -sin_alpha_x_grid .* (cos_alpha_y_grid ./ sqrt(A_grid)) .* s3_grid;
sx_grid = sx1_grid + sx2_grid + sx3_grid;
sy1_grid = -sin_alpha_y_grid .* sin_alpha_x_grid .* (cos_alpha_y_grid ./ A_grid)
.* s1_grid;
sy2_grid = cos_alpha_y_grid .* ( (cos_alpha_x_grid.^2 + sin_alpha_x_grid.^2) ./
A_grid ) .* s2_grid;
sy3_grid = -cos_alpha_x_grid .* (sin_alpha_y_grid ./ sqrt(A_grid)) .* s3_grid;
sy_grid = sy1_grid + sy2_grid + sy3_grid;
sz1_grid = cos_alpha_y_grid.^2 .* (sin_alpha_x_grid ./ A_grid) .* s1_grid;
sz2_grid = cos_alpha_x_grid.^2 .* (sin_alpha_y_grid ./ A_grid) .* s2_grid;
sz3_grid = cos_alpha_x_grid .* (cos_alpha_y_grid ./ sqrt(A_grid)) .* s3_grid;
sz_grid = sz1_grid + sz2_grid + sz3_grid;
%berechnen der verschiebungen
dx_grid = -lotzeit_grid_masked .* v^2 .* sx_grid;
dy_grid = -lotzeit_grid_masked .* v^2 .* sy_grid;
dz_grid = -lotzeit_grid_masked .* v^2 .* sz_grid;
%berechnen des absoluten migrationswegs
ds_grid = sqrt( dx_grid.^2 + dy_grid.^2 );
%migrierte x,y koord. + felsbetthoehen
x_grid_mig = x_grid + dx_grid;
y_grid_mig = y_grid + dy_grid;
felsbett_grid = z_grid + dz_grid;
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%loecher innerhalb des gletscherrands haben z-wert von dgm
if(strcmp(button_hole, 'Yes'))
%einlesen der polygone
for(i = 1:holes)
getString = sprintf('Specify xyz-polygon of hole
%i inside the border(*.csv)', i);
[name, path] = uigetfile('*.csv', getString);
xyz_hole_poly = csvread(fullfile(path, name),1);
%zuordnen von x- und y-werte des polygons
pol_x = xyz_hole_poly(:,1);
pol_y = xyz_hole_poly(:,2);
%suche pkte innerhalb des polygons und maske die auÃerhalb
[ IN, ON ] = inpolygon( x_grid, y_grid, pol_x, pol_y );
ind_mask = find( IN == 1 );
felsbett_grid( ind_mask ) = z_grid( ind_mask );
end
end
%zusammenhaengen der daten
xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett = horzcat( xyz,s1_grid(:), s2_grid(:),
s12_quadr_grid(:), s3_grid(:), sx_grid(:), sy_grid(:), sz_grid(:), dx_grid(:),
dy_grid(:), dz_grid(:), ds_grid(:), x_grid_mig(:), y_grid_mig(:),
felsbett_grid(:) );
[m,n] = size(xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett);
%zeilen mit felsbett=NaN entfernen
rem = find(~isnan(xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett(:,n)));
[i,j] = size(rem);
xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett_ed = [];
for (m = 1:i)
xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett_ed =
vertcat(xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett_ed,
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xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett(rem(m),:));
end
%exportieren der daten
save('G:\diplom\calculations\oasis\gok\data_export\migration\
xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett',
'xyz_s1s2s12s3_sxyz_dxyzds_xymig_felsbett_ed','-ASCII');
%darstellen der migrationswege
fig_ds = figure;
surface( x_grid, y_grid, ds_grid, 'edgecolor', 'none' );
xlabel('X');
ylabel('Y');
colorbar;
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\it Migrationseffekt '],'HorizontalAlignment','right','FontSize',12,
'FontWeight','demi');
%vektordarstellung der migrationswege
fig_dxdy = figure;
quiver( x_grid, y_grid, dx_grid, dy_grid, 1 );
line( xyz_rand_poly(:,1), xyz_rand_poly(:,2), 'Color', 'k', 'LineWidth', 1 );
xlabel('X');
ylabel('Y');
%colorbar;
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\it Vektordarstellung Migrationswege '],'HorizontalAlignment','right',
'FontSize',12,'FontWeight','demi');
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Funktion zur Berechnung einer Ausgleichsﬂäche
function [ xyZ, Z_grid ] = ausgleichsflaeche_ed( xyz , nr, nc )
button = questdlg('Berechnen einer Ausgleichsfläche?', 'Continue Operation'
,'Yes','No','')
if(strcmp(button, 'Yes'))
%entfernen der koordinaten tripel bei denen z = NaN
[ xyz_ed, ind ] = removeNaN( xyz );
%korrektur zu hoher koordinatenwerte - sonst schlechtes ergebnis
%bei
%ausgleichsrechnung (-singuläre inversionsmatrix!)
xmin = min( xyz_ed(:,1) );
ymin = min( xyz_ed(:,2) );
%zuordnen von x, y, z und reduzieren von x, y
x = xyz_ed(:,1) - xmin;
y = xyz_ed(:,2) - ymin;
z = xyz_ed(:,3);
%weitere korrektur zu hoher koordinatenwerte
%eingabe eines reduktionsfaktors, bei polynome höheren grades
%sinnvoll
input = inputdlg('Reduktionsfaktor der x-, y-Koordinaten für die
Berechnung einer Ausgleichsfläche. (z.B.: 1000 )');
red_factor = str2double(input{1});
x = x / red_factor;
y = y / red_factor;
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%#################################################################
go_on = 1;
while(go_on)
% Dies entspricht while(go_on == 1). Die while Schleife wird
%solange
%durchlaufen, bis go_on nicht mehr eins ist.
% Es wird also go_on mit eins initialisiert. Mit Hilfe des
% questdlg am Ende der Schleife setzt du dann die go_on
% Variable auf den entsprechenden Wert.
%##################################################################
%eingabe des polynomgrads & umwandlung in ein double array
input = inputdlg('Polynomgrad der Ausgleichsfläche?');
max_p = str2double(input{1});
%anordnen der x-,y-koordinaten in 2 Spalten
coord = horzcat(x,y);
size_coord = size(coord);
%berechnung der normalgleichungen und der koeffizienten
for i = 1:max_p
k = 0:i;
k = k';
l = flipdim(k, 1);
indices = horzcat(l,k);
coord_mat = reshape(coord, 1, numel(coord));
coord_mat = repmat(coord_mat, size(k));
coord_mat = reshape(coord_mat, numel(coord_mat)/2,2);
ind_mat = repmat(indices, size_coord(1),1);
tmp = coord_mat .^ ind_mat;
tmp1 = tmp(:,1) .* tmp(:,2);
163
B. Matlab(c) Programme
if(i==1)
values = reshape(tmp1', numel(k), size_coord(1))';
else
values = horzcat(values, reshape(tmp1', numel(k),
size_coord(1))');
end
%proof_values{i} = tmp1';
end
one_mat = ones(size(values));
values = horzcat(one_mat(:,1),values);
values_trans = values';
norm_glgen = values_trans*values;
norm_glgen_inv = inv(norm_glgen);
koeff = norm_glgen_inv * values_trans * z;
mgrid = horzcat(x,y);
size_mgrid = size(mgrid);
%berechnung der ausgleichswerte
for i = 1:max_p
k = 0:i;
k = k';
l = flipdim(k, 1);
indices = horzcat(l,k);
mgrid_mat = reshape(mgrid, 1, numel(mgrid));
mgrid_mat = repmat(mgrid_mat, size(k));
mgrid_mat = reshape(mgrid_mat, numel(mgrid_mat)/2,2);
ind_mat = repmat(indices, size_mgrid(1),1);
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tmp = mgrid_mat .^ ind_mat;
tmp1 = tmp(:,1) .* tmp(:,2);
if(i==1)
values = reshape(tmp1', numel(k), size_mgrid(1))';
else
values = horzcat(values, reshape(tmp1', numel(k),
size_mgrid(1))');
end
%proof_values{i} = tmp1';
end
one_mat = ones(size(values));
values = horzcat(one_mat(:,1),values);
Z = values * koeff;
%standardabweichung vom ausgeglichenem Z
stabw_dz = std( Z - z );
xyZ_ed = horzcat( xyz_ed(:,1), xyz_ed(:,2), Z );
xy = horzcat( xyz(:,1), xyz(:,2) );
xyZ = getZAfterSort_2 ( xyZ_ed, xy );
x_grid = reshape( xyZ(:,1), nr, nc);
y_grid = reshape( xyZ(:,2), nr, nc);
z_grid = reshape( xyz(:,3), nr, nc);
Z_grid = reshape( xyZ(:,3), nr, nc);
%rausschreiben der ausgleichsfläche
%csvwrite('ausgleichsfläche.dat',X_grid,Y_grid,Z)
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%darstellung der ursprünglichen daten und deren
%ausgleichsfläche
fig_ausglflaeche = figure;
surface( x_grid, y_grid, Z_grid, 'edgecolor', 'none');
hold on;
surface(x_grid, y_grid, z_grid, 'facecolor', 'none',
'edgecolor', 'black')
%scatter3(x(:), y(:), z(:), 'filled', 'k');
%surface( x_grid, y_grid, z_grid, 'facecolor', 'none');
xlabel('X');
ylabel('Y');
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\itAusgleichsfläche ',input{1},'\it-ten Grades.
\sigma_d_z =',num2str(stabw_dz),'m'],'HorizontalAlignment',
'right','FontSize',12,'FontWeight','demi');
%waitfor( fig_ausglflaeche );
%erzeugen und darstellen eines differenzen grids von z und Z
diff_z_grid = z_grid - Z_grid;
fig_diff_z = figure;
surface( x_grid, y_grid, diff_z_grid, 'edgecolor', 'none');
hold on;
xlabel('X');
ylabel('Y');
colorbar;
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\it Höhendifferenzen bei Ausgleichsfläche ',input{1},
'\it-ten Grades. \sigma_d_z =',num2str(stabw_dz),'m'],
'HorizontalAlignment','right','FontSize',12,'FontWeight',
'demi');
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%waitfor( fig_diff_z );
%abfrage ob polynomgrad verändert werden soll
button = questdlg('Ändern des Polynomgrads?',
'Continue Operation','Yes','No','')
%##############################################################
% Hier wird die Abbruchbedingung überprüft. Wenn der User auf
%No clickt
% wird go_on auf Null gesetzt. Beim nächsten Durchlauf der
%Schleife
% führt dies zum Abbruch.
if(strcmp(button, 'No'))
go_on = 0;
end
%##############################################################
end
%xyZ = horzcat( xyz_ed(:,1), xyz_ed(:,2), Z );
% helpdlg('Zum Fortfahren letztes Fenster schließen')
% uiwait( fig_ausglflaeche )
% close all
else
xyZ = xyz;
Z_grid = reshape( xyZ(:,3), nr, nc);
end
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Funktion zur Berechnung einer statischen Korrektur
function [ lotzeit_red_grid, redlayer_grid_ed, d_lotzeit_grid ] =
upperLayerReduction( x_grid, y_grid, lotzeit_grid )
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% ziehe von meiner lotzeit eine schicht (-schnee, firn) mit bekannter
% mächtigkeit und bekannter geschwindigkeit ab
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
go_on = 1;
while(go_on)
%einlesen der abzuziehenden schicht
[name, path] = uigetfile('*.xls','Specify xy+Reduction-Layer[m] (*.xls)');
xy_redlayer = xlsread(fullfile(path, name),1);
%beziehe xyz_redlayer(:,4) auf das x_, y_grid
redlayer_grid = griddata( xy_redlayer(:,1), xy_redlayer(:,2),
xy_redlayer(:,3), x_grid, y_grid, 'nearest' );
%masken des redlayer_grids
ind = find( isnan( lotzeit_grid ) );
redlayer_grid_ed = redlayer_grid;
redlayer_grid_ed(ind) = NaN;
%umrechnen der tiefen in zeit
v_input = inputdlg('Ausbreitungsgeschwindigkeit der abzuziehenden
Schicht [m/ns]? ( z.B. : 0.2)');
v = str2double(v_input{1});
d_lotzeit_grid = redlayer_grid_ed / v;
%lotzeit korrigieren
lotzeit_red_grid = lotzeit_grid - d_lotzeit_grid;
%negative lotzeiten entfernen
ind = find( lotzeit_red_grid < 0 );
lotzeit_red_grid( ind ) = NaN;
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%abfrage ob eine weitere schicht statisch korrigiert werden soll
button = questdlg('Eine weitere Schicht statisch korrigieren?',
'Continue Operation','Yes','No','')
if( strcmp(button, 'Yes') )
lotzeit_red_grid = lotzeit_grid;
end
if( strcmp(button, 'No') )
go_on = 0;
end
end
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Funktion zur Berechnung einer Neigungskarte
function [ sinus_alpha_grid, neigung_grid, cos_alpha_x_grid,
cos_alpha_y_grid, sin_alpha_x_grid, sin_alpha_y_grid ]
= neigungskarte( xyz ,xyz_rand)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%dieses programm erstellt eine neigungskarte.
%
%xyz...digitales Geländemodell
%xyz_rand...gletscherrand
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%erzeugen der x_, y_, z_grids
[ z_grid, x_grid, y_grid ] = reshapeOasis2Mat( xyz );
[ nr, nc ] = size( x_grid );
dx = x_grid(1,2) - x_grid(1,1);
dx_grid = repmat( dx, [ nr nc ] );
dx2_grid = 2.* dx_grid;
dy = y_grid(2,1) - y_grid(1,1);
dy_grid = repmat( dy, [ nr nc ] );
dy2_grid = 2.* dy_grid;
% dx_,dy_grid *2, da z.b.: dz_x = z_grid(i,j+1) - z_grid(i,j-1);
dz_x_grid = repmat(NaN, [ nr nc ]);
dz_y_grid = repmat(NaN, [ nr nc ]);
for ( i = 2:nr-1 )
% i_i = i
for ( j = 2:nc-1 )
% j_j = j
dz_x = z_grid(i,j+1) - z_grid(i,j-1);
dz_x_grid(i,j) = dz_x;
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dz_y = z_grid(i+1,j) - z_grid(i-1,j);
dz_y_grid(i,j) = dz_y;
end
end
%berechnung des sinus und cosinus der neigung in x- bzw. y-richtung
cos_alpha_x_grid = dx2_grid ./ sqrt( dx2_grid.^2 + dz_x_grid.^2);
cos_alpha_y_grid = dy2_grid ./ sqrt( dy2_grid.^2 + dz_y_grid.^2);
sin_alpha_x_grid = dz_x_grid ./ sqrt( dx2_grid.^2 + dz_x_grid.^2);
sin_alpha_y_grid = dz_y_grid ./ sqrt( dy2_grid.^2 + dz_x_grid.^2);
%berechnung des neigungsgradienten
ds_grid = sqrt( dx2_grid.^2 + dy2_grid.^2 );
dz_grid = sqrt( dz_x_grid.^2 + dz_y_grid.^2 );
%berechnung vom sinus des neigungsgradienten alpha an jedem gridpunkt
sinus_alpha_grid = dz_grid ./ sqrt( ds_grid.^2 + dz_grid.^2);
neigung_grid = 180/pi*asin(sinus_alpha_grid);
%gletscherrand auf neigungskarte darstellen
%xy_neigung_rand = griddata( x_grid, y_grid, neigung_grid, xyz_rand(:,1),
%xyz_rand(:,2) );
xy_neigung_rand = xyz_rand;
xy_neigung_rand(:,3) = interp2( x_grid, y_grid, neigung_grid, xyz_rand(:,1)
, xyz_rand(:,2), 'nearest');
%darstellen der neigungskarte
fig = figure;
surface( x_grid , y_grid , neigung_grid , 'edgecolor', 'none');
line( xy_neigung_rand(:,1), xy_neigung_rand(:,2), xy_neigung_rand(:,3),
'Color','k','LineWidth', 3 )
xlabel('X');
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ylabel('Y');
colorbar;
set(gca, 'xgrid', 'on', 'ygrid', 'on', 'zgrid', 'on');
axis auto;
view(45, 45);
set(gcf,'renderer','zbuffer');
title(['\it Neigungskarte'],'HorizontalAlignment','right','FontSize',12,
'FontWeight','demi');
%waitfor( fig );
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