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INTRODUCTION 
In this paper, we consider the problem of reconstructing a structurally 
stable vector field from its global phase portrait or from certain local pieces 
of the phase portrait. We show that for arbitrary finite sets of points and of 
simple closed curves, we can construct a structurally stable system having 
the elements of those sets as its critical points and limit cycles, and a 
prescribed topological type in a neighborhood of each of them. Given a 
global, structurally stable phase portrait, we can construct a structurally 
stable polynomial system which is topologically equivalent o it. Some of our 
results were originally announced in [ 28 1. 
The general theory of dynamical systems orginated in the study of 
solution curves for systems of ordinary differential equations in a phase 
space. This qualitative theory had its first major development in the work of 
Poincare on the topology of integral curves. A typical problem is to give a 
geometric description of the solutions of a particular system, or class of 
systems, with emphasis on the location of special features such as critical 
points and periodic orbits. 
An inverse problem, then, is the construction of a system of equations 
given geometric properties of the solutions which may be in the form of a 
“picture” of the flow (a schematic diagram of phase space) or a list of 
critical orbits defined analytically. A method for solving such problems is 
potentially useful in building models in the various fields in which the theory 
of dynamical systems is now being applied. It could provide a basic model to 
which statistical identification techniques [ 141 could then be applied. There 
is also an intrinsic interest in methods for constructing polynomial systems 
of prescribed type which is related to the lack of any progress toward a 
solution of Hilbert’s sixteenth problem. The recent appearance of a coun- 
terexample [27] to the Petrovsky-Landis conjecture for quadratic systems 
leaves the Problem completely open. 
One of the earliest results of this kind was obtained by Forster in 1938 
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[9]. He showed how the construct a homogeneous plane system with a single 
critical point of arbitrary symmetric non-rotation type. A similar result for 
continuous, piecewise-linear systems was obtained by Gil’derman [ 121 who 
later generalized it to n dimensions [13]. The first soluton to a global 
problem of this type is that of Markus [20] who used a technique of 
Kaplan [ 161 to show that any topological type of flow in the plane having no 
critical points and a countable number of isolated separatrices can be 
realized by a system of differential equations. Ganiev [ 111 showed how to 
construct C” equations for structurally stable configurations in the plane 
having all critical orbits contained inside a cycle without contact. His 
method is to construct local equations for neighborhoods of critical orbits 
and then to lit them together using cutoff functions. This technique is intrin- 
sically C” and cannot be modified to produce polynomial or even analytic 
equations. 
Here, we consider a more general problem in that we allow an arbitrary 
finite number of critical points and also of periodic orbits, and solve the 
inverse problem for many such configurations in the plane. The first method 
of attack which suggested itself for this problem was an application of 
Forster’s result. Given an arbitrary flow, one could first construct a system 
of Forster’s type having identical behavior at infinity to the given one. Then 
one might be able to perturb the equations in such a way as to recover the 
original structure by using techniques of bifurcation theory [6]. Forster’s 
systems involve differential equations whose right-hand sides are 
homogeneous polynomials of equal degree. It is shown in [S] that the 
topology of the solutions of such systems is unchanged by higher-order 
perturbations, so the desired bifurcations should be obtainable by 
considering only lower-order terms. We found, however, that this approach 
to the problem was difficult to carry out, and a more direct method of 
construction was sought. 
Accordingly, the general problem was divided into two stages, the first 
dealing with local properties and the second with global properties. We begin 
by constructing a family of systems of equations whose solutions all have the 
prescribed local critical behavior. Then we select from this family the 
subfamily of systems whose critical orbits have the proper global relations to 
each other. The method for solving the local problem was first suggested by 
Al’mukhamedov [2] and extended by Valeeva [33]. Their constructions, 
however, only work in certain special cases, not in general as they claim. 
These errors were pointed out by Komarov [ 171 and Vdovina [34] but 
neither one mentions the possibility of modifying the construction to 
overcome the problems. In a recent paper ]35], Vdovina has obtained a 
result similar to our Theorem 1, but still without treating the most general 
case. Here we give a complete proof of the results claimed by 
Al’mukhamedov for the local problem as well as some extensions of them. 
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We then further modify the construction to obtain a solution to the global 
inverse problem for systems of structurally stable topological type. 
The first Chapter contains some preliminary definitions and background 
material on structural stability. No proofs are given but complete references 
are included. In Chapter II, we discuss methods for constructing solutions to 
the local problem in two dimensions. The global problem for R* is solved in 
Chapter III by selection of appropriate members of the class of solutions to 
the corresponding local problem. Finally, in Chapter IV, we consider 
polynomial solutions, extensions to flows which have infinitely many critical 
orbits or are structurally unstable, and higher-dimensional problems. 
I. DYNAMICAL SYSTEMS AND STRUCTURAL STABILITY 
A differentiable dynamical system on a manifold M is a differentiable 
action of the reals on M, a C1 map 9: M x R -+ M with the property that 
e@(x, t), s) = P(X, t t s). Such maps occur as the flows associated with 
vector fields on M. For most of this paper we will consider the case M= R2. 
Here the vector field is represented as an autonomous ystem of ordinary 
differential equations: 
dx/dt = P(x, y), &/dt = Q(x, Y). 
When the functions P and Q are differentiable, the usual theorems on 
existence and uniqueness of solutions to the initial-value problem hold (see 
[ 151) and the mapping p(x, t), which tells the location of the solution at time 
t which started at x at time 0, is well defined. Solutions of such differential 
equations may not be defined for all time, but see Section 3.1 for a way 
around this difficulty. 
The orbit through a point x is the curve ~(x, R). An orbit is closed if it 
corresponds to a periodic solution. A closed orbit is a limit cycle if it is 
isolated from all other closed orbits, A critical point is a point x such that 
~(x, R) = {x) or, equivalently, a point where the vector field vanishes. A 
critical orbit is either a critical point or a limit cycle. A critical orbit is said 
to be stable (a “sink”) if it has an arbitrarily small neighborhood in which 
all other orbits approach it as t -+ co, without leaving that neighborhood. In 
the opposite case (t + -co) it is unstable (a “source”). The type of critical 
point is determined by the roots of the characteristic equation 
A’ - (Px + Q,P + (PxQy - Q,Py> = 0 ( see [25].) If the roots both have 
positive (negative) real parts, the point is a source (sink.) If they are real and 
of opposite sign, it is a saddle point. Pure imaginary roots may occur for a 
source (sink) or a center, which is surrounded by a family of closed orbits. 
Finally, a critical point where at least one characteristic root vanishes is 
called degenerate. The type of a limit cycle is determined by its characteristic 
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index x. Let x = I&), y = q(t) be a periodic solution of period r 
corresponding to the limit cycle C. Then the characteristic index is defined 
by 
x(C) = (’ (ll~W’x(vW~ r(t)> + Q,(wV>~ s(t)>1 dt. 
0 
An orbit is said to be orbitally stable if the orbit through any point 
sufficiently near it stays near it for all time. An orbit which is not orbitally 
stable is called singular. 
Two dynamical systems are topologically equivalent if there is a 
homeomorphism of the phase space, M, which preserves orbits (as oriented 
sets, not necessarily as parametrized curves.) Two vector fields are C-close 
to each other if all derivatives of order less than or equal to r are close. This 
idea is formalized as the C-Whitney topology on the space of all flows. For 
the precise definitions see [6] or [26]. A dynamical system is structurally 
stable of it has a neighborhood in the appropriate C’-Whitney topology in 
which every other system is topologically equivalent o it. A critical orbit is 
structurally stable if the flow restricted to some neighborhood of it is struc- 
turally stable. 
PROPOSITION 1. A critical point is structurally stable iff its characteristic 
roots have non-zero real parts. 
Proof See [6]. 
PROPOSITION 2. A limit cycle is structurally stable tfl its characteristic 
index is not zero. If x > 0, it is unstable; ifx ( 0, it is stable. 
Proof. See [6]. 
THEOREM (Peixoto [23]). Let M be a compact two-dimensional 
ma&old. Then a dynamical system on M is structurally stable tr the 
following three conditions hold: 
1. There are finitely many critical points, all structurally stable. 
2. There are finitely many closed orbits, all structurally stable. 
3. No orbit connects two saddle points. 
The set of structurally stable systems is open and dense in the space all 
systems on M with the C’ topology. 
In [25], the definition of structural stability is modified by the addition of 
certain boundary conditions so that the above theorem will also hold for 2- 
manifolds with boundary. This theorem explains the importance of being 
able to obtain results applying to all structurally stable systems. 
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When M = R ‘, which is an open manifold, we have a case in which the 
structurally stable systems are not dense in the space of all systems 
(see [26]). However, we will restrict our considerations to those systems 
which have a finite number of critical orbits. The theory of such systems in 
the whole plane is essentially equivalent o the theory of all systems on a 
disk, for which Peixoto’s density result holds. 
PROPOSITION 3. Let the vector field (P, Q) have a source (sink) with 
pure imaginary eigenvalues. Then for arbitrarily small E, positive or negative 
(but not both), the Jeld (P + sQ, Q - EP) which is obtained by rotating the 
originalfleld through the angle tan -‘.s has a structurally stable source (sink) 
at the same point. The sign of E (and thus the sense of the rotation) is deter- 
mined by the stability of the point and the direction of rotation of the jlow 
around it. 
Proof. See [6, Sect. 25.31. Rotation of the field in the opposite direction 
results in a Hopf bifurcation, producing a new limit cycle. 
II. THE LOCAL INVERSE PROBLEM IN THE PLANE 
2.1. APmukhamedov’s Construction for Limit Cycles 
In his original paper [3] Al’mukhamedov considers the following problem: 
Suppose we are given a family of m closed curves in the plane (always 
assumed to be simple and disjoint) 
C, : fi(x, y) = 0, i = l,..., m, (1) 
where the functions fi are sufficiently smooth, have no critical points on the 
corrresponding CI)s, and are chosen so that fi is positive outside Ci and 
negative inside. Is it possible to find functions P(x, y) and Q(x, y) such the 
system 
dx/dt = P(x, y), dyldt = Q(x, Y> (2) 
has as limit cycles the curves of the family (1) and no others? In order to 
deal with all the curves at once, we form the function 
F(x, y) = fi .m Y) 
i=l 
so that the union of the c’s is the set 2 = F- ‘(0). Note that F has no critical 
points on the C’s since thef’s have none. 2 is to be an invariant set of the 
flow defined by (2), so we must have (dF/dt)(x, y) = 0 for (x, y) E 2 as we 
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move along an orbit. Now dFfdt = PFX + QFY = 0 whenever F = 0 iff P and 
Q take the form: 
P=AFY+BB,F, Q = -AFX + B, F, (3) 
where A, B,, and B, are arbitrary functions, A # 0. The definition (3) makes 
the C,‘s closed orbits of (2) and we now wish to choose A, B, , and B, so 
that they will be limit cycles. In each one-sided neighborhood of Ci, the 
other orbits must approach Ci as t + f co, so F -+ 0 along them. This will be 
true if a!F/dt has constant sign in any component of the complement of Z. 
From (3) it follows that dF/dt = F(B, F, + B2F,,). By uniqueness of the 
solutions of (2) and the definition of Z, F has constant sign on orbits, so the 
same must be true of the expression (B,F, + B,F,), Since F has no critical 
points in Z, 0 is a regular value of F. Thus, F has closed level curves near Ci 
(see [ 19, Theorem 3.1]), so F, and F,, take on both signs on each side of Ci 
and we must have B I = B’, F,, B, = B; F,, where B’, B’, > 0. We can satisfy 
these conditions by assuming that B’, = B’, = G(x, y) and A(x, y) s 1. We 
thus obtain the system 
- dx/dt = P(x, y) = F,, + FGF,, dy/dt = Q(x, y) = -F, + FGF,. (4) 
We note that it is possible for F, and F, to have a common factor, in which 
case we must divide P and Q by it. This situation will be discussed further in 
the next section. 
THEOREM (Al’mukhamedov [3]). Assume G = 1. Then the system (4) 
has the family (1) as its only limit cycles. 
Proof. Let the solution of (4) corresponding to the curve Ci be x = y(t), 
y = q(t), where y(t) and q(t) have period r. Then 
x(Ci) = + (' (px + Qy) dt 
0 
= f 1’ (F,, + FF;, + Fs; - F,, + FF,,, + F;) dt 
0 
= + 1’ (Fx’,(vWv ‘dt))’ + F,(v(t), q(t))‘) dt > 0 
0 
since F(v(t), q(t)) E 0 and F has no critical points on Ci. By Proposition 2, 
Ci is an unstable limit cycle. Now consider any orbit of the flow other than 
the c’s. As shown above, F # 0 on such an orbit and so dF/dt has constant 
sign along it. But then F changes monotonically along the orbit, so it cannot 
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take any value twice and the orbit cannot be closed. Since the C’s are thus 
the only closed orbits, they are necessarily the only limit cycles. Q.E.D. 
COROLLARY (Vdovina [34]). All limit cycles of (4) with GE 1 are 
unstable. 
COROLLARY (Komarov [ 171). System (4) can be modsed so that one of 
the C’s will be a semi-stable limit cycle, stable on the inside, unstable on the 
outside. 
Proof: This is a special case of our Lemma 1 below. 
2.2. Prescribing Stability-Types of Limit Cycles 
So far we have made no use of the arbitrary function G, but we will now 
investigate how to choose it in such a way that, as opposed to the case G = 1 
considered above, not all of the limit cycles of the system will have to be 
unstable. Rather, we want to be able to specify the stability of each cycle 
separately. Along any orbit of (4) we have: 
dF/dt = FG(F; + F;). (5) 
If we choose G so that the curves defined by G = 0 are orbits of the flow 
which are not limit cycles, then using the uniqueness of solutions and 
repeating the argument from the proof of the previous theorem, we see that 
the Ci)s are still the only limit cycles. 
LEMMA 1. (a) If G < 0 in a neighborhood of C,, then Ci is a stable limit 
cycle of (4). (b) If G changes sign going across C,, then Ct is a semi-stable 
limit cycle of (4). 
Proof (a) A direct calculation, again using the fact that F = 0 on Ci, 
shows that x(C,) = (l/r) (; G(Fi + F$ dt < 0 if G < 0. 
(b) Since F and G both change signs going across Ci, dF/dt has the 
same sign on both sides by (5). If F approaches 0 along orbits on one side, it 
must move away from 0 on the other. Thus, C, is an isolated closed orbit 
whose neighboring orbits approach it on one side for t --) co and on the other 
side for t + -co, i.e. a semi-stable limit cycle. Q.E.D. 
THEOREM 1. Suppose we prescribe in advance the stability-type for each 
Ci. Then there exists a function G(x, y) such that each C, has the desired 
type and there are no other limit cycles of the system. 
Proof: Sufficiently close to a fixed C,, the level curves of F will be 
simple closed curves on both sides. Let D, be the minimum positive level 
curve of F and Ei the maximum negative one which are not simple closed 
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FIG. 1. Level curves of F. 
curves. If one of these level curves has a subset which is a simple closed 
curve separating the rest of it from C,, we consider only that subset (see 
Fig. 1). Assuming that there is more than one Ci, at least one of Di and Ei 
will exist for each i. (This will be proved in Section 2.5 when we discuss 
saddle points of the system.) Let Di satisfy the equation gi(x, v) = 0 and 
E,, hi(x, y) = 0. If Dj does not exist, set gj = 1, and similarly for Ej and hj. 
We choose the sign of gi so that it is positive on the side of Di away from 
Ci, negative on the near side. The sign of hi should have the opposite 
relation to the position of E, . The result of these choices is that gi hi < 0 in 
the region between D, and Ei which is a neighborhood of Ci and gihi > 0 
elsewhere. The function G which we are trying to construct will have to be 
positive on unstable cycles, negative on stable ones, and zero on semi-stable 
ones. There are many such functions G, but most of them would, if chosen, 
introduce additional limit cycles into the flow. For example, if Ci is to be 
stable, there must be a neighborhood of it in which G is negative, bounded 
by one or two closed curves on which G = 0. Suppose such a curve G = 0 is 
contained in the region between Di(Ei) and Ci. Then a simple application of 
the Poincare-Bendixson Theorem (see [ 151) to the region indicated in Fig. 2 
demonstrates the existence of an additional limit cycle. On the other hand, if 
a curve G = 0 extends outside the region bounded by Di and E,, it may 
affect the orbits in distant parts of the space. In any case, it will no longer be 
possible to prove that there are no closed orbits created by the introduction 
of G because some orbits other than the c’s might cross curves where G = 0, 
thereby changing the sign of dF/dt and destroying the monotonicity of F 
along the flow. The only alternative is to take the curves Di and Ei 
themselves to be the zero-set of G. This can be done as follows. Let ji = 0 if 
Cj is to be stable or unstable, ji = 1 for Cj semi-stable. Recalling that J;: is 
positive outside C, by definition, we set ki = 0 if Ci is to be unstable on the 
outside, k, = 1 for stable outside. Then we define 
m 
G(X, Y) = fl (fi(X, Y)Y”( gi(X, Y> hi(x, Y>)“‘* 
i=l 
505/42/l-6 
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FIG. 2. PoincarC-Bendixson region. 
Thus G clearly has the desired properties. Note that we can multiply this G 
by an arbitrary positive function and get another one which works. Q.E.D. 
Note that because the characteristic index is non-zero, all the stable and 
unstable limit cycles constructed by this method are structurally stable by 
Proposition 2, which also shows that semi-stable limit cycles are never struc- 
turally stable. Now the curves D, and Ei are level curves of F on which 
G = 0, so dF/dt = 0 by (5) and these curves are orbits of the system. In 
general, Di and Ei are halves of figure-eight level curves of F. The inter- 
section points are obviously saddle points of F and, as will be shown in 
Section 2.3, they are also saddle points of the flow. Thus, as orbits, Di and 
E, will usually be saddle-point loops, i.e., isolated homoclinic orbits. Since 
our construction makes the orbits inside them spiral toward or away from 
them, each of these orbits together with the attached saddle point is a “limit 
cycle” according to the original definition of Poincare, which is presumably 
the one Hilbert had in mind in stating his problem. Although they are closed 
curves consisting of orbits, they are not periodic and do not add any limit 
cycles to the flow according to the modern definition. In any case, such 
loops are structurally unstable and generally bifurcate to form critical points 
and limit cycles under small perturbations (see [6, Chap. 111.) For this 
reason, the necessary choice of G in the proof of Theorem 1 does not provide 
an entirely satisfactory solution to the problem, although it technically does 
meet the specified conditions with respect to limit cycles. Later, in 
Section 2.6, when we have eliminated the saddle points to which they are 
connected, these loops will disappear. Indeed, the function G itself will then 
no longer be necessary if the prescriptions of stability are “consistent” in a 
sense to be explained in Section 2.4. 
A problem arises in the special case when the C’s are a family of 
“concentric” curves: fi(x, y) = f(x, y) - ri, i = l,..., m, for some constants 
ri. For then F, and F, have the common factor T’(f(.x, y)), where T(z) is 
the polynomial ny=, (z - ri), and so P and Q also have T’(f(x, y)) as a 
common factor. This factor will produce a whole curve of critical points for 
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(4) defined by f(x, y) = r* if r* is a zero of T’(z). Since 
F(x, Y) = w-(x, Y)> is a function off alone, such a curve is also a level 
curve of F. If it were the case that for some j, r* = rj, Cj would not be a 
limit cycle of the flow, but our assumptions on the C’s make this impossible. 
If T(r*) = Y(r*) = 0, then T(z) has (z - r*)’ as a factor, so F(x, y) has 
fi(x, Y> = u-(x, Y> - r*1* as the factor defining the curve Cj, contradicting 
the assumption that h has no critical points on Cj. But even if r* is different 
from all the ~j)s, we would still like to eliminate the critical points on the 
level curve F(x, y) = T(r*). We can do this by dividing P and Q by 
Ydf(x, y)), but this has the effect of reversing the flow wherever T’df(x, y)) 
is negative, and with it the stabilities of the limit cycles. When determining 
G, we must take these reversals into account, although they may actually 
eliminate the need for some G = 0 curves since consecutive lements of a set 
of concentric limit cycles must have opposite stabilities. 
We conjecture that if the fi’s are polynomials, or more generally real 
analytic, that this is the only way that common factors can occur. That is, if 
F(x, y) is globally real analytic, and F, and F, have a curve of common 
zeros, then F can be represented in the form F(x, y) = T(f(x, y)), where T is 
a nonlinear function, and the curve is represented by f(x, y) = r, where 
T’(r) = 0. Even if this is not true, however, any common factors which occur 
can be treated as in the special case considered above. Later, when a 
consider the global problem, in which we are free to choose the functions fi, 
we will always be able to eliminate common factors by arbitrarily small 
perturbations of the curves Ci, since their occurrence is clearly a condition 
of positive codimension in the appropriate function space. 
Whole curves of critical points also occur if we wish to specify the 
direction of the flow on a given cycle Ci. Of course, this direction is an 
analytic property of the flow, not a topological one. 
LEMMA 2. If we look along Ci in the direction of the jlow of (4), the 
positive values of F will be on the left side. Thus, the flow is clockwise ifF is 
positive outside Ci and counterclockwise otherwise. (The latter case occurs 
when Ci is even-numbered member of a nested set of limit cycles, counting 
from the outside.) 
Proof. On C,, j; = F, and Jo = -F, since F = 0. Consider the point A on 
the cycle where y has a maximum value as in Fig. 3. There, Jo = F, = 0, while 
j, = F, > 0 if F > 0 outside Ci. This is the clockwise case as shown in Fig. 3. 
If F < 0 outside Ci, the flow goes the opposite way. Q.E.D. 
Thus, in system (4) we have no control over the direction of the flow on 
limit cycles. If we change the signs of P and Q, it will reverse the flow 
everywhere, so we must do this locally to change the direction on a single 
cycle. For this purpose, we recall the arbitrary function A(x, y) which we set 
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A 6 Ci 
FIG. 3. Clockwise flow on a limit cycle. 
equal to 1 in Section 2.1, and consider a system of the form (with A = G*) 
dx/dt = G*FY i- GFF,, dy/dt = -G*F, + GFF,, . (6) 
THEOREM 2. There exists a function G*(x, y) such that the system (6) 
has a prescribed direction of jlow on each limit cycle Ci. 
Proof. Define G*(x, y) = nis, (g,(x, y) hi(x, y)), where I is the set of 
values for which we want to change the direction of the Bow on Ci which 
would be given by (4). Repeating the argument in Lemma 2, we see that this 
G* has the desired effect. Q.E.D. 
It may happen that G already has a factor of the form gihi in which case 
P and Q will have that term as a common factor and the curves D, and Ei 
will become critical-point curves rather than saddle-loops. This occurrence 
can be avoided by taking G* = nis, [ gi(x, y) + E)(hi(x, y) + E)] for some 
sufficiently small number E, thereby shrinking slightly the regions in which 
G* < 0, so that the curves where G* = 0 no longer coincide with any of the 
curves where G = 0. On the former curves, the vector field (P, Q) is propor- 
tional to grad F, so the flow crosses them transversally. 
2.3. Critical Points of the System 
Before we attempt to prescribe critical points for the system under 
consideration, let us investigate the general properties of such points. 
Suppose that (x0, y,) is a critical point of (4). Then P(x,,, y,) = 
Q(x,, y,) = 0 and we obtain the system of homogeneous linear equations in 
F, and F,, : 
F,, + GFFX = 0, -F, + GFF,, = 0. (7) 
The determinant of (7) is 1 + F*G* # 0 so the unique solution is 
FX(xO, y,,) = F,,(xO, F,,) = 0. Conversely, if F, = FY = 0 at a point, then 
certainly P = Q = 0 there, so a point is critical for the flow iff it is critical 
for the function F. 
THEOREM 3. The set of critical points of (4) is the same as the set of 
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critical points of F. In particular, a source or sink of (4) is a maximum or 
minimum of F, a saddle point of (4) is a saddle point of F, and degenerate 
critical points also coincide. 
Proof. The first part has already been proved above. The properties of its 
factors fi insure that F has only non-positive minima and non-negative 
maxima. Using this fact, we can conclude immediately from the expression 
(5) for dF/dt that maxima and minima of F are sources of the flow for G > 0 
and sinks for G < 0. The type of a critical point of the flow can also be 
determined by a direct calculation of the eigenvalues of the linearized system 
there. We suppose first that G = 1 and use the standard notation for partial 
derivatives: F, = p, F,, = q, F,, = r, Fxy = s, Fyy = t: The matrix of the 
linearized system is 
and we want to find its eigenvalues at a critical point of F, i.e., a point where 
p=q=O. Now 
J= 
s+Fr+p2 t+Fs+qp 
I I 
s+Fr t + Fs 
-r+Fs+pq -s+Ft+q’ = -r+Fs -s+Ft 
so its characteristic equation is (A-s-Fr)(A+s-Ft)+(Fs+t) 
(-Fs + r) = 0 or A2 - s2 + F2rt - sF(t - r) - F2sZ + Fs(r - t) + rt - 
AF(t + r) = 0, which simplifies to 
A2 - AF(r + t) + (1 + F’)(rt - s’) = 0. (8) 
If F has a (non-degenerate) maximum or minimum, rt - s2 > 0 and for the 
product of the roots of (8) we have (1 + F2)(rt - s2) > 0. Thus, the eigen- 
values are either real and of the same sign or complex conjugate and the 
point is a node or focus of the flow: a source or a sink. Note that if 
F(r + t) = 0, the eigenvalues are pure imaginary, but since there are no 
closed orbits in a neighborhood of the critical point (because F # 0 there) it 
must still be a focus. If F has a saddle point, rt - s2 < 0 so (1 + F’) 
(rt - s2) < 0 and the eigenvalues are real and of opposite sign so the flow has 
a saddle point. Finally, if F has a degenerate critical point, rt - s2 = 0 so at 
least one of the eigenvalues vanishes and the flow also has a degenerate 
critical point. In the case of an arbitrary function G, we obtain, again using 
the relation p = q = 0, the characteristic equation A2 - AFG(r + t) + 
(1 + FZG2)(rt - s2) = 0 and the relations of the signs of the eigenvalues are 
obviously the same as for G = 1. Q.E.D. 
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We now turn to the question of adding critical points of prescribed type to 
the phase portrait of (4). 
THEOREM 4. The jiinction F can be redefined so that the system (4) will 
have sources and sinks at prescribed points. 
Proof: Sources and sinks can be realized in the analytic form of foci 
(spiral points.) The idea is to consider a focus to be a degenerate case of a 
limit cycle. If (a, b) is to be a focus, we simply include in F a factor 
f,, i(x, y) which is 0 at (a, b) and positive elsewhere. Any number of such 
factors can be put into F. The same consideration of the sign of dF/dt as for 
limit cycles shows that the points in question are foci of the flow. The 
distinction between source and sink is achieved by means of G-factors just as 
for the limit cycles. Q.E.D. 
The foci obtained in this way are not structurally stable. However, if we 
use (x - a)’ + (y - b)* as the F-factor for (a, b), the focus has non-zero pure 
imaginary eigenvalues so it can be made structurally stable by a small 
rotation of the field according to Proposition 3. 
THEOREM (Valeeva [33]). Appropriate F-factors can be defined to 
obtain saddle points (not inside any Ci) centers, and center-foci at specified 
points for the system (4). 
ProoJ For a saddle at (a, b) we use fi = (x - a)’ - (y - b)’ f V(X, y), 
where r contains higher-order terms needed to make the separatrices go off 
to infinity without running into any of the prescribed limit cycles. To get a 
center, we set fj = (X - a)’ + (y - b)’ + e2, where E is small enough so that 
no other critical orbits come within a distance of E of (a, b), and we also 
multiply G by a cutoff function which is zero for (x - a)’ + (y - b)’ < E and 
positive elsewhere. Finally, for a center-focus, f,(a, b) = 0 and for 
(x, Y> z (a, b) .fj(x, Y) = Me/(@ - a)’ + (Y - b12)l. Q.E.D. 
The last function can be made C” by multiplying it by 
exp[-l/((x - a)’ + (y - b)2)]. Valeeva also claims to be able to obtain a 
node but the formula given in [33] does not work. There does not appear to 
be any way to include a node in these flows, but since the distinction 
between node and focus is analytic rather than topological, this is not a 
serious problem. Al’mukhamedov [2] and Valeeva [32] have both given 
methods for constructing systems with only prescribed critical points (no 
limit cycles) with which nodes can be obtained. The problem of controlling 
the positions of the separatrices explains the restriction on the location of 
prescribed saddle points in the above theorem. Indeed, if a saddle were to be 
placed inside some Ci, index arguments would show the existence of 
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additional critical points and the structure of the flow would become quite 
complex. 
Without the inclusion of any centers or center-foci, system (4) is analytic 
whenever the functions fi are. No rotation point (see [ 151) other than a 
center or focus can occur in an analytic system, so while the center-focus 
given above in Valeeva’s theorem can be made smooth, it cannot be made 
analytic. The corresponding construction for a center also uses a cutoff 
function, so can never produce a system which is better than C”. However, 
there are two other approaches which permit the construction of analytic 
systems with centers. Hamiltonian systems for real analytic functions with 
isolated extremal points are analytic and have centers as well as saddle 
points. Complex analytic systems of the form dz/dt =f(z) may have centers 
and also sources and sinks (nodes and foci.) Constructions of these types are 
discussed further in [29] where it is conjectured that a real analytic system 
cannot simultaneously have a source (sink), a center, and a saddle point. We 
will consider questions of analyticity again in Sections 4.1, 2. 
Henceforth, we will restrict our consideration to systems whose critical 
points are of structurally stable type: sources, sinks, and saddles. 
2.4. Consistency of Local Specljkations 
If we allow arbitrary prescriptions of critical orbits, it may be impossible 
to construct the equations without introducing additional undesired critical 
orbits. By placing certain simple restrictions on the specifications, however, 
we can avoid such problems. 
Algebraic dependence between curves may cause the occurrence of extra 
limit cycles. For example, let g(x) be a polynomial of degree 2n with distinct 
real roots and positive leading coefftcient. Then f(x, y) = y* + g(x) is 
irreducible over the reals and the level setf-‘(0) consists of n distinct closed 
curves. Thus any analytic function (in particular any polynomial) which 
vanishes on one of these curves will vanish on all of them, so if we construct 
an analytic system for which one of them is a limit cycle, they will all be 
limit cycles. Of course, if we only want to construct a C” system there is no 
problem. 
Another type of restriction results from the obvious “conservation law” 
which says, for example, that two sources cannot occur “next to” each other. 
This generalizes a theorem of Poincari which says that two consecutive 
closed orbits (i.e., which bound an annulus containing no other closed orbits 
or critical points) cannot have the same stability type on the sides facing 
each other ([ 18, p. 235,]) Formally, we require that any two critical orbits of 
the same stability type be separated from each other by a curve which is a 
union of singular orbits. Other equivalent conditions are: (1) No two critical 
orbits of the same type can occur on the boundary of one cell or canonical 
86 RONALD SVERDLOVE 
region (see Sect. 3.1 for these terms). (2) Any two adjacent stability regions 
(see Sect. 3.2) are of opposite type. If we attempt to realize a set of 
specifications which does not satisfy this criterion, the resulting flow will 
have additional critical orbits which were not specified. For example, if there 
are to be two stable limit cycles, one inside the other, the Poincare-Ben- 
dixson Theorem implies that there must be another critical orbit in the region 
lying between them. 
Finally, the properties of the Poincare index of closed curves and points 
with respect to a vector field (see [ 151) also cause the creation of extra 
critical orbits. Thus, if we want to place a saddle point inside a closed orbit, 
there will have to be at least one other critical point inside it since the sum of 
the indices of the added points must be 0, while the saddle has index -1. On 
a compact manifold, the specifications would have to satisfy the additional 
condition [ 19, Theorem 5.21 that the sum of the indices of all the critical 
points must equal the Euler characteristic of the manifold (see Sect. 4.2.) 
In the next section, we will see that our basic construction (4) already 
includes some extra critical points. 
2.5. Existence of Unprescribed Critical Points 
Two classes of unprescribed critical points occur in (4). The first consists 
of the sources or sinks which must occur inside each closed orbit. Since F is 
0 on closed orbits, it achieves a maximum or minimum value inside each 
one. By Theorem 3, these extremal points are stable or.unstable foci of the 
flow. 
The second class consists of saddle points which, unlike the foci above, 
are not created automatically by the local specifications but only by the 
particular form of equation we are using. 
LEMMA 3. Let F(x, y) = f(x, y) g(x, y), where each of the factors has a 
single family of nested simple closed curves for level curves and C, = f -'(O) 
and C, = g-‘(O) are non-empty and disjoint. (Note that we do not assume 
that the interiors of C, and C, are disjoint). Then F has a saddle point S 
lying between C, and C, in the sense that neither curve separates S from the 
other one. 
ProoJ: Assume first that f, g > 0 outside their respective zero-curves. On 
each level curve off find the point where g takes its minimum value. These 
points form a smooth curve 1 connecting some point A E C, with some point 
B E C, (see Fig. 4.) At each poin of 1, the level curves off and g must be 
tangent and 1 is defined analytically by the condition gradf = h grad g, 
where h is a negative smooth function along 1. If the level curves off and g 
are not convex, 1 may have several branches, but the following argument 
applies to any single branch: each one will contain a saddle point of F. Now 
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FIG. 4. Existence of the saddle point S for the function F =fg. 
F(A) = F(B) = 0 and F > 0 on 1 between A and B, so let S be the point on 1 
where F achieves its maximum value. In the directions tangent to the level 
curves (going into the shaded regions) F increases, while it decreases in both 
directions along 1. Thus S is a critical point of saddle type for F although it 
may be degenerate. If one of the functions f and g is negative outside its 
zero-curve, say, g is replaced by -g, then the directions of increase and 
decrease of F at S are interchanged but the character of S remains the same. 
If bothfand g are negative outside, we simply note that F = (-f)(-g). 
Q.E.D. 
If the level curves off and g have more complicated forms, the same 
argument still works, but as in the nonconvex case, there may be additional 
branches of I and so more saddle points. More saddle points may imply more 
extremal points as well (see the remark below.) This raises another problem 
of algebraic consistency: the function F may have more than m critical 
points of extremal type even though each of its m factors only has one. Thus, 
extra sources and sinks may be created in the corresponding flow through a 
sort of algebraic dependence as well as extra limit cycles. In the general case, 
when F has m factors, we can apply Lemma 3 inductively to n::: fi andf, 
to get the existence of m - 1 points. 
COROLLARY 1. The system (4) has at least m - 1 unprescribed saddle 
points where m is the total number of prescribed critical orbits. 
Remark. If we knew that the critical points of F were all nondegenerate, 
we could prove Corollary 1 directly by representing F as a function on the 2- 
sphere and applying to it the Weak Morse Inequalities ([ 19, Theorem 5.2.1) 
The result would be that F has m - 1 + j saddle points, where j is the 
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FIG. 5. Two types of source-sink flow: (a) with saddle point; (b) without saddle point. 
number of unprescribed extremal points. It would not, however, tell us 
anything about the location of these points. 
Let us now try to modify our equations so as to minimize the occurrence 
of unwanted critical orbits. 
2.6. Elimination of Unprescribed Saddle Points 
What is the effect of the saddle points just shown to exist on the phase 
portrait of the system (4)?. Figure 5a shows the case of one source and one 
sink. For simplicity, in drawing schematic diagrams we will sometimes 
picture a source or a sink as a point even though it could represent a limit 
cycle. Keeping in mind our eventual goal of applying the local construction 
to solving global problems, we would like to be able to achieve a 
configuration like that of Fig. 5b which also has one source and one sink but 
no intervening saddle. Since we have shown that there are always such 
saddle points because of the form of the function F, the only solution is 
somehow to push them off to infinity. We can accomplish this as follows. 
Let CT, i = l,..., m - 1, be a curve which is unbounded, separates Ci from 
ci + 1 v**v C,, and does not intersect any of the C,‘s (see Fig. 6), provided that 
this is possible. If not, i.e., if some of the C,‘s are nested, then we choose the 
corresponding CT’s to be closed curves separating them. Each CT is assumed 
to be defined by an equation wI(x, y) = 0, where the function wi is 
transversal to CT. The positions of the C*‘s relative to the C’s are not 
uniquely determined as is indicated by the broken curve in the diagram 
which represents an alternative choice for CF. The regions bounded by these 
curves are called stability regions for reasons which will soon be made clear. 
Now we define 
m-1 
wx9 Y) = n WC% Y>> F*(x, Y) = F(x, Y)/ W(x, Y)‘. 
i=l 
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FIG. 6. Possible positions for the C* curves. 
For the configuration in Fig. 6, the form of the level curves of the function F 
is shown in Fig. 7a. Figures 7b and c show the level curves of F* with the 
two alternatives for C,*. The modified system is 
dx/dt = P*(x, y) = w(F; t F*F;), 
dy/dt = Q*(x, y) = w’(-F; t F*F,*). 
(9) 
Although F* = co on the C*‘s, the factor v in (9) makes P* and Q* well- 
defined everywhere. The fifth power of W is exactly enough to cancel the 
singularities without causing the field to vanish on the C*‘s. 
LEMMA 4. The vectorfleld (P*, Q*) is transversal to each C*. 
Proof. We will show that the directional derivative of W along (P*, Q*) 
is non-zero whenever W = 0. Since wi is transversal to CT and wj # 0 on CT 
for j # i, W is also transversal to each C*. As was the case for F, 0 is a 
regular value of W. Now 
F,* = (W2FX - 2WW,F)/W4, F; = (W’F, - 2WW,F)/w4, (10) 
P* = W3F, - 2 W2 W,,F + WFF, - 2 WXF2, 
Q*=-W’FX+2W2WXFt WFFY-2W,,F2. 
(11) 
When W = 0, d W/dt = P* W, t Q* W,, = -2F2( W?j t W:) < 0 since F # 0 
on C* and W has no critical points on C*. Q.E.D. 
COROLLARY 2. Every stability region is either unstable or stable: either 
all orbits of (9) going to the boundary leave the region as t increases or they 
all leave as t decreases. 
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FIG. 7. (a) Level curves of F; (b), (c) possible level curves of F*. 
ProoJ Since dW/dt < 0 on C *, the orbits flow from positive W-regions 
to negative ones. Thus, W > 0 in unstable regions, W < 0 in stable ones. 
COROLLARY 3. No orbit of (9) can cross more than one of the C*‘s, nor 
cross a single C* more than once. 
LEMMA 5. W can be chosen so that no critical point of F is also a 
critical point of W. 
Proof. Since both W and F have isolated critical points, a small pertur- 
bation of W by a translation of coordinates, e.g., x +x + E, will insure this. 
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The essential property of W, which is not its representation as a product, but 
the form of its zero-set in relation to the zero-set of F, will be preserved 
under such a perturbation. Q.E.D. 
It is the presence of the infinity-level curves of F* that prevents the 
existence of the saddle points by separating the families of curves 
corrresponding to the level curves of the individual f;s. They play the same 
role as the curves G = 0 for system (4), but since they are not orbits, the 
orbits of (9) can cross them, thus flowing directly from a source to a sink, 
which was impossible in (4). As a result, the function G is no longer needed. 
If the stability specifications are consistent, they will automatically be 
satisfied. Recall that consistency requires the specification of a source or 
sink inside each limit cycle. 
THEOREM 5. System (9) has all the critical points and limit cycles of 
structurally stable type prescribed by the factors of F, no other limit cycles 
and none of the unprescribed critical points of (4). 
Proof: Within each stability region, we have 
dF*/dt = W’F*(F;* + F,**) = (FW3)(F,** + Fz2). 
Since F* always has the same sign as F and their zero-sets coincide, the limit 
cycles are the same for (9) as for (4) with G = 1 except that if W < 0 on a 
cycle, its stability is reversed. At prescribed critical points of (4), F = F, = 
FY = 0, so by (IO), I;* also has a critical point. Repeating the calculation of 
the characteristic equation from Theorem 3, we find that F* =J/w at 
critical points so they have the same type for (9) as for (4). Unprescribed 
critical points of F are characterized by the conditions Fx = F,, = 0, F # 0. 
From (10) we see that such a point is critical for F* iff it is critical for W as 
well. But by Lemma 5, we can assume that there are no such points. It 
remains to consider the complement of the stability regions, the curves C* 
themselves. Lemma 4 shows that no point on C* is critical, while 
Corollary 3 shows that no point on C* lies on a closed orbit. Q.E.D. 
The reason for the disappearance of the saddle points is that the curves 1 
of Lemma 3 each must now cross some C*, where F* = co, so F* no longer 
has a maximum on I as F did. 
In (4), if we tried to prescribe the location of the critical point inside a 
limit cycle, we would end up with several critical points inside. System (9), 
on the other hand, allows us to construct a limit cycle containing inside it a 
unique critical point at a prescribed location, by using a closed curve C* to 
surround it. 
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With Theorem 5, we have completed the solution of the local inverse 
problem: constructing a system of differential equations with prescribed limit 
cycles and prescribed critical points of structurally stable type. 
III. THE GLOBAL INVERSE PROBLEM IN THE PLANE 
3.1. The Nature of Global Specifications 
The global inverse problem is concerned with constructing a specified flow 
up to global topological equivalence. It does not require that critical orbits 
be in particular places (although that can still be done) but rather that they 
be “connected” to each other in prescribed ways. 
How is the topological type of a dynamical system to be specified without 
reference to particular critical orbits? First, we must have a complete set of 
topological invariants for flows and then a classification scheme for them. 
Three different approaches have been made to the question of invariants. 
Markus [20] showed that the “separatrix configuration” of a flow in the 
whole plane is a complete set of invariants. Andronov et al. [5] define the 
“scheme” of a flow on a bounded plane region or on the 2-sphere and prove 
that it determines the topological type. Peixoto [24] associates “distinguished 
graphs” only to those types of flows which can be structurally stable, but his 
construction works on any compact 2-manifold. All three divide the 
complement of the set of singular orbits into regions of “parallel” orbits 
having the same global behavior, which are called, respectively, canonical 
regions, cells, and distinguished sets. While Markus gives a clssitication 
technique only for non-critical types, the other two sets of invariants can be 
completely classified by enumeration processes. What the three have in 
common is that they say that the usual schematic diagrams by which we 
represent plane flows actually determine their topological types. 
Here we will use a combination of the three methods to achieve a simpler 
classification scheme suited to the present problem. Since we are dealing 
only with systems having a finite number of critical orbits, there is no 
essential difference between bounded regions and the entire plane. On the 
other hand, as is pointed out in [5], there is no essential difference between 
the plane and the sphere: for any flow on the plane there is a flow on the 
sphere with a critical point at the north pole whose other orbits map onto 
those of the plane flow under stereographic projection. We will construct a 
graph which is in some sense dual to Peixoto’s, indicating the connections 
between sources and sinks of the flow whereas he indicates the connections 
between sources and saddles or sinks and saddles. We will then add to our 
graph a list of specifications for saddle-point connections (like those in [5]) 
to complete the picture. 
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Two phenomena which do not occur in bounded regions can occur in the 
plane. First, there can be separatrices which are unbounded for both positive 
and negative time. Such an orbit can be treated in the same way as a limit 
cycle, but now the direction of the flow on it can have an effect on the 
topological type so it may be necessary to use a function G* as in 
Theorem 2. It is also possible for a solution to go to infinity in finite time. 
This can be overcome by dividing the vector field by a positive functions 
which grows sufficiently rapidly to slow down the flow and prevent the 
escape. In particular, if X is a vector field, the flow of the field X/( 1 + ]]X]]‘) 
has no finite-escape orbits so it defines a dynamical system with the same 
orbits that X has. 
3.2. The Global Problem with No Saddle Points: Schematic Graphs 
The complete graph of a flow is a finite directed planar graph in which 
there is one vertex corresponding to each critical orbit (including unbounded 
separatrices.) If A and B are two vertices, there is one edge going from A to 
B for each separatrix and each canonical region of which the a-limit set 
contains A and the o-limit set contains B. These edges are placed in the 
same relative positions as the corresponding curves in the phase plane. In the 
structurally stable case, Peixoto’s graph can be obtained from the complete 
graph by deleting all edges from sources to sinks. 
In addition to the graph itself we need some more information. If a vertex 
represents an unbounded separatrix, we must know whether the regions of 
which it forms part of the boundary are of parallel or twist type (see Fig. 8.) 
If a vertex represents a limit cycle, we must know which of the branches of 
the graph incident to it represent he flow inside it. Finally, the position 
relative to the other orbits of any unbounded parabolic sector (see [ 151) of a 
source or sink must be indicated. The significance of this last requirement is 
shown by the difference between the two flows in Fig. 9. 
LEMMA 6. The complete graph of ajlow together with the speciJications 
mentioned in the last paragraph completely determines the topological type of 
the flow. 
FIG. 8. Twisted and untwisted unbounded cells. 
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b 
FIG. 9. (a) Single separatrix; (b) unbounded parabolic sector. 
Proof: This is the essential content of the Equivalence Theorem of 
Markus and the Fundamental Theorem of Andronov et al. Q.E.D. 
A reduced graph is the complete graph of a flow, all of whose critical 
points are sources or sinks. 
LEMMA 7. In a reduced graph, every vertex is either completely stable 
(all incident edges entering), or completely unstable (all incident edges 
leaving), or represents an unbounded separatrix. 
ProoJ This is obvious from the definitions. Q.E.D. 
LEMMA 8. A reduced graph contains no (undirected) circuits. 
ProoJ An unbounded separatrix separates the plane, so even if it is 
stable on one side and unstable on the other, all of a circuit would have to lie 
on one side of it since no orbit can cross it. Therefore, if there is a circuit, we 
may assume that it consists of alternating sources and sinks. Let us look at 
the phase plane in a neighborhood of the circuit (see Fig. 10.) It is clear from 
the picture that the index of a curve such as C is 3 while the sum of the 
indices of the four critical points shown is four. Therefore, inside C there 
must be a critical point negative index which could only be a saddle point in 
the structurally stable case. In general, if the circuit consists of n sources and 
n sinks, where n > 2, the curve C will have index n + 1 while the sum of the 
indices of the given points is 2n, so the sum of the indices of the critical 
points inside the circuit will be 1 - n < 0, which implies the existence of at 
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FIG. 10. Index of curve C implies existence of saddle. 
least one critical point of negative index inside. If n = 1, then our rules for 
forming the graph require that there be at least one critical point inside the 
circuit. Otherwise the two edges connecting the source to the sink would 
represent orbits in the same canonical region and would have to be replaced 
by a single edge. As before, the sum of the indices of all such critical points 
must be 1 - n = 0, so there must be at least one critical point of nonpositive 
index inside. Thus, for any n, we have shown the existence of a critical point 
of nonpositive index which contradicts the assumption that the graph is 
reduced since sources and sinks all have index 1. Q.E.D. 
THEOREM 6. Given any structurally stable topological type of dynamical 
system in the plane with a finite number of critical orbits, none of which are 
saddle points, there is a system of dlgerential equations of the form (9) 
whose solution-flow has the given type. 
Proof. First, we choose arbitrary closed curves and points for the 
required critical orbits (subject to algebraic consistency restrictions), and 
construct the function F using them. The graph of the given type is reduced 
and so has no circuits. Therefore, cutting along any edge will separate it. 
Now we pick curves C*, one for each edge of the graph, which separate the 
phase plane in the same way that the corresponding edges separate the 
graph. If an edge incident to a limit-cycle vertex represents part of the flow 
inside the cycle, the whole branch connected to that edge is surrounded by a 
closed C*. If there are unbounded separatrices on which the direction of the 
flow must be reversed, we construct a function G* as in Section 2.2. Finally, 
for each unbounded parabolic sector, we place an extra C,* inside the 
stability region containing the limiting source or sink. This new C* creates 
an additional stability region in which there are no critical orbits. All orbits 
passing through this region will belong to the parabolic sector (see Fig. 11.) 
From the properties of the stability regions proved in Section 2.6, it is clear 
that if we reverse our procedure and reduce system (9), which we have just 
constructed, back to a graph, the result will be the same graph we started 
with. By Lemma 6, then, system (9) has the prescribed type. Q.E.D. 
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FIG. Il. Constructing an unbounded parabolic sector. 
3.3. The Global Problem in the General Case 
We would like to realize an arbitrary complete graph which may have 
saddle points by a system of the form (9). The technique will be to construct 
locally pieces of the flow containing saddles and then to connect them to 
each other using the method of Theorem 6. 
A generalized sink is any of the following types of invariant sets: (1) a 
point sink; (2) a stable limit cycle; (3) a stable chain consisting of aher- 
nating sinks and saddles together with the separatrices connecting them 
(either or both ends of a chain may be at infinity); (4) a stable cyclic chain 
consisting of a closed stable chain and the region bounded by it. A 
generalized source is defined similarly. 
LEMMA 9. The complete graph of any structurally stable type of 
dynamical system can be decomposed as follows: the set of vertices is a union 
of subsets, each of which, together with any edges connecting members of it 
to each other, represents a generalized source or sink. Each cyclic chain 
(type 4) is of length 2, consisting of one source or sink and one saddle. 
Proof Noting that every vertex which is not completely stable or 
unstable has at most four edges incident to it, we tirst make a rough decom- 
position of the graph and then refine it. Starting at any saddle point, we 
construct a stable or unstable chain by adding one point at a time until we 
can go no further. If there are any saddle points left, we pick another one 
and repeat the process until every saddle point is included in some chain. 
This decomposition will fail to satisfy the conditions of the lemma only if 
some of the chains are closed and have length greater than 2. But such a 
cycle which surrounds another cycle of the opposite stability type 
decomposes further into several chains and the same is true of one which 
surrounds a (non-cyclic) chain of the opposite type. Simple cases of these 
two decompositions are illustrated in Fig. 12, where +, 0, and - represent 
source, saddle, and sink, respectively. By repeatedly applying this refinement 
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FIG. 12. Decomposition of compound cyclic chains. 
procedure, we eventually eliminate all compound cyclic chains and obtain 
the desired decomposition. Q.E.D. 
The decomposition given by Lemma 9 is not unique in general, but any of 
the possibilities will serve our purposes. A reduced graph of a system is 
obtained by decomposing the complete graph, collapsing each component o 
a single vertex, and retaining those edges which originally connected vertices 
in different components. If we had F-factors for the generalized sources and 
sinks, we could use them to construct a system of the form (9) just as in 
Theorem 6, thereby realizing the type of the complete graph. Of course we 
already know what to do for points and limit cycles. 
LEMMA 10. Chains and cyclic chains of length 2 can be realized locally. 
ProoJ: To construct a chain, we only have to recall that in our original 
construction for system (4) with G - 1 we automatically got saddle points 
between the critical orbits of positive index which were all of the same 
stability type. To create a chain of two elements, we use two appropriate F- 
factors and put no C* between them. Longer chains are created simply by 
adding more factors. 2-cycles are more difficult to construct since they 
involve some more global considerations. We begin by forming whatever 
structure is contained in the interior of the chain. Next, we add a factor for 
the source or sink on the cycle. Finally, we add two closed C* curves to 
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FIG. 13. Constructing a cyclic generalized sink of length 2. 
complete the picture, one surrounding the interior structure, the other, the 
whole cycle. The entire configurations is illustrated in Fig. 13. Q.E.D. 
THEOREM 7. Given any structurally stable topological type of dynamical 
system in the plane with a j?nite number of critical orbits, there is a system of 
differential equations of the form (9) whose solution-flow has the given type. 
Proof. Combining the last two lemmas with Theorem 6, we almost have 
a complete proof. There is only one remaining problem. A generalized source 
or sink, unlike a simple one, has certain distinguished orbits attached to it. 
These are the saddle-point separatrices which are not part of the chain or 
cycle. To insure that the complete graph of the system constructed will be 
the same as the original graph, we must make sure that each of these 
separatrices goes to the right place. The difficulty involved here is best 
illustrated by the simplest case of an unstable chain with two sources and 
one saddle. The local configuration is shown in Fig. 14. It behaves like a 
single source with respect o the rest of the flow, but because of the nature of 
our basic construction, all the orbits tend to have a spiral form. In particular, 
both of the separatrices St and SC spiral around the whole generalized 
source which makes it difficult to control their behavior. To get them to go 
where we want them, independently of each other, we have to trap each one 
before it has a chance to spiral around at all and get near the other one. This 
can be done by moving the C*‘s for the w-limit sets of St and S$ very close 
to the saddle point P. (If one of the w-limit sets is empty, i.e., the orbit goes 
@D 0 P C; 0 cj s,c + 
FIG. 14. A generalized source with distinguished orbits. 
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to infinity, we can create an extra C* just as for the case of an unbounded 
parabolic sector.) Outside the level curve of F going through P, we can set 
up a local coordinate system as in Fig. 15, where u is measured in the 
direction of grad F and v is measured along the level curves of F. Each St 
must enter one such sector. Now along any orbit, including S+, 
Thus, du/dv = F along orbits. This means that by making F large enough to 
begin with, we can make F+ co (where it crosses C*) before u increases 
enough to spiral around P by pushing C* close enough to the saddle point P. 
And once it has crossed C*, the separatrix is trapped in the new stability 
region and must go to the correct limit set. 
The construction has now been accomplished so that the complete graph 
of system (9) together with its associated specifications is the same as the 
prescribed one. Again applying Lemma 6, we conclude that we have 
constructed a flow of given topological type. Q.E.D. 
Note that in trapping the saddle separatrix, we are actually trapping a 
whole family of orbits which all go to the same limit set. It would not be 
possible to guarantee which of these orbits would be the separatrix if there 
were to be another saddle point in the trapping region. Thus, we cannot 
achieve a saddle-saddle connection by this process, but since such 
connections are structurally unstable, the generality of the result is not 
affected. 
As was pointed out in Section 2.3, the foci of (9) are not structurally 
stable, but can be stabilized by a small rotation of the field. Because all foci 
of one stability type have the same local sense of rotation and the opposite 
type have the opposite sense, rotation of the field in the proper direction with 
simultaneously stabilize all of them without any bifurcations occurring. This 
process will also move the other critical orbits a small distance from their 
original locations, but since they are all structurally stable, no change in the 
global type of the flow will occur. 
FIG. 15. Trapping a separatrix. 
100 RONALD SVERDLOVE 
Theorem 7 completes our solution to the global inverse problem for struc- 
turally stable dynamical systems in the plane; it provides the final steps in 
the construction of a system of differential equations whose solutions have 
prescribed global topological type. 
3.4. An Example 
To illustrate some of the points arising in the preceding discussion, we will 
compute the (algebraically) simplest nontrivial example. The flow, which has 
no critical points, no limit cycles, and just two unbounded separatrices, is 
shown in Fig. 16a. We will take the two separatrices C, and C, to be vertical 
lines x = f 1, so fi = x + 1, f2 = x - 1, and F = f, fi = x2 - 1. Using this F 
in (4), with G E 1, we get the system 
1 = -2x(x2 - l), 4’ = -2x, 
which has the phase portrait shown in Fig. 16b. Here, we have a whole line 
of degenerate “saddle points” as in Section 2.5. The “stable” direction is 
along the line x = 0 itself. The degeneracy occurs because the level curves for 
the two factors of F coincide. 
To remove these extra critical points, we let CT be the line x = 0, so 
W= w1 =x. Then F* = F/W* = (x2 - 1)/x* = 1 - l/x*. Now, system (9) 
becomes 
i = -2(x2 - l), 4; = -2x2, 
FIG. 16. A simple example. (a) The desired picture; (b) before elimination of saddle 
points; (c) before introduction of G*. 
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which looks like Fig. 16~. We have eliminated the critical points but we still 
do not have the right picture because the flow is going the wrong way on C, . 
Thus, we need to use a function G* as in (6), which is negative on C, and 
positive on C,. Letting G* = x, we finally get the system 
1 = -2(x2 - l), 4’ = -2x3, 
which is of the correct topological type. Note that our algorithm has not 
constructed the simplest such system, since we could replace i = -2x3 by 
jl= -2x and get an equivalent flow. The question of simplicity of the 
solution is taken up in the next section. 
IV. GENERALIZATIONS AND RELATED PROBLEMS 
4.1. Polynomial Systems and the Problem of Degree 
The operations we have used in constructing solutions to inverse problems 
from functions whose zero-sets are prescribed curves are just the arithmetic 
operations and differentiation. Thus, if we start out with analytic curves, and 
whenever we have a choice to make (as for the C*‘s) we choose analytic 
curves, the resulting vector field will be analytic. For the global problem, all 
the curves can be chosen arbitrarily. In particular, if we start with curves 
defined by polynomials, we will be able to construct a polynomial system. 
THEOREM 8. Given any structurally stable type of dynamical system in 
the plane with a Jinite number of critical orbits, there are exists a polynomial 
system of differential equations which can be constructed by the method of 
Chapters II and III, whose solution-flow has the given type. 
A natural question which always arises in connection with polynomial 
systems is the relation between the degree of the polynomials and the 
structure of the flow. Hilbert’s sixteenth problem asks for a bound on the 
number of limit cycles in terms of the degree of the system. Here, we may 
pose a converse type of question: For a given (local or global) topological 
structure, what is the minimum degree of polynomial system which realizes 
it? The systems given by Corollary 4 are certainly not of minimum degree as 
was seen in Section 3.4. For another example, consider a source-sink flow 
such as the one shown in Fig. 5b. The source and sink may be either a point 
or a limit cycle. The corresponding functions fi must be at least quadratic in 
either case so the function F is of degree at least 4. In this situation, we need 
only one C* which can be taken to be a straight line, but in general the 
curves C* will have to be at least quadratic so that they do not intersect 
each other. Formula (11) then tells us that P* and Q* are of degree 8. On 
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the other hand, the given configuration can easily be realized by a quadratic 
system ([5, Sect. 30, Example 16.1) 
For an arbitrary structure, let m be the number of prescribed critical orbits 
and m* the number of C*‘s necessary for its realization. Again by (1 I), the 
degree of the constructed system will be at least 2(m + m*) - I + 
2 max(m, 2m*). Here we have assumed that each wi is quadratic, but in 
general, the “bumps” needed in the C*‘s to trap separatrices make the 
degrees higher. Note that it may happen that m* > m because of the 
possibility of unbounded parabolic sectors. 
The techniques used here to construct polynomial equations do not seem 
to be subject to any modifications which would significantly reduce the 
degree attainable. So the question of minimal degree remains open and seems 
to be as difficult as the Hilbert problem. So little is known about the possible 
structures even of systems of low degree, that it is hard to make a reasonable 
conjecture. 
4.2. Other Types of Plane Systems 
There are two ways in which we might generalize our results for the plane: 
we can relax the assumption of structural stability or that of finiteness of the 
set of critical orbits. 
The system 
dx/dt = sin(rrx), dy/dt = sin(rry) 
has each point (m, n) of the integer lattice critical. If m and n are both even, 
both odd, or of opposite parity, the point (m, n) is a source, sink, or saddle, 
respectively. Each segment of the integer grid is a separatrix connecting a 
saddle with a node. There are no closed orbits. It is easy to show, using 
Peixoto’s theorem, that this system is structurally stable in every compact 
subset of the plane, and therefore in the whole plane. Clearly, such a phase 
portrait cannot occur for a polynomial system, which can only have a finite 
number of isolated critical points. The inverse problem here would be to 
construct an analytic system with the given type. Even to get a C” system 
might be difftcult: Ganiev’s method [ 111 only works in the finite case. 
Extending either our method or Ganiev’s to the infinite case would seem to 
require some consideration of infinite products, with associated questions 
about convergence and smoothness. 
As was pointed out in Section 3.3, global constructions for structurally 
unstable types are made difficult by the necessity of arranging saddle 
connections. However, there are local questions which may be solvable. For 
a flow with an arbitrary single nonrotation point at the origin, Gil’derman 
[ 121 constructs a continuous, piecewise-linear realization, while in the case 
where the phase portrait consists of a sequence of sectors symmetric with 
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respect to the origin, Forster [9] constructs a homogeneous polynomial 
realization. In [3 l] we have extended Forster’s construction to non- 
symmetric pictures in which case the vector fields are no longer 
homogeneous, but still polynomial. A set of such points might then be 
combined to give a C” field realizing a global picture. One might also try to 
prove, perhaps by a non-constructive method, that certain types of phase 
portraits with infinite sets of critical orbits can be realized by analytic vector 
fields. A possible conjecture is that every picture with all critical orbits 
isolated has an analytic realization. This has been established by Kaplan 
[ 161 for flows with no critical points, and extended by Boothby [7] to the 
case in which all critical points are of purely hyperbolic type. We are 
concerned here with C’ flows, since we want them to satisfy differential 
equations. However, Neumann and O’Brien have shown [21] that a 
continuous flow on a (not necessarily compact) 2-manifold is equivalent o a 
C”O flow if it has isolated critical points and no limit separatrices. Perhaps 
all that is needed to get analyticity here is to restrict the critical points to 
those types which can occur for an analytic system. 
4.3. Inverse Problems on N-Dimensional Manifolds 
The local problem in IR” corresponding to Al’mukhamedov’s original 
problem of limit cycles is that of constructing a flow with given 
codimension-one submanifolds as attractors or repellors. He has considered 
the special case when n = 3 and the submanifold is a 2-sphere [4]. 
In order to find the correct generalization of our construction to higher 
dimensions, let us analyze why it works in the two-dimensional case. We can 
consider the vector field given by (4), with G = 1, as a sum of two terms: 
(Fy + FE;,, -F, + FF,) = (F,,, -F,.) + F(Fx, F,,). 
The second term is just F times the gradient of F which has a flow moving 
away from F-‘(O). The first term is a Hamiltonian field [l] for the function 
F, so the motion occurs on the level curves of F. Since we can construct 
gradients and “Hamiltonian” fields (using a possibly degenerate skew- 
symmetric form) from functions on any manifold, our methods can be 
carried over to the general case. Except in R”, the specifications will have to 
satisfy additional topological consistency conditions, determined by the 
manifold itself, in addition to the algebraic ones. 
If we attempt o specify an invariant submanifold of higher codimension, 
this construction will cause it to be all critical points. Thus, 
Al’mukhamedov’s claim (41 to be able to realize prescribed limit cycles in 
R3 is not correct. However, there are other approaches to the question of 
prescribing periodic orbits in R3. Ganiev [lo] has shown how to construct a 
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cubic system with an orbit in the form of a trefoil knot. It would be 
interesting to know what other knot types can occur in polynomial systems. 
It is not clear from the construction, however, whether this knot is a limit 
cycle or part of a parallel family. 
Since Gil’derman’s two-dimensional result, mentioned in the last section, 
carries over to n dimensions [ 131, we might also try to extend Forster’s 
results for homogeneous ystems (as well as the suggested generalization of 
it to the non-homogeneous case) to higher dimensions. This would require 
first a classification of the local structures near critical points which is not 
known for higher dimensions except for the hyperbolic (i.e., structurally 
stable) case. It is not clear whether every symmetric local structure can be 
realized by a homogeneous ystem in more than two dimensions. 
Since no classification schemes are known for global topological types in 
more than two dimensions (even for the structurally stable systems, which no 
longer form a dense set, see [22]) and very little is known about which n- 
manifolds can be minimal sets of flows, it is not possible to give a general 
solution to the global problem in n dimensions. However, it should not be 
difficult to extend our two-dimensional techniques to the construction of 
many simple types of global flows in n dimensions. These n-dimensional 
problems will be the subject of another paper [30]. 
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