Abstract: The object of the present study is the integrated density of states of a quantum particle in multi-dimensional Euclidean space which is characterized by a Schrödinger operator with magnetic field and unbounded random potential. In case of a constant magnetic field and an ergodic random potential, we prove the existence of the integrated density of states as the infinite-volume limit of suitable spatial eigenvalue concentrations of finite-volume operators as well as its independence of the chosen boundary conditions and its almost-sure nonrandomness. Moreover, the integrated density of states is expressed in terms of the spatially localized spectral family of the infinite-volume Schrödinger operator. Finally, a Wegner estimate is derived for rather general magnetic fields and certain random potentials admitting a so-called one-parameter decomposition. The estimate implies the absolute continuity of the integrated density of states and provides explicit upper bounds on its derivative, the density of states. Besides we show a diamagnetic inequality for Schrödinger operators with Neumann boundary conditions.
Introduction
The integrated density of states is a quantity of primary interest in the theory [39, 13, 54] and application [59, 9, 45, 2, 42] of Schrödinger operators for a particle in ddimensional Euclidean space Ê d (d = 1, 2, 3, . . . ) subject to a random potential. Its knowledge allows one to compute the free energy and hence all basic thermostatic quantities of the corresponding non-interacting many-particle system. It also enters formulae for transport coefficients. In accordance with statistical mechanics for macroscopic systems, to define the integrated density of states one usually considers first the system confined to a bounded box. The corresponding finite-volume random Schrödinger operator requires to impose boundary conditions on the (wave) functions in its domain. The infinite-volume limit of the number of eigenvalues per volume of this finite-volume operator below a given energy then defines the integrated density of states N . Basic questions are whether this limit exists and whether it is independent of the chosen boundary conditions. The integrated density of states should also be self-averaging in that almost all realizations of the random potential yield the same infinite-volume limit. In other words, N should be non-random almost surely.
For vanishing magnetic field these properties are well established [52, 51, 41, 39, 13, 54] . For non-zero magnetic fields the existence and non-randomness of N are known since [48, 66, 10] . However, a proof of its independence of the boundary conditions is lacking for unbounded random potentials. For bounded ones this property follows from a recent result of Nakamura [50] .
The purpose of this paper is twofold. One goal is to prove the independence of the boundary conditions of the above infinite-volume limit for the case of a constant magnetic field and a wide class of unbounded ergodic random potentials. This is done by showing that the infinite-volume limits for both Dirichletand Neumann boundary conditions exist, are non-random and, in fact, coincide. Our proof of the existence and non-randomness of N differs from those outlined in [48, 66, 10] and is patterned on the one of analogous statements for vanishing magnetic fields in [54] . It has the advantage that it directly relates N to the spectral family of the infinite-volume random Schrödinger operator. As a consequence, the set of growth points of N is immediately identified with the almost-sure spectrum of the infinite-volume operator. Since magnetic fields in one space dimension may be "gauged away", they are of no physical relevance so that we will mainly consider two or more space dimensions, d ≥ 2. Furthermore, for d = 1 far more is known [13, 54] thanks to methods which only work for one dimension.
The second goal of this paper is to prove the absolute continuity of the integrated density of states for certain unbounded random potentials, thereby generalizing a result in [26] for zero magnetic field to the case of a constant magnetic field. Examples of random potentials to which our result applies are certain alloy-type and Gaussian random potentials. We also consider the situation of two space dimensions and a perpendicular constant magnetic field where the integrated density of states without random potential is not absolutely continuous.
For the proof of absolute continuity of N , we use the one-parameter spectralaveraging estimate of [14, 16] to derive what is called a Wegner estimate [69] . This part of the paper was originally planned as an Addendum to [26] . Wegner estimates provide upper bounds on the averaged number of eigenvalues of finite-volume random Schrödinger operators in a given energy regime. They also play a major rôle in proofs of Anderson localization for multi-dimensional random Schrödinger operators [13, 54, 27] . In contrast to the Wegner estimates with magnetic fields which are available so far, we are neither restricted to the case of a constant magnetic field [15, 6, 68] nor to the existence of gaps in the spectrum of the magnetic Schrödinger operator without random potential [5] . In fact, the Wegner estimate in this paper applies to magnetic vector potentials whose components are locally square integrable. Its proof involves techniques for (non-random) magnetic Neumann Schrödinger operators among them DirichletNeumann bracketing and a diamagnetic inequality. Appendix A provides the definition of these operators and proofs of the latter techniques in greater generality than actually needed for the main body of the present paper. We recall that L 2 (Λ) is a separable Hilbert space with scalar product ·, · given by
Random Schrödinger Operators with Magnetic Fields
Here the overbar denotes complex conjugation. We write f ∈ L for the (von Neumann-) Schatten norm of an operator F on L 2 (Λ) in the Banach space J p L 2 (Λ) . For these J p -spaces of compact operators, see [62, 8] .
Basic Assumptions and Definition of the Operators. Let (Ω,
, È) be a complete probability space. By a random potential we mean a random field
(ω) (x) which is assumed to be jointly measurable with respect to the product of the sigma-algebra A of event sets in Ω and the sigma-algebra B(Ê d ) of Borel sets in the d-dimensional Euclidean space Ê d . We recall from the introduction that we will always assume d ≥ 2. We list four properties which V may have or not: (I) The finiteness condition
holds, where ϑ ∈ AE is the smallest integer with ϑ > d/4.
, of probability-preserving and ergodic transformations on Ω such that V is
(ii) Since property (S) assures that the realisation
for È-almost all ω ∈ Ω, property (S) implies property (F).
(iii) Property (I) also implies property (F). In general, property (I) does not imply property (S) even if property (E) is supposed. Given (E), a sufficient criterion for both (S) and (I) is the finiteness condition
for some real p > d+1. To prove this claim for property (S) we choose p 1 = p 2 = p in (2.5). For (I) the claim follows from the fact that 2ϑ ≤ d.
(iv) In case the random potential is Ê d -homogeneous, Fubini's theorem gives |V (0)| p for the l.h.s. of (2.7).
We proceed by listing two properties either of which a random potential may additionally have or not and which characterize two examples of random potentials, which we will consider in this paper.
(A) V is an alloy-type random field, that is, a random field of the form
The coupling constants {λ (ω) j } are random variables which are È-independent and identically distributed according to a common probability measure B(Ê) ∋ I → È{λ 0 ∈ I}. Moreover, we sup-
(G) V is a Gaussian random field [1, 46] which is Ê d -homogeneous. It has zero mean, [ V (0)] = 0, and its covariance function x → C(x) := [ V (x)V (0)] is continuous at the origin where it obeys 0 < C(0) < ∞.
Remark 2.2.
(i) Applying Minkowski's inequality twice and using property (E), which is inherent in property (A), one gets
Therefore any alloy-type random potential, that is, a random potential with property (A), satisfies (2.7) and hence properties (I), (S) and (F).
(ii) Consider a random potential V with the Gaussian property (G). Then by the Bochner-Khintchine theorem its covariance function C is bounded and uniformly continuous on Ê d . Consequently, [25, Thm. 3.2.2] implies the existence of a separable version of V which is jointly measurable. Speaking about a Gaussian random potential, that is, a random potential with property (G), we tacitly assume that only this version will be dealt with. By an explicit calculation one checks that a Gaussian random potential enjoys the properties (I), (S) and (F). A simple sufficient criterion for the ergodicity property (E) is the mixing condition lim |x|→∞ C(x) = 0.
The vector potential is a (non-random) Borel-measurable vector field A :
which we assume to possess either the property
or the property (C) A has continuous partial derivatives which give rise to a magnetic field (tensor) with constant components given by B jk := ∂ j A k − ∂ k A j , where j, k ∈ {1, . . . , d}.
Remark 2.3. (i) Property (C) implies property (B).
(ii) Given property (C), we may exploit the gauge freedom to choose the vector potential in the symmetric gauge in which the components of A are given by A k (x) = d j=1 x j B jk /2, where k ∈ {1, . . . , d}.
We are now prepared to precisely define magnetic Schrödinger operators with random potentials on the Hilbert spaces L 2 (Λ) and L 2 (Ê d ). The finite-volume case is treated in (i∇ + A) j ϕ , (i∇ + A) j ψ , (2.10) (ii) the two operators
are self-adjoint and bounded below on L 2 (Λ) as form sums for all ω in some subset Ω F ∈ A of Ω with full probability, in symbols, P(Ω F ) = 1.
) is measurable. We call it the finite-volume magnetic Schrödinger operator with random potential V and Dirichlet or Neumann boundary condition if X = D or X = N, respectively.
(v) the (random) finite-volume density-of-states measure, defined by
on the Borel sets B(Ê) in the real line Ê, is a positive Borel measure for all Proof. The proofs of assertions (i), (ii) and (iv) are contained in Appendix A. Assertion (iii) is a consequence of considerations in [40] , see also Sec. V.1 in [13] , and of a straightforward generalization to non-zero vector potentials. Assertion (v) follows from (ii) and (iv). ⊓ ⊔ Remark 2.4. Counting multiplicity, ν
with the energy regime I ∈ B(Ê). Moreover, the (unbounded left-continuous) distribution function
Λ,X (I) is just the number of eigenvalues of the operator H Λ,X (A, V (ω) ) in the Borel set I ⊂ Ê.
Later on, we will need the following averaged Golden-Thompson inequality. , (2.14)
provided 
) for all ω ∈ Ω F , confer (A.13), and the explicitly known [58, p. 266 ] spectrum of H Λ,N (0, 0).
Proof (of Lemma 2.1).
We proceed as in the proof of Thm. 3.4(ii) in [41] and define V (ω) n (x) := max{−n, V (ω) (x)} for n ∈ AE and ω ∈ Ω F . The GoldenThompson inequality [58] yields
We then evaluate the trace on the r.h.s. in an orthonormal eigenbasis of H Λ,X (A, 0). Using Fubini's theorem, the probabilistic expectation of the quantum-mechanical expectation of exp(−βV n ) with respect to a normalized eigenfunction of H Λ,X (A, 0) is estimated by ess sup x∈Λ { [exp(−β V n (x))]}, which is smaller than the second term on the r.h.s. of (2.14) since V ≤ V n . The proof is completed by noting that the l.h.s. of (2.16) converges for n → ∞ to the trace on the l.h. 
ψ is essentially self-adjoint for all ω in some subset Ω I ∈ A of Ω with full probability, P(Ω I ) = 1.
(ii) the mapping H(A, V ) :
We call it the infinite-volume magnetic Schrödinger operator with random potential V . Remark 2.6. For alternative criteria instead of (S) guaranteeing the almost-sure self-adjointness of H(0, V ), see Thm. 5.8 in [54] .
Proof (of Proposition 2.2).
(i) See Prop. 2.3 in [27] , which generalises Prop. V.3.2 in [13] to the case of continuously differentiable vector potentials A = 0. Note that the assumption of a vanishing divergence,
is not needed in the argument.
(ii) Straightforward generalization of Prop. V.3.1 in [13] to continuously differentiable A = 0, see also Prop. 2, Chap. 4.2, in [39] . ⊓ ⊔ If A has the property (C), the infinite-volume magnetic Schrödinger operator without scalar potential, H(A, 0), is unitarily invariant under so-called magnetic translations [71] . The latter form a family of unitary operators
where Φ x (y) := K(x,y) dr · (A(r) − A(r − x)) is an integral over some smooth curve K starting in x ∈ Ê d and ending in y ∈ Ê d . Since A and its translate A( · − x) give rise to the same magnetic field and Ê d is simply connected, the integral Φ x (y) is actually independent of K.
Remark 2.7.
(i) For the vector potential in the symmetric gauge (confer Remark 2.3(ii)) one has
(ii) For a discussion in case of more general configuration spaces and magnetic fields, see for example [49] .
(iii) In the situation of Proposition 2.2 and if the random potential V has the property (E), we have 
The latter is true by definition since the subset
Existence of the Integrated Density of States
The quantity of main interest in this paper is the integrated density of states and its corresponding measure, called the density-of-states measure. The next theorem deals with its definition and its representation as an infinite-volume limit of suitable finite-volume counterparts. 
holds for both X = D and X = N, all ω ∈ Ω 0 and all energies E ∈ Ê except for the (at most countably many) discontinuity points of N .
Proof. See Appendix B. ⊓ ⊔ Remark 3.1.
(i) As to the limit Λ ↑ R d , we here and in the following think of a sequence of cubes centered at the origin whose edge lengths tend to infinity.
But there exist more general sequences of expanding regions in Ê d for which the theorem remains true, see, for example, Rem. 1 on p. 105 in [54] .
(ii) Translation invariance of the random potential and the magnetic field with respect to d renders the r.h.s. of (3.1) independent of Γ . In case V is even (iii) A proof of the existence of the integrated density of states N under slightly different hypotheses was outlined in [48] . It uses functional-analytic arguments first presented in [41] for the case A = 0. A different approach to the existence of the density-of-states measure for A = 0, using Feynman-Kac(-Itô) functional-integral representations of Schrödinger semigroups [61, 12] , can be found in [66, 10] . This approach dates back to [52, 51] for the case A = 0. To our knowledge, it works in the case A = 0 for X = D only. For A = 0 the independence of the infinite-volume limit in (3.2) of the boundary conditions (previously claimed without proof in [48] ) follows from a recent result of Nakamura [50] under the restriction that the random potential V is bounded. Thm. 3.1 is partially new even for A = 0 in that the corresponding result, Thm. 5.20 in [54] , only shows vague convergence of the underlying measures, confer Lemma 3.1 and Remark 3.2(i) below.
(iv) Property (S) is only assumed to guarantee the almost-sure essential selfadjointness of the infinite-volume operator on
. Property (I) ensures the existence of a sufficiently high integer moment of V needed for the applicability of resolvent techniques. In particular, (I) does not distinguish between the positive part V + and the negative part V − of V . This stands in contrast to proofs relying on functional integrals, which require much stronger assumptions on V − but much weaker assumptions on V + , see [66, Thm. 3.1] . Instead of constant magnetic fields as demanded by property (C) one may equally well consider (bounded) Ê dergodic random magnetic fields as in [48, 66] .
(v) For any other boundary condition X which leads to a self-adjoint operator 
for every bounded open cube Λ ⊂ Ê d and all E ∈ Ê. This implies that (3.2) holds for any such boundary condition X.
(vi) Under the assumptions of Theorem 3.1 there is some Ω 1 ∈ A with È(Ω 1 ) = 1 such that
for all ω ∈ Ω 1 and all E ∈ Ê except for the (at most countably many) discontinuity points of N . This follows from the fact that Tr (3.4) seem to date back to [4] , see also [19, 39, 13, 67] .
(vii) As a by-product, our proof of Theorem 3.1 yields (see (B.31) in Appendix B) the following crude upper bound on the low-energy fall-off of N ,
for some constant C > 0 and all E ∈] − ∞, −1], confer [54, Thm. 5.29] for the case A = 0. For the true leading low-energy behaviour of N in the presence of a magnetic field and specific random potentials see [48, 10, 66, 11, 23, 32, 33, 24] .
In anlogy to [54, 
is to be understood as a multiplication operator inside the trace.
Proof. We may assume
More precisely, these functions are assumed to be of the form f n (x) = n k=1 f n,k χ Γ n,k (x) with some constants f n,k ≥ 0 and bounded Borel sets Γ n,k ∈ B Ê d which are pairwise disjoint for each fixed n. Using (3.1) and Ê d -homogeneity of the random potential (confer Remark 3.1(ii)) one checks that (3.6) is valid for all simple functions. Thanks to the convergence
where we introduced the abbreviation
) . Hence there exists some sequence (n j ) j∈AE of natural numbers such that the subsequence [7, Satz 15.7] . Since the latter space is complete, this sequence converges with respect to the Hilbert-Schmidt norm · 2 to some
denote the multiplication operator associated with f . The above convergence and lim
for È-almost all ω ∈ Ω. We therefore get
To obtain the second equality we used the monotone-convergence theorem. Note that (
The proof of Theorem 3.1 will be based on the vague convergence [7, Def. 30 .1] of the spatial eigenvalue concentrations
Λ,X to a non-random measure ν in the infinite-volume limit Λ ↑ Ê d . This measure is called the density-of-states measure and uniquely corresponds to the integrated density of states (3.1) in 
for both X = D and X = N and È-almost all ω ∈ Ω.
Proof. See Appendix B. ⊓ ⊔
Remark 3.2.
(i) Lemma 3.1 generalizes Thm. 5.20 in [54] which deals with the case A = 0. In fact, our proof in Appendix B closely follows the arguments given there. Concerning the independence of X of the infinite-volume limit in (3.11), we build on a result in [50] for bounded V .
(ii) Lemma 3.1 alone does not imply the existence of the integrated density of states N . Moreover, even if the finiteness of ν(] − ∞, E[) for all E ∈ Ê were known, confer (3.5), the vague convergence (3.11) alone would not imply the pointwise convergence (3.2) of the distribution functions. On the other hand, (3.2) implies (3.11), confer Proposition B.2.
Using (3.10) one may relate properties of the density-of-states measure ν to simple spectral properties of the (infinite-volume) magnetic Schrödinger operator. Examples are the support of ν and the location of the almost-sure spectrum of H(A, V (ω) ) or the absence of a point component in the Lebesgue decomposition of ν and the absence of "immobile eigenvalues" of H(A, V (ω) ). This is the content of (ω) ) = 0 for P-almost all ω ∈ Ω. This immediately implies:
Taking the probabilistic expectation on both sides and using (3.10) we arrive at
are total, we may apply Lemma V.2.1 in [13] to conclude that
Part (ii) of the above corollary is a continuum analogue of Prop. 1.1 in [18] , see also Thm. 3.3 in [54] . In the one-dimensional case [53] and the multi-dimensional discrete case [21] , the above link has been exploited to show the (global) continuity of the integrated density of states N under practically no further assumptions beyond those ensuring its existence. The proof of such a statement in the multidimensional continuum case is considered an important open problem [65] , even in the absence of a (constant) magnetic field. In fact, under the additional assumptions of Corollary 4.1 below, the integrated density of states is not only continuous, but even absolutely continuous.
Existence of the Density of States for Certain Random Potentials
In this section we provide conditions under which the integrated density of states N (or, equivalently, its measure ν) is absolutely continuous with respect to the Lebesgue measure. As a by-product, we get rather explicit upper bounds on the resulting Lebesgue density dN (E)/dE = ν(dE)/dE, called the density of states.
Results of this genre date back to [69] and go nowadays under the name Wegner estimates.
A Wegner Estimate.
The main aim of this subsection is to extend the Wegner estimate in [26] to the case with magnetic fields. For this purpose we recall from there
(ii) the conditional probability measure of λ relative to the sub-sigma-algebra generated by {U (x)} x∈Ê d has a jointly measurable density ̺ :
with respect to the Lebesgue measure on Ê .
We then state the following generalization of Thm. 2 in [26] which in its turn relies on a result in [14] . 
Then the averaged number of eigenvalues of H Λ,X (A, V ) in the energy regime I ∈ B(Ê) of finite Lebesgue measure |I| obeys
for both boundary conditions X. Here sup I denotes the supremum of the Borel set I.
Remark 4.1.
(i) Assumption (iii) may be checked in various ways. For example, by the diamagnetic inequality (A.24) for Neumann partition functions one sees that a possible choice of Z in (4.1) is
This yields an upper bound on [ ν Λ,X (I)] which is independent of the magnetic field and, in particular, coincides with the one in Thm. 2 of [26] . Another choice of Z results from applying the averaged Golden-Thomson inequality (2.14). It reads
One may further apply (2.15) to (4.3) thereby weakening Z 2 to a rather explicit choice of Z given by
Therefore the Wegner estimate (4.1) in particular bounds the probability of finding at least one eigenvalue of H Λ,X (A, V ) in a given energy regime I ∈ B(Ê). Such bounds play a major rôle in proofs of Anderson localization for multidimensional random Schrödinger operators, see [13, 54, 27] and references therein.
Proof (of Theorem 4.1).
Since we follow exactly the strategy of the proof of Thm. 2 in [26] , we only remark that the two main steps in this proof remain valid in the presence of a vector potential A. The first step, used in inequality (27) of [26] , concerns the lowering of the eigenvalues of the operator H Λ,X (A, V (ω) ) by so-called Dirichlet-Neumann bracketing in case X = D and the (subsequent) insertion of interfaces in Λ with the requirement of Neumann boundary conditions. For A = 0, supplied with the property (B), the validity of these two techniques is established in Appendix A. The second step is an application of a spectral-averaging estimate of [14] , which is re-phrased as Lemma 4.1 below. Since there the operator L is only assumed to be self-adjoint and does not enter the r.h.s. of (4.6), it makes no difference if L is taken as H Λ,X (0, U j ) (as is done in [26] ) or as H Λ,X (A, U j ) for each j ∈ {1, . . . , J}. ⊓ ⊔ An essential tool in the preceding proof is the (simple extension of the) abstract one-parameter spectral-averaging estimate of [14] ; in this context see also [16] . 
holds for all ψ ∈ H and all I ∈ B(Ê).
Proof. Since the assumption κ > 0 implies the operator inequality κ K 2 ≤ M , the lemma is proven as Cor. 4.2 in [14] for positive bounded functions g with compact support. It extends to positive bounded functions with unbounded support by a monotone-convergence argument. ⊓ ⊔
Upper Bounds on the Density of States.
If the fraction RZ/v 1 on the r.h.s of the Wegner estimate (4.1) is independent of Λ for sufficiently large |Λ|, the Wegner estimate enables one to prove the absolute continuity of the infinitevolume density-of-states measure with a magnetic field. 
for Lebesgue-almost all energies E ∈ Ê.
Proof. Let I ⊂ Ê be bounded and open. Then Lemma 3.1 together with [7, Satz 30.12] implies that ν(I) ≤ lim inf Λ↑R d |Λ| −1 ν Λ,X (I). Therefore, by the nonrandomness of the density-of-states measure ν and Fatou's lemma we have
Here we used (4.1) and the assumption that the involved constants do not depend on Λ. Now the Radon-Nikodym theorem yields the claimed absolute continuity of ν with respect to the Lebesgue measure. ⊓ ⊔ 
for both X = D and X = N and all I ∈ B(Ê). Here
and β ∈] 0, ∞[ serves as a variational parameter.
Proof. Since Λ is compatible with the lattice (i) The estimates in the proof of Corollary 5.1, when specializing the fraction RZ/v 1 of Theorem 4.1 to W A , were unnecessarily crude for the sake of simplicity. In specific examples the upper bound W A may be improved. Moreover, more general alloy-type random potentials are also covered by Theorem 4.1. In particular, the random potential may be unbounded from below, see the next corollary. Furthermore, one may allow for correlated coupling constants {λ (ii) Apart from the existence of a bounded Lebesgue density one further restrictive assumption of Corollary 5.1 is the fact that u 0 must possess a definite sign and a sufficiently large support. The latter is believed to be important for the existence of the density of states in the presence of a magnetic field, confer Remark 5.3(ii).
(iii) We only know of [15, 5, 6, 68] where Wegner estimates for magnetic Schrödinger with alloy-type random potentials have been derived. Apart from [5] all works consider only the case of two spatial dimensions and a perpendicular constant magnetic field, see Subsection 5.3. Basically, all four works assume the existence of gaps in the energy spectrum of H(A, 0) and prove a Wegner estimate only for energies in these gaps.
We close this subsection by considering the example of an unbounded below alloy-type random potential with exponentially decaying probability density for its (independent) coupling constants. This example is marginal in the sense that any such density has to fall off at minus infinity at least as fast as exponentially in order to ensure the applicability of Theorem 4.1. 
be finite for some β ∈] 0, (αv 2 ) −1 [. Then (5.2) holds where W A may be taken as the function
Proof. The proof is analogous to the one of Corollary 5.1. To check the assumptions of Theorem 4.1 we note that assumption (i) is guaranteed by (5.1). Assumption (ii) is fulfilled with R = (2α) −1 if β ∈] 0, (αv 2 ) −1 [. As for assumption (iii), we make use of (4.4) and explicitly compute the involved expectation. ⊓ ⊔ 
Gaussian Random
with volume Γ C > 0 and a constant γ > 0 such that the covariance function C obeys
is an arbitrary open cube inside Γ C with volume
Proof. The key input is the fact that every Gaussian random potential V admits a (U, λ, u, ̺)-decomposition in the sense of Definition 4.1. More precisely,
is a standard Gaussian random variable with Lebesgue density ̺(ξ) := (2π) −1/2 exp −ξ 2 /2 . This random variable and the Gaussian random field
, where u is defined in (5.7), are stochastically independent. For details see the proof of [26, Thm. 1] . To obtain the specific form W G given in (5.9), which is independent of the magnetic field, we used (4.4). ⊓ ⊔ Remark 5.2.
(i) Without loss of generality, one may always normalize the signed measure µ as was assumed in the above corollary.
(ii) If C(x) ≥ 0 for all x ∈ Ê d , we may choose µ equal to Dirac's point measure at the origin. Due to the continuity of C and since C(0) > 0, condition (5.7) is then fulfilled with some sufficiently small cube Γ C containing the origin and γ = inf x∈ΓC C(x)/C(0)
with b 0 := (C(0)) −1/2 u(0). Since W G provides an upper bound on the density of states (confer Corollary 4.1), its low-energy behaviour is optimal in the sense that it coincides with that of the derivative of the known low-energy behaviour of the integrated density of states [48, 66, 10] . This is not true for the high-energy behaviour. It is known [48, 66] that the high-energy growth of the integrated density of states is neither affected by the random potential nor by the magnetic field and is given by E d/2 for E → ∞ in analogy to Weyl's celebrated asymptotics for the free particle [70] . Note that the constant on the r.h.s. of the second equation in (5.10) is better than the one given in [26, Eq. (14)].
Two Space Dimensions: Random Landau
Hamiltonians. In this subsection we consider the special case of two space dimensions and a perpendicular constant magnetic field of strength B := B 12 > 0. Accordingly, the vector potential in the symmetric gauge is given by
This case has received considerable attention during the last three decades [2, 42] in the physics of low-dimensional semiconductor structures. The magnetic Schrödinger operator on L 2 (Ê 2 ) modelling the non-relativistic motion of a particle with unit charge on the Euclidean plane Ê 2 under the influence of this magnetic field is the Landau Hamiltonian. Its spectral resolution dates back to Fock [28] and Landau [43] and is given by the strong-limit relation
The energy eigenvalue (l + 1/2)B is called the l th Landau level and the corresponding orthogonal eigenprojection P l is an integral operator with complexvalued kernel
given in terms of the [30, Sec. 8.97 ]. The diagonal P l (x, x) = B/(2π) is naturally interpreted as the degeneracy per area of the l th Landau level. Using definition (3.1) with V = 0, the integrated density of states of the Landau Hamiltonian (5.12) turns out to be the "staircase" function "Dirac comb". By adding a random potential V to (5.12), the delta peaks are expected to be smeared out. In fact, under the assumptions of Corollary 4.1 they are smeared out completely in the sense that the density of states w of the arising random Landau Hamiltonian H(A, V ) = H(A, 0) + V is shown there to be locally bounded.
For example, in the presence of a Gaussian random potential with a Gaussian covariance function C(x) = C(0) exp − |x| 2 /(2τ 2 ) > 0, τ > 0, Figure 5 .1 contains the graph of the upper bound W G on w given in (5.9) after (numerically) optimizing with respect to β, ℓ and a certain one-parameter subclass of possible decompositions of V . Here we picked a (weak) disorder parameter, C(0) = (B/5) 2 , and a (long) correlation length, τ = 100B −1/2 . We recall that the function W G is independent of B due to the application of the diamagnetic inequality, but nevertheless provides an upper bound on w for all B ≥ 0. Therefore W G (E) is a rather crude estimate of w(E) already for energies E < B/2 and, in particular, starts increasing significantly at too low energies. Nevertheless, the upper bound shows that the density of states w has no infinities for arbitrarily weak disorder, that is, for arbitrarily small C(0) > 0. In fact, in the above situation we believe the graph of w to look similar to the dashed line in Figure 5 .1.
We conclude this subsection with several remarks:
(i) Our upper bound W is never sharp enough to resemble the expected "magneto-oscillations" of w. Instead, by construction W is always increasing.
(ii) The assumptions of Corollary 4.1 guarantee in particular that in the Lebesgue decomposition of the density-of-states measure ν no point component occurs. Using Corollary 3.2, this implies that the Landau levels are È-almost surely no longer eigenvalues under these assumptions. This stands in contrast to a certain situation with random point impurities, in which case the authors of [22] show that the Landau levels remain infinitely-degenerate eigenvalues if B is sufficiently large.
(iii) Exploiting the existence of spectral gaps of H(A, 0), a Wegner estimate for Landau Hamiltonians with alloy-type random potentials is derived in [15, 6] which proves that ν is absolutely continuous when restricted to intervals between the Landau-level energies. For this result the authors where able to drop the assumption on the size of the support of the single-site potential which our Corollary 5.1 requires. On the other hand, absolute continuity of ν at all energies is proven in [15] only for bounded random potentials under the present assumptions on the support.
(iv) In [68] a Wegner estimate for alloy-type random potentials is derived without assuming positivity of the single-site potential. However, this estimate holds only between the Landau-level energies for sufficiently strong magnetic field and does not enable one to prove the existence of the density of states.
A. On Finite-Volume Schrödinger Operators with Magnetic Fields
For convenience of the reader (and the authors), this appendix defines nonrandom magnetic Schrödinger operators with Neumann boundary conditions and compiles some of their basic properties. In passing, the more familiar basic properties of the corresponding operators with Dirichlet boundary conditions are briefly recalled, see for example [47, 12] . In particular, we prove a diamagnetic inequality for Neumann Schrödinger operators and DirichletNeumann bracketing for a wide class of vector potentials including singular ones. Altogether, this appendix may be understood to extend some of the results in the key papers [34, 35, 3, 64] v ± := (|v| ± v) /2 denoting its positive respectively negative part. We will assume throughout that
The negative part v − is assumed to be a form perturbation either of H Λ,N (a, 0) or even of H Λ,N (0, 0 
A.1. Definition of Magnetic Neumann Schrödinger Operators.
In a first step, we consider the case v = 0 and |a|
d for all j ∈ {1, . . . , d}. We define the sesquilinear form
for all ϕ and ψ in its form domain 
Remark A.2. We emphasize that the condition ψ ∈ W 1,2 To this end, we proceed along the lines of Secs. 7.20 and 7.3 in [44] and let (φ n ) n∈AE be a sequence in W 1,2 a (Λ) which is Cauchy with respect to the norm (A.6). By completeness of L 2 (Λ), there exist functions φ, ψ j ∈ L 2 (Λ), j ∈ {1, . . . d}, such that φ n → φ and (i∇ + a) j φ n → ψ j strongly in L 2 (Λ) as n → ∞. Since (i∇ + a) j φ n → (i∇ + a) j φ in the sense of distributions on C ∞ 0 (Λ) as n → ∞, we have (i∇ + a) j φ = ψ j and hence φ ∈ W (i) We recall that the operator H Λ,N (a, 0) has the subspace
of its underlying form domain as its operator domain and acts according to
(ii) Let D j (a) denote the closure of the symmetric operator 
Basic facts about h An immediate consequence of the definition of H Λ,X (a, v) is the fact that socalled decoupling and Dirichlet-Neumann bracketing continues to hold for a = 0 as in the case a = 0, confer Props. 3 and 4 in Sec. XIII.15 of [58] , and [17, 50] for smooth a = 0.
disjoint pair of non-empty open sets. (i) Then the orthogonal decomposition
holds for both
(ii) Let Λ := Λ 1 ∪ Λ 2 int be defined as the interior of the closure of the union of Λ 1 and Λ 2 , and suppose that the interface
Lebesgue measure zero. Then the inequalities
hold in the sense of forms. (ii) Inequality (A.14) for Λ = Ê d dates back to [34, 60, 31, 35, 3, 63, 64] . It is also known to hold for Λ = Ê d and X = D, even under the weaker assumptions [55, 47] . These assumptions still guarantee that the operators H Λ,D (a, v) and H Λ,N (a, v) are definable as self-adjoint operators via forms. However, for arbitrary open Λ = Ê d the proof of (A.14) for X = N would be more complicated than the one which we will give under the stronger assumptions of Proposition A.2. The reason is that a gauge function more fancy than that in Lemma A.3 would be needed in order to avoid integration of a j across the boundary of Λ. For a simply shaped Λ, like a cube, such complications do not arise which implies that our proof would go through for cubes under the weaker assumptions.
(iii) If a = 0 inequality (A.14) is equivalent to the assertion that H Λ,X (0, v) is the (negative of the) generator of a positivity-preserving one-parameter operator semigroup on L 2 (Λ), confer [57, pp. 186] . For general a with |a| 2 ∈ L 1 loc (Ê d ) inequality (A.14) asserts that the semigroup generated by H Λ,X (0, v) dominates the one generated by H Λ,X (a, v).
(iv) It follows from [31, 63] that (A.14) is equivalent to the following pair of statements: Our proof of the diamagnetic inequality (A.14) for X = N will mimic the proof in [64] , where the case Λ = Ê d is considered, see also Sec. 1.3 in [19] . It relies on the fact that in one dimension the vector potential can be removed by a gauge transformation. More precisely, for each j ∈ {1, . . . , d} the operator D † j (a) is unitarily equivalent to D † j (0). (A.8) , and one has
Proof. Fubini's theorem and the Cauchy-Schwarz inequality show that λ j ∈ L 2 loc Ê d . Therefore, the induced multiplication operator on its maximal domain
loc (Λ), we are allowed to use the product and chain rule for distributional derivatives [29, pp. 150 ] which yield ∇ j e −iλj ψ = e −iλj ∇ j ψ − e −iλj ia j ψ. ⊓ ⊔
Proof (of Proposition A.2).
For X = D see [55, 47, 12] . The proof for X = N consists of three steps.
In the first step, we assume v ∈ L 1 loc Ê d to be bounded from below. In this case H Λ,N (a, v) is a form sum of d + 1 operators each of which is bounded from below, recall Remark A.3(ii) and Lemma A.2. Hence we may employ the strong Lie-Trotter product formula generalized to form sums of several operators [36] and write 
for all ψ ∈ L 2 (Λ) and all t ≥ 0. This together with (A.17) implies the assertion (A.14) (with X = N) for scalar potentials v ∈ L 1 loc Ê d which are bounded from below.
In the second step, we prove that if v − is a form perturbation of H Λ,X (0, 0) then it is one of H Λ,X (a, 0) with form bound not exceeding the one for a = 0 (confer [3] or [61, Thm. 15.10] for the case Λ = Ê d ). This follows from (A.23) below with v = 0 and α = 1/2 together with the fact that the form bound of v − relative to H Λ,X (a, 0) can be expressed as 20) confer Prop. 1.3(ii) in [19] .
In the third step, we extend the validity of (A.14) (with X = N) to scalar potentials v with v + ∈ L for all t ≥ 0. Since (A.14) (with X = N) holds for each v n by the first step, the proof is complete. ⊓ ⊔ A.3. Some Consequences. We list some immediate consequences of the diamagnetic inequality. For this purpose, we assume the situation of Proposition A.2.
(i) Powers of the resolvent of the self-adjoint operator H Λ,X (a, v) may be expressed in terms of its semigroup by using the functional calculus. This gives the integral representation
which is valid for all α > 0, all z ∈ with Re z < inf spec H Λ,X (a, v) and both X = D and X = N. Here α → (α − 1)! denotes Euler's gamma function [30] . Inequality (A.14) then implies the diamagnetic inequality for powers of the resolvent
valid for all ψ ∈ L 2 (Λ) and all z ∈ with Re z < inf spec H Λ,X (0, v). We recall that the ground-state energy goes up when the magnetic field is turned on, in symbols, inf spec H Λ,X (0, v) ≤ inf spec H Λ,X (a, v). This follows from Remark A. 
B. Proof of the Existence of the Integrated Density of States
The purpose of this appendix is to prove Lemma 3.1 and Theorem 3.1, which is done in Subsection B.2. There we show first vague convergence of the density-ofstates measures as claimed in Lemma 3.1. Apart from minor modifications, we will thereto adapt the strategy of the proof of Thm. 5.20 in [54] which presents an approximation argument for the case A = 0. The latter permits us to take advantage of the independence of the infinite-volume limit of the boundary conditions in case V is bounded [50] . Moreover, the argument also allows us to use established results [66, 10] in the case X = D. This procedure requires some auxiliary trace estimates, which are proven in Subsection B.3. In a second step, we use a criterion which provides conditions under which vague convergence of measures implies pointwise convergence of their distribution functions. This finally proves Theorem 3.1. In Subsection B.1 we supply such a criterion and, to begin with, a criterion ensuring vague convergence. Moreover, we recall from Aufgabe 3 of § 30 in [7] that vague convergence of a sequence of positive Borel measures (µ n ) n∈AE on Ê to a measure µ is equivalent to the convergence
B.1. On Vague Convergence of Positive Borel
for all f ∈ C 1 0 (Ê). Here and in the following, we use the abbreviation
for the integral of a function f with respect to a measure ν. Our proof of Lemma 3.1 relies on the following generalization of Lemma 5.22 in [54] which provides a criterion for vague convergence. 
are finite for all z ∈ \Ê and all n ∈ AE. If lim n→∞ µ n (z, p) = µ(z, p) for all z ∈ \Ê, then µ n converges vaguely to µ as n → ∞.
Remark B.1. As an immediate consequence one has the following implication. If µ(z, p) = ν(z, p) < ∞ for some p ∈]1, ∞[ and all z ∈ \Ê, then the underlying positive Borel measures µ and ν are equal.
Proof (of Proposition B.1).
We first define the following one-parameter family
of smooth Lebesgue probability densities on Ê which approximates the Dirac measure supported at E = 0 as ε ↓ 0. Moreover, let f ε := δ ε * f denote the convolution of δ ε and f ∈ C 1 0 (Ê). The fundamental theorem of calculus yields
The supremum on the r.h.s. may be bounded by ε |E ′ | |f ′ | ∞ and hence converges to zero as ε ↓ 0 for all E ′ ∈ Ê. On the other hand, the supremum may be estimated by |f ′ | 1 such that the dominated-convergence theorem is applicable and one has lim ε↓0 f ε = f uniformly on Ê. We now claim that there exists some C(ε) > 0, depending on f , with lim ε↓0 C(ε) = 0 such that
for all E ∈ Ê. To prove this, we pick a compact subset G ⊃ supp f of Ê such that dist(Ê\G, supp f ) > 1. Since f ε converges uniformly to f as ε ↓ 0, the bound (B.6) is valid for all E ∈ G. For any remaining E ∈ Ê\G the claim (B.6)
follows from the estimate
and an explicit computation. Inequality (B.6) may then be employed to show
The same holds true with µ and µ taking the place of µ n and µ n , respectively. We then estimate
Here we have used the triangle inequality and Fubini's theorem in the integrals
The integral on the r.h.s. of (B.8) tends to zero as n → ∞ by the dominated-convergence theorem. It is applicable since µ n (E +iε, p) ≤ (1 + |E| /ε) p µ n (iε, p) shows that the integrand in (B.8) is bounded on supp f . Moreover, since µ n (iε, p) → µ(iε, p) as n → ∞, this bound may be chosen independent of n. To complete the proof, we note that the other terms in (B.8) remain finite as n → ∞ and can be made arbitrarily small as ε ↓ 0. ⊓ ⊔ In case each member of a sequence (µ n ) of measures possesses a finite (in general unbounded) distribution function E → µ n (] − ∞, E[), vague convergence of (µ n ) does in general not imply pointwise convergence of the sequence of distribution functions. Even worse, if the latter convergence holds true, its limit is in general not equal to the distribution function of the limit of (µ n ). If one desires this equality, one needs a further criterion. This is provided by (B.10) in holds for all E ∈ Ê except for the at most countably many where µ({E}) = 0.
(ii) The sequence (µ n ) converges vaguely to µ as n → ∞ and the relation
holds.
Remark B.2.
A sequence (µ n ) obeying (B.10) might be called "tight at minus infinity". This naturally extends the usual notion of tightness [7, § 30 Bem. 3] for bounded (in other words: finite) to bounded below measures and ensures that no mass is lost at minus infinity as µ n tends to µ. More precisely, for each E ∈ Ê the sequence of truncated measures (µ n I E ) n∈AE , defined after (B.12), is tight in the usual sense. This follows either from the definition of the latter or alternatively from the subsequent proof and [7, Satz 30.8] . 
Proof (of Proposition B.2). (i)
by partial integration. Vague convergence of (µ n ) to µ is now a consequence of the dominated-convergence theorem. It is applicable since (B.9) implies the existence of a locally bounded function dominating all but finitely many of the functions
For every E ∈ Ê we define the following continuous "indicator function"
for all B ∈ B(Ê), and the Borel measures µ n I E are defined accordingly. From (B.10) it follows that lim sup n→∞ µ n ]−∞, E 0 [ < ∞ for some E 0 ∈ Ê. Hence the vague convergence µ n I E → µ I E as n → ∞ and [7, Lemma 30.7] 
Since µ is a Borel measure this implies the finiteness
The sequence of total masses of µ n I E converges to the total mass of the limiting measure µ I E . More precisely, defining the function J E1,E := I E −I E1 ∈ C 0 (Ê) for each E 1 < E, it follows that
(B.14)
Here the first term on the r.h.s of the first equality tends to zero using (B.10) and 0
The second equality is a consequence of the vague convergence of µ n to µ as n → ∞. The third equality follows from the monotone-convergence theorem. Hence [7, Satz 30.8] implies that µ n I E converges weakly to µ I E as n → ∞, not only vaguely. We recall from [7, Def. 30.7] that weak convergence of the latter sequence requires that µ n (I E f ) tends to µ(I E f ) as n → ∞ for all bounded continuous functions f . The claimed convergence (B.9) of the corresponding distribution functions is therefore reduced to the content of [7, Satz 30.12 
for any closed energy interval
, the spectral theorem applied to H(A, V (ω) ) and the functional calculus. Proposition B.5(i) and property (I) ensure that the r.h.s of (B.15) is indeed finite.
For the remaining part of the proof we employ an approximation argument with the truncated potential
We denote by ν (ω) Λ,X,n , with X = D or X = N, the approximate finite-volume density-of-states measure associated with V n , confer (2.12). Moreover, 
We first consider the limit Λ ↑ Ê d . In this limit, the third difference on the r.h.s. of (B.18) vanishes for all ω ∈ Ω := n∈AE Ω n and all n ∈ AE by Lemma B.1
below. Subsequently, we consider the limit n → ∞, in which the second difference vanishes for all ω ∈ Ω by Lemma B.2. In the latter limit, the first difference vanishes by Lemma B.3. This proves the claimed vague convergence of
In case X = N we estimate
As Λ ↑ Ê d the first term on the r.h.s. converges to zero for È-almost all ω ∈ Ω and the same is true for the second term thanks to Proposition B.3 below. ⊓ ⊔
The proof of Lemma 3.1 was based on three lemmata and two propositions. The first lemma basically recalls known facts [66, 10] for X = D and V bounded. the properties (C) and (E). Then for every n ∈ AE there exists Ω n ∈ A with È(Ω n ) = 1 such that
vaguely for all ω ∈ Ω n .
Proof. See Thm. 3.1 and Prop. 3.1(ii) in [66] where the appropriate Feynman-Kac-Itô formula for the infinite-volume and the Dirichlet-finite-volume Schrödinger semigroup is employed; see also [10] . 
for all f ∈ C 1 0 (Ê), all ω ∈ Ω and both boundary conditions X = D and X = N.
Proof. Thanks to (B.32), Proposition B.4(i) below and property (I), the integrals
and (analogously) ν
Λ,X (z, 2ϑ) are finite for all z ∈ \Ê and È-almost all ω ∈ Ω such that (B.8) yields
Here the quantity C(ε), which depends on ε and f , was introduced in (B.6) and vanishes for ε ↓ 0. We further estimate the first term with the help of (B.32) and Proposition B.4(i) choosing E 1 = −1 there. 
for È-almost all ω. The second term is also bounded using (B.33) and Proposition B.4(ii) where we again choose E 1 = −1. This bound together with the same ergodic theorem yields lim sup
for È-almost all ω. In the limit n → ∞, the r.h.s. and hence the l.h.s. of (B.25) vanishes for È-almost all ω thanks to property (I). This completes the proof since the first term on the l.h.s. of (B.23) may be made arbitrarily small as ε ↓ 0. ⊓ ⊔ The last lemma shows in which sense the approximate (infinite-volume) densityof-states measures approach the exact one.
Lemma B.3. Suppose A and V have the properties (C), (S), (I) and (E). Then ν n converges vaguely to ν as n → ∞.
Proof. Thanks to Proposition B.5(i) and property (I), the integrals
and (analogously) ν(z, 2ϑ) are finite for all z ∈ \Ê. Moreover, lim n→∞ ν n (z, 2ϑ) = ν(z, 2ϑ) for all z ∈ \Ê by (B.57), Proposition B.5(ii) and property (I) again. This implies vague convergence by Proposition B.1. ⊓ ⊔ In the following proposition we exploit a recent result of Nakamura [50] on the independence of the density-of-states measure of the chosen boundary condition for the present setting, thereby heavily relying on his work. 
for all f ∈ C 
for all n ∈ AE, all f ∈ C 1 0 (Ê) and all ω ∈ Ω. Using the triangle inequality we estimate
The proof is then completed with the help of (B.28) and Lemma B.2. ⊓ ⊔
In a second and final step, we now prove Theorem 3.1.
Proof (of Theorem 3.1).
Since we have already established the vague convergence of the density-of-states measures in Lemma 3.1, it remains to verify relation (B.10) of Proposition B.2 for the corresponding random distribution functions
To this end, we employ the elementary inequality Θ(E) ≤ 2
valid for all E ∈ Ê, ε > 0 with δ ε defined in (B.4). Choosing ε = 1 and p = 2ϑ+1 there, it gives
for all E ≤ −1. Here, the second inequality results from (B.32) and Proposition B.4(i) choosing E 1 = E ′ there. Dividing (B.30) by the volume |Λ| and using again the ergodic theorem [54, Prop. 1.13] we get lim sup These propositions are proven in this subsection. In fact, they extend parts of Lemma 5.4 (resp. 5.7) and Lemma 5.12 (resp. 5.14) in [54] to the case of non-zero vector potentials. Basically, the extensions follow from the diamagnetic inequality.
Our first aim is to estimate the trace norm · 1 (recall the notation (2.4)) of a power of the resolvent of the finite-volume magnetic Schrödinger operator H Λ,X (a, v) and of the difference of two such powers. (ii) From (B.22) we conclude that The proof is completed using part (i) of the present lemma. ⊓ ⊔ of (B.49) is seen to be bounded from above by a sum of finitely many terms of the form by the strong resolvent convergences (B.53) and (B.54), its analogue with v replaced by v ′ and Prob. 167 on p. 385 in [58] . Applying part (i) and (ii) of the present proof to the pre-limit expressions in (B.55) and (B.56) completes the proof of Proosition B.4(i) and B.4(ii). ⊓ ⊔ It remains to prove the substitute of Lemma 5.12 (resp. 5.14) in [54] . It is the infinite-volume analogue of Proposition B.4. Accordingly, we use the notation (2.4) with Λ = Ê d .
we obtain the analogue of (B.50) for R A,Vn (z) ϑ . Using this equation and its adjoint, we end up estimating finitely many terms of the form
Here s, r ∈ {0, 1, . . . , ϑ} and R (s) denotes some product of s factors each of which either being R A,Vn (z) or its adjoint. Moreover, Q 1 , . . . , Q ϑ respectively Q 1 , . . . , Q ϑ are random potentials suitably chosen from the set {1, z−E 2 −V n , z− E 2 − V n }. The estimate in (B.60) is just Hölder's inequality for the trace norm and for the expectation. Thanks to Lemma 5.10 in [54] we may use the estimate R (r) ≤ |Im z| −r inside the expectation. We therefore obtain the inequality
≤ |Im z| 
for all ϕ ∈ L 2 (Ê d ). The proof is then completed using Lemma 5.11(i) of [54] . Taking there p = 2ϑ, g j = g p+2−j = |Q j |, t j = t p+2−j = 2ϑ for j ∈ {1, . . . , ϑ} and g p = 1, t p = ∞, we in fact obtain confer Lemma 5.9 in [54] . Since max j {|Q j |, | Q j |} ≤ 1 + |z − E 2 | + |V | for all j ∈ {1, . . . , ϑ} the proof is complete.
As to b).
We let m, n ∈ AE. confer (5.4) in [54] , with z j = z if 1 ≤ j ≤ ϑ and z j = z otherwise. Using the resolvent equation (B.59) and its adjoint, we may accumulate in total 2ϑ resolvents R A analogously to what was done to obtain (B.60) such that we end up estimating finitely many terms of the form
Here s, r ∈ {0, 1, . . . , 2ϑ} and R (s) is some product of s factors each of which either being R A,Vm (z), R A,Vn (z) or one of their adjoints. Moreover, Q 1 , . . . , Q 2ϑ+1 are random potentials suitably chosen from the set {1, z − E 2 − V n , z − E 2 − V n , z − E 2 − V m , z − E 2 − V m , V n − V m } and exactly one of these is equal to V n − V m . We now copy the steps between (B.61) and (B.63) and take p = 2ϑ, g j = g p+2−j = |Q j |, g p = |Q ϑ+1 | and t j = 2ϑ + 1 for j ∈ {1, . . . , ϑ + 1} in Lemma 5.11(i) of [54] to obtain the bound
(B.67) for |Im z| s times the first expectation on the r.h.s. of (B.66). The second expectation is treated similarly. Since exactly one of the Q j is equal to V n − V m and all others in the above set may be bounded by 1+|z−E 2 |+|V |, the proof is complete. for È-almost all ω ∈ Ω, confer [7, Satz 15.7] . In other words, the subsequence
As to c). Since H(A, V
using (B.73) and Fubini's theorem. This completes the proof of (B.5(i)) with V n replaced by V . The remaining parts of Proposition B.5 in the d -ergodic case are proven similarly. ⊓ ⊔
