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ABSTRACT
With the rise of social media and online newswire, text streams are attracting
more and more research interest. These streams are presented in the form of
time series by nature, therefore, how to efficiently analyze these time series
and extract useful information from them are of great importance. Modern
time series analysis (TSA) has been applied widely in areas such as finance,
physics and signal processing, however, there is not so much working explor-
ing time series analysis in the field of text mining. While traditional time
series analysis tasks are relatively well defined such as modeling and fore-
casting, we now need to adapt the tasks to meet the requirement of different
text mining problems.
Event detection is the general task of finding any emerging events, such as
significant changes in stock price, anomalies in climate data, and outbreaks
of a certain disease, depending on the data we are interested in. While in
text mining, event detection, which is identifying the significant new stories,
is attracting more research attention given the increasing popularity of social
media and digital journalism. In time series analysis, there is also a common
task, change point detection, which focuses on a similar challenge. In this
thesis work, we first examine the features presented by the time series of
counts of terms in corpus. We then explore applying existing change point
detection methods to event detection, and also propose a novel TSA based
method for event detection.
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CHAPTER 1
INTRODUCTION
1.1 Background
The increasing popularity of social media leads to a vast amount of text
stream data, which can be viewed as time series by nature. The emergence
of this rich data makes it necessary for us to find efficient ways to mine
knowledge from it. Although text stream mining [1] has been extensively
studied in a lot of works [2, 3, 4, 5], and time series analysis (TSA) is also
a well-established research area [6, 7], there is very limited work that really
uncovers the relation between the two.
There are several interesting tasks in text stream mining. Text stream
clustering [8, 9, 10] can be useful for news filtering, topic detection & tracking
(TDT) and recommender systems. Text stream classification is also studied
on different kinds of data [8, 11, 12, 13] with many applications such as spam
filtering and sentiment analysis. Though work in time series clustering and
classification can also be applied to these tasks, our work mainly focuses on
event detection in text streams.
Event detection, or first story detection (FSD) is the process to track and
identify the first article that covers a specific event or topic. This problem
can be formulated as marking each story as “first story” or “non-first story”.
A common way is to find a way to score each document, where the score is
the confidence of a story being a first story [14]. For example, when the Paris
Attacks occurred in November 2015, we want to know what the first story on
CNN reporting or what the first tweet about this event was. In a large text
corpus, we would also like to get an idea on the events happened without
reading each article. Or in a real time text stream, we want to classify each
new story as first or not in an online fashion.
In this thesis work, we will propose a novel event detection method under
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the batch setting. We want to start our observation and develop our method
from the perspective of time series data, which has not been well studied
before, and then compare our results with the baseline methods.
1.2 Organization
The remainder of this thesis will be organized as follows: Chapter 2 will give a
overview of time series analysis including concepts and applications. Details
of the event detection problem and our proposed approach will be presented
in Chapter 3. We demonstrate the experimental results in Chapter 4 and
conclusions will be drawn in Chapter 5.
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CHAPTER 2
TIME SERIES ANALYSIS OVERVIEW
In this chapter, we briefly present time series analysis as an independent
research problem. We will also discuss different time series data in text
streams and modern social media. Specifically, we introduce change point
detection in TSA to shed some light on the event detection problem.
2.1 Introduction
Time series analysis (TSA) is the system approach of analyzing time series
data in order to extract meaningful statistics and other characteristics [7]. A
time series is a sequence of data points that:
1. Consists of successive measurements made over a time interval.
2. The time interval is continuous.
3. The distance in this time interval between any two consecutive data
point is the same.
4. Each time unit in the time interval has at most one data point.
The most important TSA tasks include regression (modeling) [15, 16, 17],
forecasting [18, 19], classification and clustering [20, 21, 22], and change
detection [23, 24, 25, 26].
As an example, the time series data given in Figure 2.1 is the closing price
of Alphabet stock each trade day1. In this series, each data point represents
a price at a specific date, and the next data point is the value for the next
trading date. We can see that the general trend of this series is increasing at
first and then decreasing. Modeling and predicting the stock price will be of
1https://www.google.com/finance/historical?q=NASDAQ:GOOG
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great importance. Change detection will also be useful if we want to identify
some factors that significantly influenced the stock price.
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Figure 2.1: Closing price of Alphabet Inc. from Sept 1, 2015 to Feb 19, 2016
Time series modeling is the process of analyzing the past observations of a
time series, and finding the best model to describe the series [7]. Therefore,
it is also associated with regression in many cases. One of the most frequent-
ly used model is the Autoregressive Integrated Moving Average (ARIMA)
model, popularized in [27]. The model incorporates the autoregressive mod-
el and the moving average model, with the assumption that the value of
time series data points should depend on its previous value, and that the
random noises from each point are independent and identically distributed.
The model is also extended to Multiplicative Seasonal ARIMA (SARIMA)
Models [28, 29, 30], where a season factor is added to account for the season-
al or periodical behaviors. For example, monthly data may present a strong
seasonal character with lag s = 12, for some underlying annual factors [7].
Forecasting works based on ARIMA models have also gained success across
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various communities [31, 32, 33, 34].
Time series clustering aims at grouping time series into homogeneous clus-
ters based on their statistic features. The k-means [35] and k-medoids [36]
algorithms are still valid if we define reasonable distance measures, and they
can achieve pretty good results. Similarly, we also have fuzzy c-means [37]
and fuzzy c-medoids methods [38], where we allow one instance belong to two
or more clusters. Mixtures of Markov chains [39] and HMM [40, 41] have also
been utilized in this clustering problem, and in an interesting work [42], the
authors propose a mixture of ARMA models to do clustering. They use an
expectation maximization (EM) algorithm to learn the mixture coefficients
and the number of clusters can also be automatically determined.
Time series classification is the process of assigning time series to prede-
fined classes. We have supervised learning [43, 44, 45] and semi-supervised
learning approach [46]. Features are extracted from time series, and conven-
tional classification methods such as SVM can be applied.
Frequency domain approaches are another group of methods attracting
research attention. Periodicity can always be efficiently detected in frequency
domain [5, 47], and Wavelet transform [48, 49] has been proved to be useful
in different TSA tasks.
2.2 Time Series Data in Text
With the ubiquity of text stream data, we have a lot of data in the form of
time series in text. For example, the number of hashtags of a certain term
on Twitter has already been viewed as a sign of popularity. Analysts may
use that data to estimate the value of Superbowl commercials2, or predict
the result of a presidential election3.
Since external time series data is more ready to get, there are also works
that use text mining techniques to help analyze the external time series. Blog
content is used in [50] to predict the influenza and disease. Query logs of
search engine can also be used similarly for this problem [51]. While in [52],
the authors discuss and explore the domains that search can really help
predict, and for those with rich domain knowledge, the prediction may not
2http://marketingland.com/hashtags-super-bowl-163101
3http://elitedaily.com/news/politics/twitter-impact-on-presidential-election/997243/
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be that powerful. They use query volume to predict the opening weekend
box-office revenue and the rank of songs on the Billboard Hot 100 chart.
In [53], the authors propose to correlate financial time series, such as stock
price, with micro-blogging activities. They collect information from several
companies and detect events that lead to change in financial market. They
also take user interaction into consideration.
The number of hashtags is a feature special for Twitter, however, we still
have other more general time series in other text data such as term counts.
In fact, in this work we will mainly focus on the time series of term counts,
while there is very little work utilizing term counts as time series data.
2.3 Change Point Detection
We will intuitively come up with the problem of change point detection in
TSA for its similarity to the event detection problem by nature. Change
detection tries to identify times of the changes in probability distribution of
a certain time series. There are also batch and online settings in time series
change point detection. In the batch setting, we can examine the whole series
and try to decide when it changes. While in online setting, we have new data
coming at a rate and we need to determine whether a new data point is a
change point or not using the information from past data. We may not have
enough memory to store all the past data either, so sometimes we need to
apply a window. Other variation includes single or multiple change point,
and univariate or multivariate series.
Early change detection methods include Bayesian or sample theory based
hypothesis testing, model parameter estimation using Bayesian, maximum
likelihood or minimum mean square error methods [23]. Most of these meth-
ods target directly at the classification of change point of some significant
statistics, such as mean or variance [54], by more traditional statistical meth-
ods [25, 26, 55, 56]. The advantage of these methods is straightforwardness
and simplicity, however, they are largely limited by the statistical framework.
Another survey on Bayesian methods is [57]. The author mainly considers
estimating the position of the change point and applying Bayesian hypothe-
sis testing methods under the assumption that there is at most one change
in the time series. There are more works studying change point of different
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statistics [58, 59, 60], but still limited to the scope of hypothesis testing and
other statistical methods.
Another category of methods is segmentation-based. The general idea
is trying to cut the time series into segments where the sequence within
each segment is coherent and the segments are homogeneous. Change points
will affect the homogeneity of adjacent segments. For example, in [24], the
authors consider the k-segmentation problem where we want to cut the series
into k segments. The users may define the number of segments k. They use
the mean of each segment to model homogeneity. The cost function is just
the sum of squared deviation from the mean. [61] extends the study using a
mean vector for the multivariate case. In [62], an extensive review on different
strategies including sliding window and top-down. They also propose another
algorithm which uses a buffer and incorporates sliding window and bottom-
up processes. There are also methods using non-linear functions. Polynomial
basis functions are used in [63].
Time series modeling can also be helpful in change point detection problem.
One assumption is that the series is generated by an underlying model, how-
ever, the change of model parameters results change in time series. Partition
regression is proposed in [64]. The study is extended to multiple regression
in [65]. Since regression model can also be incorporated into segmentation,
there is a modified approach in [66]. In [67], the detection of change point is
done by based on the likelihood ratio test for changes in model parameters.
The authors also study the problem of choosing appropriate threshold values.
Other important approaches include non-parametric methods, as described
in [25, 68]. These methods don’t require any priori information about the
data, therefore, are more useful for many real applications. There are also
methods based on the assumption that the data should be forecasted well
if there is no change taking place [69]. Therefore, when some data point
is deviating very much from the forecast, we will identify a change [70].
This method can also be extended to Bayesian [71, 72], non-Bayesian [73],
and other statistical models [74]. Subspace methods [75, 76, 77] are also
attracting a lot of attention, where a subspace is generated based on principal
component analysis (PCA) or other subspace learning algorithms.
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CHAPTER 3
EVENT DETECTION IN TEXT DATA
In this chapter, we first look at the time series data in text streams and give
the formal problem setting. We also discuss the problem of event detection in
text data. We then introduce fused lasso in time series, which our approach
is based on. Finally, the details of our method is described.
3.1 Time series in Text Streams
3.1.1 Formal Problem Setting
We now describe the formal setting of our data and problem. Given a doc-
ument sequence of size D, {d1, d2, . . . , dD}, we first mix all the documents
from the same date together to form a concatenated document. Assume
there are T time stamps t1, t2, . . . , tT in the total time span of the data set,
we can denote the concatenated documents as {S1, S2, . . . , ST}. Given the
vocabulary of corpus as V , we denote the terms as w1, w2, . . . , wV . We use
the counts of each term at each time point count(ti, wj) = ci,j to form V time
series of each term:
ts1 = {c1,1,c2,1, . . . , cT,1},
ts2 = {c1,2,c2,2, . . . , cT,2},
...
tsV = {c1,V ,c2,V , . . . , cT,V }.
The output of an event detection model should be a set of events, where
each event is denoted either by
1. a document or a small set of documents in the corpus which first dis-
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cusses this event, or
2. a set of terms that can describe the event.
Assume there are M -labeled events in the corpora, we want to come up with
the top documents, which are labeled as first story, where the events first
happened. There are typically two settings in the problem:
1. Batch Setting: We have all term counts data and we want to detect all
the documents which contains first story of an event.
2. Online Setting: For a given time point ti, we will have all the data
points from t1, t2, . . . , ti−1, and we need to decide whether or not a
document on ti is a first story.
Note that the number of documents detected by the algorithm is not nec-
essarily equal to M . Intuitively, if we identify more documents, then we tend
to make more false alarms; if we identify less documents, we tend to make
more misses. As a result, we need to compromise between false alarm and
missing rates.
3.1.2 Normalization
When we are looking at the data, the total term counts of different time
stamps can vary. If on a specific time stamp there are much more terms than
other stamps, more counts for a specific term will not be indicating that this
term is more popular. Therefore, normalization is added to neutralize this
undesired effect. We will let
Ci,j = ci,j/
V∑
k=1
ci,k = p(wj|ti),
TSi = {C1,i, C2,i, . . . , CT,i}.
In this way, the normalized data now represents the probability of a specific
term on a specific time stamp. Later we will show that for the three datasets
we use, since the total term counts of each day are relatively close, so the
results will not change very much with or without normalization. From now
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on, our results we refer to will be generated by experiments with normal-
ization. We will also adopt other text preprocessing techniques such as stop
word removal and stemming, which will described later.
3.2 Event Detection
The problem of event detection in text data has been studied extensively.
Conventional event detection aims at finding anomaly or trends from data
including surveillance, physical data, scientific exposure, newswire or social
media, and financial data. While in text mining, we need to use the features
from text data. Among the early efforts, the New Event Detection (NED) or
First Story Detection (FSD) problem is defined and gets popular in the topic
detection and tracking (TDT) project [78], where the authors studied several
TDT problems, and new event detection is one of the tasks. A decision must
be made if a story discusses a new event. Vector Space Model (VSM) is used
in early works such as [79, 80], where the authors present the document as
a feature vector, and define distance measurement such as lexical or cosine
similarity. If a new document doesn’t have a high similarity with any previous
document, then it is identified as a new document. However, this approach
relies on the search for the nearest neighbor, which is time consuming.
An efficient algorithm of FSD on Twitter is proposed in [81]. The authors
focus on locality-sensitive hashing (LSH) and limit the number of documents
in a bucket to a constant. In this way, they manage to achieve a comparable
performance with much less time consumption. The authors also consider
variance reduction to make the results more stable. Document classifiers
based on semantic and syntactic analysis are utilized in [82], where the user
modify the similarity measure using the two classifiers.
With the rapid growth of social media, there are increasing efforts focusing
on blogs [83, 84] and especially Twitter [81, 85, 86]. In [87], the authors apply
conventional event detection with various heuristics. However, since Tweets
are posted and commented in real time, and the content is not always of
high news quality, including personal status update, mood and conversation.
These will bring a lot of noise to the detection process. Therefore, in [81],
the authors study threads of tweets, which are a group of tweets discussing
the same topic. A new event is more likely to happen when certain news
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threads are growing very fast.
3.3 Fused Lasso in Time Series
Fused Lasso is first proposed in [88]. While conventional lasso penalizes
a least squares The basic idea is adding a smoothing regularization to the
conventional lasso. The conventional lasso is given as the problem:
β̂ = arg min
∑
i
(
yi −
∑
j
xijβj
)2
s.t.
∑
j
|βj| ≤ s
The fused lasso is proposed as:
β̂ = arg min
∑
i
(
yi −
∑
j
xijβj
)2
s.t.
p∑
j=1
|βj| ≤ s1 and
p∑
j=2
|βj − βj−1| ≤ s2
We can also write it in the Lagrange form:
β̂ = arg min
∑
i
(
yi −
∑
j
xijβj
)2
+ λ1
p∑
j=1
|βj|+ λ2
p∑
j=2
|βj − βj−1|
The fused lasso is applied to the scenario where sparsity lies in the difference
of coefficients. This enhances the local consistency in coefficients.
If we view it from the perspective of time series, we will let βj be a time
series, then fused lasso can smooth the change of this time series along time.
The fused lasso is applied to compressed sensing of discrete time series in [89],
where the authors model time-varying signals as vector time series. Change
point detection algorithms based on group fused lasso are proposed in [90, 91].
While the authors don’t particularly focus on time series data, they manage
to detect multiple change points. However, what they do is only conventional
change detection, which is different from document-level event detection.
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3.4 Our Approach
3.4.1 Framework
We now present our proposed method. Instead of using a square loss like
conventional fused lasso, we use a negative log likelihood of generating the
documents as our loss function to minimize [92]. The negative log likelihood
together with the regularization term forms our objective function.
Let Ci,j be the normalized count of wj on ti, and we will get the log-
likelihood of generating the concatenated document Si including all the terms
on this time stamp will be
log p(Si) =
∑
j
Ci,j log p(wj, ti)
We must model the probability of generating a term wj on ti. We will
use a mixture model. Assume there are K topics z1, z2, . . . , zK , where each
topic is featured by a probability distribution over all the terms. With the
assumption that the timestamp ti is drawn uniformly, we have
p(wj, ti) = p(ti)p(wj|ti) = p(ti)
K∑
k=1
p(wj|zk)p(zk|ti)
∝
K∑
k=1
p(wj|zk)p(zk|ti)
We let θi,1, θi,k, . . . , θi,K where θi,k = p(zk|ti) as the topic mixture coefficients
on ti, and βk,j = p(wj|zk) is the probability of generating term wj by a topic
zk. We now can write the log likelihood of the corpora and our objective
function in the form of fused lasso as follows:
=−
T∑
i=1
V∑
j=1
Ci,j log p(ti, wj) + λ
T−1∑
i=1
K∑
z=1
|p(zk|ti)− p(zk|ti+1)|
=−
T∑
i=1
V∑
j=1
Ci,j log
K∑
z=1
p(zk|ti)p(wj|zk) + λ
T−1∑
i=1
K∑
z=1
|θi,k − θi+1,k|
=−
T∑
i=1
V∑
j=1
Ci,j log
K∑
z=1
θi,kβk,j + λ
T−1∑
i=1
|θi − θi+1|
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Note that here we use θi to denote the vector (θi,1, . . . , θi,k). We don’t have
same `-1 regularizer with [88], since we don’t actually need to emphasize on
the sparsity of θ itself. Instead, we add regularizer on the difference between
adjacent θ to do smoothing. Since events have time span, the topic mixtures
over time stamps should keep some extent of consistency. When the topic
mixture present sharp changes, some events are very likely to happen.
Intuitively, the value of λ controls the penalization on difference of θ.
When λ gets smaller, we will not put penalty on the difference of θ. There-
fore, the problem will be maximization of the log likelihood. For example, if
we use any topic model such as LDA to generate β, then the solution will just
be the topic mixture from the topic model, with maximal number of change
points. When λ gets larger, we will put heavy penalty on the difference of θ,
making less change points in the optimal solution. When λ goes to infinity,
we will just have the optimal solution θ∗i,k = 1/K.
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Figure 3.1: Number of change points detected in a topic against λ
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We also notice that there should be the constraints
V∑
j=1
βk,j = 1, k = 1, 2, . . . K
K∑
k=1
θi,k = 1, i = 1, 2, . . . , T
Instead of writing the Lagrange form with this constraint optimization, we
will use the following transform
θ′i,k =
eθi,k∑K
m=1 e
θi,m
Finally, our problem is formalized as the following optimization problem
(β̂, θ̂) = arg min
β,θ
−
T∑
i=1
V∑
j=1
Ci,j log
K∑
k=1
eθi,k∑K
m=1 e
θi,m
βk,j
+λ
T−1∑
i=1
K∑
k=1
|θi,k − θi+1,k| (3.1)
This may require a two-step optimization process on β and θ respectively.
We fix β and optimize over θ, and then optimize over β with θ fixed. We
will just use gradient descent for each step.
We use L(β,θ) to denote the our loss function and the gradient over θ is
given as:
∂L
∂θi,k
= −
V∑
j=1
Ci,j
[
eθi,kβk,j∑K
m=1 e
θi,mβm,j
− e
θi,k∑K
m=1 e
θi,m
]
(3.2)
After updating θ, we get the gradient over β as:
∂L
∂βk,j
= −
T∑
i=1
Ci,j
eθi,k∑K
m=1 e
θi,mβm,j
(3.3)
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We will update θ and β
θ(n+1) = θ(n) − γ1∂L
∂θ
β(n+1) = β(n) − γ2 ∂L
∂β
The stopping criterion is the difference of objective function between itera-
tions.
3.4.2 Batch Setting
In batch setting, we want to detect the first stories in the corpora with all
data available. In problem 3.1, the optimization is over β and θ. We consider
a two-step process over β and θ. However, when the number of documents
in the corpora is large, V will also be large and Ci,j, i = {1, . . . , T}, j =
{1, . . . , V } as a matrix will not be sparse. This will make our algorithm time
consuming updating too many entries in β. In real experiments, we also use
AdaGrad [93] to help with the choice of step size γ1.
Since we are in a batch setting and the full dataset is available for us, we
can first get fixed β from a topic model, such as LDA, and omit the updating
process of β in the iterations. Since the size of θ is much smaller than β, in
this way, we are able to reduce time consumption significantly.
After getting the optimal solution θ∗, we will just use the simple criterion,
whether θi,k > 3θi−1,k, to detect a change point in the k-th topic. After
identifying the changing time stamp, we match the documents with the k-
th topic and select the top documents represented by the topic. Since the
popularity of an event can grow very fast and the discussion on it may keep
going up for a long time, we only identify the first change point in a row as
valid. While this sometimes makes it difficult to identify two events of the
same topic (e.g. politics or sports) whose time spans have overlap, it helps us
to reduce the false alarm rate significantly. We can also choose the number
of documents considering tradeoff between false alarm and missing rate.
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3.4.3 Event Detection Score
In TDT or FSD tasks, we typically need to assign a score for the detected
documents. The higher the score is, the more confidence we put in it as a first
story. For example in [79], this score of a document is called novelty score,
which is the document’s distance from the closest previous document. The
higher this score is, the more different the document is from any previous
document. Therefore, this distance is a valid score.
We consider the regularization parameter λ in 3.1. As discussed in previous
sections, a larger λ will result in less change points. Therefore, significant
changes can still be detected when λ gets larger, while insignificant ones
cannot. Then the value of λ is indicating the significance of the event. Also,
the detected document should be relevant to the topic where change point
is found. We will use the topic mixture of a document. We will use the
following process to generate the score:
1. Start from λ = 0 and record all the change points.
2. Increase the value of λ by a certain step size.
3. Find the last λ value λ1 where each change point can last be detected.
4. For a document d on the detected time stamp t for topic k, we let pikd
is the topic mixture coefficient if d on k, and we will let
score(d) = λ1 ∗ pikd ∗ e−ηt.
We can see that η is a time decaying factor where a later published document
will get heavier penalty to prefer the early documents. We can set a threshold
on the score to control the number of events detected, thus compromising
between false alarm and missing rate.
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CHAPTER 4
EVALUATION
4.1 Dataset
We first describe the dataset we use in our experiments. We have three
time-stamped data sets, including CNN TV transcripts and standard TDT5
dataset. To generate time series, we use day as our time unit and first put
all the stories of the same day together, as described previously. Then we
do stemming and generate term counts for each day with normalization. We
will introduce the datasets respectively.
4.1.1 CNN TV Transcripts
We collect TV Transcripts from CNN throughout the year 2008 to the year
2012. TV transcripts are the on-screen text in a television program. S-
ince those scripts are not always clean or well punctuated, we use Stan-
ford CoreNLP1 tools to detect the sentence boundaries. We also build an
SVM-based classifier to segment the transcripts into stories, which is the
well-studied story segmentation problem [94, 95, 96, 97]. Our training da-
ta is labeled manually and the features we use include semantic similarity,
sentence length, and key phrases.
The transcripts include several CNN programs including new broadcast
and interviews. We mark 10 events each year from 2009 to 2012, and man-
ually label the first stories of each event, which we will use as ground truth.
The reason why we may mark more than one document for an event as first
story is that, in this newswire dataset, timeliness is relatively less important,
and some documents are reporting the same events with their published time
very close. A list of all marked events is given in Table 4.1.
1http://stanfordnlp.github.io/CoreNLP/
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News Event Date Labeled
Death of Whitney Houston Feb 11, 2012
Shooting of Trayvon Martin Feb 26, 2012
Jerry Sandusky’s Trial Jun 11, 2012
Aurora Shooting July 20, 2012
London Olympics July 27, 2012
Hurricane Isaac Aug 21, 2012
Benghazi Attack Sept 11, 2012
Hurricane Sandy Oct 22, 2012
Presidential Election Nov 6, 2012
Sandy Hook Shooting Dec 14, 2012
Table 4.1: Labeled Events in 2012 CNN Transcripts
We can see that for some of the new events, they are emergencies bursting
at some point. For these events, we will have no story report them before
this point. However, for the other events, the dates of them are scheduled
and there will be news reports long before the date on the same topic, such
as London Olympics or Presidential Election. Then these reports will bring
potential noise for detection of the events.
4.1.2 TDT5 Dataset
TDT5 dataset is one of the most popular datasets used for event detection
(first story detection). In our experiment, we use the stories from TDT5
dataset, containing 407503 news stories in text, spanning six months from
April to September 2003. The stories are in different languages including
English, Mandarin Chinese and Arabic, and we are using the English part
here. There are 278109 English documents from several different news media
including New York Times, CNN, LA Times and Xinhua. Here is a summary
of the content: We also have the English translation of the Chinese and
Arabic news. There are 250 annotated topics in the stories, and each topic is
assigned with a “first story”, or “seed story”, which features the first article
that covered that topic. We will use this as the ground truth.
Note that first story detection is just one of the tasks in TDT 2004. In
their notation, a topic is basically featured by an event, i.e. one topic can
only have one event or first story to detect, while there could possibly be
other directly related events. They have emphasized the directness of the
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relation to avoid mixing too many events together to a single topic.
4.2 Evaluation Metric
As proposed in [98], we will introduce the penalty function
Cdet = CmissP (miss)P (target) + CfaP (fa)(1− P (target)) (4.1)
where Cmiss and Cfa are the costs of missed detection and false alarm re-
spectively. We also have
Pmiss = #Missed Detection/#Target
Pfa = #False Alarm/#Non-Target
P (target) is the prior probability of finding a first story. According to [99],
we should put more penalty on a miss than on a false alarm. We choose
Cmiss = 1 and Cfa = 0.1. Assume we have 250 first stories in the corpora of
250000 documents, then P (target) = 0.001.
In real applications, we also need to normalize the cost to a more mean-
ingful range, in order to better interpret the results [99]. We will divide Cdet
by the minimum expected cost by classifying all documents as “first story”
or “non-first story”. The first one will give Pmiss = 0 and Pfa = 1, while
the second one means Pmiss = 1 and Pfa = 0. After normalization, the cost
News Media Doc Count
AFE (Agence France Presse) 95432
APE (Associated Press) 104,941
CNE (CNN) 1117
LAT (LA Times/Washington Post) 6692
NYT (New York Times) 12,024
UME (Ummah) 1101
XIE (Xinhua) 56,802
Total 278,109
Table 4.2: Content Summary of TDT5 Dataset
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function is given as:
(Cdet)norm = Cdet/min(CmissPtarget, Cfa(1− Ptarget))
The normalized DET of a reasonable algorithm will fall into the range [0, 1).
When the score is equal to 1, it means that the algorithm is not performing
better than simply guessing all the documents as first or non-first stories.
We will now just use Cdet to denote the normalized DET .
We will compare our algorithm with three baselines:
1. Original topic mixtures by time stamp
2. UMASS system [79] for TDT-5
3. Locality sensitive hashing (LSH) based method proposed in [81]
The first one is simply using the topic mixture. As we know, the mixture of a
topic can indicate how relevant the document are to this topic at a given time
stamp, so it’s to some extent an indicator of a topic’s “strength”. When a
change point is detected, we can assume that there is a relevant event going
on. And we directly detect the change points of the topic mixtures along
time and use these points as the time stamp of first stories.
4.3 Event Detection in CNN News
Before conducting experiments on the standard TDT5 dataset, we first use
the CNN newswire to get an idea of the performance of our method. We first
look at the average of the topic mixtures along time, which can indicate an
event to some extent. However, there are far too many change points, most
of which represent no real events and cause false alarm, just like what we can
see from Figure 4.1(a).
Then we present the result of our algorithm on the same topic. When λ
is getting larger from 0.04 to 0.1, the change points detected are less and we
have a clearer idea where the real events are. When we choose λ = 0.2, we can
see that the only detected events are Hurricane Isaac2 and Hurricane Sandy3.
2https://en.wikipedia.org/wiki/Hurricane Isaac (2012)
3https://en.wikipedia.org/wiki/Hurricane Sandy
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0 50 100 150 200 250 300 350 400
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Day
c
1
(θ
)
(c) λ = 0.1.
0 50 100 150 200 250 300 350 400
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Day
c
1
(θ
)
(d) λ = 0.2.
Figure 4.1: Mixture of a topic along the timeline
In Figure 4.3, we can see that the value of λ has a clear effect on the missing
and false alarm rate, under the setting of a certain threshold. In fact, this
topic is about hurricanes and disasters. We can see that with a proper value
of regularization parameter λ, our algorithm manages to filter the “noise”
and keep only the most significant events. The scores of Hurricane Isaac and
Hurricane Sandy are 0.28 and 0.46 respectively.
We now show the false alarm and missing rate against λ we use. For the
baseline, these two measurements don’t depend on any other parameters.
We can see that generally speaking, our algorithm can achieve reasonable
performance on the CNN dataset. If we look into the labeled events in
Table 4.1, we can get the score as the last value of λ where the event can
still be detected, in Table 4.4.
If we use the penalty in 4.1, we need to compromise between the false alarm
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λ False Alarm (%) Missing Rate (%)
0.01 32.8 7.5
0.02 27.8 10.0
0.04 17.7 12.5
0.06 14.7 27.5
0.09 9.0 37.5
0.12 8.4 45.0
0.16 6.6 70.0
0.20 6.4 72.5
0.30 5.4 75.0
0.50 3.2 82.5
Table 4.3: False alarm and missing rate against λ
News Event Score
Death of Whitney Houston 0.24
Shooting of Trayvon Martin 0.41
Jerry Sandusky’s Trial 0.31
Aurora Shooting 0.40
London Olympics 0.27
Hurricane Isaac 0.28
Benghazi Attack 0.27
Hurricane Sandy 0.46
Presidential Election 0.52
Sandy Hook Shooting 0.45
Table 4.4: Labeled Events in 2012 CNN Transcripts
and missing rate and find the optimal value. We will list the optimal values
Cmin of different algorithms in Table 4.5. We can see that our algorithm beat
the original topic mixture by a significant margin on CNN dataset, achieving
a comparable performance with the other two baselines.
Method Ours Original UMASS LSH
Cmin 0.805 0.911 0.792 0.797
Table 4.5: Summary of results on CNN
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4.4 Event Detection in TDT5 Dataset
The task of first story detection on this standard dataset has drawn a lot of
research attention. Among all the works, UMASS system [79] is outperform-
ing others in the early efforts and the method proposed in [81] is an effective
and time efficient one which can perform comparably to the UMASS sys-
ten on TDT datasets. We have added the variance reduction part proposed
in [81].
We use the evaluation metrics defined in 4.1. With this metric, we need to
find the best threshold for our method and the baseline method to minimize
the final penalty. We show the curves of missing and false alarm rate of dif-
ferent algorithms in Figure 4.2. Since the original mixture always gives very
high false alarm rate, we don’t show its curve in the figure. The LSH method
produces very similar results to the UMASS system, with their contribution
mainly in the efficiency aspect. Therefore, we also omit their results. We
also show the normalized cost Cmin in Table 4.6.
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Figure 4.2: Comparison of different methods on missing and false alarm rate
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Method Ours Original UMASS LSH
Cmin 0.67 0.95 0.69 0.71
Table 4.6: Summary of results on TDT
From Figure 4.2 ,we can see that generally, our method can produce per-
formance comparable with the UMASS system. When we are allowed to
detect only very few candidate events, i.e. the missing rate is high, our
method manages to achieve a much lower false alarm rate than the baseline.
Therefore, our method has a lower minimum normalized cost, as shown in
Table 4.6. However, since our method is not generally designed to work at
a document level, the performance drops when the model is supposed to de-
tect more first stories in the corpus. Even though, the direct comparison
between our method and the document-level baseline shows that our method
is performing reasonably well.
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CHAPTER 5
CONCLUSION
In this thesis work, we explore the application of time series analysis in the
problem of event detection in text mining. We compare the similarities and
differences between traditional TSA and event detection, and propose a novel
method in batch setting. Experiments on various datasets show that our
method can generate performance which is competitive with other baseline
methods.
There are also many aspects where our method can be improved and prob-
lems that are worthy of study in the future. First of all, we can extend our
batch setting to online setting to better detect events in a real time fashion,
modifying the updating process in gradient descent. Another potential di-
rection is applying our method to other time series data. Since change point
detection is an important problem in many fields of research, it is meaningful
that we adapt our algorithm to take new challenges from other disciplines.
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