Abstract. Let In,m denote a uniformly random instance of some constraint satisfaction problem CSP with n variables and m constraints. Assume that the density r = m/n is small enough so that with high probability In,m has a solution, and consider the experiment of first choosing an instance I = In,m at random, and then sampling a random solution σ of I (if one exists). For many CSPs (e.g., k-SAT, k-NAE, or k-coloring), this experiment appears difficult both to implement and to analyze; in fact, for a large range of r, no efficient algorithm is known to even compute a single solution of I. In the present paper we show that for many CSPs the above experiment is essentially equivalent to first choosing a random assignment σ to the n variables, and then drawing a random instance satisfied by σ uniformly. In general, this second experiment is very easy to implement and amenable to a rigorous analysis. In fact, using this equivalence, we can analyze the solution space of random CSPs. Thus, we can achieve the longstanding goal of establishing rigorously a picture put forward by statistical physicists on the basis of sophisticated but non-rigorous techniques such as the cavity and the replica method. This picture is suggestive as to why random CSP instances seem difficult to deal with algorithmically. Furthermore, we show that the second experiment gives rise to one-way functions, if one assumes that random instances of CSP are hard for some range of densities.
Introduction
Assume you have a set C of Satisfiability instances on n Boolean variables such that for some deterministic algorithm A, if you select I ∈ C uniformly at random, A takes at least f (n) steps with probability p. Assume further that C is such that if you select σ ∈ {0, 1} n uniformly at random, sampling I ∈ C uniformly at random among the instances satisfied by σ can be done efficiently. The following is probably well-known.
Let M be the 0-1 matrix of size 2 n × |C|, where M σ,I = 1 iff σ satisfies I. If M is (an integral multiple of) a doubly stochastic matrix, i.e., all rows have the same number of 1s and all columns have the same number of 1s, then one can use C to generate instances with known solutions that are as hard for A as instances sampled uniformly from C. The reason is that for any 0-1 doubly stochastic matrix, the following three distributions are identical:
1. Select a random column and then a uniformly random 1 in that column. 2. Select a uniformly random 1 from the entire matrix. 3. Select a random row and then a uniformly random 1 in that row.
Thus, sampling an instance I from C by first sampling a random assignment σ ∈ {0, 1} n and then selecting a uniformly random instance I ∈ C amongst those satisfied by σ, induces the uniform distribution on C.
Our contribution begins with the realization that strict double-stochasticity is not necessary for the above to be useful. It is enough that the 1s in M are "well-spread". More precisely, it it enough that the marginal distributions induced on the rows and on the columns of M by selecting a uniformly random 1 from the entire matrix are "reasonably close to" uniform. Of course, this is just another way of saying that M is approximately doubly stochastic. Hence, the idea is that if we take all the columns of M that have a property of interest and color them blue, e.g., the columns/instances on which A takes a long time, then selecting a random row and a uniformly random 1 in that row, has a good chance of producing a blue 1 and, thus, a blue column.
We use this observation to achieve two goals:
• For a number of random CSPs such as coloring and clique-finding in random graphs, random k-SAT, random hypergraph bicoloring, and many others, there is a large gap between the largest constraint density for which solutions can be found by any known polynomial-time algorithm and the largest density for which solutions have been proven to exist. For example, the following trivial algorithm colors a random graph G(n, m) with twice as many colors as its chromatic number: pick a random uncolored vertex and assign it a random color not assigned to any of its neighbors. For more than two decades it has not been possible to devise an efficient algorithm that achieves the same task with 2 replaced by 2 − ǫ for any fixed ǫ > 0. This is equivalent to the fact that while we do not know how to efficiently k-color random graphs of average degree d ∼ (1 + ǫ)k ln k, we do know that such graphs have k-colorings for degree as hight as d ∼ 2k ln k.
Using non-rigorous but mathematically sophisticated methods, statistical physicists have predicted that the geometry of the set of k-colorings of random graphs undergoes a phase transition as their degree is increased through d ∼ k ln k (and similarly for many other problems, as constraint density is increased). Roughly speaking, they predict that while for low densities the set of solutions looks like a single giant ball, around some critical density this ball shatters into exponentially many clusters (connected components) which are tiny and far apart from one another. These clusters, (i) are supposed to be separated by huge "energy barriers", i.e., every path connecting solutions in different clusters must go through assignments that violate Ω(n) constraints, and inside them (ii) the overwhelming majority of variables are frozen, i.e., take the same value in all solutions in the cluster; thus getting even a single frozen variable wrong requires traveling Ω(n) away and over a huge energy barrier to fix it.
We prove this picture rigorously for random graph coloring, random NAE k-SAT and random k-SAT. In particular, we prove that for each problem the energy landscape becomes clustered precisely at the point predicted by physics, thus coinciding with the barrier faced by all known algorithms for the problem.
The second goal we achieve is the following: • We prove that if any of these random CSPs is hard, it can be used to create a one-way function. In that sense, our work is similar to [14] regarding the hiding of cliques inside random graphs, except much stronger (in that the objects we hide are truly enormous and the time needed to find them is much larger) and, perhaps more importantly, far more generic: one can hide almost anything, as long as the instance-solution matrix enjoys the approximate double stochasticity mentioned above. Below is an example of a theorem that can be proved using our techniques. Say that a sequence of events E n holds with uniformly positive probability (w.u.p.p.) if lim inf n→∞ E n > 0 (some times this is referred to as "with constant" probability).
Theorem 1.
For any k ≥ 3, let G k (n, m) be a random graph formed by selecting a k-partition of its n vertices uniformly at random and then selecting precisely m distinct edges, uniformly at random among those edges whose endpoints lie in distinct cells of the partition. Form a k-colorability instance by selecting log 2 n graphs from G k (n, rn) independently and forming their disjoint union, where
If an algorithm A can solve such instances in time f (n) with probability 1/poly(n), then w.u.p.p. it can color G(n, rn) using
To conclude the introduction, let us try to convey the main intuition behind our results. Let us say that a sequence of events E n holds with high probability (w.h.p.), if lim n→∞ Pr[E n ] = 1. Fix a set of possible constraints on a set of n variables, e.g., take n Boolean variables and consider the set of all possible NAE k-clauses on them. So, σ ∈ {0, 1} n is a solution of an instance if under σ, in every clause at least one literal evaluates to true and at least one evaluates to false. Random NAE k-SAT instances are formed by including each of the 2 k n k possible constraints independently with probability p = rn/ 2 k n k , so that w.h.p. the total number of constraints is m = rn ± O(n 1/2+ǫ ) (alternatively one can select precisely m distinct constraints). It is known that for all k ≥ 3 such instances w.h.p. have exponentially many solutions if r ≤ 2 k−1 ln 2 − 3/2 but w.h.p. have no solutions if r ≥ 2 k−1 ln 2.
Consider now the following alternative way of generating NAE k-SAT instances. First, select an instance F uniformly, exactly as above, for some r > 0. Next, select σ ∈ {0, 1} n uniformly at random and proceed to remove from F all constraints violated by σ. Call the resulting instance F ′ . Note two things: (i) w.h.p. F ′ will contain rn(1 − 2 −k+1 ) ± O(n 1/2+ǫ ) constraints, (ii) F ′ is distributed exactly as if we had selected σ first and then proceeded to include every constraint satisfied by σ with probability p. Our results say that something significantly less obvious is also true: as long as r(1 − 2 −k+1 ) ≤ 2 k−1 ln 2 − 3/2, the instance F ′ is actually "indistinguishable" from a uniform instance. (We will make this statement precise shortly. For now think of it as: if T is any subset of instances that receive constant total probability under the uniform model, then F ′ will land inside T with constant probability).
To understand geometrically how this happens, it helps to think of the function H : σ → N which counts the number of violated clauses in an instance (the "energy" function, also known as the Hamiltonian). Clearly, selecting a uniformly random instance F specifies such a function H F . Now, selecting σ ∈ {0, 1} n and removing all constraints violating F amounts to modifying H F so that H F (σ) = 0. One can imagine that such a modification creates a gradient in the vicinity of σ, a "crater" with σ at its bottom. What we prove is that as long as H F already had an exponential number of craters and the number of craters in an instance is concentrated, adding one more crater does not make a big difference. Of course, as we increase r to larger and larger values above the NAE satisfiability threshold, the crater we open becomes increasingly obvious as it requires creating a larger and larger cone to get from typical values of H F down to 0. (Since σ is chosen at random, with overwhelming probability it lands in a place where H F has typical height; since in random formulas each variable appears in a constant number of clauses on average, this means that the the cone is much more like an open-pit mine than like a well; hence its increasing obviousness from afar.)
Background and Related Work
Algorithms and Solutions in Random CSPs. For many random CSP, recent years have seen the development of asymptotically tight estimates for the largest constraint density for which solutions exist (see [4] ). In particular, for random graph k-coloring, random NAE k-SAT, and random k-SAT, these densities are
The proofs of all of these results have been via the "second moment method". Thus, while they establish the existence of (exponentially many) solutions, they give no information on how to efficiently find any. For example, it has been known for nearly twenty years [7] that w.u.p.p. the following very simple algorithm will find a satisfying assignment of a random k-CNF formula with m = rn clauses if r < 2 k /k: if there is a unit clause satisfy it; otherwise assign a random value to a random unassigned variable. This was since improved, by analyzing more sophisticated algorithms, first to a high probability result in [8] and then to r < γ k 2 k /k, for some sequence γ k that remains bounded for any k [12] . It seems clear that, with enough effort, one can replace the sequence γ k with one that converges to a higher value and, in fact, there does not seem to be a natural upper bound for how large this constant can get. On the other hand, devising a polynomial algorithm that can find satisfying assignments in a random k-CNF formula when r = ω(k) 2 k /k, for any function ω(k) → ∞ (arbitrarily slowly), seems very challenging. The situation is similar for a number of other random CSP such as random graph coloring, random NAE k-SAT (for which algorithms also get up to r = O(2 k /k)), hypergraph 2-coloring, and random Max k-SAT. We believe that understanding the solution space geometry of random CSP is essential for understanding the behavior of algorithms on them. This is particularly true for random-walk type algorithms, which we view as the first natural class to target armed with such an understanding and for which very little is known rigorously, with the notable exception of [6] .
In [16] and [1] some first steps towards such an understanding were made by proving the clustering of satisfying assignments and the presence of frozen variables in random k-SAT for r = Θ(2 k ). This was a far cry from the r ∼ ln k(2 k /k) density predicted by physicists for the onset of both phenomena, which we establish rigorously here. There is also a fundamental and important difference between the nature of the proof methods employed in [16, 1] vs. those employed here. In those earlier works the stated properties were proven to hold by taking a union bound for the bad events over all satisfying assignments. It is not hard to show that the derived results were best possible using that approach: the associated statements are simply not true at lower densities for all satisfying assignments but rather are only true for typical assignments, i.e., the assignments that result by selecting a formula uniformly at random and then selecting, again uniformly, one of its (exponentially many) satisfying assignments. It is precisely our capacity to relate the uniform model with the planted model that gives us access to this distribution and it is the same access that allows us to construct one way functions out of planted random CSP based on the hypothesis that uniform problems are hard.
of size (1 + ε) log 2 n is very close to G n,1/2 and suggested this as a scheme to obtain a one-way-function. However, a clique of size (1 + ε) log 2 n can be found in time n log n . Moreover, since the planted clique has size only (1 + ε) log 2 n, the basic argument in [14] is closely related to subgraph counting.
Coja-Oghlan, Krivelevich, and Vilenchik [9, 10] proved that for densities r well above the threshold for the existence of solutions the planted model for k-coloring or k-SAT is equivalent to the uniform distribution conditional on the (exponentially unlikely) existence of at least one solution. In this conditional distribution as well as in the high-density planted model, the geometry of the solution space is very simple, as there is precisely one cluster of solutions. The proof is based on a first moment argument (over all solutions in the planted model), and thus of a similar flavor as [1] .
The new aspect in the present work is that we establish a systematic connection between the planted model and the process of sampling a random solution of a random problem instance. This argument goes beyond the first moment arguments used in prior work, as it allows us to analyze "typical" solutions while allowing for the possibility that a (relatively small, though exponential) number of "atypical" solutions exists. Therefore, we are in a position to analyze the extremely complex energy landscape resulting from below-threshold instances of random CSPs. Indeed, we believe that this new method may become a basic ingredient in the analysis of random discrete structures. Moreover, in contrast to [14] , the objects under consideration in the present work (k-colorings, satisfying assignments) have an immediate impact on the global structure of the combinatorial object (graph, formula), rather than just being local (such as a clique on O(log n) vertices).
Survey Propagation. In [17] , Mézard, Parisi, and Zecchina proposed a new satisfiability algorithm called Survey Propagation (SP) which performs extremely well experimentally on instances of random 3-SAT. This was very surprising at the time and allowed for optimism that, perhaps, random k-SAT instances might not be so hard. Unfortunately, conducting experiments with random k-CNF formulas becomes practically harder at a rapid pace as k increases: the interesting densities scale as Θ(2 k ) and, for example, already k = 10 requires extremely large n in order for the average variable degree to be plausibly considered "constant". To the extent that such experiments are reliable, their results are not promising for SP as k grows. This is even more true for graph coloring (SP has a coloring analogue [19] ) for which the constraint density scales only as k log k making large computational experiments possible. Below we also give some theoretical reasons for why it is unlikely that SP is a panacea.
First, let us attempt a very brief exposition of the main contribution made by SP (for an excellent, recent exposition see [15] ). It is predicted that well after the onset of clustering and shortly before the satisfiability transition, there is a range of densities for which although exponentially many clusters exist, almost all satisfying assignments lie in a finite number of them (much larger ones). By our results, a lower bound for the location of this "condensation" transition is 2 k ln 2 − k (recall that no solutions exist for r ≥ 2 k ln 2).
The concentration of nearly all satisfying assignments on a small number of clusters induces long-range correlations among the variables, making it impossible to estimate their marginal distributions by examining only a bounded neighborhood around each variable. SP is an ingenuous heuristic idea for addressing this problem. Note, though, that this idea is only useful inside the condensed regime. For lower densities, one does not need SP to compute the variable marginals. If SP can do it, then the same is true for the much simpler algorithm called Belief Propagation, i.e., dynamic programming on trees. This is because when the measure is carried by exponentially many well-scattered clusters, marginals decorrelate. Indeed Gershenfeld and Montanari [13] gave very strong rigorous evidence that BP succeeds in computing marginals in the uncondensed regime for the coloring problem. And, of course, it would be a major breakthrough if one could find satisfying assignments at say density 2 k−2 , i.e., roughly at the middle of the satisfiable regime.
The trouble is that to use either BP or SP to find satisfying assignments one sets variables iteratively. When a constant fraction of the variables are frozen in each cluster (something we prove already occurs at ln k(2 k /k)), the setting of a single variable can eliminate a constant fraction of all clusters. Thus, very quickly, one can be left with so few remaining clusters that decorrelation stops to hold. Concretely, in [15, 18] , Montanari et al. showed that (even with the relatively generous assumptions of statistical physics computations) the following Gibbs-sampling algorithm fails above the ln k(2 k /k) barrier, i.e., step 2 below fails to converge after only a small fraction of all variables have been assigned a value:
1. Select a variable v at random. 2. Compute the marginal distribution of v using Belief Propagation. 3. Set v to {0, 1} according to the computed marginal distribution; simplify the formula; go to step 1.
Statement of Results
Consider a constraint satisfaction problem CSP over a set V of n variables all with domain D, and let C be a set of all possible constraints over these variables. Then a CSP instance is a subset of C. For instance, in the case of the k-SAT problem C would be the set of all 2 k n k possible k-clauses over V , and an instance would be a k-CNF formula. Given an instance, let H : D n → N be the function counting the number of constraints violated by each assignment of values to the variables of V . An assignment σ is a solution of an instance I if under σ all constraints in I evaluate to 1, i.e., H(σ) = 0. We will denote by S(I) the set of all solutions of an instance I. We turn D n into a graph by saying that two assignments are adjacent if their Hamming distance is 1. Moreover, dist(σ, τ ) denotes the Hamming distance of σ, τ ∈ D n . We will generally be interested in distributions of CSP instances where the number of variables n grows and C = C n is the set of all possible constraints of a certain type on the variables, e.g., the set of all 2 k n k clauses of length k. We let I n,m denote the set of all CSP instances with precisely m distinct constraints from C n and we let Λ = Λ n,m denote the set of all instance-solution pairs, i.e., Λ n,m = {(I, σ) : I ∈ I n,m , σ ∈ S(I)} .
Solution Space Geometries
Let U = U n,m be the probability distribution induced on Λ n,m by the following experiment:
U1. Choose an instance I ∈ I n,m uniformly at random. U2. Sample a solution σ ∈ S(I) uniformly at random; if S(I) = ∅, fail. U3. Output the pair (I, σ).
We will refer to U n,m as the uniform model. Trivially, U n,m induces the uniform distribution on the set of all instances I n,m . We denote this distribution by I n,m . We will also take the liberty of writing I n,m to denote the underlying random variable and, thus, write things like "The probability that S (I n,m ) Finally, let us define a sunny landscape, in sharp contrast with the icy picture above.
Definition 4.
Given a set S ⊆ D n , say that σ, τ ∈ S are across if there exists a path from σ to τ of length equal to their Hamming distance which stays entirely within S. We say that S n is essentially convex if the fraction of pairs that are not across in S n vanishes as n → ∞. We say that the solution space of I n,m is sunny if S(I n,m ) is essentially convex.
Remark 5. Note that being sunny implies that one cluster contains all but a vanishing fraction of solutions. In Appendix C we sketch the proof of Theorem 6.
We now state our theorem regarding the solution space geometries of random NAE k-SAT, random k-SAT, and of k-colorings of random graphs G(n, m). For each of these three problems we consider I n,m with m = rn with r independent of n. We write that something holds for r ∼ a k · [b k , c k ] to denote that it hods for r ∈ [x k , y k ] such that x k ∼ a k b k and y k ∼ a k c k . In each case, the upper bound we give for the range of r is within a second order term of a density above which w.h.p. provably no solutions exist. Recall the values of s N k , s S k , s C k from (1).
Theorem 7.
Let m = rn.
a. The solution space of random NAE k-SAT is icy for
r ∼ s N k · ln k k , 1 . b. The solution space of random k-SAT is icy for r ∼ s S k · ln k k , 1 c. The space of k-colorings of random graphs G(n, m) is icy for r ∼ s C k · 1 2 , 1
In fact, for all problems and values of r as above, the fraction of frozen variables tends to 1 with k.
Remark 8. Since the notation in a.-c. is asymptotic w.r.t. k, the intervals may be empty for small values of k. Nonetheless, the proof of Theorem 7 shows that the "icy" range of r is non-empty for k ≥ 6 in k-NAE, and for k ≥ 8 in k-SAT.
Planting Tools
Let P = P n,m be the probability distribution induced on Λ n,m by the following experiment.
P1.
Choose an assignment σ ∈ D n of values to the variables V uniformly at random. P2. Choose an instance I ∈ I n,m such that σ is a solution of I uniformly at random.
P3. Output the pair (I, σ).
We will refer to P n,m as the planted model and let I(σ) denote the set of all instances satisfied by an assignment σ.
A property E is an arbitrary subset of Λ n,m . This means that the selected assignment σ is "special" for the instance, so that a property can be "the number of solutions in the cluster containing σ is prime". Of course, a property can also ignore σ, e.g., "the instance has a prime number of solutions." For the sake of exposition, we will sometimes say that (I, σ) "has E" when (I, σ) ∈ E.
Definition 9. A property E is typical in a distribution
A property E is highly typical in D if there exist n 0 and δ > 0 such that for all n ≥ n 0 ,
So, for example, the notion "typical in U", i.e., typical in the uniform model, states that a property E holds for almost all solutions of almost all problem instances (for sufficiently large n).
We will also need the notion that if we chose (I, σ) according to U n,m , i.e., uniformly amongst all instances, then w.u.p.p. all but a vanishing fraction of solutions of I have E.
Definition 10. A property E is likely in the uniform model if there exists
We are now ready to state our basic tool for transferring properties from the planted model to the uniform model. Although we have chosen to state the result in the language of CSP it is clear that the statement can be extended to general 0/1-incidence matrices. We let I(σ) denote the set of all I ∈ I n,m satisfied by σ. 
then any property E that is typical in P n,m is likely in the uniform model U n,m .
If there exists a function
then any property E that is highly typical in P n,m is highly typical in U n,m .
Combining Theorem 11 with results from [2, 11] establishing (5) and (6) for random NAE k-SAT yields
Theorem 12 (NAE k-SAT).
For random NAE k-SAT with m = rn, all k ≥ 3 and all r < s N k : -If E is typical in the planted model, then E is likely in the uniform model.
-if E is highly typical in the planted, then E is typical in the uniform model.
Along with results from [3, 11] establishing concentration for the number of k-colorings, Theorem 11 yields 
Theorem 1 is an easy consequence of Theorem 13 (details omitted).
Finally, we note that Theorem 11 can also be extended to allow for transfers from the planted model to the uniform model in the absence of even approximate column stochasticity, as long as there is a subset of instance-solution pairs that exhibits concentration when we pick an instance uniformly at random. The size of this subset relative to the total number of instance-solution pairs then enters the picture in the probability with which a property mush hold in the planted model (the smaller the subset the higher the probability). For example, let us say that a satisfying assignments of a random k-CNF formula with m = rn clauses is balanced if it satisfies km/2 + O( √ m) literal occurrences. In [5] it was shown that the number of balanced satisfying assignments of random k-CNF formulas concentrates for all r < s S k = 2 k ln 2 − k/2 − O(1). (In contrast, it is known that random k-CNF formulas are w.h.p. unsatisfiable for r ≥ 2 k ln 2). Using the results from [5, 11] we prove
Theorem 14 (k-SAT).
There exists a sequence γ k → 1 such that for random k-SAT with m = rn, all k ≥ 3 and all r < s S k , if E holds with probability at least 1 − exp(−γ k k2 −k n) in the planted k-SAT model, then E is highly typical in the uniform k-SAT model. Remark 15. Theorem 14 is best possible in the sense that an exponential lower bound 1 − exp(−ξ k n) with ξ k > 0 on the probability of E in the planted model cannot be avoided.
Proof of Theorem 11
We focus on the proof of the first statement, as the proof of the second assertion relies on similar arguments.
Lemma 16.
If E is typical in the planted model, then for any ξ > 0 there is n 1 > 0 such that for all n > n 1 we have |{(I, σ) ∈ Λ n,m : (I, σ) does not have E}| < ξ · |Λ n,m |.
Proof. Since Pr σ∈D n [|I(σ)| ≥ ρλ] ≥ ρ, we have |Λ| ≥ ρ 2 |D| n λ. As E is typical in the planted model, for sufficiently large n we have
Hence, for any ξ > 0 we have |Λ n,m \ E| < ξ|Λ n,m |, provided that n is large enough. ⊓ ⊔
Proof of Theorem 11 (first statement).
Assume that (5) holds for all n > n 0 > 0. To show that E is likely in U n,m , we let δ > 0 be arbitrarily small but independent of n. Further, let t δ be the conditional probability that I = I n,m has at least δ|S(I)| solutions σ such that (I, σ) does not have E, given that |S(I)| ≥ εµ. We shall establish below that t δ < 1 2 for all n > n 1 . Then (5) implies that with probability at least t δ α > α/2, at least a (1 − δ)-fraction of all solutions σ of I = I n,m is such that (I, σ) has E. Hence, E is likely in U n,m .
Thus, we need to show that t δ < 1 2 . Since E is typical in P n,m , Lemma 16 implies that there is n 1 > n 0 > 0 such that for all n > n 1
On the other hand, at least a t δ -fraction of all I ∈ I n,m satisfying S(I) ≥ εµ have at least δ|S(I)| ≥ δεµ solutions σ such that (I, σ) does not have E. Consequently, (5) yields
Combining (7) and (8), we conclude that t δ < 1 2 , thereby completing the proof. ⊓ ⊔
Clustering
In this section we present the proof that the solution space clusters for the k-NAE problem. The proof for k-SAT is similar, but the argument for k-coloring is somewhat more involved (cf. Appendix A). Let I = I n,m be a random k-NAE formula. For a solution σ ∈ S(I) and numbers λ, d > 0, we let f σ,I,λ (d) be the number of assignments τ : [n] → {0, 1} such the Hamming distance of σ and τ equals d and H(τ ) ≤ λn. Furthermore, for fixed numbers α, β, γ, λ > 0 we let E = E α,β,γ,λ be the property that
Lemma 17. There are numbers α, β, γ, λ > 0 depending only on k such that E is highly typical in the uniform model.
We call a solution σ of I good if it satisfies (9) and (10). Moreover, for a good σ ∈ S(I) we define
Lemma 18. If σ ∈ S(I) is good, then the following holds.
3. Suppose that τ 1 , . . . , τ l is a path in the Hamming cube {0, 1} n from τ 1 ∈ C σ to τ l ∈ S(I) \ C σ . Then there is an index 1 < i < l such that H(τ i ) ≥ γn.
Proof. The first assertion is an immediate consequence of (10) . Concerning the second assertion, consider τ ∈ {0, 1} n \ C σ such that dist(τ, C σ ) ≤ βn. Then αn < dist(τ, σ) ≤ (α + β)n. Therefore, (9) entails that H(τ ) > γn. Thus, τ ∈ S(I), whence 2. follows. To establish 3., note that the path τ 1 , . . . , τ l must contain a point τ i such that 0 < dist(τ i , C σ ) ≤ βn. By the above argument, this point satisfies H(τ i ) > γn. ⊓ ⊔
Proof of Theorem 7 (k-NAE).
Let I = I n,m . By Lemma 17, we may assume that there is a constant ζ > 0 such that a (1 − exp(−ζn))-fraction of all solutions of I is good. To decompose S(I) into superclusters, we proceed as follows.
1. Initially, let N = 1 and S = S(I). 2. While S contains a good solution, pick a good σ N ∈ S arbitrarily and let C N = C σ , remove C σ from S, and increase N by one. 3. Let C N = S.
This process yields subsets C 1 , . . . , C N ⊂ S(I), where for 1 ≤ i < N we have C i = C σ i for a good σ i . Furthermore, Lemma 18 implies that this sequence satisfies the conditions from Definition 3.
⊓ ⊔ To prove Lemma 17, we establish the following lemma concerning the planted model.
Lemma 19.
There are numbers α, β, γ, λ > 0 such that E is highly typical in the planted model.
Thus, Lemma 17 follows from Lemma 19 and Theorem 12.
Proof of Lemma 19 . Fix any assignment σ ∈ {0, 1} n . Furthermore, let I be a random formula with m clauses such that σ is a NAE-solution to I. We investigate the expected number of assignments τ of I with H(τ ) ≤ λn at a given Hamming distance d from σ, i.e., φ(d) = E|{τ ∈ {0, 1} n : dist(σ, τ ) = d ∧ H(τ ) ≤ λn}| (where the expectation is, of course, over the choice of I). Let t = d/n. Since all the m clauses of I are chosen independently from the set of clauses satisfied by σ, we can compute φ(d) explicitly. Finally, a detailed analysis shows that there are α, β, γ, λ > 0 such that n −1 ln φ(d) < 0 and φ(d) < exp(−2γ)E|S(I k,n,m )| for α < t < α + β. Thus, Lemma 19 follows from Markov's inequality. ⊓ ⊔
Frozen variables
We sketch the proof of the existence of frozen variables for the k-coloring problem. The arguments for k-NAE and k-SAT are of a similar nature but conceptually a little easier, because these two problems are binary CSPs. Thus, consider any two fixed ε, α > 0 and assume that k ≥ k 0 (ε, α) for some large enough k 0 (ε, α) > 0. Our goal is to prove that for a pair (G, σ) ∈ Λ n,m chosen according to the uniform model with density r > ( 1 2 + ε)k ln k typically the assignment σ is α-frozen. Due to Theorem 13, we just need to show that this property is highly typical in the planted model.
Thus, consider an assignment σ : V → [k] of colors to the vertices; we may assume that the color classes σ −1 (i) have size (1 + o(1))nk −1 for all 1 ≤ i ≤ k, because this is true for all but an exponentially small fraction of all assignments. Moreover, let G be a graph with m edges such that σ is a k-coloring of G chosen uniformly at random from the set of all such graphs. If G * is a subgraph of G as in Lemma 20 , then clearly all vertices V (G * ) ⊂ V are frozen in σ. Therefore, the fact that S(G n,m ) is α-frozen w.h.p. follows from Lemma 20 and Theorem 13.
The graph G * in Lemma 20 is the outcome of the following process.
CR1. Let Z 1 be the set of all vertices v for which there is a color i = σ(v) such that v has fewer than ε ln k neighbors of color i. CR2. Let Z 2 be the set of all v ∈ V \ Z 1 for which there is a color i = σ(v) such that v has fewer than
To prove Lemma 20 , we just need to analyze |V (G * )|, cf. Appendix B.
Remark 21. Since each vertex v of G * has actually not just one but at least ε 2 ln k neighbors of every color i = σ(v) inside of G * , one can show that G * has no k-coloring τ = σ within Hamming distance at most n/k ln k of σ. Indeed, this stronger property extends to the uniform model. Hence, in the uniform model it is typical that (G, σ) features a subgraph G * of size at least (1 − α)n that has no coloring τ = σ such that dist(σ, τ ) < n/(k ln k). In other words, in order to recolor G * while staying close to σ, essentially the best we can do is permuting entire color classes.
A Clustering for k-coloring
Since in this section we are dealing with random graphs on n vertices with m edges, we denote a random element of I n,m by the standard symbol G n,m . Our goal is to prove that for r > ( 1 2 + ε k )k ln k the set S(G n,m ) of k-colorings decomposes into exponentially many superclusters. While in the case of the k-NAE or the k-SAT problem the proof was based on plotting the number of solutions τ at a given Hamming distance from a random solution σ, the Hamming distance is not an appropriate tool in k-coloring. The reason is that a coloring τ obtained simply by permuting the color classes of σ may have Hamming distance dist(σ, τ ) = n, although σ and τ are essentially identical. Therefore, we shall use the following way of measuring how similar two colorings σ, τ are. We let M σ,τ = (M ij σ,τ ) 1≤i,j≤k be the matrix with entries
Then to measure how close τ is to σ we let
be the squared Frobenius norm of M σ,τ . Hence, f σ is a map from the set [k] n of k-colorings to the interval k −2 , f σ (σ) , where f σ (σ) ≥ k −1 . Furthermore, for a fixed σ ∈ S(G) and a number λ > 0 we let
In order to show that S(G n,m ) decomposes into exponentially many superclusters, we employ the following lemma.
Lemma 22. Suppose that r > ( 1 2 + ε k )k ln k. There are numbers k −2 < y 1 < y 2 < k −1 and λ, γ > 0 such that highly typically in the uniform model a pair (G, σ) ∈ Λ n,m has the following two properties.
For all
Let G = G n,m be a random graph and call σ ∈ S(G) good if 1. and 2. hold. Then Lemma 22 states that with probability at least 1 − exp(−Ω(n)) a 1 − exp(−ζn)-fraction of all σ ∈ S(G) is good for some fixed ζ > 0. Hence, to decompose S(G) into cluster regions, we proceed in a similar way as in k-SAT or k-NAE. Namely, for each σ we let
Then starting with the set S = S(G) and removing iteratively some C σ for a good σ ∈ S from S yields an exponential number of superclusters. Furthermore, one can show that each such supercluster C σ is separated by a linear Hamming distance from the set S(G) \ C σ , because f σ is "continuous" with respect to n −1 ×Hamming distance (that is, for any ε > 0 there is δ > 0 such that f σ (τ ) < ε for all τ ∈ [k] n satisfying dist(σ, τ ) < δn). Thus, the clustering property stated in Theorem 7 follows from Lemma 22. For a similar reason, any path between C σ and S(G) \ C σ has height at least λn.
To establish Lemma 22, we employ the planted model.
Lemma 23.
Suppose that r > (
There are k −2 < y 1 < y 2 < k −1 and λ, γ > 0 such that highly typically in the planted model a pair (G, σ) ∈ Λ n,m has the two properties stated in Lemma 22. n be an assignment of colors to the vertices. We may assume that σ −1 (i) ∼ n/k for all 1 ≤ i ≤ k, because all but an exponentially small fraction of all assignments in [k] n have this property. Further, let G be a graph with m edges such that σ is a k-coloring of G chosen uniformly at random from the set of all such graphs. Then for an assignment τ ∈ [k] n the probability that H(τ ) ≤ λn is
where lim λ→0 ψ(λ) = 0. Therefore, building upon arguments from [3] , we can compute the expected number of assignments τ satisfying f σ (τ ) = x and H(τ ) ≤ λn and apply Markov's inequality to complete the proof. ⊓ ⊔
B Proof of Lemma 20
For each vertex v and each color i = σ(v) the expected number of neighbors of v with color i is σ −1 (i) · 2m n ∼ (1 + 2ε) ln k. Since the number of neighbors of v in σ −1 (i) is asymptotically Poisson, the probability that v has fewer than ε ln k neighbors in σ −1 (i) is at most k −1−ε ′ , where ε ′ > 0 depends only on ε. Consequently, E|Z 1 | ≤ nk −ε ′ . Furthermore, as |Z 1 | is tightly concentrated, with probability at least 1 − exp(−Ω(n)) we have |Z 1 | ≤ 2nk −ε ′ . Similarly, as every v ∈ Z 2 has 3ε 4 ln k neighbors in the "exceptional" set σ −1 (i) ∩ Z 1 for some i = σ(v), we get E|Z 2 | ≤ nk −3 . Moreover, |Z 2 | is concentrated, and thus with probability at least 1 − exp(−Ω(n)) we have |Z 2 | ≤ 2nk −3 .
Finally, with probability at least 1 − exp(−Ω(n)) we have |Z 3 | ≤ 2nk −3 . For if |Z 3 | > 2nk −3 , then there is a set Y ⊂ Z 2 ∪ Z 3 of size at most 4nk −3 such that the average degree subgraph of G induced on Y is at least ε ln k/2 > 10, but the probability that G contains such a subgraph is exponentially small. Hence, with probability at least 1 − exp(−Ω(n)) we have |Z 1 | + |Z 2 | + |Z 3 | ≤ 4nk −ε ′ , which is smaller than αn for sufficiently large k.
C Proof of Theorem 6
Let us say that a variable v supports a clause c under a truth assignment σ, if v underlies either the unique false literal of c or the unique true literal of c. We prove that the following algorithm succeeds w.h.p. in finding a path between a pair of NAE-assignments σ and τ of I n,m , if their Hamming distance is ( In order to analyze this process, we may switch to the "planted solution" model. More precisely, we can generalize Theorem 12 to a statement about pairs of solutions. That is, in the k-NAE problem any statement that is highly typical in the distribution resulting from first choosing a pair of assignments σ, τ ∈ {0, 1} n and then generating m random clauses satisfied by both is typical in the distribution obtained by first choosing a random instance and then sampling a pair of solutions of that instance.
Thus, consider two assignments σ, τ ∈ {0, 1} n chosen uniformly at random and independently. We will say that a variable v is fixed either if σ and τ agree on its value, or if it has already been switched; otherwise,
