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Abstrat
We study the limit as ε → 0 of the entropy solutions of the equation ∂tu
ε +divx
ˆ
A
`
x
ε
, uε
´˜
= 0.
We prove that the sequene uε two-sale onverges towards a funtion u(t, x, y), and u is the unique
solution of a limit evolution problem. The remarkable point is that the limit problem is not a salar
onservation law, but rather a kineti equation in whih the marosopi and mirosopi variables
are mixed. We also prove a strong onvergene result in L1
lo
.
1 Introdution
This artile is onerned with the asymptoti behavior of the sequene uε ∈ C([0,∞), L1
lo
(RN )), as the
parameter ε vanishes, where uε is the entropy solution of the salar onservation law
∂uε(t, x)
∂t
+
N∑
i=1
∂
∂xi
Ai
(x
ε
, uε(t, x)
)
= 0 t ≥ 0, x ∈ RN , (1)
uε(t = 0) = u0
(
x,
x
ε
)
. (2)
The funtions Ai = Ai(y, v) (y ∈ R
N , v ∈ R) are assumed to be Y -periodi, where Y = ΠNi=1(0, Ti)
is the unit ell, and u0 is also assumed to be periodi in its seond variable.
Under regularity hypotheses on the ux, namely A ∈ W 2,∞
per,lo
(RN+1), and when the initial data
uε(t = 0) belongs to L∞, it is known that there exists a unique entropy solution uε of the above system
for all ε > 0 given (see [4, 16, 17, 26℄). The study of the homogenization of suh hyperboli salar
onservation laws has been investigated by several authors, see for instane [9, 10, 11℄, and in the linear
ase [14, 15℄. In dimension one, there is also an equivalene with Hamilton-Jaobi equations whih allows
to use the results of [18℄. In general, the results obtained by these authors an be summarized as follows:
there exists a funtion u0 = u0(t, x, y) suh that
uε − u0
(
t, x,
x
ε
)
→ 0 in L1
lo
((0,∞)× RN ). (3)
The funtion u0(t, x, y) satises a mirosopi equation, alled ell problem, and an evolution equation,
whih is a salar onservation law in whih the oeients depend on the mirosopi variable y. In
general, there is no deoupling of the marosopi variables t, x, and the mirosopi variable y: the
average of u0 with respet to the variable y is not the solution of an average onservation law.
To our knowledge, there are no results as soon as the dimension is stritly greater than one when
the ux does not satisfy a strutural ondition of the type A(y, ξ) = a(y)g(ξ). Here, we investigate the
behavior of the family uε for arbitrary uxes. We prove that (3) still holds in some sense whih will be
preised later on, and the funtion u0 is a solution of a mirosopi ell problem. Preisely, we prove
that even though there is no simple evolution equation satised by the funtion u0 itself, the funtion
f(t, x, y, ξ) = 1ξ<u0
is the unique solution of a linear transport equation, with a soure term whih is a Lagrange multiplier
aounting for the onstraints on f . This statement is reminisent of the kineti formulation for salar
onservation laws (see [19, 20, 22℄, the general presentation in [23℄, and [8℄ for the heterogeneous ase); this
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is not surprising sine our method of proof relies on the kineti formulation for equation (1). However, in
general, it is unlear whether u0 is the solution of a salar onservation law. Thus the kineti formulation
appears as the orret vision of the entropy solutions of (1), at least as far as homogenization is
onerned.
The rest of this introdution is devoted to the presentation of our main results. We begin with the
desription of the asymptoti problem, and then we state the onvergene results in the general ase.
1.1 Desription of the asymptoti evolution problem
We rst introdue the asymptoti evolution problem, for whih we state an existene and uniqueness
result; then we explain how this asymptoti problem an be understood formally.
In the following, we set, for (y, ξ) ∈ RN+1,
ai(y, ξ) =
∂Ai
∂ξ
(y, ξ), 1 ≤ i ≤ N,
aN+1(y, ξ) = −divyA(y, ξ).
We set a(y, ξ) = (a1(y, ξ), · · · , aN+1(y, ξ)) ∈ R
N+1
. Notie that divy,ξa(y, ξ) = 0. These notations were
introdued in [8℄.
Before giving the denition of the limit system, we reall the kineti formulation for equation (1),
whih was derived in [8℄. Indeed, we believe it may shed some light on the limit system. Let uε be an
entropy solution of (1). Then there exists a non-negative measure mε ∈ M1((0,∞) × RN+1) suh that
f ε = 1ξ<uε(t,x) is a solution of the transport equation
∂tf
ε + ai
(x
ε
, ξ
)
∂xif
ε +
1
ε
aN+1
(x
ε
, ξ
)
∂ξf
ε = ∂ξm
ε, (4)
f ε(t = 0, x, ξ) = 1
ξ<u0(x, xε )
. (5)
In fat, this equation was derived in [8℄ for the funtion gε(t, x, ξ) = χ(ξ, uε(t, x)), where χ(ξ, u) =
10<ξ<u − 1u<ξ<0, for u, ξ ∈ R, and under the additional assumption aN+1(y, 0) = 0 for all y ∈ R
N
.
However, it is easily proved, using the identity f ε = gε+1ξ<0, that f
ε
satises (4), even when aN+1(y, 0)
does not vanish.
We now dene the limit system, whih is reminisent of equation (4) :
Denition 1. Let f ∈ L∞([0,∞)×RN×Y ×R), u0 ∈ L
∞(RN×Y ). We say that f is a generalized kineti
solution of the limit problem, with initial data 1ξ<u0 , if there exists a distribution M ∈ D
′
per
([0,∞) ×
R
N × Y × R) suh that f and M satisfy the following properties:
1. Compat support in ξ: there exists a onstant M > 0 suh that
SuppM⊂ [0,∞)× RN × Y × [−M,M ], (6)
f(t, x, y, ξ) = 1 if ξ < −M, (7)
f(t, x, y, ξ) = 0 if ξ > M. (8)
2. Mirosopi equation for f : there exists a non-negative measure m ∈ M1((0,∞) × RN × Y × R)
suh that f is a solution in the sense of distributions of
divy,ξ(a(y, ξ)f(t, x, y, ξ)) = ∂ξm, (9)
and Suppm ⊂ [0,∞)× RN × Y × [−M,M ].
3. Evolution equation: the ouple (f,M) is a solution in the sense of distributions of

∂tf +
N∑
i=1
ai(y, ξ)∂xif =M,
f(t = 0, x, y, ξ) = 1ξ<u0(x,y) =: f0(x, y, ξ);
(10)
2
In other words, for any test funtion φ ∈ D
per
([0,∞)× RN × Y × R),
∫ ∞
0
∫
RN×Y×R
f(t, x, y, ξ)
{
∂tφ(t, x, y, ξ) +
N∑
i=1
ai(y, ξ)∂xiφ(t, x, y, ξ)
}
dt dx dy dξ =
= −〈φ,M〉D,D′ −
∫
RN×Y×R
1ξ<u0(x,y)φ(t = 0, x, y, ξ) dx dy dξ.
4. Conditions on f : there exists a non-negative measure ν ∈M1
per
([0,∞)× RN × Y × R) suh that
∂ξf = −ν, (11)
0 ≤ f(t, x, y, ξ) ≤ 1 almost everywhere. (12)
And for all ompat set K ⊂ RN ,
1
τ
∫ τ
0
||f(s)− f0||L2(K×Y×R) ds −→τ→0
0. (13)
5. Condition on M: dene the set
G := {ψ ∈ L∞
lo
(Y × R) , ∂ξψ ≥ 0, and ∃µ ∈M
1
per
(Y × R), ∃C > 0, ∃α− ∈ R,
divy,ξ(aψ) = −∂ξµ, Supp µ ⊂ Y × [−C,C], µ ≥ 0,
ψ(y, ξ) = α− if ξ < −C} .
Then for all ϕ ∈ D([0,∞) × RN ) suh that ϕ ≥ 0, the funtion M ∗t,x ϕ belongs to C([0,∞) ×
R
N , L2(Y × R)), and
∀(t, x) ∈ [0,∞)× RN , ∀ψ ∈ G,
∫
Y×R
(M∗t,x ϕ) (t, x, ·) ψ ≤ 0. (14)
We now state an existene and uniqueness result for solutions of the limit problem :
Theorem 1. Let A ∈W 2,∞
per,lo
(Y × R).
1. Existene: let u0 ∈ L
1
lo
(RN ; C
per
(Y )) ∩ L∞(RN ) suh that there exists a non-negative measure
m0 = m0(x, y, ξ) suh that f0(x, y, ξ) = 1ξ<u0(x,y) is a solution of
N∑
i=1
∂
∂yi
(ai(y, ξ)f0) +
∂
∂ξ
(aN+1(y, ξ)f0) =
∂m0
∂ξ
(15)
and Suppm0 ⊂ R
N × Y × [−M,M ], where M = ||u0||∞.
Assume that there exists u1, u2 ∈ L
∞(Y ) suh that 1ξ<ui is a solution of (15) for i = 1, 2, for
some non-negative measures m1, m2, and
u1(y) ≤ u0(x, y) ≤ u2(y) for a.e. x ∈ R
N , y ∈ Y. (16)
Then there exists a generalized kineti solution f of the limit problem (in the sense of denition
1), with initial data f0.
2. Rigidity: let u0 ∈ L
∞(RN × Y ), and let f ∈ L∞([0,∞) × RN × Y × R) be a generalized kineti
solution of the limit problem, with initial data f0 = 1ξ<u0 . Then there exists a funtion u ∈
L∞([0,∞)× RN × Y ) suh that
f(t, x, y, ξ) = 1ξ<u(t,x,y) almost everywhere.
3
3. Uniqueness and ontration priniple: let u0, v0 ∈ L
∞(RN × Y ), and let f, g be two generalized
kineti solutions of the limit problem with initial data 1ξ<u0 and 1ξ<v0 respetively. Then there
exists a onstant C > 0 suh that for all t > 0, for all R,R′ > 0,
||f(t)− g(t)||L1(BR×Y×R) ≤ e
Ct+R
(
||u0 − v0||L1(B
R′
×Y ) + e
−R′
)
. (17)
As a onsequene, for all u0 ∈ L
∞(RN × Y ) ∩ L1
lo
(RN , C
per
(Y )) satisfying (15) and (16), there exists a
unique generalized kineti solution f ∈ L∞([0,∞)× RN × Y × R) of the limit problem.
Remark 1. Notie that for any funtion v ∈ L∞(Y ), v is an entropy solution of the ell problem
divyA(y, v(y)) = 0
if and only if there exists a non-negative measure m ∈M1
per
(Y × R) suh that the equation
divy,ξ(a(y, ξ)1ξ<v(y)) = ∂ξm.
is satised in the sense of distributions on Y × R.
In the ase where A is divergene-free this ondition beomes
N∑
i=1
∂yi(ai(y, ξ)1ξ<v(y)) = 0.
Indeed, in that ase, v satises
N∑
i=1
∂yi(ai(y, ξ)1ξ<v(y)) = ∂ξm
for some non-negative measure m suh that Suppm ⊂ Y × (−M,M). Consequently,
N∑
i=1
∂yi
(∫ ξ
−M−1
ai(y, w)1w<v(y) dw
)
= m(y, ξ) ≥ 0.
Sine the left-hand side has zero mean-value on Y for all ξ ∈ [−M,M ], we dedue that m = 0. Thus,
in the ase where the ux A is divergene free, the limit system takes a slightly simpler form: onditions
(9), (14) beome
divy(a(y, ξ)f(t, x, y, ξ)) = 0,
∂tf +
N∑
i=1
ai(y, ξ)∂xif =M,
{ ∫
Y×R
(M∗t,x ϕ) (t, x, ·) ψ ≤ 0,
∀ψ ∈ L∞
lo
(Y × R), divy(aψ) = 0, and ∂ξψ ≥ 0.
(18)
All the other properties remain the same.
Remark 2. Assume that the ux A is divergene-free, and set
C1 := {ψ ∈ L
2
lo
(Y × R),
N∑
i=1
∂
∂yi
(ai(y, ξ)ψ(y, ξ)) = 0},
C2 := {ψ ∈ L
∞
lo
(Y × R), ∂ξψ ≥ 0}.
Then C1, C2 are onvex sets of the vetor spae L
2
lo
(Y × R); thus ondition (14) an be re-written as :
for all ϕ ∈ D((−∞, 0)× RN ) suh that ϕ ≥ 0, for all (t, x) ∈ (0,∞)× RN , we have
M∗ ϕ(t, x) ∈ (C1 ∩ C2)
◦,
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where C◦ denotes the normal one of C. Let us reall that when the spae dimension is nite (that is, if
C1, C2 are onvex ones in R
d
for some d ∈ N), then
(cl(C1) ∩ cl(C2))
◦ = cl (C◦1 + C
◦
2 ) ,
where cl(A) denotes the losure of the set A.
If we forget about the losure and the fat that we are onsidering onvex sets in an innite dimensional
spae, then we are tempted to write
M∗ ϕ(t, x) ∈ (C1 ∩ C2)
◦ = µ1 + µ2,
with µi ∈ C
◦
i , i = 1, 2. Moreover, very formally, we have
C◦2 ={∂ξm, m non-negative measure}.
Thus, we may think of M as some distribution of the form
M = ∂ξm+ µ1,
with m a non-negative measure on [0,∞)× RN × Y × R, and µ1 ∈ C
◦
1 .
Of ourse, these omputations are not rigorous, but we believe they may help the reader understanding
the ation of the distribution M (at least in the divergene-free ase), even though the preise struture
of M shall not be needed in the proof. Inequality (14) is suient for all the appliations in this paper.
Let us stress that uniqueness for the limit problem holds, even though the ell problem does not have
a unique solution in general; indeed, in the linear divergene free ase, that is, if A(y, ξ) = a(y)ξ, with
divya = 0, then a funtion u is a solution of the ell problem if
divy(a(y)u(y)) = 0, 〈u〉Y = 0.
The onstant funtion equal to zero is a solution of this equation, but in general there are other entropy
solutions: think for instane of the ase where N = 2, and
a(y1, y2) = (−∂2φ(y1, y2), ∂1φ(y1, y2)),
for some funtion φ ∈ C2
per
(Y ). Then any funtion u of the form g(φ) − 〈g(φ)〉, with g a ontinuous
funtion, is an entropy solution. Let us emphasize that nonlinearity assumptions on the ux are not
enough to ensure uniqueness of solutions either, see for instane [18℄.
In Theorem 1, the uniqueness of the solution of the limit system derives from a ontration priniple
assoiated with the marosopi evolution equation, rather than the mirosopi ell equation. The well-
preparedness of the initial data, that is, the fat that u0(x, ·) is an entropy solution of the ell problem,
is fundamental.
On the other hand, the lak of uniqueness of solutions of the ell problem entails that in general,
there is no notion of homogenized problem. Indeed, if u is a solution of
divyA(y, p+ u(y)) = 0, 〈u〉Y = 0,
then in general, the quantity
〈A(·, p+ u(·)〉
depends on u (exept when N = 1, and in some speial ases, when N = 2; see [13, 18℄). Hene the
marosopi and mirosopi sales annot be deoupled: if 1ξ<u(t,x,y) is a solution of the limit evolution
problem, then u¯(t, x) = 〈u(t, x, ·)〉 does not satisfy any remarkable equation. This is the main onsequene
of the absene of uniqueness for the ell problem.
Let us mention an important partiular ase of the theorem 1, whih we all the separate ase. We
now assume that the ux A an be written A(y, ξ) = a0(y)g(ξ), with divya0 = 0. This ase has already
been thorougly investigated by Weinan E in [9℄ in the ase where g′(ξ) 6= 0 for all ξ, that is, when the
funtion g is stritly monotonous. Here, we prove that his results hold with no restrition on g.
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Let us introdue the so-alled onstraint spae
K0 := {f ∈ L
1(Y ); divy(a0f) = 0 in D
′},
and the orthogonal projetion P0 on K0 ∩ L
2(Y ) for the salar produt in L2(Y ).
Then the following properties hold: for all f, g ∈ L2(Y ), if f ∈ K0, then
P0(fg) = fP0(g).
And if f, g ∈ K0, then the produt fg belongs to K0. Notie also that all funtions whih do not depend
on y belong to K0.
Proposition 1. Assume that u0 ∈ L
1(RN , C
per
(Y )) ∩ L∞(RN × Y ), and u0 is suh that u0(x, ·) ∈ K0
for a.e. x ∈ RN .
Let a˜0 = P0(a0) ∈ L
∞(Y ). Let u = u(t, x; y) be the entropy solution of the salar onservation law{
∂tu(t, x; y) + divx (a˜0(y)g(u(t, x; y))) = 0, t > 0, x ∈ R
N , y ∈ Y,
u(t = 0, x; y) = u0(x, y).
(19)
Then the funtion f(t, x, y, ξ) = 1ξ<u(t,x,y) is the unique generalized kineti solution of the limit
problem (10) with initial data 1ξ<u0(x,y). In that ase the distribution M is given by
M =
∂m
∂ξ
+ g′(ξ)(a˜0(y)− a0(y)) · ∇xf,
where m is the kineti entropy defet measure assoiated with the funtion u, that is, f is a solution of
∂tf + g
′(ξ)a˜0(y) · ∇xf = ∂ξm.
As a onsequene, the solution u(t, x; y) of (19) is an entropy solution of
divyA(y, u) = 0
for almost every (t, x) ∈ (0,∞)× RN .
1.2 Convergene results
Our rst result is onerned with entropy solutions of (1).
Theorem 2. Let A ∈ W 2,∞
per,lo
(RN+1). Assume that the initial data u0 ∈ L
1
lo
(RN , C
per
(Y ) satises (15),
(16). Let f = 1ξ<u be the unique generalized kineti solution of the limit problem, with initial data 1ξ<u;
the existene of f follows from theorem 1. Then as ε vanishes,
1ξ<uε(t,x)
2 s.
⇀ 1ξ<u(t,x,y). (20)
As a onsequene, for all regularization kernels ϕδ of the form
ϕδ(x) =
1
δN
ϕ
(x
δ
)
, x ∈ RN ,
with ϕ ∈ D(RN ),
∫
ϕ = 1, 0 ≤ ϕ ≤ 1, we have, for all ompat K ⊂ [0,∞)× RN ,
lim
δ→0
lim
ε→0
∣∣∣∣∣∣uε(t, x)− u ∗x ϕδ (t, x, x
ε
)∣∣∣∣∣∣
L1(K)
= 0. (21)
Remark 3. The assumption (15) means that u0 is well-prepared in the sense that u0(x, ·) is an entropy
solution of
divy (A(y, u0(x, y))) = 0
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for a.e. x ∈ RN . If this hypothesis is not satised, then it is expeted that the behavior of the sequene
uε will depend on the nature of the ux. If the ux is linear, then osillations will propagate, and the ell
equation (9) shall not be satised in general. If the ux satises some strong nonlinearity assumption,
on the ontrary, the onjeture is that the solution uε re-prepares itself in order to math the mirosopi
prole ditated by the equation. Few results in this diretion are known in the hyperboli ase; the reader
may onsult for instane [2, 10, 12, 25℄. In [6℄, the author studies the same equation as (1) in whih
a visosity term of order ε is added, and proves suh a result, but the method relies strongly on the
paraboliity of the equation.
Remark 4. The way in whih theorem 2 is stated might seem slightly peuliar; indeed, onvergene
results of the type
uε − u
(
t, x,
x
ε
)
→ 0 in L1
lo
are expeted to hold. But in order to establish suh a result, it seems neessary to prove that
lim
δ→0
∫
K
sup
y∈Y
∣∣u(t, x, y)− u ∗x ϕδ (t, x, y)∣∣ dt dx = 0.
But the evolution equation for u (or rather, for 1ξ<u) is given by denition 1; sine the distribution M
allows for very few omputations, it seems diult to derive suh estimates.
The next result generalizes theorem 1 to weaker solutions of equation (1), alled kineti solutions. In
order to simplify the presentation, we explain how to generalize the result in the divergene-free ase; we
explain in the remark following the theorem how to derive an analogous result in the ase where the ux
A is arbitrary.
Thus, for the reader's onveniene, we rst reall the denition of kineti solutions in the divergene-
free ase (see [8℄ for the heterogeneous ase, and the presentation in [23℄ for the homogeneous ase) :
Denition 2 (Kineti solutions of (1)). Let uε ∈ C([0,∞), L1(RN )). Assume that there exists a non-
negative measure mε ∈ C(Rξ, w −M
1([0,∞)× RN ) suh that for all T > 0, the funtion
ξ 7→
∫ T
0
∫
RN
mε(t, x, ξ) dt dx
is bounded on R, and vanishes as |ξ| → ∞.
Assume also that f ε(t, x, ξ) := χ(ξ, uε(t, x)) is a solution in the sense of distributions of the linear
transport equation
∂f ε
∂t
+
N∑
i=1
ai
(x
ε
, ξ
)
∂xif
ε =
∂mε
∂ξ
t ≥ 0, x ∈ RN , (22)
f ε(t = 0) = χ
(
ξ, u0
(
x,
x
ε
))
, (23)
Then it is said that uε is a kineti solution of equation (1).
The existene of suh solutions is only known when the ux satises additionnal regularity assump-
tions. Assume that ai ∈ C
1
per
(Y × R) for 1 ≤ i ≤ N , and assume that there exists a onstant C suh
that
|a(y, ξ)| ≤ C (1 + |ξ|) ∀y ∈ Y ∀ξ ∈ R. (24)
Under suh hypotheses, it is proved in [8℄ that for all u0 ∈ L
1(RN , C
per
(Y )), there exists a unique funtion
uε ∈ C([0,∞), L1(RN )) suh that χ(ξ, uε) is a solution of (1); uε is alled the kineti solution of (1)-(2).
And if uε is bounded in L∞((0, T )×RN ) for all T > 0, then uε is the entropy solution of (1). Moreover,
a ontration priniple holds between kineti solutions.
Let us now state the onvergene result for kineti solutions :
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Theorem 3. Let A ∈W 2,∞
per,lo
(Y ×R) suh that divyA(y, ξ) = 0 for all y, ξ. Assume that ai ∈ C
1
per
(Y ×R)
for 1 ≤ i ≤ N , and that (24) is satised. Assume that the initial data u0 belongs to L
1(RN , C1
per
(Y )) and
satises
N∑
i=1
∂
∂yi
(ai(y, ξ)χ(ξ, u0)) = 0.
Let uε ∈ C([0,∞), L1(RN )) be the kineti solution of (1) with initial data u0(x, x/ε). Then there
exists a funtion u ∈ L∞([0,∞), L1(RN × Y )) suh that the onvergene results (20) and (21) hold, and
∂
∂yi
(a(y, ξ)χ(ξ, u(t, x, y))) = 0 in D′.
Moreover, if we set
M :=
∂
∂t
χ(ξ, u) +
N∑
i=1
ai(y, ξ)
∂
∂xi
χ(ξ, u) ∈ D′,
then M satises (18).
Remark 5. Let us explain how this result an be generalized to the ase where the ux A is arbitrary.
First, the L1 setting is not adapted to this ase, beause the L1 norm is not onserved by the equation in
general. Hene another notion of kineti solutions is needed; the orret funtional spae should be of the
type V + L1(RN ), where V is a xed solution of the ell problem.
Then, the ruial point in Theorem 3 is to nd a sequene un0 suh that u
n
0 onverges towards u0
in L1(RN , C
per
(Y )), and for all n ∈ N, un0 satises (15), (16). Finding suh a sequene is easy in the
divergene-free ase, but seems more diult in the general ase, sine solutions of the ell problem are
not known. This seems to be the main obstale to the generalization of Theorem 3 to arbitrary uxes. If
this step is admitted, it is likely that the proof of Theorem 3 an be adapted to general settings.
The plan of the paper is the following: in setion 2 we prove, under the hypotheses of theorem 2,
that the two-sale limit of the sequene 1ξ<uε(t,x) is a generalized kineti solution of the limit system. In
setion 3, we study the limit problem introdued in denition 1 and we prove the rigidity and uniqueness
results in theorem 1; hene theorem 1 and 2 will be proved by the end of setion 3. In setion 4, we study
a relaxation model of BGK type, approahing the limit system in the divergene free ase. In setion
5, we prove Proposition 1. Eventually, in setion 6, we have gathered further remarks on the notion of
limit evolution problem.
2 Asymptoti behavior of the sequene uε
In this setion, we prove that the two-sale limit of the sequene f ε = 1ξ<uε(t,x), say f
0(t, x, y, ξ), is a
generalized kineti solution of the limit system; thus the existene result of Theorem 1 follows from this
setion. The organization is the following: we rst derive some basi (mirosopi) properties for the
funtion f0. Then we explain how regularization by onvolution an be used in two-sale problems. The
two other subsetions are devoted to the other properties of the limit system, namely ondition (14) and
the strong ontinuity at time t = 0.
2.1 Basi properties of f 0
We use the onept of two-sale onvergene, formalized by G. Allaire after an idea of G. N'Guetseng
(see [1, 21℄). The fundamental result in [1℄ an be generalized to the present setting as follows:
Corollary 1. Let (gε)ε>0 be a bounded sequene in L
∞((0,∞) × RN+1). Then there exists a funtion
g0 ∈ L∞((0,∞)× RN × Y × R), and a subsequene (εn) suh that εn → 0 as n→∞, suh that∫ ∞
0
∫
RN+1
gεn(t, x, ξ)ψ
(
t, x,
x
ε
, ξ
)
dt dx dξ →
∫ ∞
0
∫
RN×Y×R
g0(t, x, y, ξ)ψ(t, x, y, ξ) dt dx dy dξ
for all funtions ψ ∈ L1((0,∞)× RN+1; C
per
(Y )).
It is said that the sequene (gεn)n∈N two-sale onverges towards g
0
.
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Here, the sequene f ε is bounded by 1 in L∞; hene we an extrat a subsequene, still denoted by
ε, and nd a funtion f0 ∈ L∞((0,∞) × RN × Y × R) suh that (f ε) two-sale onverges to f0. It is
easily heked that f0 inherits the following properties from the sequene f ε
0 ≤ f0(t, x, y, ξ) ≤ 1, (25)
∂ξf
0 = −ν(t, x, y, ξ), ν non-negative measure. (26)
Now, let us prove (7)-(8): let
M := max (||u1||∞, ||u2||∞) ,
where u1, u2 are the funtions appearing in assumption (16). Sine ui (x/ε) is a stationary solution of
(1), by a omparison priniple for equation (1), we dedue that
u1
(x
ε
)
≤ uε(t, x) ≤ u2
(x
ε
)
for almost every t > 0, x ∈ RN .
Thus ||uε||L∞([0,∞)×RN ≤M , and for almost every t, x, ξ, for all ε > 0,
f ε(t, x, ξ) = 1 if ξ < −M,
f ε(t, x, ξ) = 0 if ξ > M.
Passing to the two-sale limit, we infer (7) and (8).
Now, we derive a mirosopi equation for f0. First, multiplying (4) by S′(ξ), with S′ ∈ D(R), and
integrating on (0, T )×BR × R, with T > 0, R > 0, yields
∫
BR
(
S(uε(T, x))− S
(
u0
(
x,
x
ε
)))
dx+
∫ T
0
∫
R
∫
∂BR
a
(x
ε
, ξ
)
· nR(x)f
εS′(ξ) dσR(x) dξ dt−
−
1
ε
∫ T
0
∫
R
∫
BR
aN+1
(x
ε
, ξ
)
f εS′′(ξ) dx dξ dt = −
∫ T
0
∫
R
∫
BR
mε(t, x, ξ)S′′(ξ) dx dξ dt,
where nR(x) is the outward-pointing normal to BR at a given point x ∈ ∂BR, and dσR(x) is the Lebesgue
measure on ∂BR.
Hene we obtain the following bound on mε
εmε((0, T )×BR × R) ≤ CT,R
for all ε > 0, R > 0, T > 0, and Suppmε ⊂ (0,∞)× R× [−M,M ].
Consequently, there exists a further subsequene, still denoted by ε, and a non-negative measure
m0 = m0(t, x, y, ξ) suh that εmε two-sale onverges to m0 (the onept of two-sale onvergene an
easily be generalized to measures; the arguments are the same as in [1℄, the only dierene lies in the
funtional spaes). Moreover, Supp m0 ⊂ (0,∞)× R× Y × [−M,M ].
We now multiply (4) by test funtions of the type εϕ (t, x, x/ε, ξ), with ϕ ∈ D
per
([0,∞)×RN×Y ×R),
and we pass to the two-sale limit. We obtain, in the sense of distributions on (0,∞)× RN × Y × R
∂
∂yi
(
ai(y, ξ)f
0
)
+
∂
∂ξ
(
aN+1(y, ξ)f
0
)
=
∂m0
∂ξ
. (27)
Thus (9) is satised, whih ompletes the derivation of the basi properties of f0.
Now, we dene the distribution
M :=
∂f0
∂t
+
N∑
i=1
ai(y, ξ)
∂f0
∂xi
.
The distribution M obviously satises (6). The next step is to prove that M satises (14); sine regu-
larizations by onvolution are involved in ondition (14), we now desribe the links between onvolution
and two-sale onvergene.
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2.2 Regularization by onvolution and two-sale onvergene
In this subsetion, we wish to make a few remarks onerning the links between onvolution and two-sale
onvergene. Indeed, it is a well-known fat that if a sequene (fn) weakly onverges in L
2(RN ) towards
a funtion f , then for all onvolution kernels ϕ = ϕ(x), the sequene (fn ∗ ϕ) two-sale onverges in
L2 towards f ∗ ϕ. It would be onvenient to have an analogue property for two-sale limits. However,
in general, if a sequene f ε = f ε(x) is bounded in L2(RN ) and two-sale onverges towards a funtion
f = f(x, y) ∈ L2(RN × Y ), then f ε ∗ ϕ does not two-sale onverge towards f ∗x ϕ. Indeed, if ψ =
ψ(x, y) ∈ L2(RN , C
per
(Y )), then ∫
RN
f ε ∗ ϕ(x)ψ
(
x,
x
ε
)
dx
=
∫
R2N
f ε(x′)ϕ(x − x′)ψ
(
x,
x
ε
)
dx dx′
=
∫
RN
dx′ f ε(x′)
[∫
RN
ϕ(x− x′)ψ
(
x,
x
ε
)
dx
]
.
In general, the quantity between brakets in the last integral annot be written as a funtion of x′ and
x′/ε, and it seems diult to pass to the limit as ε→ 0.
In order to get round this diulty, let us suggest the following onstrution, whih is reminisent
of the doubling of variables in the papers of Kruzkhov, see [16, 17℄. With the same notations as above,
onsider the test funtion (ψ ∗x ϕˇ)
(
x, x
ε
)
, where ϕˇ(x) := ϕ(−x) ∀x ∈ RN . Then by denition of the
two-sale onvergene,∫
RN
f ε(x) [ψ ∗x ϕˇ]
(
x,
x
ε
)
dx→
∫
RN×Y
f(x, y) [ψ ∗x ϕˇ] (x, y) dx dy
And ∫
RN
f ε(x) [ψ ∗x ϕˇ]
(
x,
x
ε
)
dx =
∫
R2N
f ε(x′)ϕ(x − x′)ψ
(
x,
x′
ε
)
dx dx′,∫
RN×Y
f(x, y) [ψ ∗x ϕˇ] (x, y) dx dy =
∫
RN×Y
[f ∗x ϕ] (x, y)ψ(x, y) dx dy.
Consequently, as ε→ 0,∫
R2N
f ε(x′)ϕ(x − x′)ψ
(
x,
x′
ε
)
dx dx′ →
∫
RN×Y
[f ∗x ϕ] (x, y)ψ(x, y) dx dy (28)
for all ϕ ∈ D(RN ), for all ψ ∈ L2(RN , C
per
(Y )).
In fat, dierent assumptions on the funtion ψ an be hosen; the key point is that ψ should be
an admissible test funtion in the sense of Allaire (see [1℄). In partiular, if there exist ψ1 ∈ D(R
N ),
ψ2 ∈ L
∞(Y ) suh that
ψ(x, y) = ψ1(x)ψ2(y),
then ψ is an admissible test funtion, and the limit (28) holds.
2.3 Proof of the ondition on M
The goal of this subsetion is to prove that with
M = ∂tf
0 +
N∑
i=1
ai(y, ξ)∂if
0,
ondition (14) holds; hene, let ϕ ∈ D(R× RN ), θ ∈ D(R× RN ), suh that
ϕ ≥ 0, θ ≥ 0,
ϕ(t, x) = 0 ∀t ≥ 0 ∀x ∈ RN , θ(t, x) = 0 ∀t ≤ 0 ∀x ∈ RN ;
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the funtion ϕ shall be used as a onvolution kernel, and θ as a test funtion, whih explains the above
hypotheses on the supports of ϕ and θ.
Let ψ ∈ G arbitrary (the denition of the set G is given in denition 1). We have to prove that the
quantity
A :=
∫ ∞
0
∫ ∞
0
∫
R2N×Y×R
f0(s, z, y, ξ)
{
∂tϕ(t− s, x− z) +
N∑
i=1
ai(y, ξ)∂iϕ(t− s, x− z)
}
×
× ψ(y, ξ)θ(t, x) dξ dy dx dz ds dt
in non-positive.
Before going into the tehnialities, let us explain formally why the property is true; let us forget
about the onvolution and the regularity issues, and take the test funtion
θ(t, x)ψ
(x
ε
, ξ
)
in equation (4).
Let R > max(M,C); reall that M and C are suh that Supp f0 ⊂ [0,∞)×RN × Y × [−M,M ], and
ψ(y, ξ) = α− if ξ < −C. Integrating on [0,∞)× R
N × [−R,R], we obtain
∫ ∞
0
∫
RN
∫ R
−R
f ε(t, x, ξ)
[
∂tθ(t, x) + ai
(x
ε
, ξ
)
∂xiθ(t, x)
]
ψ
(x
ε
, ξ
)
dx dξ dt
−
1
ε
∫ ∞
0
∫
RN
∫ R
−R
f ε(t, x, ξ)
∂µ
∂ξ
(x
ε
, ξ
)
θ(t, x) dx dξ dt
+α−
∫ ∞
0
∫
RN
1
ε
aN+1
(x
ε
,−R
)
θ(t, x) dt dx
=
∫ ∞
0
∫
RN
∫ R
−R
mε(s, z, ξ)∂ξψ
(x
ε
, ξ
)
dz dξ ds−
∫
RN
∫ R
−R
1
ξ<u0(x,xε )
θ(t = 0, x)ψ
(x
ε
, ξ
)
dx dξ.
Notie that
1
ε
aN+1
(x
ε
,−R
)
= −divxA
(x
ε
,−R
)
,
and thus ∫ ∞
0
∫
RN
∫ R
−R
f ε(t, x, ξ)
[
∂tθ(t, x) + ai
(x
ε
, ξ
)
∂xiθ(t, x)
]
ψ
(x
ε
, ξ
)
dx dξ dt
=
∫ ∞
0
∫
RN
∫ R
−R
[
mε(s, z, ξ)∂ξψ
(x
ε
, ξ
)
−
1
ε
µ
(x
ε
, ξ
)
∂ξf
ε(t, x, ξ)
]
θ(t, x) dz dξ ds
−α−
∫ ∞
0
∫
RN
Ai
(x
ε
,−R
)
∂iθ(t, x) dt dx−
∫
RN
∫ R
−R
1
ξ<u0(x,xε )
θ(t = 0, x)ψ
(x
ε
, ξ
)
dx dξ
≥ −α−
∫ ∞
0
∫
RN
Ai
(x
ε
,−R
)
∂iθ(t, x) dt dx−
∫
RN
∫ R
−R
1
ξ<u0(x,xε )
θ(t = 0, x)ψ
(x
ε
, ξ
)
dx dξ.
Passing to the limit as ε→ 0, we retrieve
∫ ∞
0
∫
RN
∫ R
−R
f0(t, x, y, ξ) [∂tθ(t, x) + ai (y, ξ)∂xiθ(t, x)] ψ (y, ξ) dx dy dξ dt
≥ −α−
∫ ∞
0
∫
RN×Y
Ai(y,−R)∂iθ(t, x) dt dx −
∫
RN
∫ R
−R
1ξ<u0(x,y) θ(t = 0, x)ψ (y, ξ) dx dξ
= −
∫
RN
∫ R
−R
1ξ<u0(x,y) θ(t = 0, x)ψ (y, ξ) dx dξ.
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This means exatly that
∂
∂t
∫
Y×R
f0ψ +
∂
∂xi
∫
Y×R
aif
0ψ ≤ 0,
or in other words, that
∫
Y×RMψ ≤ 0 in the sense of distributions on [0,∞)× R
N
.
Now, we go bak to the regularizations by onvolution. Aording to the preeding subsetion,
A = lim
ε→0
∫ ∞
0
∫ ∞
0
∫
R2N×Y×R
f ε(s, z, ξ)
{
∂tϕ(t− s, x− z) +
N∑
i=1
ai
(z
ε
, ξ
)
∂iϕ(t− s, x− z)
}
×
× ψ
(z
ε
, ξ
)
θ(t, x) dξ dx dz ds dt.
Hene, in (4), we onsider the test funtion
φ(s, z, ξ) =
[∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
ψδ
(z
ε
, ξ
)
K(ξ),
where K is a ut-o funtion suh that 0 ≤ K ≤ 1, K ∈ D(R), K(ξ) = 1 if |ξ| ≤ R, and
ψδ := ψ ∗y ϕ
δ
1 ∗ξ ϕ
δ
2,
with ϕ1 ∈ D(R
N ), ϕ2 ∈ D(R), 0 ≤ ϕi ≤ 1,
∫
ϕi = 1 for i = 1, 2, and
ϕδ1(y) =
1
δN
ϕ1
(y
δ
)
, ϕδ2(ξ) =
1
δ
ϕ2
(
ξ
δ
)
.
Aording to (4), we have
∫ ∞
0
∫
RN+1
f ε(s, z, ξ)
[
∂sφ(s, z, ξ) +
N∑
i=1
ai
(z
ε
, ξ
)
∂ziφ(s, z, ξ)
]
dz dξ ds
+
1
ε
∫ ∞
0
∫
RN+1
f ε(s, z, ξ)aN+1
(z
ε
, ξ
)
∂ξφ(s, z, ξ) dz dξ ds (29)
−
∫ ∞
0
∫
RN+1
mε(s, z, ξ)∂ξφ(s, z, ξ) dz dξ ds+
∫
RN+1
χ
(
ξ, u0
(
z,
z
ε
))
φ(s = 0, z, ξ) dz dξ
= 0.
And
∂sφ(s, z, ξ) = −
[∫ ∞
0
∫
RN
∂tϕ(t− s, x− z) θ(t, x) dt dx
]
ψδ
(z
ε
, ξ
)
K(ξ),
∇zφ(s, z, ξ) = −
[∫ ∞
0
∫
RN
∇xϕ(t− s, x− z) θ(t, x) dt dx
]
ψδ
(z
ε
, ξ
)
K(ξ)
+
1
ε
[∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
(∇yψδ)
(z
ε
, ξ
)
K(ξ),
∂ξφ(s, z, ξ) =
[∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
K(ξ) ∂ξψδ
(z
ε
, ξ
)
+
[∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
ψδ
(z
ε
, ξ
)
∂ξK(ξ)
φ(s = 0, z, ξ) =
[∫ ∞
0
∫
RN
∂tϕ(t, x− z) θ(t, x) dt dx
]
ψδ
(z
ε
, ξ
)
K(ξ) = 0.
Thanks to the assumption on the support of ϕ, and the fat that
∂ξψδ = (∂ξψ) ∗y ϕ
δ
1 ∗ξ ϕ
δ
2 ≥ 0,
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we have [∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
K(ξ) ∂ξψδ
(z
ε
, ξ
)
≥ 0.
Moreover, thanks to (7), (8), and the assumptions on ψ and K, we have ∂ξK = 0 on Suppm
ε
, and[∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
ψδ
(z
ε
, ξ
)
∂ξK(ξ)f
ε(s, z, ξ)
= α−
[∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
∂ξK(ξ).
Hene, we obtain, for all ε, δ > 0,
−
∫
f ε(s, z, ξ)
{
∂tϕ(t− s, x− z) +
N∑
i=1
ai
(z
ε
, ξ
)
∂iϕ(t− s, x− z)
}
×
×ψδ
(z
ε
, ξ
)
θ(t, x) dξ dx dz ds dt
+
1
ε
∫
f ε(s, z, ξ) a
(z
ε
, ξ
)
· ∇y,ξψδ
(z
ε
, ξ
)
ϕ(t− s, x− z) θ(t, x)K(ξ) dt dx ds dz dξ
+
α−
ε
∫
ϕ(t− s, x− z) θ(t, x) ∂ξK(ξ)aN+1
(z
ε
, ξ
)
dt dx ds dz dξ
≥ 0.
Following the formal alulations above, we have to investigate the sign of the term∫
f ε(s, z, ξ) a
(z
ε
, ξ
)
· ∇y,ξψδ
(z
ε
, ξ
)
ϕ(t− s, x− z) θ(t, x)K(ξ) dt dx ds dz dξ.
Sine divy,ξ(aψ) = −∂ξµ, we have
divy,ξ(aψδ) = −
∂µδ
∂ξ
+ rδ
where µδ = µ ∗y ϕ
δ
1 ∗ξ ϕ
δ
2. Then
−
∫ ∞
0
∫
RN+1
f ε(s, z, ξ)
∂µδ
∂ξ
(x
ε
, ξ
) [∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
ds dz dξ
= −
∫ ∞
0
∫
RN+1
δ(ξ = uε(t, x))µδ
(x
ε
, ξ
) [∫ ∞
0
∫
RN
ϕ(t− s, x− z) θ(t, x) dt dx
]
ds dz dξ ≤ 0.
Hene, we have to prove that as δ → 0,
rδ → 0 in L
1
lo
(Y × R).
The proof is quite lassial. We have
rδ(y, ξ) = a(y, ξ)ψ ∗
(
∇y,ξϕ
δ
1ϕ
δ
2
)
− [a(y, ξ)ψ] ∗
(
∇y,ξϕ
δ
1ϕ
δ
2
)
=
N∑
i=1
∫
[ai(y, ξ)− ai(y1, ξ1)]ψ(y1, ξ1)∂yiϕ
δ
1(y − y1)ϕ
δ
2(ξ − ξ1) dy1 dξ1
+
∫
[aN+1(y, ξ)− aN+1(y1, ξ1)]ψ(y1, ξ1)ϕ
δ
1(y − y1)∂xiϕ
δ
2(ξ − ξ1) dy1 dξ1
Thus, we ompute, for (y, y1, ξ, ξ1) ∈ R
2N+2
, 1 ≤ i ≤ N + 1,
ai(y, ξ)− ai(y1, ξ1) = (y − y1) ·
∫ 1
0
∇yai(τy + (1 − τ)y1, τξ + (1− τ)ξ1) dτ
+(ξ − ξ1) ·
∫ 1
0
∂ξai(τy + (1 − τ)y1, τξ + (1− τ)ξ1) dτ.
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Set, for 1 ≤ k, i ≤ N , y ∈ RN , ξ ∈ R,
φk,i(y, ξ) = yk
∂ϕ1
∂yi
(y)ϕ2(ξ), φk,N+1(y, ξ) = yk
∂ϕ2
∂ξ
(ξ)ϕ1(y),
ζi(y, ξ) = ξ
∂ϕ1
∂yi
(y)ϕ2(ξ), ζN+1(y, ξ) = ξ
∂ϕ2
∂ξ
(ξ)ϕ1(y).
Notie that ∫
RN+1
φk,i = −δk,i,
∫
RN+1
ζi = −δN+1,i.
Then
rδ(y, ξ) =
N+1∑
i=1
N∑
k=1
∫
∂ai
∂yk
(τy + (1− τ)y1, τξ + (1− τ)ξ1)ψ(y1, ξ1)φ
δ
k,i(y − y1, ξ − ξ1) dy1 dξ1 dτ
+
N+1∑
i=1
∫
∂ai
∂ξ
(τy + (1 − τ)y1, τξ + (1− τ)ξ1)ψ(y1, ξ1)ζ
δ
i (y − y1, ξ − ξ1) dy1 dξ1 dτ.
Hene as δ → 0, rδ onverges to
−divy,ξ(a(y, ξ)) ψ(y, ξ) = 0
in Lp
lo
(RN+1) for any p <∞ and for all (t, x) ∈ [0,∞)× RN . We now pass to the limit as δ → 0, with
ε xed, and we obtain
−
∫
f ε(s, z, ξ)
{
∂tϕ(t− s, x− z) + ai
(z
ε
, ξ
)
∂iϕ(t− s, x− z)
}
ψ
(z
ε
, ξ
)
θ(t, x) dξ dx dz ds dt
−α−
∫
θ(t, x) ∂ξK(ξ)A
(z
ε
, ξ
)
· ∇xϕ(t− s, x− z) dt dx ds dz dξ
≥ 0.
Passing to the limit as ε vanishes, we are led to
−
∫
f0(s, z, y, ξ) {∂tϕ(t− s, x− z) + ai (y, ξ) ∂iϕ(t− s, x− z)}ψ(y, ξ)θ(t, x) dξ dx dz ds dy dt
−α−
∫
θ(t, x) ∂ξK(ξ)A (y, ξ) · ∇xϕ(t− s, x− z) dt dx ds dy dz dξ
≥ 0.
Sine ∫
θ(t, x)∇xϕ(t− s, x− z) dt dx ds dz = −
(∫
θ(t, x) dt dx
)(∫
∇zϕ(s, z) ds dz
)
= 0,
we dedue that∫
f0(s, z, y, ξ)
{
∂tϕ(t− s, x− z) +
N∑
i=1
ai (y, ξ) ∂iϕ(t− s, x− z)
}
ψ (y, ξ) θ(t, x)dξ dx dz ds dy dt ≤ 0,
whih means that f0 satises ondition (14). There only remains to hek the strong ontinuity of f at
time t = 0.
2.4 Strong ontinuity at time t = 0
The ontinuity property forf0 is inherited from uniform ontinuity properties at time t = 0 for the
sequene f ε. This is strongly linked to the well-preparedness of the initial data (ondition (9)), that is,
the fat that for all x ∈ RN , u0(x, ·) is an entropy solution of the ell problem
divyA(y, u0(x, y)) = 0.
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First, let us onsider a regularization of the initial data
gδn = f0 ∗x ρn ∗y ϕ
δ
1 ∗ξ ϕ
δ
2.
with ρn a onvolution kernel (n ∈ N), δ > 0, and ϕ
δ
i dened as in the previous subsetion. Then we an
write
N∑
i=1
ai
(x
ε
, ξ
)
·
∂
∂xi
[
gδn
(
x,
x
ε
, ξ
)]
+
1
ε
aN+1
(x
ε
, ξ
) ∂
∂ξ
gδn
(
x,
x
ε
, ξ
)
=
1
ε
a
(x
ε
, ξ
)
·
(
∇y,ξg
δ
n
) (
x,
x
ε
, ξ
)
+
N∑
i=1
ai
(x
ε
, ξ
)( ∂
∂xi
gδn
)(
x,
x
ε
, ξ
)
(30)
:= rεn,δ.
Notie that
||∇xg
δ
n||L∞(RN×Y×R) ≤ ||∇xρn||L1(RN ),
and
a (y, ξ)∇yg
δ
n (x, y, ξ) = ∂ξm
δ
n + r
δ
n,
where
mδn = m0 ∗x ρn ∗y ϕ
δ
1 ∗ξ ϕ
δ
2,
rδn(x, y, ξ) = a (y, ξ)∇yg
δ
n (x, y, ξ)− [af0 ∗x ρn] ∗y,ξ ∇y,ξϕ
δ
1(y)ϕ
δ
2(ξ).
Then for all n ∈ N, for all x ∈ RN , rδn vanishes as δ → 0 in L
1
lo
(Y × R) and almost everywhere. The
proof of this fat is exatly the same as in the preeding subsetion, and thus, we leave the details to the
reader. As a onsequene,
rεn,δ(x, ξ) =
1
ε
∂ξm
δ
n
(
x,
x
ε
, ξ
)
+Rεn,δ(x, ξ),
and there exists a onstant Cn, independent of ε, suh that for all n ∈ N, for all ε > 0, and for almost
every x, ξ
lim sup
δ→0
|Rεn,δ(x, ξ)| ≤ Cn.
Moreover, Supp Rεn,δ ⊂ R
N × [−R− 1, R+ 1] if δ < 1.
Now, we multiply (4) by 1− 2gδn (x, x/ε, ξ), and (30) by 1− 2f
ε(t, x, ξ). Setting
hεn,δ(t, x, ξ) := f
ε(t, x, ξ)
[
1− 2gδn
(
x,
x
ε
, ξ
)]
+ gδn
(
x,
x
ε
, ξ
)
[1− 2f ε(t, x, ξ)]
=
∣∣∣f ε(t, x, ξ) − gδn (x, xε , ξ
)∣∣∣2 + gδn (x, xε , ξ
)
−
∣∣∣gδn (x, xε , ξ
)∣∣∣2 ,
we obtain
∂
∂t
hεn,δ(t, x, ξ) +
N∑
i=1
ai
(x
ε
, ξ
)
∂xih
ε
n,δ(t, x, ξ) +
1
ε
aN+1
(x
ε
, ξ
)
∂ξh
ε
n,δ(t, x, ξ) =
=
∂mε
∂ξ
[
1− 2gδn
(
x,
x
ε
, ξ
)]
+
1
ε
∂ξm
δ
n
(
x,
x
ε
, ξ
)
[1− 2f ε(t, x, ξ)] +Rεn,δ(x, ξ) [1− 2f
ε(t, x, ξ)] . (31)
Notie that
∂ξ [1− 2f
ε(t, x, ξ)] = 2δ(ξ = uε(t, x)),
∂
∂ξ
(
1− 2gδn
(
x,
x
ε
, ξ
))
= 2νn,ε,δ(x, ξ),
where νn,ε,δ is a non-negative funtion in C
∞(RN+1), with support in RN × [−M − 1,M + 1] if δ < 1.
Notie also that f ε(t, x, ξ)− gδn (x, x/ε, ξ) = 0 if |ξ| is large enough (|ξ| > M +1). Take a ut-o funtion
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ζ = ζ(x) suh that ζ(x) = e−|x| when |x| ≥ 1, and 1
e
≤ ζ(x) ≤ 1 for |x| ≤ 1. Then there exists a onstant
C suh that
|∇xζ(x)| ≤ Cζ(x) ∀x ∈ R
N .
Hene, mutliplying (31) by ζ(x) and integrating on RN+1, we obtain a bound of the type
d
dt
∫
RN+1
hεn,δ(t, x, ξ)ζ(x) dx dξ ≤ C
∫
RN+1
hεn,δ(t, x, ξ)ζ(x) dx dξ
+
∫
RN+1
∣∣Rεn,δ(x, ξ)∣∣ |1− 2f ε(t, x, ξ)| ζ(x) dx dξ.
Using Gronwall's lemma and passing to the limit as δ → 0 with ε and n ∈ N xed, we retrieve, for all
t ≥ 0,∫
RN+1
∣∣∣f ε(t, x, ξ) − gn (x, x
ε
, ξ
)∣∣∣2 ζ(x) dx dξ ≤ eCt ∫
RN+1
∣∣∣f0 (x, x
ε
, ξ
)
− gn
(
x,
x
ε
, ξ
)∣∣∣2 ζ(x) dx dξ
+ eCt
∫
RN+1
[
gn
(
x,
x
ε
, ξ
)
−
∣∣∣gn (x, x
ε
, ξ
)∣∣∣2] ζ(x) dx dξ
+ Cn(e
Ct − 1),
where the onstant Cn does not depend on ε, and gn = f0 ∗x ρn. And for all n ∈ N, ε > 0, we have∫
RN+1
∣∣∣f0 (x, x
ε
, ξ
)
− gn
(
x,
x
ε
, ξ
)∣∣∣2 ζ(x) dx dξ
≤
∫
RN+1
∫
RN
∣∣∣f0 (x, x
ε
, ξ
)
− f0
(
x′,
x
ε
, ξ
)∣∣∣2 ρn(x − x′)ζ(x) dx dx′ dξ
≤
∫
RN
∫
RN
∣∣∣u0 (x, x
ε
, ξ
)
− u0
(
x′,
x
ε
, ξ
)∣∣∣ ρn(x− x′)ζ(x) dx dx′
≤
∫
RN
∫
RN
sup
y∈Y
|u0 (x, y, ξ)− u0 (x
′, y, ξ)| ρn(x− x
′)ζ(x) dx dx′.
The right-hand side of the above inequality vanishes as n→∞ beause u0 ∈ L
1
lo
(RN , C
per
(Y )). Similarly,∫
RN+1
[
gn
(
x,
x
ε
, ξ
)
−
∣∣∣gn (x, x
ε
, ξ
)∣∣∣2] ζ(x) dx dξ
≤
∫
RN+1
[
gn
(
x,
x
ε
, ξ
)
− f0
(
x,
x
ε
, ξ
)]
ζ(x) dx dξ
+
∫
RN+1
[
f0
(
x,
x
ε
, ξ
)2
− gn
(
x,
x
ε
, ξ
)2]
ζ(x) dx dξ
≤ 3
∫
RN+1
∣∣∣gn (x, x
ε
, ξ
)
− f0
(
x,
x
ε
, ξ
)∣∣∣ ζ(x) dx dξ
≤ 3
∫
RN
∫
RN
sup
y∈Y
|u0 (x, y, ξ)− u0 (x
′, y, ξ)| ρn(x− x
′)ζ(x) dx dx′.
Hene, we dedue that there exists a funtion ω : [0,∞) → [0,∞), independent of ε and satisfying
limt→0 ω(t) = 0, suh that ∫
RN+1
∣∣∣f ε(t, x, ξ)− f0 (x, x
ε
, ξ
)∣∣∣ ζ(x) dx dξ ≤ ω(t)
for all t > 0.
Then, we prove that the same property holds for the funtion f0. Indeed, we write∣∣∣f ε(t, x, ξ)− 1ξ<u0(x, xε )
∣∣∣ = f ε − 2f ε1ξ<u0(x,xε ) + 1ξ<u0(x,xε );
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let θ ∈ L∞([0,∞)) with ompat support and suh that θ ≥ 0. Then for all ε > 0,∫ ∞
0
∫
RN+1
[
f ε − 2f ε1
ξ<u0(x,xε )
+ 1
ξ<u0(x,xε )
]
ζ(x)θ(t) dx dξ dt ≤
∫ ∞
0
ω(t)θ(t) dt.
Sine u0 ∈ L
1
lo
(RN , C
per
(Y )), it is an admissible test funtion in the sense of G. Allaire (see [1℄); we
dedue that 1ξ<u0 is also an admissible test funtion. This is not entirely obvious beause it is a
disontinuous funtion of u0. However, this diulty an be overome thanks to an argument similar to
the one developed below in subsetion 3.3, and whih we do not reprodue here. Thus, we an pass to
the two-sale limit in the above inequality. We obtain∫ ∞
0
∫
RN+1×Y
(f0(t, x, y, ξ)− |f0(t, x, y, ξ)|2 + |f0(t, x, y, ξ)− 1ξ<u0(x,y)|
2θ(t)ζ(x) dt dx dy dξ ≤
≤
∫ ∞
0
θ(t)ω(t) dt
Notie that |f0| − |f0|2 ≥ 0 almost everywhere. As a onsequene, taking θ(t) = 10<t<τ , with τ > 0
arbitrary, we dedue that
1
τ
∫ τ
0
|f0(t)− χ(ξ, u0(x, y))|
2ζ(x) dt dx dy ≤
1
τ
∫ τ
0
ω(t) dt,
and the left-hand side vanishes as τ → 0. Thus the ontinuity property is satised at time t = 0.
Hene, we have proved that any two-sale limit of the sequene f ε is a solution of the limit system.
Thus the existene result in Theorem 1 is proved, as well as the onvergene result of Theorem 2. We
now takle the proof of the uniqueness and rigidity results of Theorem 1. The strong onvergene result
of Theorem 1 will follow from the rigidity.
3 Uniqueness of solutions of the limit evolution problem
In this setion, we prove the seond and the third point in Theorem 1, that is, if f is any solution of the
limit evolution problem, then there exists a funtion u ∈ L∞([0,∞)× RN × Y ) suh that f(t, x, y, ξ) =
1ξ<u(t,x,y) almost everywhere, and if f1 = 1ξ<u1 , f2 = 1ξ<u2 are two generalized kineti solutions, then
the ontration priniple (17) holds.
3.1 The rigidity result
Let f be a generalized kineti solution of the limit problem, with initial data 1ξ<u0 . The rigidity result
relies on the omparison between f and f2. Preisely, we prove that f = |f |2 almost everywhere, and
sine ∂ξf = −ν ≤ 0, this identity entails that there exists a funtion u suh that f = 1ξ<u. Thus, we
now turn to the derivation of the equality |f | = |f |2.
Let δ > 0 arbitrary, and let θ1 ∈ D(R), θ2 ∈ D(R
N ) suh that
θ1 ≥ 0, θ2 ≥ 0,∫
R
θ1 =
∫
RN
θ2 = 1,
Supp θ1 ⊂ [−1, 0] and θ1(0) = 0.
We set, for (t, x) ∈ RN+1
θδ(t, x) =
1
δN+1
θ1
(
t
δ
)
θ2
(x
δ
)
.
Set f δ := f ∗t,x θ
δ
, Mδ :=M∗t,x θ
δ
. Then f δ is a solution of
∂f δ
∂t
+
N∑
i=1
ai(y, ξ)
∂f δ
∂xi
=Mδ.
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Moreover, f δ satises the following properties
0 ≤ f δ ≤ 1, (32)
divy,ξ(a(y, ξ)f
δ) = ∂ξm ∗t,x θ
δ, (33)
∂ξf
δ = −ν ∗t,x θ
δ, (34)
whereas Mδ satises
Mδ ∈ C((0, T )× RN , L2(Y × R)) ∩ L∞([0,∞)× RN × Y × R), (35)
Mδ(·, ξ) = 0 if |ξ| > M, f δ(·, ξ) = 0 if ξ > M, f δ(·, ξ) = 1 if ξ < −M, (36)∫
Y×R
Mδψ ≤ 0 ∀ψ ∈ G. (37)
In partiular, notie that (1− 2f δ(t, x)) ∈ G for all t, x, and f δ(t, x, y, ξ)− f δ(t, x, y, ξ)2 = 0 if |ξ| > M .
Let ζ ∈ C∞(RN ) be a ut-o funtion as in the previous subsetion. We multiply the equation on f δ
by (1 − 2f δ)ζ(x), and we integrate over RN × Y × R. We obtain
d
dt
∫
RN×Y×R
(
f δ − |f δ|2
)
ζ −
∫
RN×Y×R
ai(y, ξ)∂iζ(x)
(
f δ − |f δ|2
)
=
∫
RN×Y×R
Mδ
(
1− 2f δ
)
ζ ≤ 0.
We then dedue suessively, using Gronwall's lemma,
d
dt
∫
RN×Y×R
(
f δ − |f δ|2
)
ζ ≤ C
∫
RN×Y×R
(
f δ − |f δ|2
)
ζ,∫
RN×Y×R
(
f δ(t)− |f δ(t)|2
)
ζ ≤ eCt
∫
RN×Y×R
(
f δ(t = 0)− |f δ(t = 0)|2
)
ζ ∀t > 0,
∫ T
0
∫
RN×Y×R
(
f δ − |f δ|2
)
ζ ≤
eCT − 1
C
∫
RN×Y×R
(
f δ(t = 0)− |f δ(t = 0)|2
)
ζ, (38)
with a onstant C depending only on ||a||L∞(Y×[−R,R]).
Let us now hek that f δ(t = 0) strongly onverges towards 1ξ<u0 = f0 at time t = 0. In fat,
the main dierene between the proof of Theorem 1 and the one for generalized kineti solutions of
salar onservation laws (see hapter 4 in [23℄) lies in this partiular point. Indeed, in the ase of salar
onservation laws, the ontinuity property an be inferred from the equation itself; in the present ase,
the lak of struture of the right-hand side M prevents us from deriving suh a result, and hene the
ontinuity of solutions at time t = 0 is a neessary assumption in denition 1.
Using hypothesis (13), we write, for almost every x, y, ξ,
f δ(t = 0, x, y, ξ) =
∫
RN+1
f(s, z, y, ξ)θδ(−s, x− z) ds dz
f δ(t = 0, x, y, ξ)− f0 ∗x θ
δ
2(x, y, ξ) =
∫
RN+1
(f(s, z, y, ξ)− f0(z, y, ξ)) θ
δ(−s, x− z) ds dz.
As a onsequene, for all δ > 0∫
RN×Y×R
∣∣f δ(t = 0)− f0 ∗x θδ2∣∣2 ζ(x) dx dy dξ
≤
∫
RN×Y×R
∫
RN+1
|f(s, z, y, ξ)− f0(z, y, ξ)|
2
ζ(x)θδ(−s, x− z) dx dy dξ ds dz
≤
∫
R
||f(s)− f0||
2
L2(RN×Y×R,ζ(x) dx dy dξ)
1
δ
θ1
(
−s
δ
)
ds dx dy dξ + 2R|Y | ||ζ − ζ ∗ θˇδ2||L1(RN )
≤
C
δ
∫ δ
0
||f(s)− f0||
2
L2(RN×Y×R,ζ(x) dx dy dξ) ds+ 2R|Y | ||ζ − ζ ∗ θˇ
δ
2||L1(RN ).
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The right-hand side of the last inequality vanishes as δ → 0, and thus f δ(t = 0) onverges towards f0 as
δ → 0 in L2(RN × Y ×R, ζ(x) dx dy dξ), and hene also in L1(RN × Y ×R, ζ(x) dx dy dξ). Consequently,∫
RN×Y×R
(
f δ(t = 0)− |f δ(t = 0)|2
)
ζ → 0 as δ → 0.
Above, we have used the fat that f0 = 1ξ<u0 , and thus f0 = f
2
0 .
Now, we pass to the limit as δ → 0 in (38); we obtain, for all T > 0,∫ T
0
∫
RN×Y×R
(
f − |f |2
)
ϕ ≤ 0.
Sine the integrand in the left-hand side is non-negative, we dedue that |f | = |f |2 almost everywhere.
The rigidity property follows.
3.2 Contration priniple
Let f1, f2 be two generalized kineti solutions of the limit problem; we denote by M1,M2, andM1,M2,
the onstants and distributions assoiated to f1, f2, respetively. Without loss of generality, we assume
that M1 ≤ M2. Aording to the rigidity result, there exist funtions u1, u2 ∈ L
∞([0,∞) × RN × Y ) ∩
L∞([0,∞), L1(RN × Y )) suh that fi = 1ξ<ui .
As in the previous subsetion, we regularize fi,Mi by onvolution in the variables t, x, and we denote
by f δi ,M
δ
i the funtions thus obtained. The strategy of the proof is the same as in [23℄, Theorem 4.3.1.
The idea is to derive an inequality of the type
d
dt
∫
|f1(t, x, y, ξ)− f2(t, x, y, ξ)|ζ(x) dx dy dξ ≤ C
∫
|f1(t, x, y, ξ)− f2(t, x, y, ξ)|ζ(x) dx dy dξ, (39)
where ζ is a ut-o funtion as in the previous setion.
Sine |f1(t) − f2(t)| = |f1(t) − f2(t)|
2 = f1 + f2 − 2f1f2, let us rst write the equation satised by
gδ := f δ1 + f
δ
2 − 2f
δ
1f
δ
2 . We ompute{
∂tf
δ
1 +
N∑
i=1
ai(y, ξ)
∂
∂xi
f δ1 =M
δ
1
}
× 1− 2f δ2 ,
{
∂tf
δ
2 +
N∑
i=1
ai(y, ξ)
∂
∂xi
f δ2 =M
δ
2
}
× 1− 2f δ1 .
Adding the two equations thus obtained leads to
∂tg
δ +
N∑
i=1
ai(y, ξ)
∂
∂xi
gδ =Mδ1
[
1− 2f δ2
]
+Mδ2
[
1− 2f δ1
]
.
Notie that thanks to (7), (8) and the mirosopi onstraints (9), (11), 1 − 2f δi (t, x) ∈ G for all (t, x).
Hene ∫
Y×R
Mδ2(t, x)
[
1− 2f δ1 (t, x)
]
≤ 0 ∀(t, x) ∈ [0,∞)× RN ,
and the same inequality holds if the roles of f1 and f2 are exhanged.
Now, take a ut-o funtion ζ ∈ C∞(RN ) satisfying the same assumptions as in the previous subse-
tion; multiply the equation on gδ by ζ(x), and integrate over RN × Y × R; this yields
d
dt
∫
RN×Y×R
gδ(t, x, y, ξ)ζ(x) dx dy dξ ≤ C
∫
RN×Y×R
gδ(t, x, y, ξ)ζ(x) dx dy dξ ∀t > 0,
and thus ∫
RN×Y×R
gδ(t, x, y, ξ)ζ(x) dx dy dξ ≤ eCt
∫
RN×Y×R
gδ(t = 0, x, y, ξ)ζ(x) dx dy dξ.
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Aording to the strong onvergene results of f δi (t = 0) derived in the previous setion, we an pass to
the limit as δ → 0. We infer that for almost every t > 0,∫
RN×Y×R
|f1(t, x, y, ξ)− f2(t, x, y, ξ)|ζ(x) dx dy dξ
≤ eCt
∫
RN×Y×R
|f1(t = 0, x, y, ξ)− f2(t = 0, x, y, ξ)|ζ(x) dx dy dξ. (40)
This ompletes the derivation of the ontration priniple for the limit system. Uniqueness of solutions
of the limit system follows. In partiular, we dedue that the whole sequene fε of solutions of (4) two-
sale onverges towards f0.
3.3 Strong onvergene result
Here, we explain why the strong onvergene result stated in Theorem 2 holds, that is, we prove (21).
This fat is rather lassial, and is a diret onsequene of the fat that
1ξ<uε(t,x)
2 s.
⇀ 1ξ<u(t,x,y).
Let us express this result in terms of Young measures: the above two-sale onvergene is stritly equiv-
alent to the fat that the two-sale Young measure νt,x,y assoiated with the sequene u
ε
is the Dira
mass δ(ξ = u(t, x, y)) (see [23℄, Chapter 2). And it is well-known (see [9℄) that if u is a smooth funtion,
then
dνt,x,y(ξ) = δ(ξ = u(t, x, y)) ⇐⇒ u
ε − u
(
t, x,
x
ε
)
→ 0 in L1
lo
.
For the reader's onveniene, we now prove the result without using two-sale Young measures. We
dene uδ = u ∗x ϕδ, with ϕδ a standard mollier. Take K ∈ D(R) suh that 0 ≤ K ≤ 1, and K(ξ) = 1 if
|ξ| ≤M . Take also a sequene θn ∈ C
∞(R) suh that 0 ≤ θn ≤ 1, and
θn(ξ) = 1 if ξ < −
1
n
, θn(ξ) = 0 if ξ >
1
n
.
Then we write∣∣∣1ξ<uε(t,x) − 1ξ<uδ(t,x,xε )
∣∣∣2 = 1ξ<uε(t,x) − 21ξ<uδ(t,x,xε )1ξ<uε(t,x) + 1ξ<uδ(t,x,xε )
= 1min(uε(t,x),uδ(t,x,xε ))<ξ<max(uε(t,x),uδ(t,x,
x
ε ))
.
The funtion 1
ξ<uδ(t,x,xε )
is not smooth enough to be used as an osillating test funtion. Thus we
replae it by
θn
(
ξ − uδ
(
t, x,
x
ε
))
,
and we evaluate the dierene : for all ompat set C ⊂ [0,∞)× RN ,∫
C
∫
R
∣∣∣1ξ<uδ(t,x,xε ) − θn
(
ξ − uδ
(
t, x,
x
ε
))∣∣∣K(ξ) dt dx dξ ≤ 2
n
|C|.
Aording to the two-sale onvergene result, for all n ∈ N,∫
C
∫
R
θn
(
ξ − uδ
(
t, x,
x
ε
))
1ξ<uε(t,x)K(ξ) dt dx dξ →
→
∫
C
∫
R
θn (ξ − uδ (t, x, y))1ξ<u(t,x,y)K(ξ) dt dx dy dξ.
Sine the sequene θn (ξ − uδ) uniformly onverges towards 1ξ<uδ as n→∞, we an pass to the limit as
n→∞, and we dedue∫
C
∫
R
1
ξ<uδ(t,x,xε )
1ξ<uε(t,x)K(ξ) dt dx dξ →
∫
C
∫
R×Y
1ξ<uδ(t,x,y)1ξ<u(t,x,y)K(ξ) dt dx dy dξ.
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Simlarly, as ε→ 0, for all δ > 0,∫
C
∫
R
1
ξ<uδ(t,x,xε )
K(ξ) dt dx dξ →
∫
C
∫
R×Y
1ξ<uδ(t,x,y)K(ξ) dt dx dy dξ,∫
C
∫
R×Y
1ξ<uε(t,x)K(ξ) dt dx dξ →
∫
C
∫
R
1ξ<u(t,x,y)K(ξ) dt dx dy dξ.
Thus∫
C
∫
R
∣∣∣1ξ<uε(t,x) − 1ξ<uδ(t,x,xε )
∣∣∣2K(ξ) dt dx dξ → ∫
C
∫
R×Y
∣∣1ξ<u(t,x,y) − 1ξ<uδ(t,x,y)∣∣ K(ξ) dt dx dy dξ
On the other hand,∫
C
∫
R
∣∣∣1ξ<uε(t,x) − 1ξ<uδ(t,x,xε )
∣∣∣2K(ξ) dt dx dξ = ∣∣∣∣∣∣uε(t, x)− uδ (t, x, x
ε
)∣∣∣∣∣∣
L1(C)
,∫
C
∫
R×Y
∣∣1ξ<u(t,x,y) − 1ξ<uδ(t,x,y)∣∣ K(ξ) dt dx dy dξ = ||u− uδ||L1(C×Y ).
Hene we have proved that for all δ > 0, for all ompat set C ⊂ [0,∞)× RN ,
lim
ε→0
∣∣∣∣∣∣uε(t, x)− uδ (t, x, x
ε
)∣∣∣∣∣∣
L1(C)
= ||u− uδ||L1(C×Y ).
Statement (21) then follows from standard onvolution results.
3.4 Appliation: proof of the onvergene result for kineti solutions
In this subsetion, we prove Theorem 3; this result is in fat an easy onsequene of the onvergene
result stated in Theorem 2 for entropy solutions, and of the ontration priniple for the limit system.
Assume that aN+1 ≡ 0, and let u
ε
be a kineti solution of equation (1), with an initial data u0(x, x/ε)
suh that u0 ∈ L
1(RN , C
per
(Y )) and
N∑
i=1
∂
∂yi
(ai(y, ξ)χ(ξ, u0(x, y))) = 0 (41)
in the sense of distributions.
For n ∈ N, let un0 := sgn(u0) inf(|u0|, n). Then for all n ∈ N, u
n
0 belongs to L
∞(RN × Y ) and
un0 → u0 as n→∞ in L
1(RN , C
per
(Y )).
Moreover, χ(ξ, un0 ) = χ(ξ, u0)1ξ<n, and thus for all n ∈ N, u
n
0 satises (41).
For all n, ε > 0, let uεn ∈ C([0,∞), L
1(RN )) ∩ L∞([0,∞) × RN ) be the unique entropy solution of
equation (1) with initial data un0 (x, x/ε). Then by the ontration priniple for kineti solutions of salar
onservation laws, we have
∀n ∈ N, ||uε − uεn||L∞([0,∞),L1(RN )) ≤
∣∣∣∣∣∣u0 (x, x
ε
)
− un0
(
x,
x
ε
)∣∣∣∣∣∣
L1(RN )
≤ ||u0 − u
n
0 ||L1(RN ,C
per
(Y )).
On the other hand, for all n ∈ N, let 1ξ<un be the unique solution of the limit system with initial
data 1ξ<un
0
. By the ontration priniple for solutions of the limit system (see inequality (40)), we have,
for all integers n,m ∈ N, for all t ≥ 0,∫
RN×Y
|un(t, x, y)− um(t, x, y)| ζ(x) dx dy ≤ e
Ct
∫
RN×Y
|um0 (t, x, y)− u
n
0 (t, x, y)| ζ(x) dx dy
≤ eCt||um0 − u
n
0 ||L1(RN ,C
per
(Y )), (42)
where ζ ∈ C∞(RN ) is a ut-o funtion satisfying the same hypotheses as in the previous subsetions.
Consequently, the sequene (un)n∈N is a Cauhy sequene in L
∞
lo
([0,∞), L1(RN×Y )); thus there exists a
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funtion u ∈ L∞
lo
([0,∞), L1(RN×Y )) suh that un onverges towards u as n→∞ in L
∞
lo
([0,∞), L1(RN×
Y )). Moreover, the limit u is independent of the hosen sequene un0 thanks to (42): indeed, if v
n
0 , w
n
0
are two approximating sequenes giving rise to funtions v and w respetively, we onstrut the sequene
un0 =
{
vn0 if n is even,
wn0 if n is odd.
Then the sequene un0 onverges towards u0, and thus the orresponding sequene un onverges towards
u, while u2n onverges towards v and u2n+1 towards w. By uniqueness of the limit, u = v = w.
On the other hand, sine the sequene f ε = χ(ξ, uε) is bounded in L∞, there exists a sequene (εk)k∈N
of positive numbers, εk → 0, and a funtion f ∈ L
∞([0,∞× RN × Y × R), suh that
χ(ξ, uεk(t, x))
2 s.
⇀ f(t, x, y, ξ).
Now, for all k, n ∈ N,
||χ(ξ, uεk)− χ(ξ, uεkn )||L∞([0,∞),L1(RN+1)) ≤ ||u0 − u
n
0 ||L1(RN ,C
per
(Y )),
and for all n ∈ N, sine χ(ξ, u) = 1ξ<u − 1ξ<0, we have, as k →∞,
χ(ξ, uεkn )
2 s.
⇀ χ(ξ, un).
Let ϕ ∈ D
per
([0,∞)× RN × Y × R). By denition of two-sale onvergene,∫ ∞
0
∫
RN+1
[χ(ξ, uεk(t, x)) − χ(ξ, uεkn (t, x))]ϕ
(
t, x,
x
εk
, ξ
)
dt dx dξ →
→
∫ ∞
0
∫
RN×Y×R
[f(t, x, y, ξ)− χ(ξ, un(t, x, y))]ϕ (t, x, y, ξ) dt dx dy dξ.
And for all k ∈ N, the following inequality holds∣∣∣∣
∫ ∞
0
∫
RN+1
[χ(ξ, uεk(t, x))− χ(ξ, uεkn (t, x))]ϕ
(
t, x,
x
εk
, ξ
)
dt dx dξ
∣∣∣∣ ≤
≤ ||ϕ||L1([0,∞),L∞(RN×Y×R))||u0 − u
n
0 ||L1(RN ,C
per
(Y )).
Passing to the limit as k →∞, we dedue that for all n ∈ N, ϕ ∈ D
per
([0,∞)× RN × Y × R),∣∣∣∣
∫ ∞
0
∫
RN×Y×R
[f(t, x, y, ξ)− χ(ξ, un(t, x, y))]ϕ (t, x, y, ξ) dt dx dξ
∣∣∣∣ ≤
≤ ||u0 − u
n
0 ||L1(RN ,C
per
(Y ))||ϕ||L1([0,∞),L∞(RN×Y×R).
Thus, we pass to the limit as n→∞ and we infer that f = χ(ξ, u(t, x, y)) almost everywhere. Hene the
limit is unique, and the whole sequene χ(ξ, uε) onverges (in the sense of two-sale onvergene).
Eventually, let us pass to the limit as n → ∞ in the limit evolution problem for χ(ξ, un). We set
f = χ(ξ, u), and dene the distribution
M := ∂tf + a(y, ξ) · ∇xf.
Then Mn ⇀ M in the sense of distributions, and it is easily heked that inequality (18) is preserved
when passing to the (weak) limit. Thus M satises (18).
In the divergene-free ase, the main dierene between the L∞ and the L1 setting, that is, Theorem 2
and Theorem 3, lies in the fat that uniqueness for the limit system in the L1 setting seems diult to
derive; indeed, the proof of uniqueness in the L∞ ase uses several times the fat that the distribution
M has ompat support. In a L1 setting, this assumption would have to be replaed by a hypothesis
expressing that M vanishes as |ξ| → ∞, in some sense. But it is unlear how to retrieve suh a
property from the hydrodynami limit (see setion 4), for instane. The above argument only proves
that uniqueness holds among L1 solutions whih are obtained as the limit of a sequene of L∞ solutions.
Thus we have left open the orret notion of limit system in a weak L1 setting, and the derivation of
uniqueness therein.
Nonetheless, we wish to stress that the ontration priniple in the L∞ setting is suient to ensure
that the whole sequene χ(ξ, uε) onverges, even if uniqueness for the limit system fails.
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4 A relaxation model for the limit evolution problem
In this setion, we exhibit another way of nding solutions of the limit system in the divergene-free ase.
Indeed, the existene result in theorem 1 was proved by passing to the two-sale limit in (4), and it may
be interesting to have another way of onstruting solutions, whih does not involve a homogenization
proess.
Hene, we introdue a relaxation model of BGK type, in whih we pass to the limit as the relaxation
parameter goes to innity. The drawbak of this method is that the existene of solutions of the limit
system is not a onsequene of the onstrution. Indeed, we shall prove that if a solution of the limit
system exists, then the family of solutions of the relaxation model strongly onverge towards it in the
hydrodynami limit. Hene the proof is not self-ontained, beause the existene of a solution of the
limit system is required in order to pass to the limit. Nevertheless, the nal result may be useful in other
appliations.
In the whole setion, when we refer to the limit system, we have in mind the modied equations
introdued in Remark 1. In the divergene-free ase, it is also slightly more onvenient to work with the
funtion χ(ξ, u), rather than 1ξ<u. Hene a solution of the limit problem is a funtion g satisfying
N∑
i=1
∂
∂yi
(ai(y, ξ)g) = 0, (43)
∂g
∂t
+
N∑
i=1
ai(y, ξ)
∂g
∂xi
=M, (44)
∂ξg = δ(ξ)− ν(t, x, y, ξ), ν ≥ 0, (45)
and M is suh that for all ϕ ∈ D([0,∞) × RN ) suh that ϕ ≥ 0, the funtion M ∗t,x ϕ belongs to
C([0,∞)× RN , L2(Y × R)), and

∫
Y×R
(M∗t,x ϕ) (t, x, ·) ψ ≤ 0,
∀ψ ∈ L∞
lo
(Y × R), divy(aψ) = 0, and ∂ξψ ≥ 0.
(46)
4.1 A relaxation model
The goal of this subsetion is to introdue a system approahing (43)-(46). With this aim in view, we
dene a relaxation model of BGK type, whih takes into aount the onstraints the limit system, that
is, equations (43)-(46). Let
M := ||u0||L∞(Y×R),
E := {f ∈ L2(Y × R), Suppf ⊂ Y × [−M,M ]},
K := {ϕ ∈ E, divy(a(y, ξ)ϕ(y, ξ)) = 0 in D
′.} ,
K := K ∩
{
ϕ ∈ E, ∃ν ∈M1
per
(Y × R), ν ≥ 0, ∂ξϕ = δ(ξ)− ν
}
.
Then E endowed with the usual salar produt is a Hilbert spae, and K is a losed onvex set in E.
Thus the projetion P on K is well-dened.
The main result of this subsetion is the following :
Proposition 2. Let λ, T > 0 be arbitrary. Set
XT := C([0, T ], L
2(RNx × Y × Rξ)).
Then there exists a unique solution fλ ∈ XT of the equation{
∂tfλ + a(y, ξ) · ∇xfλ + λfλ = λP(fλ),
fλ(t = 0, x, y, ξ) = χ(ξ, u0(x, y))
(47)
The funtion fλ has the following properties :
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1. For almost every t, x, y, ξ,
fλ(t, x, y, ξ) = 0 if ξ ≥M,
sgn(ξ)fλ(t, x, y, ξ) = |fλ(t, x, y, ξ)| ≤ 1.
2. L2 estimate: for all λ > 0,
||fλ||XT ≤ ||u0||L1(RN×Y ). (48)
3. Strong ontinuity at time t = 0: there exists a funtion ω : [0,∞)→ [0,∞), suh that lim0+ ω = 0,
and suh that for all λ > 0, t ≥ 0,
||fλ(t)− f0||L1(RN×Y×R) ≤ ω(t). (49)
4. Fundamental inequality for Mλ := λ(P(fλ)− fλ): for all g ∈ K, for almost every (t, x),∫
Y×R
Mλ (P(fλ)− g) ≤ 0. (50)
In equation (47), the projetion P ats on the variables y, ξ only; sine f is a funtion of t, x, y, ξ,
P(f) should be understood as
P(f)(t, x, ·) = P(f(t, x, ·)),
and the above equality holds between funtions in L2(Y × R), almost everywhere in t, x.
Proof. First step. Constrution of fλ. The existene and uniqueness of fλ follows from a xed point
theorem in XT . We dene the appliation φT : XY → XT by φT (f) = g, where g is the solution of the
linear equation {
∂tg + a(y, ξ) · ∇xg + λg = λP(f),
g(t = 0, x, y, ξ) = χ(ξ, u0(x, y))
The existene and uniqueness of g follows from well-known results on the theory of linear transport
equations (reall that a ∈ C1). Moreover, if f1, f2 ∈ XT and gi = φT (fi), i = 1, 2, then g = g1 − g2 is a
solution of {
∂tg + a(y, ξ) · ∇xg + λg = λ [P(f1)− P(f2)] ,
g(t = 0, x, y, ξ) = 0.
Multiplying the above equation by g, and integrating on RNx × Y × Rξ, we obtain the estimate
1
2
d
dt
||g(t)||2L2(RN×Y×R) + λ||g(t)||
2
L2(RN×Y×R) ≤ λ
∫
RN×Y×R
[P(f1)− P(f2)] g.
Reall that the projetion P is Lipshitz ontinuous with Lipshitz onstant 1. Thus∫
RN×Y×R
[P(f1)− P(f2)] g ≤
1
2
||P(f1(t))− P(f2(t))||
2
L2(RN×Y×R) +
1
2
||g(t)||2L2(RN×Y×R)
≤
1
2
||(f1 − f2)(t)||
2
L2(RN×Y×R) +
1
2
||g(t)||2L2(RN×Y×R).
Eventually, we obtain
d
dt
||g(t)||2L2(RN×Y×R) + λ||g(t)||
2
L2(RN×Y×R) ≤ λ||(f1 − f2)(t)||
2
L2(RN×Y×R) ≤ λ||f1 − f2||
2
XT
.
A straightforward appliation of Gronwall's lemma yields
||g1 − g2||XT ≤
√
1− e−λT ||f1 − f2||XT .
Thus φT is a ontratant appliation and has a unique xed point in XT , whih we all fλ.
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Seond step. L2 estimate. Multiplying (47) by fλ and integrating on R
N × Y × R, we infer
1
2
d
dt
||fλ(t)||
2
L2(RN×Y×R) + λ||fλ(t)||
2
L2(RN×Y×R) ≤ λ
∫
RN×Y×R
P(fλ)fλ.
Notie that 0 ∈ K; thus the Lipshitz ontinuity of P entails that for almost every t, x
||P(fλ)(t, x)||E ≤ ||fλ(t, x)||E .
Hene, using the Cauhy-Shwartz inequality, we dedue that t 7→ ||fλ(t)||L2(RN×Y×R) is noninreasing
on [0, T ]. The equality∫
RN×Y×R
|χ(ξ, u0(x, y))|
2 dx dy dξ =
∫
RN×Y×R
|χ(ξ, u0(x, y))| dx dy dξ =
∫
RN×Y
|u0(x, y)| dx dy
then yields the desired result.
Third step. Compat support in ξ. Let us prove now that fλ(·, ξ) = 0 if |ξ| > M : let ϕ ∈ D(R) be an
arbitrary test funtion suh that ϕ(ξ) = 0 when |ξ| ≤ M . Then P(fλ)ϕ = 0 sine P(fλ) ∈ K, and thus
fλϕ is a solution of
∂
∂t
(fλϕ) + a · ∇x (fλϕ) + λ (fλϕ) = 0,
(fλϕ) (t = 0, x, y, ξ) = 0.
Hene (fλϕ)(t, x, y, ξ) = 0 for almost every t, x, y, ξ, and fλ(·, ξ) = 0 if |ξ| > M .
Fourth step. Sign property. We now prove the sign property, namely
sgn(ξ)fλ = |fλ| ≤ 1 a.e.
This relies on the following fat: if g ∈ K, then sgn(ξ)g(y, ξ) ∈ [0, 1] for almost every y, ξ. Indeed,
g(·, ξ) = 0 if ξ < −M , and thus if −M < ξ < 0,
g(y, ξ) = −
∫ ξ
−M
ν(y, ξ′) dξ′ ≤ 0.
Hene g(y, ·) is non positive and non inreasing on (−∞, 0). Similarly, g(y, ·) is non negative and non
dereasing on (0,∞). And if ξ < 0 < ξ′, then
g(y, ξ′)− g(y, ξ) = 1−
∫ ξ′
ξ
ν(y, w) dw ≤ 1.
Hene the sign property is true for funtions in K.
Multiplying (47) by sgn(ξ), we are led to
∂
∂t
(sgn(ξ)fλ) + a(y, ξ) · ∇x (sgn(ξ)fλ) + λ (sgn(ξ)fλ) = λP(fλ) ∈ [0, λ].
And at time t = 0, sgn(ξ)fλ(t = 0) = |χ(ξ, u0)| ∈ [0, 1]. Thus, using a maximum priniple for this linear
transport equation, we dedue that the sign property is satised for fλ.
Fifth step. Uniform ontinuity at time t = 0. Let δ > 0 be arbitrary, and let f δ0 := f0 ∗x θ
δ
, with θδ a
standard mollier. Then f δ0 (x) ∈ K for all x ∈ R
N
, and thus fλ − f
δ
0 is a solution of the equation
∂
∂t
(
fλ − f
δ
0
)
+ a(y, ξ) · ∇x
(
fλ − f
δ
0
)
+ λ
(
fλ − f
δ
0
)
= λ
(
P(fλ)− P(f
δ
0 )
)
− a(y, ξ) ·
(
f0 ∗x ∇θ
δ
)
.
Multiply the above equation by
(
fλ − f
δ
0
)
and integrate on R
N × Y ×R. Using one more the Lipshitz
ontinuity of the projetion P , we obtain
1
2
d
dt
∣∣∣∣fλ − f δ0 ∣∣∣∣2L2(RN×Y×R) ≤ ||a||L∞(Y×(−M,M))||fλ − f δ0 ||L2(RN×Y×R)||f0||L2(RN×Y×R)||∇θδ||L1
d
dt
∣∣∣∣fλ − f δ0 ∣∣∣∣L2(RN×Y×R) ≤ Cδ .
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As a onsequene, we obtain the following estimate, whih holds for all t > 0, λ > 0 and δ > 0
∣∣∣∣fλ(t)− f δ0 ∣∣∣∣L2(RN×Y×R) ≤ Ctδ +
∣∣∣∣f0 − f δ0 ∣∣∣∣L2(RN×Y×R) .
Hene the uniform ontinuity property is true, with
ω(t) := inf
δ>0
(
Ct
δ
+ 2
∣∣∣∣f0 − f δ0 ∣∣∣∣L2(RN×Y×R)
)
.
Sixth step. Inequality for Mλ. Inequality (50) is merely a partiular ase of the inequality
〈P(f)− f,P(f)− g〉E ≤ 0
whih holds for all f ∈ E, for all g ∈ K.
4.2 The hydrodynami limit
In this subsetion , we prove the following result :
Proposition 3. Let (fλ)λ>0 be the family of solutions of the relaxation model (47), and let f(t) = χ(ξ, u)
be the unique solution of the limit system (43)-(46) with initial data χ(ξ, u0(x, y)). Then as λ→∞,
fλ → f in L
2((0, T )× RN × Y × R).
The above Proposition relies on an inequality of the type
d
dt
∫
RN×Y×R
|fλ − f |
2 ≤ rλ(t),
with rλ(t) → 0 as λ→ ∞. The alulations are very similar to those of the ontration priniple in the
previous setion; the only dierene lies in the fat that fλ and f are not solutions of the same equation.
Before takling the proof itself, let us derive a few properties on the weak limit of the sequene fλ.
Sine the sequene fλ is bounded in XT ⊂ L
2((0, T )×RN ×Y ×R), we an extrat a subsequene, whih
we relabel fλ, and nd a funtion g ∈ L
2((0, T )×RN ×Y ×R) suh that fλ weakly onverges to g in L
2
.
Moreover, the sequene P(fλ) is bounded in L
2((0, T )× RN × Y × R), for all T > 0. Hene, extrating
a further subsequene if neessary, we an nd a funtion h ∈ L2((0, T )×RN × Y ×R) suh that P(fλ)
weakly onverges towards h as λ→ ∞. Notie that the onvex set K is losed for the weak topology in
L2. Consequently, h(t, x) ∈ K for almost every t, x. At last,
P(fλ)− fλ = O
(
1
λ
)
,
where the O is meant in the sense of distributions. Hene, g = h, and in partiular, we dedue that
g(t, x) ∈ K for almost every (t, x).
We are now ready to prove the ontration inequality; onsider a mollifying sequene θδ as in the
previous setion, and set f δ = f ∗t,x θ
δ
, f δ
′
λ = fλ ∗t,x θ
δ′
. Then
∂tf
δ + a(y, ξ) · ∇xf
δ =Mδ,
∂tf
δ′
λ + a(y, ξ) · ∇xf
δ′
λ =M
δ′
λ .
Let us multiply the rst equation by sgn(ξ)− 2f δ
′
λ , the seond by 2(f
δ′
λ − f
δ), and add the two identities
thus obtained; setting F δ,δ
′
λ = sgn(ξ)f
δ + |f δ
′
λ |
2 − 2f δf δ
′
λ , we have
∂tF
δ,δ′
λ + a(y, ξ) · ∇xF
δ,δ′
λ =M
δ
(
sgn(ξ)− 2f δ
′
λ
)
+ 2Mδ
′
λ (f
δ′
λ − f
δ).
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We integrate over (0, t)× RN × Y × R and obtain∫
RN×Y×R
F δ,δ
′
λ (t, x, y, ξ) dx dy dξ =
∫ t
0
∫
RN×Y×R
Mδ
(
sgn(ξ)− 2f δ
′
λ
)
+2
∫ t
0
∫
RN×Y×R
Mδ
′
λ (f
δ′
λ − f
δ)
+
∫
RN×Y×R
F δ,δ
′
λ (t = 0, x, y, ξ) dx dy dξ.
We now pass to the limit as δ′ → 0, with all the other parameters xed. Notie that
lim
δ′→0
∫ t
0
∫
RN×Y×R
Mδ
′
λ (f
δ′
λ − f
δ) =
∫ t
0
∫
RN×Y×R
Mλ(fλ − f
δ)
= −λ
∫ t
0
∫
RN×Y×R
(fλ − P(fλ))
2
+
∫ t
0
∫
RN×Y×R
Mλ(P(fλ)− f
δ)
≤ 0,
sine f δ(t, x) ∈ K for all t, x. The passage to the limit in F δ,δ
′
λ (t = 0) does not rise any diulty beause
of the strong ontinuity of the funtions fλ at time t = 0. Hene, we retrieve∫
RN×Y×R
{(
|f δ(t)| − |f δ(t)|2
)
+ |f δ(t)− fλ(t)|
2
}
≤
∫ t
0
∫
RN×Y×R
Mδ (sgn(ξ)− 2fλ)
+
∫
RN×Y×R
{(
|f δ(t = 0)| − |f δ(t = 0)|2
)
+ |f δ(t = 0)− χ(ξ, u0)|
2
}
,
and thus, integrating one again this inegality for t ∈ [0, T ],∫ T
0
∫
RN×Y×R
{(
|f δ| − |f δ|2
)
+ |f δ(t)− fλ|
2
}
≤
∫ T
0
dt
[∫ t
0
∫
RN×Y×R
Mδ(s) (sgn(ξ)− 2fλ(s)) ds
]
+T
∫
RN×Y×R
{(
|f δ(t = 0)| − |f δ(t = 0)|2
)
+ |f δ(t = 0)− χ(ξ, u0)|
2
}
.
We now pass to the limit as λ→∞, with δ > 0 xed. Then
lim inf
λ→∞
||fλ − f
δ||2L2((0,T )×RN×Y×R ≥ ||g − f
δ||2L2((0,T )×RN×Y×R,
and
lim
λ→∞
∫ T
0
dt
[∫ t
0
∫
RN×Y×R
Mδ(s) (sgn(ξ)− 2fλ(s)) ds
]
=
∫ T
0
dt
[∫ t
0
∫
RN×Y×R
Mδ(s) (sgn(ξ)− 2g(s)) ds
]
≤ 0.
Thus, we obtain, for all δ > 0
||g − f δ||2L2((0,T )×RN×Y×R ≤ T
∫
RN×Y×R
{(
|f δ(t = 0)| − |f δ(t = 0)|2
)
+ |f δ(t = 0)− χ(ξ, u0)|
2
}
.
We have already proved in the previous setion that the family f δ(t = 0) strongly onverges towards
χ(ξ, u0) as δ vanishes, due to the ontinuity assumption at time t = 0. Hene, we obtain in the limit
||g − f ||2L2((0,T )×RN×Y×R ≤ 0,
and onsequently, g = f . Hene the result is proved.
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5 The separate ase : identiation of the limit problem
This setion is devoted to the proof of Proposition 1. Thus we fous on the limit system in the ase
where the ux A an be written as
A(y, ξ) = a0(y)g(ξ), with divya0 = 0.
The interest of this ase lies in the speial struture of the limit system; indeed, we shall prove that
the funtion u, whih is the two-sale limit of the sequene uε, is the solution of the salar onservation
law (19). In view of Theorem 1, we wish to emphasize that Proposition 1 implies in partiular that the
entropy solution of (19) satises the onstraint equation
divy (a0(y)g(u(t, x; y)))
for almost every t > 0, x ∈ RN ; this fat is not ompletely obvious when g 6= Id. We will prove in the
sequel that u(t, x) atually belongs to the onstraint spae K0 for a.e. t, x.
Before takling the proof of the theorem, let us mention that the limit problem (19) is not the one
whih is expeted from a vanishing visosity approah. Preisely, for any given δ > 0, let uεδ be the
solution of
∂tu
ε
δ + divxA
(x
ε
, uεδ
)
− εδ∆xu
ε
δ = 0,
with the initial data uεδ(t = 0, x) = u0 (x, x/ε). Then for all ε > 0, u
ε
δ → u
ε
as δ → 0; moreover, the
behavior of uεδ as ε→ 0 is known for eah δ > 0 (see [5, 6℄). In the divergene-free ase, for all δ > 0,
lim
ε→0
uεδ = u¯(t, x) in L
1
lo
,
where u¯ is the entropy solution of
∂tu¯+ divx(〈a〉 g(u¯)) = 0,
with initial data u¯(t = 0, x) = 〈u0(x, ·)〉. Hene, it ould be expeted that the limits ε → 0 and δ → 0
an be ommuted, that is
lim
ε→0
lim
δ→0
uεδ = lim
δ→0
lim
ε→0
uεδ,
whih would entail
lim
ε→0
uε = u¯.
In general, this equality is false, even in a weak sense: a generi ounter-example is the one of shear
ows (see for instane the alulations in [9℄). In that ase, we have N = 2 and A(y, ξ) = (a1(y2)ξ, 0),
and the equation (19) beomes
∂tu+ a1(y2)∂x1u = 0,
with the initial ondition u(t = 0, x, y) = u0(x1, x2, y2). It is then easily heked that in general, the
average of u over Y is not the solution of the transport equation
∂tu¯+ 〈a1〉 ∂x1 u¯ = 0.
We now turn to the proof of Proposition 1. In view of Theorem 1, it is suient to prove that the
entropy solution of (19) belongs to K0 for a.e. t, x, or in other words, that K0 is invariant by the semi-
group assoiated to equation (19). We prove this result in the slightly more general ontext of kineti
solutions. The ore of the proof lies in the following
Proposition 4. Let u0 ∈ L
1(RN , L∞(Y )) suh that u0(x, ·) ∈ K0 for almost every x ∈ R
N
.
Let v = v(t, x; y) ∈ C([0,∞);L1(RN × Y )) be the kineti solution of{
∂tv(t, x; y) + divx (a˜0(y)g(v(t, x; y))) = 0, t > 0, x ∈ R
N , y ∈ Y,
v(t = 0, x; y) = u0(x, y),
i.e. f1(t, x, y, ξ) := χ(ξ, v(t, x; y)) is a solution in the sense of distributions of{
∂tf
1 + a˜0(y) · ∇xf
1g′(ξ) = ∂ξm, t > 0, x ∈ R
N , y ∈ Y, ξ ∈ R,
f1(t = 0, x, y, ξ) = χ(ξ, u0(x, y)),
(51)
and m is a non-negative measure on [0,∞)× RN × Y × R.
Then for a.e. t > 0, x ∈ RN , u(t, x) ∈ K0.
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Proof. First, let us reall (see [23, 24℄) that for all T > 0,
f1 = lim
λ→∞
fλ in C([0, T ];L
1(RN × Y × R)),
where fλ = fλ(t, x, y, ξ) (λ > 0) is the unique solution of the system

∂tfλ + a˜0(y) · ∇xfλ g
′(ξ) + λfλ = λχ(ξ, uλ),
uλ(t, x, y) =
∫
R
fλ(t, x, y, ξ) dξ,
fλ(t = 0) = χ(ξ, u0).
(52)
Moreover, for every λ > 0, uλ is the unique xed point of the ontratant appliation
φλ :
C((0, T );L1(RN × Y )) → C((0, T );L1(RN × Y ))
u1 7→ u2
where u2 =
∫
ξ
f and f is the solution of
∂tf + a˜0(y) · ∇xf g
′(ξ) + λf = λχ(ξ, u1),
f(t = 0) = χ(ξ, u0).
(53)
Thus, the whole point is to prove that the spae
{u ∈ C([0, T ];L1(RN × Y ));u(t, x) ∈ K0 a.e}
is invariant by the appliation φλ.
First, let us stress that for all u ∈ L1(Y ),
u ∈ K0 ⇐⇒ divy(a(y)χ(ξ, u)) = 0 in D
′(Y × R). (54)
Indeed, if u ∈ K0, then for all δ > 0, set uδ = u ∗ θ
δ
, with θδ a standard mollier. The funtion uδ is a
solution of
divy(a0uδ) = rδ,
and the remainder rδ vanishes strongly in L
1(Y ) (see the alulations in the previous setions). Sine
the funtion uδ is smooth, if G ∈ C
1(RN ), we have
divy(a0G(uδ)) = G
′(uδ)rδ.
Passing to the limit as δ vanishes, we infer divy(a0G(u)) = 0 for all G ∈ C
1(RN ). At last, taking a
sequene of smooth funtions approahing χ(ξ, u), we dedue that divy(a0χ(ξ, u)) = 0 in D
′
per
(Y × R).
Conversely, assume that divy(a0χ(ξ, u)) = 0; then integrating this equation with respet to ξ yields
u ∈ K0. Hene (54) is proved.
Now, let u1 ∈ C([0, T ];L
1(RN × Y )) suh that u1(t, x) ∈ K0 a.e. Then div(a0χ(ξ, u1) = 0). Let f be
the solution of (53); sine a˜0 ∈ K0, the distribution divy(a0f) satises the transport equation
∂t (div(a0f)) + g
′(ξ)a˜0(y) · ∇x (div(a0f)) + λdiv(a0f) = 0,
and div(a0f)(t = 0) = 0 beause u0(x) ∈ K0 a.e. Hene divy(a0f) = 0; integrating this equation with
respet to ξ gives u2 ∈ K0 a.e.
Consequently, uλ(t, x; ·) ∈ K0 a.e. Passing to the limit, we dedue that v(t, x; ·) ∈ K0 a.e.
Let us now re-write equation (51): setting b(y) = a0(y)− a˜0(y), we have
∂tf
1 + a0(y)∇xf
1g′(ξ) = ∂ξm− b(y)∇xf
1g′(ξ) =:M1.
If u0 ∈ L
∞(RN ), then v ∈ L∞([0,∞) × RN × Y ), and it is easily heked that f1 and M1 satisfy the
ompat support assumptions. Aording to the above Proposition, f1 also satises (43), and thanks to
the struture of the right-hand side, the distribution M1 satises (46). Thus f
1
is the unique solution
of the limit system, and Proposition 1 is proved.
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6 Further remarks on the notion of limit system
Here, we have gathered, by way of onlusion, a few remarks around the limit evolution system introdued
in denition 1. The main idea behind this setion is that the limit system is not unique (although its so-
lution always is), and thus several other relevant equations an be written instead of (10). Unfortunately,
there does not seem to be any rule whih would allow to deide between two limit systems.
Let us illustrate these words by a rst series of examples : assume that the ux is divergene free,
and let
K := {f ∈ L1
lo
(Y × R),
N∑
i=1
∂yi(aif) = 0 in D
′}.
We denote by P the projetion on K in L1
lo
(Y ×R). Preisely, onsider the dynamial system X(t, y; ξ)
dened by {
X˙(t, y; ξ) = a(X(t, y; ξ), ξ), t > 0
X(t = 0, y; ξ) = y.
Then for all ξ ∈ R, the Lebesgue measure on Y is invariant by the semi-group X(t; ξ) beause of the
hypothesis divya(y, ξ) = 0. Hene by the ergodi theorem, for all f ∈ L
1
lo
(Y ×R), there exists a funtion
in L1
lo
(Y × R), denoted by P (f)(y, ξ), suh that
P (f)(y, ξ) = lim
T→∞
1
T
∫ T
0
f(X(t, y; ξ), ξ) dt,
and the limit holds a.e. in y, ξ and in Y × (−R,R) for all R > 0.
Set a˜ := P (a). Then if f is a solution of the limit system, f also satises
∂tf + a˜(y, ξ) · ∇xf = M˜
and f , M˜ satisfy (9) and (11) - (14). Indeed,
M˜ =M+ [a˜(y, ξ)− a(y, ξ)] · ∇xf
and the term [a˜(y, ξ)− a(y, ξ)]·∇x(f ∗xϕ)(t, x, y, ξ) belongs to K
⊥
for all t, x. Of ourse, uniqueness holds
for this limit system (the proof is exatly the same as the one in setion 3), and thus this onstitutes as
legitimate a limit system as the one in denition 1. In fat, in the separate ase, Proposition 1 indiates
that the above system seems to be the relevant one, rather than the one in denition 1. Notie that the
distribution M˜ satises the additional property
M˜ ∗t,x φ(t, x) ∈ K
⊥ ∀t, x.
Let us now go a little further: let θ ∈ C1(R) suh that 0 ≤ θ ≤ 1, and let
aθ(y, ξ) = θ(ξ)a(y, ξ) + (1− θ(ξ))a˜(y, ξ).
Then f is a solution of
∂tf + a˜θ(y, ξ) · ∇xf =Mθ,
for some distribution Mθ satisfying (14). Thus this still onstitutes a limit system whih has the same
struture as the one of denition 1. Hene the limit system is highly non unique, and it must be seen
as a way of identifying the two-sale limit of the sequene f ε, rather than as a kineti formulation of a
given onservation law, for instane. We wish to emphasize that if the ux A is not separated, that is,
if the hypotheses of Proposition 1 are not satised, then in general, the funtion u suh that f = 1ξ<u is
a solution of the limit system, is dierent from the solution v = v(t, x, y) of the salar onservation law
∂tv + divxA˜(y, v) = 0,
where the ux A˜ is suh that ∂ξA˜i(y, ξ) = a˜i(y, ξ). Indeed, the funtion v above is not a solution of the
ell problem in general, even if v(t = 0) is. In other words, the set K is not invariant by the evolution
equation
∂tg +
N∑
i=1
a˜i(y, ξ)∂xig = ∂ξm,
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where m is a non-negative measure and g = 1ξ<v.
Let us now assume that the ux A is not divergene free. Then there are ases where yet another
notion of limit problem an be given: assume that there exists real numbers p1 < p2, and a family
{v(·, p)}p1≤p≤p2 , whih satises the following properties:
1. The funtion (y, p) 7→ v(y, p) belongs to L∞(Y × [p1, p2]);
2. For all p ∈ [p1, p2], v(·, p) is an entropy solution of the ell problem; in other words, there exists a
nonnegative measure m(y, ξ; p) suh that f(y, ξ; p) = 1ξ<v(y,p) is a solution of
N∑
i=1
∂
∂yi
(ai(y, ξ)f) +
∂
∂ξ
(aN+1(y, ξ)f) =
∂
∂ξ
m;
3. For all p ∈ [p1, p2], 〈v(·, p)〉Y = 0;
4. The distribution ∂pv is a nonnegative funtion in L
1(Y × [p1, p2]); this implies in partiular that
for all ouples (p, p′) ∈ [p1, p2]
2
suh that p ≥ p′, for almost every y ∈ Y ,
v(y, p) ≥ v(y, p′).
Under these onditions, one an onstrut a kineti formulation for equation (1), based on the family
v(x/ε, p) of stationary solutions of (1), rather than on the family of Kruzkov's inequalities. This kind of
onstrution was ahieved in [7℄ in a paraboli setting, following an idea developed by Emmanuel Audusse
and Benoît Perthame in [3℄; these authors dene a new notion of entropy solutions for a heterogeneous
onservation law in dimension one, based on the omparison with a family of stationary solutions. Let
us explain briey how the kineti formulation for entropy solutions of (1) is derived: let uε be an entropy
solution of (1). Dene the distribution mε ∈ D′((0,∞)× RN × (p1, p2)) by
mε(t, x, p) := −
{
∂
∂t
(
uε − v
(x
ε
, p
))
+
+
∂
∂yi
[
1
v(xε ,p)<uε
(
Ai
(x
ε
, uε
)
−Ai
(x
ε
, v
(x
ε
, p
)))]}
. (55)
Then aording to the omparison priniple (whih was known by Kruzkhov, see [16, 17℄), mε is a
nonnegative measure on (0,∞)× RN × [p1, p2]. Now, set
f ε(t, x, p) := 1
v( xε ,p)<uε(t,x)
∈ L∞([0,∞)× RN × [p1, p2]).
Thanks to the regularity assumptions on the family v(·, p), we an dierentiate equality (55) (whih is
meant in the sense of distributions) with respet to p, and we are led to
∂
∂t
(
f εvp
(x
ε
, p
))
+
∂
∂xi
(
f εvp
(x
ε
, p
)
ai
(x
ε
, v
(x
ε
, p
)))
=
∂mε
∂p
. (56)
This equation is in fat the appropriate kineti formulation in the heterogeneous ase; its main advantage
on the equation (4) is the absene of the highly osillating term
1
ε
∂ξ
[
aN+1
(x
ε
, ξ
)
1ξ<uε
]
.
Notie that for all p ∈ [p1, p2],
divy
(
∂v(y, p)
∂p
a(y, v(y, p))
)
= 0 in D′
per
(Y ). (57)
This equation is derived by dierentiating equation
divyA(y, v(y, p)) = 0
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with respet to p. Thus, if we set
a˜(y, p) :=
∂v(y, p)
∂p
a(y, v(y, p)),
the vetor eld a˜ ∈ L1(Y × [p1, p2]) is divergene-free, and the same kind of limit system as in the
divergene free as an be made. Of ourse, the interest of suh a onstrution lies in the simpliity of
the struture of the limit system in the divergene free ase.
Denition 3. Let f ∈ L∞([0,∞), L1(RN × Y × R)), u0 ∈ L
1 ∩ L∞(RN × Y ). We say that f is
a generalized kineti solution of the limit problem assoiated with the family v(·, p) if there exists a
distribution M ∈ D′
per
([0,∞)× RN × Y × R) suh that f and M satisfy the following properties:
1. Compat support in p: there exists (p′1, p
′
2) ∈ [p1, p2]
2
suh that p1 < p
′
1 ≤ p
′
2 < p2, and
SuppM⊂ [0,∞)× RN × Y × [p′1, p
′
2];
f(t, x, y, p) = 1 if p1 < p < p
′
1, f(t, x, y, p) = 0 if p
′
2 < p < p2.
2. Mirosopi equation for f : f is a solution in the sense of distributions on Y × (p1, p2) of
divy(a˜(y, p)f(t, x, y, p)) = 0. (58)
3. Evolution equation: the ouple (f,M) is a solution in the sense of distributions on [0,∞)× RN ×
Y × (p1, p2) of {
∂t(vp(y, p)f) + a˜(y, p) · ∇xf =M,
f(t = 0, x, y, p) = 1v(y,p)<u0(x,y) =: f0(x, y, p);
(59)
In other words, for any test funtion φ ∈ D
per
([0,∞)× RN × Y × (p1, p2)),∫ ∞
0
∫
RN×Y×R
f(t, x, y, p)vp(y, p) {∂tφ(t, x, y, p) + a(y, v(y, p)) · ∇xφ(t, x, y, p)} dt dx dy dξ =
= −〈φ,M〉D,D′ −
∫
RN×Y×R
1v(y,p)<u0(x,y)vp(y, p)φ(t = 0, x, y, p) dx dy dξ.
4. Conditions on f : there exists a nonnegative measure ν ∈M1
per
([0,∞)× RN × Y × R) suh that
∂pf = −ν, (60)
0 ≤ f(t, x, y, ξ) ≤ 1 a.e., (61)
1
τ
∫ τ
0
||f(s)− f0||L2(RN×Y×(p1,p2) ds −→τ→0
0. (62)
5. Condition on M: for all ϕ ∈ D([0,∞) × RN suh that ϕ ≤ 0, the funtion M ∗t,x ϕ belongs to
C([0,∞)× RN , L1(Y × R)), and{ ∫
Y×R
(M∗t,x ϕ) (t, x, ·) ψ ≤ 0,
∀ψ ∈ L∞
lo
(Y × R), divy(a˜ψ) = 0, and ∂ξψ ≥ 0.
(63)
We now state without proof a result analogue to Theorems 1, 2 :
Proposition 5. Let A ∈ W 2,∞
per,lo
(Y ×R). Assume that a ∈ C1
per
(Y ×R) and that a˜ ∈W 1,1(Y × (p1, p2)).
Let u0 ∈ L
∞(RN × Y ) ∩ L1
lo
(RN , C
per
(Y )) suh that u0(x, ·) is an entropy solution of the ell problem
for almost every x ∈ RN . Assume furthermore that there exists p′1 < p
′
2 in (p1, p2)
2
suh that
v(y, p′1) ≤ u0(x, y) ≤ v(y, p
′
2),
and let
f0(x, y, p) := 1v(y,p)<u0(x,y)
Then the following results hold :
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1. There exists a unique generalized kineti solution f of the limit problem assoiated with the family
(v(·, p))p1≤p≤p2 with initial data f0. Moreover, there exists a funtion u ∈ L
∞([0,∞) × RN × Y )
suh that
f(t, x, y, p) = 1v(y,p)<u(t,x,y) a.e.
2. Let uε ∈ L∞([0,∞) × RN ) be the entropy solution of (1) with initial data u0 (x, x/ε). Let
f(t, x, y, p) = 1v(y,p)<u(t,x,y) be the unique solution of the limit problem. Then for all regularization
kernels ϕδ of the form
ϕδ(x) =
1
δN
ϕ
(x
δ
)
, x ∈ RN ,
with ϕ ∈ D(RN ),
∫
ϕ = 1, 0 ≤ ϕ ≤ 1, we have, for all ompat K ⊂ [0,∞)× RN ,
lim
δ→0
lim
ε→0
∣∣∣∣∣∣uε(t, x) − u ∗x ϕδ (t, x, x
ε
)∣∣∣∣∣∣
L1(K)
= 0. (64)
Hene a whole variety of limit systems an be given, depending on the hoie of the family of solutions
of the ell problem. However, it is not obvious that any given system is better than another one. But
the important result, as far as homogenization is onerned, is that all systems have a unique solution.
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