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Abstract
In order reduction of large-scale linear time invariant systems, Krylov subspace methods
based on moment matching are among the best choices today. However, in many technical fields,
models typically consist of sets of second-order differential equations, and Krylov subspace
methods cannot directly be applied. Two methods for solving this problem are presented in this
paper: (1) an approach by Su and Craig is generalized and the number of matching moments is
increased; (2) a new approach via first-order models is presented, resulting in an even higher
number of matching moments. Both solutions preserve the specific structure of the second-
order type model.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In some fields such as Electrical Circuits, Mechanical Systems including Micro-
Electro-Mechanical Systems [1–3], Earthquake Engineering, Civil Engineering and
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Aeronautics [4], systems are typically modelled by sets of ordinary differential
equations of second order in time. Such a modelling (for instance by using finite
element methods) often leads to a high-order system, and many analysis and design
problems cannot be solved anymore within a reasonable computing time. It is then
advisable to construct a reduced-order model that approximates the behavior of the
original model while preserving the second-order structure of the system.
One option in reducing second-order systems is to convert the model into a state-
space model (i.e. a set of first-order differential equations) and then apply known
techniques like balancing and truncation proposed in [5] or Krylov-subspace meth-
ods proposed in [6–8]. However, in doing so, the reduced-order system will be of
first-order type as well, making a physical interpretation difficult. Therefore, it is
reasonable to impose the reduced-order system to be of the same second-order type
as the original model.
In [9,10], other approaches in reducing second-order systems are proposed leading
to second-order reduced systems. These approaches are based on balanced truncation
and modal approximation which are not suitable to be used for reduction of large
scale systems for numerical reasons.
In this paper we present two other options, both based on Krylov subspaces which
can be used in the large scale case:
(1) We generalize the method presented in [4], by using a Krylov subspace approach
and avoiding the detor of converting the model into a first-order one. The number
of matching moments is doubled (compared to [4,3]) when using two-sided
Krylov methods.
(2) A new approach via first-order modelling is presented, resulting in second-order
type reduced models. Again, the number of moments is doubled (quadrupled
compared to [4,3]). By applying one-sided methods, stability of the reduced
model can be guaranteed (with some assumptions on the original model) while
two-sided methods match a higher number of moments.
The high-order models considered in this paper are assumed to be given in the form:{
Mz¨(t) + Dz˙(t) + Kz(t) = b¯u(t),
y(t) = c¯Tz(t), (1)
where M, D, K ∈ Rn1×n1 , b¯, c¯ ∈ Rn1 are constant matrices, u, y ∈ R and z ∈ Rn1
are the input, the output, and the state vector of the system, respectively. As (1)
includes n1 second-order differential equations, the total order of the system is n =
2n1. Equivalently, the model (1) can be rewritten as

[
I 0
0 M
]
︸ ︷︷ ︸
E
[
z˙(t)
z¨(t)
]
︸ ︷︷ ︸
x˙
=
[
0 I
−K −D
]
︸ ︷︷ ︸
A
[
z(t)
z˙(t)
]
︸ ︷︷ ︸
x
+
[
0
b¯
]
︸︷︷︸
b
u(t),
y(t) = [c¯T 0]︸ ︷︷ ︸
cT
[
z(t)
z˙(t)
]
.
(2)
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With the matrices E, A and vectors x, b and c introduced for abbreviation, this
representation becomes a state-space model in the form:{
Ex˙(t) = Ax(t) + bu(t),
y(t) = cTx(t) (3)
with n = 2n1 first-order differential equations.
In the following section, this representation is used for a short introduction into
projection based model reduction using Krylov subspaces. In Section 3, we introduce
the first reduction method using an orthogonal projection and exclusively operating
in spaces of order n1. In Section 4, we propose a second reduction procedure start-
ing from (2) and ending up in a model of type (1), with an increased number of
matched moments and with some interesting stability properties. Section 5 illustrates
the achievable results by an application to a technical example.
2. Reduction by moment matching in state space
For the system (3), the so-called moments are defined as
mi = cT(A−1E)iA−1b, i = 0, 1, . . . (4)
The scalars mi are the negative coefficients of the Taylor series expansion (around
zero) of the system’s transfer function [6]. The idea of order reduction is to find a
reduced model with a certain number of moments matching exactly with the ones of
the original model.
The Krylov subspace is defined as
Kq(A1, b1) = span
{
b1, A1b1, . . . , Aq−11 b1
}
, (5)
where A1 ∈ Rn×n, and b1 ∈ Rn is called starting vector.
Considering the state space representation (3), two Krylov subspacesKq(A−1E,
A−1b) andKq(A−TET, A−Tc) both with the same rank are used for model order
reduction and are called input and output Krylov subspaces, respectively.
If the mapping
x = Vxr , V ∈ Rn×q, x ∈ Rn, xr ∈ Rq, (6)
(where q < n) is applied to the system (3) and then the state equation is multiplied
by the transpose of a matrix W ∈ Rn×q , a model with reduced-order q is found,{
WTEVx˙r (t) = WTAVxr (t) + WTbu(t),
y = cTVxr (t). (7)
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It can be proved that if V is a basis of the input Krylov subspace or W is a basis of
the output Krylov subspace then the first q moments match, and the method is called
a one-sided Krylov method. When both, V and W, are bases of the input and output
Krylov subspaces respectively, then the first 2q moments match and the method is
called a two-sided Krylov method [6,11]. In one-sided methods, typically W = V is
chosen. For more details see also [7,8,12–14].
3. Reduction Method 1: Projections applied to second-order models
The idea of the reduction method is to find the projection matrices V¯ and W¯ that
can directly be applied to the second-order model (1). In this section, after some
preparing considerations and a second-order extension of the Krylov subspace, we
present suitable projections in Theorems 4 and 5 that deliver reduced-order models
with certain numbers of matching moments. A new second-order Arnoldi Algorithm
for the calculation of the projection matrices is introduced.
3.1. Second-order Krylov subspaces and reduction theorems
The ith moment (around zero) of the system (1) can easily be calculated using (2):
mi =
[
c¯T 0
] ([ 0 I
−K −D
]−1 [I 0
0 M
])i [
0 I
−K −D
]−1 [0
b¯
]
= [c¯T 0] [−K−1D −K−1MI 0
]i [−K−1b¯
0
]
. (8)
To calculate these moments by a recursive procedure, we define the following sub-
space which is close to the definition of the Krylov subspaces:
Definition 1. The second-order Krylov subspace is defined as follows:
Kq1(A1, A2, b1) = span
{
p0, p1, . . . , pq1−1
}
, (9)
where{
p0 = b1, p1 = A1b1,
pi = A1pi−1 + A2pi−2, (10)
and A1, A2 ∈ Rn1×n1 , b1 ∈ Rn1 are constant matrices. b1 is called the starting vector
and the vectors pi are called basic vectors.
The input and output Krylov subspaces for a second-order system can now be
defined using the second-order Krylov subspaces.
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Definition 2. The second-order Krylov subspacesKq1(−K−1D,−K−1M,−K−1b¯)
andKq1(−K−TDT,−K−TMT,−K−Tc¯) are called the input and output second-order
Krylov subspaces for the second-order system (1).
With these subspaces, the moments of the system can be expressed as follows:
Lemma 3. Consider the input and output second-order Krylov subspaces for the
system (1) with corresponding basic vectors pi and li respectively. Then
mi = c¯Tpi = lTi b¯, i = 0, 1, . . . ,
where mi is the ith moment of the second-order system.
The proof of this lemma is straightforward and comes from the definition of the
second-order Krylov subspace and Eq. (8). By using Lemma 3, one can calculate the
moments of a second-order system directly from the representation (1) and without
finding the state space representation (2). Therefore, these subspaces and Lemma 3
will subsequently be used to find reduced-order models.
The task now is to find a projection that can directly be applied to the second-order
model (1). Consider a projection as follows:
z = V¯zr , V¯ ∈ Rn1×q1 , z ∈ Rn1 , zr ∈ Rq1 , (11)
where q1 < n1. By applying this projection to the system (1) and then multiplying
the state equation by the transpose of a matrix W¯ ∈ Rn1×q1 , a reduced model of order
q = 2q1 is found,{
W¯TMV¯z¨r (t) + W¯TDV¯z˙r (t) + W¯TKV¯zr (t) = W¯Tb¯u(t),
y(t) = c¯TV¯zr (t). (12)
Therefore, the reduced model can be defined by the matrices,
Mr = W¯TMV¯, Dr = W¯TDV¯, Kr = W¯TKV¯, b¯r = W¯Tb¯, c¯Tr = c¯TV¯.
This reduced model is in the desired form (1) and thereby preserves the second-order
character of the original model! For the calculation of V¯ and W¯ the second-order
Krylov subspaces are used, as described by the following two theorems:
Theorem 4. If the matrix V¯ used in (12), is a basis of the input second-order Kry-
lov subspace Kq1(−K−1D,−K−1M,−K−1b¯) with rank q1 and the matrix W¯ is
chosen such that the matrix W¯TKV¯ is nonsingular, then the first q1 moments (the
moments from m0 to mq1−1) of the original and reduced-order models match. (Proof
in Appendix A.)
So, by finding a basis for the input second-order Krylov subspace and then applying
the projection, it is possible to find a second-order type reduced model with order
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q = 2q1 and the first q1 moments of the original and reduced models match. Theorem
4 is similar to the results in [4] but Theorem 4 is more straightforward and only uses
the state equation and it is independent of the output of the system. Furthermore, it
can be proved that the result in [3] is equivalent to the result of Theorem 4 where
W¯ = V¯ and an orthonormal basis is used. In [3], another point of view is used to
match the moments by applying a projection to the second-order model.
A great advantage of using second-order Krylov subspaces is that by using both,
input and output second-order Krylov subspaces, it is possible to match more moments
and to find better approximations for the original large scale system. The next theorem
generalizes Theorem 4 to two-sided methods.
Theorem 5. If the matrices V¯ and W¯ in (12), are bases of the second-order Krylov
subspaces Kq1(−K−1D,−K−1M,−K−1b¯) and Kq1(−K−TDT,−K−TMT,−K−Tc¯), respectively, both with rank q1, then the first 2q1 moments of the original
and reduced-order system match. It is assumed that K and Kr are invertible. (Proof
in Appendix B.)
Input and output Krylov subspaces are dual of each other. By using this duality, it
is possible to choose the matrix V¯ optionally and the matrix W¯ as a basis of the output
second-order Krylov subspace. This can be expressed by the following corollary.
Corollary 6. If the matrix W¯ used in (12) is a basis of the second-order output
Krylov subspace with rank q1 and the matrix V¯ is chosen such that the matrix Kr
is nonsingular, then the first q1 moments of the original and reduced-order system
match.
3.2. Numerical implementation
In a numerical implementation of the reduction schemes given above, calculat-
ing bases for (one or two) second-order Krylov subspaces is necessary. The first
idea is simply using the basic vectors. Unfortunately, calculating the basic vectors is
numerically unstable, and a good choice is to extend the (numerically stable) Arnoldi
algorithm [15] for our purposes.
Consider the second-order Krylov subspaceKq1(A1, A2, b1). The algorithm given
below finds a basis V¯ for this Krylov subspace. This basis is orthonormal, i.e.
V¯TV¯ = I, (13)
and the columns of the matrix V¯ are the basis for the given subspace. It is assumed
that in each step an orthogonal vector exists.1
1 If this is not possible, the algorithm cannot be continued and the value of q1 should be reduced.
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Algorithm 1. Using modified Gram–Schmidt orthogonalization.
(0) Start: Set l1 = 0 and v¯1 = b1‖b1‖2 , where b1 is the starting vector.(1) For i = 2, 3, . . ., do,
(a) Calculating the next vector:
ˆ¯vi = A1v¯i−1 + A2li−1, lˆi = v¯i−1.
(b) Orthogonalization: For j = 1 to i − 1 do:
h = ˆ¯vTi v¯j ,
ˆ¯vi = ˆ¯vi − hv¯j , lˆi = lˆi − hlj .
(c) Normalization: If the vector ˆ¯vi is zero break the loop. Otherwise, the ith
column of the matrix V¯ is
v¯i =
ˆ¯vi
‖ˆ¯vi‖2
, li = lˆi‖ˆ¯vi‖2
.
(d) Increase i and go to step (1.a).
The vectors v¯i and li are the upper and lower parts of the basis vectors of the Krylov
subspaceKq(A−1E, A−1b) in the system (2), respectively. Therefore, Algorithm 1
produces a basis for the given second-order Krylov subspace [4].
By using the input second-order Krylov subspace Kq1(−K−1D,−K−1M,−K−1b¯) and applying Algorithm 1, the matrix V¯ is found and the matrix W¯ can
be chosen arbitrarily but such that Kr is nonsingular (a good choice is W¯ = V¯). The
reduced-order model then is given by (12), with q1 moments matching.
In two-sided methods, the two-sided Arnoldi algorithm can be used [16,17]. In
this way, Algorithm 1 is used twice, first for the input second-order Krylov subspace
and second for the output second-order Krylov subspace, and the matrices V¯ and W¯
are found. The reduced order model then is given by (12), with 2q1 = q moments
matching, where q is the order of the reduced model.
Applying Algorithm 1 to the input or output Krylov subspace involves the inverse
of the matrix K. In fact, there is no need to calculate the inverse and it is sufficient to
find the LU -factorization of K before running the algorithm and solve some linear
triangular equations to calculate the next vector.
3.3. Rational interpolation
Matching the moments of the second-order model around a point s0 /= 0, can also
be done by applying a projection to the original model (1). The transfer function of the
system (1) by calculating the Laplace transform directly is g(s) = c¯T(s2M + sD +
K)−1b¯. The moments of g(s) around s0 are equal to the moments of the following
system around zero,
g(s + s0) = c¯T
(
(s + s0)2M + (s + s0)D + K
)−1b¯
= c¯T(s2M + s(D + 2s0M) + (K + s0D + s20 M))−1b¯.
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Using (8) the moments of g(s + s0) are
mi =
[
c¯T 0
]
×
[−(K + s0D + s20 M)−1(D + 2s0M) −(K + s0D + s20 M)−1M
I 0
]i
×
[−(K + s0D + s20 M)−1b¯
0
]
.
It means that by substituting the matrix K by K + s0D + s20 M and the matrix D by
D + 2s0M in the definition of the moments around zero, the moments around s0 are
found. Therefore, to match the moments around s0, the same substitution should be
done in the definition of the input and output Krylov subspaces; i.e. the second-order
Krylov subspacesKq1(−(K+ s0D+ s20 M)−1(D+2s0M),−(K+ s0D+ s20 M)−1M,
−(K + s0D + s20 M)−1b¯) and Kq1(−(K + s0D + s20 M)−T(D + 2s0M)T,
−(K + s0D + s20 M)−TMT,−(K + s0D + s20 M)−Tc¯) should be considered and the
corresponding bases are used as projection matrices to calculate the reduced-order
model (12).
4. Reduction Method 2: Projections applied to the state-space model
The method in the previous section preserves the second-order structure of the
original model, while matching q1 = q2 or at most 2q1 = q moments. On the other
hand, the method of Section 2, when applied to the state-space model (3), destroys
the second-order structure but matches q or 2q moments. Therefore, the goal of this
section is to find a method that does the best out of both: matching as many moments
as possible while preserving the second order structure of the model; see [19].
The idea is to reduce the state-space model (2) and then convert it back to a second-
order representation, similar to the method suggested in [10]. In our method the output
of the final second-order model is a linear combination of the states not its derivative
which requires the introduction of the so-called Markov parameters assuming that
the matrix E in Eq. (3) is nonsingular.
4.1. Markov-parameters and conversion to second-order type model
Definition 7. For the system (3), the ith Markov parameter is defined as follows:
Mi = cT(E−1A)iE−1b.
Markov parameters are related to the coefficients of the Taylor series of the transfer
function around infinity. The ith Markov parameter is the value of the ith derivative
of the impulse response at time zero [18]. So, the first Markov parameter, M0, is the
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impulse response at t = 0. A characteristic property of the second-order type system
(2) is that the first Markov parameter is zero,
M0 =
[
c¯T 0
] [I 0
0 M
]−1 [0
b¯
]
= [c¯T 0] [ 0M−1b¯
]
= 0.
In the following, we show how a state-space model with an even order and with
the property M0 = 0 can be converted into a second-order representation (1) with
n1 = n2 .
Without loss of generality, we can consider that the matrix E in (3) is identity (if
not, we can multiply the state equation by E−1), and the state-space model is{
x˙(t) = Ax(t) + bu(t),
y(t) = cTx(t). (14)
The first Markov-parameter is assumed to be zero, M0 = cTb = 0. Now, we introduce
a vector z defined as
z = Czx with Cz =
[
cT
R
]
, (15)
where the matrix R ∈ R( n2 −1)×n is chosen such that the matrix Cz is full row rank and
Rb = 0. This can be done by constructing a sequence of linear independent vectors
in the Kernel of b. In appendix C, there is an option how to find R.
In fact, by introducing z, the output of the system is extended such that the resulting
system is observable and the first Markov parameter remains zero. The vector z is
intended to become the vector of variables of the system (1) we are seeking. In the
representation (2), this vector is the upper half of the state vector.
From the definition (15) we find the time derivative
z˙ = Czx˙ = CzAx + Czbu = CzAx. (16)
In the representation (2), the vector z˙ is the lower half of the state vector. Therefore,
(with (15) and (16)), the relation between the state vectors of the representations (2)
and (14) is[
z
z˙
]
=
[
Cz
CzA
]
x. (17)
This defines a similarity transformation T,
x = Txt , where T =
[
Cz
CzA
]−1
, xt =
[
z
z˙
]
. (18)
Assuming that c /= 0, a sufficient condition for the existence of T is the controllability
of the system (14); the proof can be found in [20]. By applying this transformation
to the system (14) we have
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x˙t (t) = T−1ATxt (t) + T−1bu(t),
y(t) = cTTxt (t). (19)
Now, we show that this model is in the form (2) and by comparison can directly be
converted into the representation (1) and the matrices M, D, K, b¯ and c¯ are given.
Considering the facts that
T−1 =
[
Cz
CzA
]
, CzT =
[
I 0
]
, CzAT =
[
0 I
]
, Czb = 0, (20)
the system (19) can be rewritten as follows:

[
I 0
0 I
] [
z˙(t)
z¨(t)
]
=
[
CzAT
CzA2T
] [
z(t)
z˙(t)
]
+
[
Czb
CzAb
]
u(t),
y(t) = cTT
[
z(t)
z˙(t)
]
.
By using Eqs. (20), we have

[
I 0
0 M
] [
z˙(t)
z¨(t)
]
=
[
0 I
−K −D
] [
z(t)
z˙(t)
]
+
[
0
b¯
]
u(t),
y(t) = [c¯T 0] [z(t)
z˙(t)
]
.
where
M = I, b¯ = CzAb, (21)[−K −D] = CzA2T.
The output equation in (19), y = cTTxt , simplifies to y = [1 0 · · · 0] xt , because
cT is the first line of T−1. Thereby, we conclude
c¯T = [1 0 · · · 0] . (22)
which determines all parameters of the reduced model of second-order type (1).
So, the sufficient conditions for a state space model to be converted to a second-
order type model are
• The first Markov parameter is zero.
• The order n of the system is even.
• The (fictitious) output vector, z, can be defined such that the matrix T from (18)
exists which is true for controllable systems.
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It should be noted that the conversion procedure can be extended to multi-input–
multi-output (MIMO) systems in a straightforward manner, provided that the number
of inputs and outputs both are smaller or equal to n/2. Only the number of rows of
the matrix R is to be reduced such that Cz has n/2 rows.
4.2. Reduction with matching of moments and the first Markov-parameter
For order reduction in state space, it is possible to match the first Markov parameter
together with some of the moments [6,11]. In the following we mention two related
theorems in one and two-sided methods to match the first Markov parameter.
Theorem 8. If the matrix V used in (7), is a basis of the Krylov subspaceKq(A−1E,
E−1b) with rank q and the matrix W is chosen such that the matrices Ar and Er are
nonsingular, then the first q − 1 moments and the first Markov parameter of the
original and reduced-order systems match. It is assumed that A, E, Ar and Er are
nonsingular.
Typically, one will choose W = V (with this choice, with some assumptions on
the original model, the stability of the reduced model is guaranteed [21]). To find the
projection matrix, the Arnoldi algorithm [15] can be used.
Theorem 9. If the matrices V and W used in (7), are bases of the Krylov subspaces
Kq(A−1E, E−1b) andKq(A−TET, A−Tc) respectively, both with rank q, then the
first 2q − 1 moments and the first Markov parameter of the original and reduced-order
systems match. It is assumed that A, E, Ar and Er are nonsingular.
To find the projection matrix based on this theorem, Lanczos [12] or two-sided
Arnoldi [16,17] algorithms can be used. So, the steps of reducing second-order type
models are:
(i) Convert the model (1) into the state-space representation (2).
(ii) Apply an order reduction method as described in Section 2, based on Theorem
8 or 9 to match the first Markov parameter (which equals zero) and q − 1 or
2q − 1 moments; choose an even order q. This results in a low-order model
(7). This model is then converted to the state-space representation (14) after
multiplying by E−1r .
(iii) Convert the reduced-order state-space model into a second order type model
by first constructing a matrix Cz as in Eq. (15), then calculating the matrix T
from (18), and finally by computing the matrices Mr , Dr , Kr , b¯r and c¯r of the
reduced model of type (1) from Eqs. (21) and (22). Different from the approach
in [10], in the second-order reduced model, the same as in the original system,
the output does not depend on the derivative of the states. This can be done by
keeping the first Markov parameter equal to zero.
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In this way the number of matching moments of the reduced second-order type model
is almost twice the number achieved in Section 3. More precisely: if a model of order
n is reduced to order q, the method of Section 3 can match at most q moments while
the method of Section 4 can match at most 2q − 1 moments.
To match the moments around a point unequal to zero, it is sufficient to use the Kry-
lov subspacesKq((A − s0E)−1E, E−1b) andKq((A − s0E)−TET, (A − s0E)−Tc)
to match the first Markov parameter together with some moments around s0. To
convert the resulting state space model to a second-order system, the other steps are
exactly the same.
4.3. Guaranteed stability
In using Krylov subspace methods to reduce the order of a stable large scale
model, there is no guarantee to find a stable reduced model. There exists a guaran-
tee only for some types of systems which are related to passive systems (which is
equivalent to the concept of positive realness as mentioned in [21]). In the following,
we mention only the results from [21] and then generalize them to second-order
models.
Lemma 10. In the system (3), if A + AT  0 and E = ET  0, then the transfer
function H(s) = bT(sE − A)−1b is positive real and therefore, it is passive.
G  0 for a symmetric matrix G ∈ Rn×n means that G is nonnegative definite;
i.e. xTGx  0 for every x ∈ Rn.
Theorem 11. In the system (3), if A + AT  0 and E = ET  0, then the reduced
model (7) using a one-sided method with the choice W = V, is stable and further-
more, the transfer function H(s) = bTV(sVTEV − VTAV)−1VTb is passive.
Therefore, for certain systems, one-sided methods find stable reduced models.
The result can be generalized to second-order system using the state space
model (2):
Theorem 12. In the system (1), if[ 0 KT − I
K − I DT + D
]
 0,
and M = MT  0, then the reduced model using a one-sided method with the choice
W = V is stable.
The result of Theorem 12 is valid for the reduction approach as introduced in
Section 4. For the Method 1 in Section 3, Theorem 12 is true only if a one-sided
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Arnoldi approach is used and the projection matrix is orthonormal with the choice
W¯ = V¯.
4.4. Numerical issues
In order reduction of the system (2) as described in Section 4, it seems to be a
need of calculating the inverse of the matrices A and E with dimension n = 2n1.
Calculating these inverses and then using them in Algorithm 1 is not recommended
for numerical reasons but, it is better to solve some linear equations as described
subsequently.
From (2) we observe that
E−1 =
[
I 0
0 M
]−1
=
[
I 0
0 M−1
]
(23)
A−1 =
[
0 I
−K −D
]−1
=
[−K−1D −K−1
I 0
]
.
Now, the starting vector for the input Krylov subspace is
vˆ1 =
[
vˆ11
vˆ21
]
=
[
I 0
0 M
]−1 [0
b¯
]
=
[
0
M−1b¯
]
.
Therefore, the linear equation Mvˆ21 = b¯ must be solved. For the other vectors to be
calculated in each iteration, we have
ri =
[
r1i
r2i
]
=
[
0 I
−K −D
]−1 [I 0
0 M
] [
v1(i−1)
v2(i−1)
]
=
[−K−1(Dv1(i−1) + Mv2(i−1))
v1(i−1)
]
,
and only the linear equation Kr1i = −(Dv1(i−1) + Mv2(i−1)) must be solved in each
iteration.
There exist different options to solve a linear equation and find an exact or
approximate solution. One of the best methods in exact mathematics is using an LU -
factorization [22] and then solving two triangular linear equations by Gaussian elimi-
nation. In this way finding theLU -factorizations of the matrices K and M is necessary.
This is done only once and before starting the iterations so that within the iter-
ations, only triangular linear equations are to be solved (which is very fast and
accurate).
In two sided methods factorizations of the matrices KT and MT are involved
in the output second-order Krylov subspace. In this case, the LU -factorization of
the matrices K and M computed in the last step can be used and by applying a
transposition, the equivalent triangular linear equations are solved.
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Although the accuracy of the second method in this paper is better by matching
the double number of moments, its numerical implementation is more expensive.
To apply the second-order Krylov subspace method, only the LU -factorization of
the matrix K is calculated while for the other method, also the matrix M should be
factorized. Furthermore, to find reduced systems of the same order, the second-order
Krylov subspace methods work in a lower dimensional space (half of the order of
the original system) and need half the number of iterations compared to the other
approach.
5. Numerical example
In this section, we apply the algorithms, described in the previous sections to a
clamped beam model2 [23,24]. This system is a second-order model of dimension
n1 = 174 (the order of the system in state space is n = 348) with one input and
one output. The model is obtained by spatial discretization of an appropriate partial
differential equation. The input represents the force applied to the structure at the free
end, and the output is the resulting displacement.
Three different methods are applied to this system:
• Method 1. Find a projection using second-order Krylov subspace methods de-
scribed in Section 3 and apply it to the original second-order model.
• Method 2. Find an equivalent state space model of order 348 and find a state
space reduced model by matching the moments together with the first Markov
parameter and then calculate the equivalent second order system as described
in Section 4.
• Method 3. Find an equivalent state space model of order 348 and find a state space
reduced model by matching only the moments.
With each method, we applied both, one-sided and two-sided reduction schemes.
Method 1 produced stable models only with nonzero choices of s0, and we chose
s0 = 0.2. The order of all reduced models was chosen to be q = 18 in state space and
dimension q1 = 9 in second-order form. In Tables 1 and 2, the relative norm of the
error systems and the maximum error for the step response of the system is shown. In
this way, not surprisingly, the best reduced model is from Method 3 which, however,
destroys the structure. Method 2 is also better than Method 1, and two-sided methods
are better than the one-sided ones by matching more moments.
Figs. 1 and 2 show the step response of the original model and the error to approxi-
mate the step response using a two-sided method. The maximum values of Fig. 2 are in
Table 2 which are very close to each other in two-sided methods. In comparison to the
steady state value of the step response the errors are very small. Because of matching
2 The model is available online at: http://www.win.tue.nl/niconet/NIC2/benchmodred.html
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Table 1
Relative error using three different algorithms in one-sided methods
Method 1 Method 2 Method 3
H2 relative norm of error system 0.0697 0.0818 0.0268
H∞ relative norm of error system 0.0276 0.0021 0.0025
Maximum error in step response 2.6217 1.4211 0.6991
Table 2
Relative error using three different algorithms in two-sided methods
Method 1 Method 2 Method 3
H2 relative norm of error system 0.0318 0.0238 0.0203
H∞ relative norm of error system 0.0031 0.0018 0.0016
Maximum error in step response 0.8087 0.7184 0.6279
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Fig. 1. Step response of the beam model.
the first moment (which is equal to DC gain) no steady state error is observed in all
reduced models and the error of the step response goes to zero very fast. In Fig. 3, the
bode diagram of the original and reduced models by two-sided methods are shown.
Because of matching moments around zero, the approximation is very good at low
and medium frequencies. At high frequencies, the slope of the gain plot of Method
3 differs by 20dB/decade from the original model, because of the mismatching first
Markov parameter.
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Fig. 2. Error of the step response of the beam model and its 18 order approximation using a two-sided
method.
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Fig. 3. Bode diagram of the original and reduced models using two-sided method.
6. Conclusion
In this paper, two methods in the reduction of large scale second-order models
are introduced, resulting in reduced systems having the same structure as the original
model. In the first method a second order Krylov subspace is defined and a projection
is proposed that can directly be applied to the second-order model. In the second
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Table 3
Comparison of two reduction methods of second-order models
Reduction Method By projection Via state space and
to second-order model back conversion
No. of matching parameters q 2q (=maximum)
Computational effort 1 LU -factorization (of K) 2 LU -factorizations (of M and K)
Numerical robustness Second-order Krylov Krylov subspaces
subspaces of dimension of dimension (n, q),
(n/2, q/2), new algorithms proven Arnoldi algorithm
method, the equivalent state space system is reduced in a way that the first Markov
parameter and some of the first moments match. Then, a procedure is introduced to
convert the reduced state space model to a second-order form.
The proposed methods are compared in Table 3. The first method matches at most
q moments and preserves the second-order structure of the original model, since
it directly applies a projection to it. All matrix/vector calculations are in a space of
dimension n2 , and the number of iterations is
q
2 for each Krylov subspace. However, the
second-order Arnoldi algorithm presented here seems to be less numerically robust
than the standard Arnoldi algorithm. The second method matches a maximum of
2q parameters (with the first Markov parameter among them), and the second order
structure has to be recovered from the reduced state space model. The calculations
are in dimension n and each Krylov subspace requires q iterations. Furthermore,
matching the first Markov parameter requires an LU -factorization of M, not needed
in Method 1. In comparison, the standard one- and two-sided methods introduced in
Section 2 and also used in Section 5, match q and 2q moments respectively, while not
matching any Markov parameter and thereby destroying an important characteristic
of second-order models.
Both methods presented here, can be generalized to the MIMO case. To do so, the
Arnoldi or Lanczos algorithms for multiple starting vectors must be used to find the
projection [11,25].
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Appendix A. Proof of Theorem 4
Consider the vectors{
pr0 = −K−1r b¯r , pr1 = K−1r DrK−1r b¯r ,
pri = −K−1r Drpr(i−1) − K−1r Mrpr(i−2). (A.1)
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In the next lines, we prove that pi = V¯pri for i = 0, . . . , q1 − 1 where pi is the ith
basic vector of the input second-order Krylov subspace. Then by using Lemma 3
for the original and reduced-order model, the proof is completed. For the first basic
vector, we have
V¯pr0 = −V¯K−1r b¯r = −V¯(W¯TKV¯)−1W¯Tb¯
= V¯(W¯TKV¯)−1W¯TK(−K−1b¯) = V¯(W¯TKV¯)−1W¯TKp0.
The vector p0 is in the second-order Krylov subspace and it can be written as a linear
combination of the columns of the matrix V¯,
∃r0 ∈ Rq1 : p0 = V¯r0.
Therefore,
V¯pr0 = V¯(W¯TKV¯)−1W¯TKV¯r0 = V¯r0 = p0. (A.2)
For the next vector, the result in Eq. (A.2) is used and then
V¯pr1 = −V¯(W¯TKV¯)−1W¯TDV¯pr0 = −V¯(W¯TKV¯)−1W¯TDp0
= V¯(W¯TKV¯)−1W¯TK(−K−1Dp0) = V¯(W¯TKV¯)−1W¯TKp1.
The vector p1 is also in the second-order Krylov subspace and can be written as
p1 = V¯r1. Thus,
V¯pr1 = V¯(W¯TKV¯)−1W¯TKV¯r1 = V¯r1 = p1.
Now consider that the problem is true until i = j − 1, i.e. pi = V¯pri for i = 0, . . . ,
j − 1. By using the results for i = j − 2 and i = j − 1, for i = j we have
V¯prj = V¯
[− (W¯TKV¯)−1W¯TDV¯pr(j−1) − (W¯TKV¯)−1W¯TMV¯pr(j−2)]
= V¯[− (W¯TKV¯)−1W¯TDpj−1 − (W¯TKV¯)−1W¯TMpj−2]
= V¯[− (W¯TKV¯)−1W¯TKK−1Dpj−1 − (W¯TKV¯)−1W¯TKK−1Mpj−2]
= V¯(W¯TKV¯)−1W¯TK[− K−1Dpj−1 − K−1Mpj−2]
= V¯(W¯TKV¯)−1W¯TKpj .
The vector pj is also in the second-order Krylov subspace and can be written as
pj = V¯rj . Thus,
V¯prj = V¯(W¯TKV¯)−1W¯TKV¯rj = V¯rj = pj . (A.3)
B. Salimbahrami, B. Lohmann / Linear Algebra and its Applications 415 (2006) 385–405 403
And by induction, it is proved that pi = V¯pri for i = 0, . . . , q1 − 1. For i = q1,
because the vector pq1 is not in the Krylov subspace, the proof fails and q1 moments
match. 
Appendix B. Proof of Theorem 5
To prove this theorem, we use the definition of the moments as in Eq. (8). It can
be easily shown that applying the projection to the second-order system (1) to find
the reduced order model (12) is equivalent to applying the projection,[
z
z˙
]
=
[
V¯ 0
0 V¯
]
︸ ︷︷ ︸
V˜
[
zr
z˙r
]
(B.1)
to system (2) and multiplying the state equation by the matrix,
W˜T =
[
(W¯TV¯)−1W¯T 0
0 W¯T
]
(B.2)
to find the system (12) in state space. According to Theorem 4, independent of the
definition of the output equation, the first q1 moments match,
(A−1E)iA−1b = V˜(A−1r Er )iA−1r br , i = 0, . . . , q1 − 1. (B.3)
And based on Corollary 6 and dual to Eq. (B.3), we have
cT(A−1E)iA−1 = cTr (A−1r Er )iA−1r W˜T, i = 0, . . . , q1 − 1. (B.4)
The matrices A, E and c are defined as in the system (2) and the matrices Ar , Er and
cr are defined by converting the reduced system (12) into state space form.
Based on Theorem 4, the first q1 moments match. To prove that the ith moment
for i > q1 − 1 match, we factorize the moments of the original model into two parts,
mi = cT(A−1E)i−q1(A−1E)(A−1E)q1−1A−1b, i > q1 − 1.
By using Eqs. (B.3) and (B.4), for i = q1, . . . , 2q1 − 1 we have
mi = cTr (A−1r Er )i−q1 A−1r W˜TEV˜(A−1r Er )q1−1A−1r br .
By using Eqs. (B.1) and (B.2), it can be shown that W˜TEV˜ = Er . Then
mi = cTr (A−1r Er )i−q1 A−1r Er (A−1r Er )q1−1A−1r br
= cTr (A−1r Er )iA−1r br = mri, i = q1, . . . , 2q1 − 1.
Therefore, 2q1 moments match. 
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Appendix C. Finding R in Eq. (15)
One way to find the matrix R in Eq. (15) is to find linear independent vectors that
are orthogonal to the vectors b and c. Here we use a Householder transformation as
used in QR-factorization [22]: Consider the QR factorization of the matrix,
[
b c
] = Q


‖b‖2 r12
0 r22
...
...
0 0

 .
Because of orthogonality of b and c, the entry r12 is zero. Based on the properties of
the QR-factorization, the matrix Q is orthogonal. Now, we have
0 = [0(n−2)×2 In−2]QTQ


‖b‖2 0
0 r22
...
...
0 0

 = R1 [b c] ,
where R1 is the n − 2 last columns of the matrix Q. Therefore n − 2 vectors are found
that are orthogonal to b. Because of orthogonality of the matrix R1 to c, all rows of
R1 are linearly independent of c. Any n2 − 1 rows of the matrix R1 can be chosen as
the rows of the matrix R.
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