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Abstract 
This article presents a near-Earth satellite orbit estimation method for pico-satellite applications with light-weight and 
low-power requirements. The method provides orbit information autonomously from magnetometer and sun sensor, with an ex-
tended Kalman filter (EKF). Real-time position/velocity parameters are estimated with attitude independently from two quanti-
ties: the measured magnitude of the Earth’s magnetic field, and the measured dot product of the magnetic field vector and the sun
vector. To guarantee the filter’s effectiveness, it is recommended that the sun sensor should at least have the same level of accu-
racy as magnetometer. Furthermore, to reduce filter’s computation expense, simplification methods in EKF’s Jacobian calcula-
tions are introduced and testified, and a polynomial model for fast magnetic field calculation is developed. With these methods,
50% of the computation expense in dynamic model propagation and 80% of the computation burden in measurement model cal-
culation can be reduced. Tested with simulation data and compared with original magnetometer-only methods, filter achieves 
faster convergence and higher accuracy by 75% and 30% respectively, and the suggested simplification methods are proved to be 
harmless to filter’s estimation performance. 
Keywords: pico-satellite; autonomous navigation; orbit estimation; magnetometer; Kalman filter
1. Introduction1
Recently, considerable effort has been invested in 
research and development programs for micro-tech- 
nology for space applications[1]. Pico-satellite research 
is one of these programs. The development of a sate- 
llite weighing only about 1 kg may significantly re-
duce space vehicle launch costs, as well as the manu-
facturing time. Until January 2008, more than 30 dif-
ferent pico-satellites had been launched into space[2],
and after that, more pico-satellites are developing. By 
far, there are over 100 research institutions participat-
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ing in the CubeSat pico-satellite project[3], thus it is 
very clear that there will be more and more pi-
co-satellites launched into space in the near future. 
This trend, however, may lead to some problems in the 
traditional ground station-based orbit determination 
systems. To most satellites, knowledge of orbit and 
position is essential in operating in-orbit missions. To 
get this information, traditional ways rely on ground 
station-based range and range-rate data[4]. Because the 
number of satellite ground stations is limited, these 
traditional ground station-based ways may not satisfy 
the incoming requirements of excessive pico-satellites 
launches, not to mention many of them are only avail-
able for higher priority space missions. Compared with 
those, the global positioning system (GPS) is one of 
the most popular ways in determining spacecraft orbit. 
However, to get the best possible accuracy, differential 
GPS is needed, which still relies on ground-based 
measurements[5]. Furthermore, to pico-satellite, as its 
power budget is always austere, the installation of GPS Open access under CC BY-NC-ND license.
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equipment may cause competition with other design 
functions.  
Magnetometer is one of the common sensors used in 
pico-satellites[6]. It is lightweight, reliable, and has 
low-power requirement, with no moving parts. As it 
provides both magnitude and direction of magnetic 
field, which is relevant to planet’s geographic position, 
magnetometer can be used for orbit determinations. 
This is a completely autonomous way, as it can work 
without any intervention from a ground station or 
space systems. Autonomous orbit determination of 
spacecraft using magnetometers has been studied and 
verified using real-flight data in many previous works. 
Methods including batch filter[7-9], extended Kalman 
filter (EKF) [10-15], unscented Kalman filter (UKF)[16-18]
are developed and discussed. These methods, however, 
still need improvements. Batch filter can estimate sate- 
llite orbit along with some other model coefficients[7-9],
but it is not a proper method for real-time navigation, 
as the data used in filters should be collected for days. 
Kalman filter-based methods can be divided into two 
categories: the attitude dependent methods[13-15,18] and 
the attitude independent methods[10-12,16-17]. The former 
methods can be used to estimate both satellite orbit and 
attitude, and it is reported with quick convergence and 
good accuracy when tested with real-flight data[13]. The 
computation expense, however, might be unbearable. 
During an in-flight experiment, it is reported that the 
onboard processor operated frequently at its full ca-
pacity[14]. The latter methods, i.e., the attitude inde-
pendent methods, estimate orbit without knowledge of 
satellite attitude. Good accuracy can be achieved; also 
the computation time might be acceptable[10]. The 
convergent rate, however, is very slow. Tested with 
real-flight data, it takes about 12 h for filter to com-
plete convergence[12].
Nevertheless, for pico-satellite, magnetometer based 
estimation are still effective methods, as they meets the 
requirements of being low-power, light-weighted as 
well as autonomous. In this article, several further im-
provements have been discussed and introduced. To 
achieve faster convergence and higher accuracy, the 
possibility of including sun sensor data in measure-
ments is discussed, and a newly designed EKF has 
been introduced. The filter is attitude independent, and 
results in better performance in simulation compared 
with original magnetometer-only algorithms. Addi-
tionally, to reduce computing burden, several tech-
niques are discussed and suggested. Simplification 
methods in EKF’s Jacobian calculations are introduced 
and testified, and a polynomial model for fast magnetic 
field calculation is developed, which can be used as a 
full replacement of IGRF model for several months. 
2. Filter Design 
In this section, an EKF has been implemented. Dif-
ferent from current EKF algorithms, this filter esti-
mates satellite orbit with one additional sensor, the sun 
sensor. Besides the measured magnitude of the Earth’s 
magnetic field, the measured dot product of the mag-
netic field vector and the sun direction vector is also 
used as filter measurement. 
2.1. State vector 
Generally, the orbit element set used in orbit estima-
tion filter is usually defined in three ways: the Carte-
sian coordinates[12,16], the Keplerian elements[11] and 
the geographic form[10]. Each element set has its own 
advantages. The Cartesian form is often used in nu-
merical integration, the Keplerian form is better in 
orbit description, and the geographic form is conven-
ient in magnetic field calculation. For low altitude or-
bit, Earth’s atmosphere density cannot be ignored. In 
order to achieve higher accuracy, the effect of atmos-
pheric drag needs to be modeled, thus the ballistic co-
efficient of satellite needs to be estimated. Furthermore, 
calibration elements, such as measurement bias, can 
also be estimated[11]. In this design, all sensors are 
considered to be pre-calibrated, and satellite operates 
in a low earth orbit, therefore the filter’s state vector is 
defined as 
T T *[ ]B x r v            (1) 
where r and v are the position and velocity vectors in 
inertial frame, and B* is the inverse value of satellite’s 
ballistic coefficient, which is the multiplication of the 
drag coefficient and the area-to-mass ratio. 
2.2. Dynamic model 
For real-time applications, the dynamic model of 
satellite orbital motion should be defined carefully. A 
precise dynamic model may increase filter accuracy 
with unacceptable computational burden, while an 
over simplified model would be just the opposite. 
Based on conclusions of Roh’s work[16], the orbital 
dynamic equations adopted in this work are 
 r v                    (2) 
geo drag 1  v a a w              (3) 
*
2B w                    (4) 
where ageo is the geopotential acceleration, adrag the 
acceleration due to atmospheric drag. w1 and w2 are 
system process errors, which can be approximated as 
zero-mean Gaussian noise. 
For state propagation, Eqs.(2)-(4) can also be writ-
ten as 
( )f x x w                (5) 
where w is a combination of w1 and w2.
T( )E  ww Q                (6) 
where Q is the system noise covariance matrix. 
The Jacobian calculation of Eq.(5) can be written as 
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where Gr is derivative of ageo, Dr, Dv and DB are de-
rivatives of adrag.
2.3. Measurement model 
As discussed before, two sensors are used in filter to 
estimate satellite orbit. The noise models of their ac-
tual measurements are 
mes att act m B A B n            (8) 
mes att act s S A S n            (9) 
where Bmes and Smes are instant sample data of magne-
tometer and sun sensor, representing the measured 
magnetic field vector and the measured sun direction 
unit vector in satellite’s body axis. Bact is the actual 
magnetic field vector, and Sact the actual sun direction 
unit vector, both of which are expressed in the inertia 
reference frame. Aatt is the direct cosine matrix of sat-
ellite attitude. nm and ns are measurement error vectors, 
with zero-mean Gaussian distribution.  
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Eqs.(8)-(9) are both attitude related measurement 
models. To perform pure orbit estimation, new meas-
urements, that are independent of satellite attitude but 
retain all of the position/orbit information, should be 
developed. The useful measurements used in this filter 
are the measured magnitude of the Earth’s magnetic 
field, and the measured dot product of the magnetic 
field vector and the sun direction vector. The first 
measurement is commonly used in most magnetome-
ter-based navigation algorithms. The formula of it can 
be written as 
1
T T
1 mes mes act act yy n | B B B B      (12) 
where the statistics of
1yn can be proved to be
[8-9]
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The second pseudo measurement has been used in 
several orbit determination batch filters[8-9] and its for-
mula is 
2
T T
2 mes mes act act yy n | B S B S        (14) 
where the statistics of
2yn can be written as 
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For measurement update, Eq.(12) and Eq.(14) can 
be written as 
( )h  yy x n              (16) 
where ny is a combination of ny1 and ny2.
T( )E  y yn n R              (17) 
where R is the measurement error covariance matrix. 
The Jacobian calculation of Eq.(16) can be written 
as
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where re is the position vector in geocentric coordi-
nates.
2.4. Filter turning 
Compared with original magnetometer-based 
autonomous navigation algorithms, by far, the only 
modification in this filter is the involvement of new 
sensor. Therefore, the filtering process still follows the 
equations of standard EKF and the filter turning tech-
nique also obeys the original principles[10-12]. In filter 
turning, the initial value of the state error covariance 
matrix P, the system noise covariance matrix Q, and 
the measurement error covariance matrix R, should be 
selected properly to achieve timely convergence to 
maximum accuracy in steady state. Furthermore, to 
make the additional measurement effective in filter, the 
diagonal elements of R, which are also the weights of 
two measurements, must be close to each other. From 
Eq.(13) and Eq.(15), it is obvious that the covariance 
of
2yn is larger than the covariance of 1 ,yn and thus the 
second term in Eq.(15) is required to be as small as 
possible. Therefore, to guarantee the effectiveness of 
involvement of sun sensor measurements, the follow-
ing condition is recommended. 
2
2 m
s T
mes mes
VV d
B B
             (19) 
which means that sun sensor should at least have the 
same level of accuracy as magnetometer.  
3. Further Improvements 
The only improvement in the new filter is the in-
volvement of sun sensor measurement. This new de-
sign may result in faster rate of convergence and 
higher estimate accuracy; however, it may also in-
crease the requirement of computing capacity. The 
state function Eq.(5) and the measurement function 
Eq.(16), as well as their Jacobian calculations, all need 
large amount of computing resources. 
In this section, some further improvements in filter 
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processing are introduced. The goal is to operate the 
filter in orbit with more efficiency. Several tests are 
implemented to support the theory. Results show that 
these improvements could reduce half of the computa-
tion burden in dynamic model propagation, and 80% 
of the computation burden in measurement model cal-
culation, with almost no change in rate of convergence 
and estimate accuracy. 
3.1. Effects of dynamic models 
Eq.(5) and Eq.(7) are the state propagation function 
and its Jacobian calculation. The computing of these 
equations mainly based on the gravitational model 
with Earth’s flattening effects and the atmospheric 
drag model. The effect of acceleration caused by drag 
takes place only when satellite orbit altitude is low, for 
around 400-600 km. Higher than 800 km, the drag 
model can be neglected[16]. The order and degree of the 
gravitational model have direct influence on filter ac-
curacy. Orbit estimation with Keplerian motion model 
may result in navigation error of tens of kilometers[11],
while orbit estimation with 4th order or higher may 
have the accuracy within several kilometers[16]. The 
effect of state propagation function and its Jacobian 
calculation can be separated. In the design of EKF, the 
state propagation must be precise, as the estimation 
update is mainly based on it. However, the Jacobian 
calculation of state function is less important, as it is 
only involved in the propagation of state error covari-
ance matrix. A slight error of covariance matrix may 
reduce the accuracy of Kalman gain matrix, but as 
long as the directions of the gain matrix remain un-
changed, Kalman filter keeps convergent, and the filter 
accuracy may not be influenced.  
To validate this hypothesis, a numerical simulation 
on effects of different dynamic models has been im-
plemented, and up to nine different filters are tested. 
Table 1 lists the configurations of these filters. All of 
them follow the filter structure introduced in Section 2, 
and they only have difference in calculation method of 
f(x) and F(x). J4 and J2 are based on the JGM3 geopo-
tential model[19], with the degree up to 4×4 and 2×0. 
TwoBody is the classic orbit model ignoring Earth’s 
flattening effects. Acceleration due to atmospheric 
drag is calculated based on the modified Har-
ris-Priester model[19], with ballistic coefficient in state 
vector for estimation. In filter processing, the reference 
(actual) sun direction vector is calculated by sun’s 
ecliptic longitude and obliquity of the ecliptic, and the 
reference (actual) magnetic field vector is calculated 
by the 10th order IGRF2005 model[20].
In reference data generating, to view the effect of 
dynamic models more clearly, extra model errors are 
not considered, which means that, exactly same model 
is used in both filter processing and reference data 
generating. The reference state vector is generated by 
J4 and drag model, the atmospheric drag coefficient is 
set to 2.0, and the constant area-to-mass ratio is set to 
0.01. The simulated output of magnetometer is calcu-
lated by IGRF2005 model plus a zero-mean Gaussian 
noise, and the simulated measurement of sun sensor is 
generated by adding zero-mean Gaussian noise too. 
Besides, normalization is needed to provide the meas-
ured unit vector. 
The test orbit is a low-altitude sun synchronous orbit, 
with local time of descending node 2:00 pm. The alti-
tude of the orbit is 400 km, in which atmospheric drag 
and Earth’s flattening effects have dominating effect 
on dynamic model. The orbit starts in its lighting time 
with the date of 2009-01-01 12:40:00 UTC. The sun 
synchronous orbit type guarantees the employment of 
sun sensor in filter processing. The filter parameters 
(initial position errors, initial covariance, measurement 
noise level and measurement step) are set as follows: 
r0=rtrue+[30  30  30] km, v0 = vtrue+[10  10  10] m/s, 
P0=diag[(10 km)2, (10 km)2, (10 km)2, (3 m/s)2,
(3 m/s)2, (3 m/s)2, (0.001)2], w1 = diag[(1u105)2,
(1u105)2, (1u 105)2] (m/s)2, w2=1u105, *0B =0.01,
Vm=5 mG, Vs= 0.05q, and 'T=20 s. 
Table 1 summarizes the average root sum square 
(RSS) of the position errors as well as the maximum 
error for test filters. The average RSS and the maxi-
mum error are calculated from nontransient state, that 
is, from 24 h to 48 h of elapsed time in this study. Ap-
parently, the case with most complicated model 
achieves the highest accuracy, while the one with 
oversimplified model results in the lowest. The varia-
tion of models in f(x) calculation has a great influence 
on filter performance, while the change of models in 
F(x) calculation barely affects filter performance. As a 
result, it would be totally acceptable of using simpli-
fied model in calculating F(x). Compared with J4, the 
computation expense of TwoBody is negligible. 
Therefore, almost half of the computing resource in 
dynamic model propagation can be saved, while the 
expected filter performance will still be preserved. 
Table 1 Average RSS and maximum error of different 
dynamic models
Model of f(x) Model of F(x) Average  RSS/km Max error/km
J4+drag J4+drag 0.448 1.033 
J4+drag J2+drag 0.448 1.033 
J4+drag TwoBody+drag 0.467 1.241 
J2+drag J4+drag 0.558 1.405 
J2+drag J2+drag 0.558 1.407 
J2+drag TwoBody+drag 0.564 1.536 
TwoBody+drag J4+drag 33.690   59.610   
TwoBody+drag J2+drag 33.695   59.620   
TwoBody+drag TwoBody+drag 33.596   59.743   
3.2. Effects of measurement models 
Similar as dynamic model, measurement model’s 
behavior may be exactly the same. Eq.(16) and Eq.(18) 
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are the measurement model function and its Jacobian 
calculation. A numerical test on effects of both equa-
tions is implemented in the same way discussed in 
Section 3.1. In the test, IGRF2005 model with differ-
ent order is used for calculating h(x) and H(x), while 
the “J4+drag” dynamic model is used for f(x) and F(x)
calculation. The test orbit, reference data and filter 
parameters all remain the same. Table 2 summarizes 
the simulation results. From table, conclusions can be 
drawn that the influence of h(x) model precision is 
much larger than the precision of its Jacobian calcula-
tion. Slight model error in h(x) calculation may cause 
severe decrease in filter performance, while the change 
of models in H(x) calculation only results in very little 
accuracy drops.  
Table 2 Average RSS and maximum error of different 
measurement models
Model of h(x) Model of H(x) Average RSS/km Max error/km
10th IGRF 10th IGRF 0.448 1.033
9th IGRF 10th IGRF 0.708 1.681 
8th IGRF 10th IGRF 1.583 3.196 
7th IGRF 10th IGRF 2.272 7.319 
6th IGRF 10th IGRF 6.654 15.144 
5th IGRF 10th IGRF 12.265 24.926 
10th IGRF 8th IGRF 0.451 1.041 
10th IGRF 6th IGRF 0.454 1.033 
10th IGRF 5th IGRF 0.467 1.072 
10th IGRF 4th IGRF 0.483 1.088 
10th IGRF 3th IGRF 0.478 1.075 
3.3. Polynomial magnetic field model for in-orbit ap-
plications
From numerical tests, an efficient way in imple-
menting an autonomous navigation algorithm for 
in-orbit application is introduced, by which almost half 
of the computing resources for operating the filter can 
be saved. However, as discussed in Section 1, the real 
difficulty in pico-satellite in-orbit autonomous naviga-
tion is that, the algorithm should be operated right after 
satellite separation. At that specific moment, limited 
facilities in ground station may not satisfy the re-
quirement of orbit determination from every 
pico-satellite, then autonomous navigation is needed. 
However, at that specific moment, satellite’s on-board 
computer must be very busy, as there are so many high 
priority in-orbit tasks waiting to be executed. There-
fore, the computation expense of the autonomous 
navigation algorithm must be as least as possible. To 
fulfill this requirement, a new magnetic field model is 
developed.
In IGRF model, the actual magnetic field Bact, is de-
fined as the negative gradient of the scalar potential 
function V such that 
act  B V              (20) 
The spherical harmonic model of the scalar potential 
is given by  
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where a is the reference radius of the Earth, h, ș, ĳ are 
the radius, co-latitude, and longitude in geographic 
coordinates, respectively. The coefficients mng and
m
nh
are Gaussian coefficients put forth by the International 
Association of Geomagnetism and Aeronomy (IAGA) 
for the IGRF, and mnP represents the Schmidt quasi- 
normalized associated Legendre functions of degree m
and order n. The IGRF model is believed to have an 
accuracy of a few tens of nT[21]. Generally, IGRF up to 
degree 10u10 is used to guarantee this accuracy, how-
ever, with the model degree increasing, the computa-
tion expense also increases. In this study, besides the 
first derivative, the second derivative of scalar poten-
tial V is also required to calculate. Techniques like 
recursive algorithms and symmetric relations are sug-
gested for enhancing algorithm efficiency, however, 
the details of the necessary differentiations are still too 
numerous to report[12].
In this study, a new magnetic field model POLY 
with low computation expense is developed. The 
model is based on two points: table lookup and poly-
nomial curve fitting. To every geographic position, in a 
short time span, the direction and magnitude of Earth’s 
magnetic field are almost constant. Thus a table of 
Earth’s magnetic field can be created by dividing a 
sphere into finite number of indexes. In this way, sim-
ply an operation of table lookup and numerical inter-
polation would be sufficient for magnetic field calcu-
lation. However, the number of indexes, for a three-  
dimensional table, is numerous. Therefore curve fitting 
is needed to decrease the memory storage requirement. 
In this study, geographic longitude and latitude are 
selected as table index, and polynomial curve fitting is 
implemented according to satellite’s height value. The 
step of longitude index is set as 3q, from 0q to 357q,
and the step of latitude index is set as 2q, from 88q to 
88q. Two more indexes are needed to store data from 
North/South Pole, thus there exist 10 682 indexes in 
this setup. For 6th degree polynomial curve fitting, and 
three axis magnetic field, each index contains 
7×3×32 bit data (stored in IEEE 32 bit floating point 
formats), so the total memory required for implement-
ing the polynomial model is about 0.43u16 Mbit. For 
commonly used embedded microprocessor, this ad-
dressing space is definitely acceptable. Notice that the 
index points in high latitude, where variation of 
Earth’s magnetic field is intense, are more close to 
each other than the index points in low latitude. This 
meets the characteristic of magnetic field, and ascer-
tains the model accuracy.  
After table lookup, numerical interpolation is 
needed to provide the final results. Cubic interpolation 
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is recommended to remove the unnecessary error due 
to nonlinearity, thus data from at least nine indexes 
should be read from the table. Furthermore, the second 
derivative of scalar potential V can also be provided 
from this POLY model. Data from nine indexes is al-
ready enough to compute Bact/ș and Bact/ĳ ac-
cording to the cubic interpolation function. For 
Bact/h, the polynomial coefficients of the specific 
position should be first calculated, then the partial de-
rivative can be compute by the polynomial model. The 
following are equations of cubic interpolation. 
1 2
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0 2 0 1
1 2
1 0 1 2 2 0 2 1
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 (22) 
where p0, p1, p2 stand for the table indexes in T or M,
and q0, q1, q2 are the actual magnetic field or its de-
rivative computed by polynomial model. p and L(p)
stand for the specific position and its interpolation re-
sult. Fig.1 shows a sketch of the cubic interpolations. 
First of all, coefficients from nine nearest indexes 
should be read from memory; then computations of B
and wB/h are performed on each index according to 
the polynomial model. To obtain Bact, four interpola-
tions (three according to T, and one according to M) on 
each axis are needed, and one more derivative interpo-
lation is required to compute wBact/M; to calculate 
Bact/T, three interpolations (according to M) on each 
axis and one derivative interpolation (according to T )
are needed; and to get Bact/h, four interpolations 
(with B/h) on each axis are required. Anyhow, the 
total number of polynomial calculations is 54, and the 
total number of interpolations is 35. It is obvious that 
POLY model is much faster than IGRF model. A test is 
conducted by running them on a TI digital signal proc-
essor (DSP) TMS320C5416, with a 20 MHz clock rate. 
Results show that for 1 000 times Bact calculation, it 
takes about 37.7 s using a 10×10 degree IGRF, while 
for a 6th degree POLY model, the time is within 5 s. 
Fig.1 Cubic interpolation from nine table indexes.
Therefore, at least 80% of the computing resources can 
be saved. 
To find out the accuracy of this new POLY model, a 
simulation test is done, and its results are shown in 
Table 3. Both IGRF model and the new POLY model 
are tested in simulation, and 100 000 Monte Carlo run 
is done to provide the average RSS error of these 
models. The Monte Carlo test is based on random po-
sitions with height from 0 km to 2 000 km, and the 
simulation time is selected to be 2005-01-01 00:00:00 
UTC for all models. In data analysis, accuracy of 
10×10 degree IGRF model is considered to be the 
highest, therefore the errors of all other models are 
defined as the difference to it. The RSS of the differ-
ence is used to represent model accuracy. Table 3 
shows the average RSS error of all 100 000 test cases. 
As defined, the errors of 10×10 degree IGRF model in 
magnetic field and partial derivative calculation are 
both 0 nT, and all other models have errors above it. 
For IGRF model, every time the model degree falls by 
one, the error almost doubles; but for POLY model, the 
error begins to rise significantly only until model de-
gree is less than six. The 6th degree POLY model is 
already sufficient to describe magnetic field. Consid-
ering that IGRF model still has a few tens of nT un-
certainty, the error of 2.064 nT in magnetic field cal-
culation and 0.016 nT/km in partial derivative calcula-
tion are almost negligible. Therefore, in this study, the 
6th degree or higher POLY model is recommended for 
application of pico-satellite’s in-orbit autonomous na-
vigation.  
Table 3 Average RSS error of different magnetic field 
models
Degree of 
IGRF 
Error of 
magnetic 
field/nT
Error of 
partial de-
rivative/ 
(nT·km1)
Degree of 
POLY 
Error of 
magnetic 
field/nT 
Error of 
partial de- 
rivative/ 
(nT·km1)
10×10 0 0 10 0.880 0.010 
9×9 13.73 0.034 9 0.880 0.010 
8×8 38.33 0.087 8 0.886 0.011 
7×7 60.52 0.128 7 0.989 0.012 
6×6 153.0 0.282 6 2.064 0.016 
5×5 291.5 0.488 5 7.881 0.048 
4×4 628.5 0.893 4 40.26 0.173 
3×3 1 568 1.886 3 166.8 0.682 
2×2 3 462 3.431 2 849.1 2.208 
4. Filter Performances 
4.1. Scenario definition 
In this section, four autonomous navigation algo-
rithms with different configurations are tested together. 
The definitions of these algorithms are listed in Table 4. 
EKF1 is the original magnetometer-based orbit estima-
tion algorithm[12,16]; EKF2-4 are the algorithms intro-
duced in this study with different calculation models. 
There are mainly three objectives in the comparison of 
these algorithms: 
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(1) To exhibit the effectiveness of the involvement 
of sun sensor measurement. 
(2) To demonstrate the influence of using simplified 
models on filter performance. 
(3) To evaluate the available time span of the poly-
nomial magnetic field model. 
Table 4 Definition of comparison algorithms 
Algorithm 
Name 
EKF1 EKF2 EKF3 EKF4 
Sensor Mag Mag+Sun Mag+Sun Mag+Sun 
Model 
of f(x) J4+drag J4+drag J4+drag J4+drag 
Model 
of F(x) J4+drag J4+drag TwoBody+drag TwoBody+drag
Model 
of h(x)
10th
IGRF 10th IGRF 10th IGRF 6th POLY 
Model 
of H(x)
10th
IGRF 10th IGRF 6th POLY 6th POLY 
The simulation scenario follows the definition in 
Section 3.1, with a 400 km altitude sun synchronous 
orbit, starting in its lighting time. However, more real-
istic models are used in reference data generating. In 
simulation tests, the reference state is generated from 
the high-precision orbit propagator (HPOP) in the sate- 
llite tool kit (STK)[22]. In the configuration, the 
Guass-Jackson method for the numerical integration of 
the equations of motion, the EGM 96 model (up to a 
degree of 70u70) for perturbation due to the nonsym-
metrical geopotential, the Jacchia 70 model for the 
atmospheric density, and the DE403 JPL coefficient 
for the lunar/solar ephemeris are used in the HPOP. 
Atmospheric drag, lunar/solar gravitational attraction 
and solar radiation pressure are also included. The 
atmospheric drag coefficient is set to 2.0, the solar 
radiation pressure coefficient is set to 1.0, and the con-
stant area-to-mass ratio is set to 0.01. For reference 
measurements, the sun direction vector is also calcu-
lated by STK, and the magnetic field vector is calcu-
lated by the IGRF2000 model. Considering that the 
IGRF in Table 3 stands for the IGRF2005 model,   
the difference between IGRF2000 and IGRF2005 
represents the inaccuracy of magnetic field model. The 
bias of magnetometer measurement is not included  
in the simulation, as it can be removed with an opera-
tion of pre-calibration. To show the effect of sun 
sensor involvement more clearly, large initial error of 
the state vector is set in simulation. Also, the process 
noises for acceleration uncertainty are set a little 
higher than those for the tests in the previous sections, 
since the reference state is not ideal any more.     
The parameters of all four filters are set as: r0= rtrue+
[300  300  300] km, v0=vtrue+[100  100  100] m/s, 
P0=diag[(100 km)2, (100 km)2, (100 km)2, (30 m/s)2,
(30 m/s)2, (30 m/s)2, (0.001)2], w1=diag [(5u105)2,
(5u105)2, (5u105)2] (m/s)2, w2= 1u105, *0B =0.01,
Vm=5 mG, Vs=0.05q,and 'T=20 s.
4.2. Simulation results 
Figs.2-5 show a 48 h simulation results of all tested 
filters. Fig.2 shows the results of x-axis position error 
for all four filters. To all filters, the initial error starts at 
300 km, and starts to converge right after the simula-
tion begins. The rate of convergence of EKF1 is the 
slowest, and it takes almost 12 h to converge blow 
5 km, while for EKF2-4, it takes no more than 3 h to 
achieve that steady state. The convergent time is 
shortened by about 75%. These results exhibit the ef-
fect of the involvement of sun sensor measurement. 
New measurement makes the filter converge faster 
with higher accuracy. Fig.3 shows that the results of 
RSS position error for all four filters. Same as Fig.2,  
EKF1 achieves the steady state much slower than other 
filters; also the estimation accuracy of EKF1 is lower 
than others. Note that the RSS errors of all four filters 
are much higher than the results presented in Section 
3.1; this can be explained as the effect of model dif-
ferences between filter propagation and reference 
state/measurement generation. The maximum RSS 
errors of all four filters during the last 24 h are 
5.15 km, 3.55 km, 3.57 km, and 3.66 km; and the av-
erage RSS errors are 2.06 km, 1.48 km, 1.46 km, 
1.54 km. It is obvious that the filter performance of 
EKF2, EKF3, and EKF4 are almost the same as each 
other. In both Fig.2 and Fig.3, the curves of EKF2-4 
largely overlap. This demonstrates that using the 
method introduced in Section 4 to simplify model 
complexity, barely affects filter’s operation perform-
ance.
Fig.2 x-axis position error of four test filters.
Fig.3 RSS position error of four test filters.
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Fig.4 x-axis velocity error of four test filters.
Fig.5 RSS velocity error of four test filters.
Fig.4 and Fig.5 show the results of x-axis velocity 
error and RSS velocity error for all four filters. The 
curves of velocity estimation just follow the pattern in 
position estimation. The performance of EKF1 is 
worse than the other filters in both rate of convergence 
and estimated accuracy, and there is also not much 
difference among EKF2, EKF3 and EKF4. The maxi-
mum RSS velocity errors of all four filters during the 
last 24 h are 5.28 m/s, 3.49 m/s, 3.46 m/s, and 3.47 m/s; 
and the average RSS errors are 2.29 m/s, 1.62 m/s, 
1.59 m/s, 1.70 m/s, respectively.  
4.3. Available time span analysis 
From simulation, the effectiveness of the involve-
ment of sun sensor measurement and the efficiency of 
using the simplified models are demonstrated. The  
results show that these methods can improve filter  
performance in convergent rate, estimated accuracy 
and computation expense. However, problems still 
exist. It is well known that in short time span, the di-
rection and magnitude of Earth’s magnetic field are 
almost constant, but in long time span, Earth’s mag-
netic field varies. Thus, a simulation test is done to 
evaluate the available time span of the algorithm in-
troduced in this study. Table 5 shows the results. In 
simulation test, EKF1-4 are tested together, and the 
tested orbit and the starting time remain unchanged. 
The available time span is evaluated by changing the 
table coefficients in POLY models. For example, in the 
test of effect of 6-month time span, the table coeffi-
cients of 2008-07-01 12:40:00 UTC is used instead of 
the original table. Average RSS position error is used 
to evaluate the effect, and 1 000 individual run is done 
on each time span to provide a Monte Carlo type 
simulation. The Monte Carlo test is based on the sce-
nario defined in Section 4.1, with random initial posi-
tion error from 300 km to 300 km, and random ve-
locity error from 100 m/s to 100 m/s at each axis.  
Table 5 Average RSS of different application time spans
Average RSS Algo-
rithm 0 month 1 month 2 months 6 months 12 months
EKF1 1.989 1.989 1.989 1.989 1.989 
EKF2 1.355 1.355 1.355 1.355 1.355 
EKF3 1.337 1.338 1.338 1.338 1.339 
EKF4 1.403 1.776 2.274 4.660 8.492 
In the first column of Table 5, simulation results 
with ideal time span is listed. The average RSS value 
of EKF1 is about 50% larger than EKF2-4, while the 
performances of EKF2-4 are almost the same as each 
other. This is just similar as the results shown in Sec-
tion 4.2, which means that the involvement of new 
measurement can improve filter accuracy; and the 
simplified method introduced in Section 4 barely af-
fects filter’s operation performance. For different time 
spans, results of EKF1-3 hardly change, while EKF4 
gradually loses its accuracy. This is because Earth’s 
magnetic field varies during long time span, while 
table coefficients in POLY model still keep unchanged. 
Since the model precision in h(x) calculation has very 
much influence on estimation accuracy, precision loss 
of POLY model during time severely affects EKF4’s 
results. The available time span of EKF4 might be a 
couple of months, while the available time span of 
other filters might be several years (equal to the avail-
able time span of IGRF model). For pico-satellite, it is 
recommended that EKF4 is applied after launch, and 
EKF3 is operated during long time in-orbit flight. 
5. Conclusions 
In this article, an EKF based orbit autonomous 
navigation algorithm for pico-satellite applications is 
proposed.
1) Different from the commonly used magnetometer 
based orbit estimation algorithms, this new method 
involves sun sensor data, along with magnetometer 
data to achieve higher performance.  
2) Furthermore, several techniques including sim-
plifying Jacobian calculation and using new polyno-
mial magnetic field model are introduced to reduce 
computing expenses.  
Simulation shows that: 
1) The involvement of sun sensor measurement im-
proves filter’s rate of convergence by about 75% and 
refine filter accuracy by about 30%.  
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2) The simplification techniques reduce computa- 
tion expense by 50% in dynamic model propagation, 
and computation burden by 80% in measurement 
model calculation, with almost no change in filter’s 
operation performance. 
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