Abstract. In this paper we consider a subcritical model that involves nonlocal diffusion and a classical convective term. In spite of the nonlocal diffusion, we obtain an Oleinik type estimate similar to the case when the diffusion is local. First we prove that the entropy solution can be obtained by adding a small viscous term µu xx and letting µ → 0. Then, by using uniform Oleinik estimates for the viscous approximation we are able to prove the well-posedness of the entropy solutions with L 1 -initial data. Using a scaling argument and hyperbolic estimates given by Oleinik's inequality, we obtain the first term in the asymptotic behavior of the nonnegative solutions. Finally, the large time behavior of changing sign solutions is proved using the classical flux-entropy method and estimates for the nonlocal operator.
Introduction
The aim of this paper is to extend the previous known results on the asymptotic behavior of classical convection-diffusion system [7] (1) u t + |u| q−1 u x = u xx , x ∈ R, t > 0, u(0) = ϕ to the following system (2) u t + |u| q−1 u x = Lu, x ∈ R, t > 0,
where 1 < q < 2 and L is a nonlocal operator of the type (3) (Lu)(x) = R J(x − y)(u(y) − u(x))dy.
Throughout this paper we assume that the kernel J satisfies the following general assumptions: J ∈ L 1 (R) is a nonnegative even function with mass one. In view of these, when necessary for our purpose we will write J * u − u instead of Lu. We recall that systems like (1)- (2) for which the mass is conserved are so-called conservation laws. System (2) has been already studied for both the critical and supercritical case q ≥ 2 in the recent 1 paper [11] in which the subcritical case 1 < q < 2 has been stated as an open problem. In the present work we are precisely interested in this case, in which the following nonlocal comparison principle plays a crucial role. Theorem 1.1. Let L be an operator given by (3) . Then for any β ≥ 0 and any nonnegative function z ∈ L ∞ (R) there exists a nonpositive function A z : R → R such that (4) zL(z β w) − β β + 1 wL(z β+1 ) (x 0 ) ≤ A z (x 0 )w(x 0 )
holds for any function w ∈ C(R) ∩ L ∞ (R) that attains its maximum at the point x 0 ∈ R.
When we replace L by the classical Laplace operator the above inequality is satisfied for any C 2 (R) functions w and z, with z ≥ 0 (see Section 3). This result was used in [7] (without being underlined) to derive an Oleinik inequality for the solutions of system (1). However, it actually applies for more general operators, as the ones we study in the present paper.
It is by now classical for conservation laws that Oleinik estimates represent a systematic tool to determine the asymptotic behavior of the corresponding solutions. In general a mass conservation system has not a unique solution. Despite of this, the uniqueness is guaranteed when imposing an extra condition to be satisfied which is well-known as an entropy condition (see Definition 2.1, which in particular applies to system (2) with f (u) = |u| q−1 u/q and α = 1). As an application of Theorem 1.1 we obtain Oleinik type estimates for the nonnegative solutions of (2) as follows. Theorem 1.2. Let 1 < q ≤ 2 and ϕ ∈ L 1 (R) be a nonnegative initial datum with mass M. Then, the entropy solution u of (2) satisfies
Moreover, there exists a constant C(M, p, q) > 0 depending on M, p and q, such that
The main result of this paper concerns the long time behaviour of the solutions of system (2) and it is given in the following theorem. Theorem 1.3. Assume that J ∈ L 1 (R, 1 + |x| 2 ) and 1 < q < 2. For any initial datum ϕ ∈ L 1 (R), the entropy solution u of system (2) satisfies
where w M is the unique entropy solution of the equation (8) w t + (|w| q−1 w/q) x = 0, x ∈ R, t > 0,
whenever the mass M of the initial datum is nontrivial.
As proved in [17, Section 2] , there exists a unique entropy solution w M (see Section 2 for the precise meaning) to system (8) which is given by the N-wave profile (9) w M (t, x) = (x/t) 1 q−1 , 0 < x < r(t), 0, otherwise, with r(t) = (−1 ) q−1 q M (q−1)/q t 1/q . Here, in contrast to the case q ≥ 2, the asymptotic behavior of the nonlocal system (2) is given by the convective part. We prove that, as time becomes large, the nonlocal diffusion term can be neglected. Actually, this phenomenon also occurs for the local problem (1) as shown in [7] . We predict that in the multidimensional space R d , d ≥ 2, similar results remain valid but in a new range of exponents which depends on the dimension, i.e. 1 < q < (d + 1)/d. This comes in the spirit of the results obtained in [8] and [5] , where the authors analyze the problem (1). They proved that, in any dimension, for very large time the effect of the diffusion is negligible as compared to convection precisely when 1 < q < (d + 1)/d. Particularly, to overcome the difficulties which appeared when dealing with changing sign solutions the author in [5] used kinetic type arguments in order to prove the compactness of the rescaled solutions. A system similar to (1) was studied in [14] when the nonlinearity |u| q−1 u is changed to |u| q . Whether the analysis presented here can be done for even nonlinearities remains to be investigated.
We will first prove Theorem 1.3 in the case of nonnegative solutions by combining Oleinik type estimates with compactness arguments. When one tries to extend the results to changing sign solutions new difficulties appear. For the sake of completeness, we prefer to present them independently since different tools are used in their proofs. In particular, we want to emphasize the limitation of the Oleinik estimates which fail in the case of changing sign solutions. For the latter case we must apply more sophisticated arguments similar to Tartar [21] to prove compactness results. This issue goes in the direction of the previous works [4] , [2, Th. 6.2, p. 128], [18] , [10] , where some compactness arguments were adopted to nonlocal problems. A flux-entropy method inspired in Tartar [21] but working when the convection is nonlocal as in [6, 12, 10] is, as far as the authors know, an open problem.
The problem we address here can be also analyzed in the case of other type of operators in convolution form as, for example, the Fractional Laplacian:
|y − x| 1+2s dy, 0 < s < 1, or Levy type operators
where c s is a universal constant depending only on s and K ∈ L 1 R,
is a nonnegative kernel with K(x) = K(−x), respectively. In the particular case K(x) = c s |x|
it corresponds to the fractional Laplacian (−∆) s . Moreover, these operators are infinitesimal generators of symmetry Levy processes. For more details on the convection-diffusion equations with nonlocal diffusion of Levy type we refer to [3] and more recently to [1] . Since both Levy-type and fractional Laplacian kernels do not belong to L 1 (R, 1 + |x| 2 ) as required in Theorem 1.3, a similar analysis as the one we develop here cannot be carried out in the context of such operators. Despite of this we emphasize that our estimate (4) given in Theorem 1.1 also holds when L is of Levy type under suitable conditions on the functions z and w.
The paper is organized as follows. In Section 2 we discuss the notion of entropy solutions for systems (2) and (8) and present some results obtained previously in this context. In Section 3 we prove Theorem 1.1 and we apply it to obtain Oleinik type estimates for nonnegative solutions of some regularized system for (2) . In Section 4 we prove that the solutions of the regularized system converges to the entropy solution of system (2) . As a consequence we prove Theorem 1.2. Section 5 contains the proof of Theorem 1.3 in the case of nonnegative solutions. Finally, in Section 6 we prove the asymptotic behaviour in Theorem 1.3 in the case of changing sign solutions.
Nonlocal conservation laws
Let us now recall some well-posedness results about conservation laws with nonlocal terms.
is an entropy solution to
if satisfies the following conditions: C1) For every constant k ∈ R the following inequality holds
In particular, the election α = 1 and f (u) = |u| q−1 u/q, with 1 < q ≤ 2, corresponds to an entropy solution of (2).
In the case of BV initial data, the existence of a unique entropy solution of (10) was proved in [19] , as well as, the L 1 -contraction property:
where u i is the entropy solution of (10) with the initial datum ϕ i ∈ BV , i ∈ {1, 2}. The existence is obtained by classical vanishing viscosity method: consider u µ the solution of the regularizing problem (14)
and prove the compactness of the family {u µ } µ (as µ tends to zero) in a suitable functional space. In order to make the reading easier, since α is fixed and µ is a parameter that tends to zero, we omit the index α and only keep the notation u µ when referring to the solution of systems like (14) .
For BV initial data ϕ, it was proved in [19] that for any t > 0, u µ (t) converges in L 1 (R) to u(t) the unique entropy solution of (10) . The case of initial data ϕ ∈ L 1 (R) ∩ L ∞ (R) was considered in [15] . More precisely, the authors proved that for any T > 0 the solution u µ of (14) satisfies
is an entropy solution of (10). The L 1 (R)-stability property (13) also holds (cf. [15, Theorem 2.5]) in this case without requiring BV regularity of the solutions.
Regarding the uniqueness of the entropy solution of system (10), i.e. functions that satisfy conditions C1) and C2), in [15] it was proved that for any ϕ ∈ L 1 (R) ∩ L ∞ (R) and any T > 0 there exists a unique solution in the class
The case when the initial datum belongs to L ∞ (R) was considered in [20, Theorem 2, p. 497] under the additional assumption that J ∈ L 1 (R, 1 + |x|). Finally the uniqueness in the class
) was proved in [20, Section 1.4, p. 493]. In the case when f (u) = |u| q−1 u/q, 1 < q ≤ 2 we complete the results in [15] considering the case of L 1 (R) initial data.
Moreover, the solutions u µ of system (14) satisfy
and
The proof of Theorem 2.2 is given at the end of Section 4. We recall that the case q = 2 was considered in [16] when the initial datum belongs to
However, the results obtained in [16] allow to prove the well-posedness requiring only L 1 (R)-initial data. Let us now say few words about the case α = 0 and f (u) = |u| q−1 u/q, q > 1.
Definition 2.3. By an entropy solution of system (8) we mean a function
The existence of an unique entropy solution of system (8), as well as its properties were deeply analyzed in [17] . For further details we suggest the reader to explore the quoted paper [17] .
Oleinik type estimates
In this section our first goal is to prove Theorem 1.1. Secondly, we apply Theorem 1.1 to obtain Oleinik estimates and uniform L p -bounds with respect to α and µ for the solutions of the regularized system (14) . In particular, we prove that estimates (5) and (6) in Theorem 1.2 are verified for the regularized solutions of (14) (see e.g. Lemma 3.4).
3.1.
Comparison principle for the nonlocal operator. As a motivation, we emphasize that in the case of the classical Laplace operator, Lu = u xx , explicit computations yield to:
Observe that assuming x 0 is the point where w attains its maximum (w(x 0 ) = max R w) we have
This shows that in this case we can choose A z (x) = −βz β−1 z 2 x (x) and the estimate of Theorem 1.1 holds.
Proof of Theorem 1.1. Let us now consider an integral operator in the form (3). It follows that
Let x 0 be the point where w attains its maximum. Since J has mass one, J ≥ 0 and z is nonnegative we can write
Denoting by
by Young's inequality we obtain that A z (x) ≤ 0 and the desired inequality holds.
3.2.
Regularized system. For 1 < q < 2 let us now consider the regularized problem (17)
We emphasize that all the results obtained in this section are uniform with respect to the positive parameters α and µ.
Following closely the analysis done in [9] , for any ϕ ∈ L 1 (R) we obtain a unique solution
When integrating equation (17) in the space variable we obtain that
These results, analyzed in details in [9] by using the smoothing properties of the heat kernel, are better than the ones in [15, Appendix A] which deal only with the case of
Moreover, the solution is nonnegative if the initial data is nonnegative as a consequence of the following comparison principle.
and let u µ ,ũ µ be the corresponding solutions of (17) with the initial data ϕ andφ respectively. Then it holds,
In addition, Proof. We write the equation satisfied by u µ −ũ µ and multiply it by sgn(u µ −ũ µ ) + . Integrating the result we obtain the desired estimate since for any function v ∈ L 1 (R) we have
A similar argument works for the second estimate.
We complete the results presented in Section 3.1 with an Oleinik type estimate for the solutions of (17) , estimate that will help us to prove later one of the main results of this paper, Theorem 1.3. We point out that when 1 < q < 2, α = 0 and µ = 1 the result was already obtained in [7] . The same analysis in the case q = 2 was obtained in [16] . 
Proof. Let us start as in [7] . By approximating our solution by uniformly positive and bounded solutions we can consider ǫ > 0 and an initial data ϕ ∈ C ∞ (R) such that ǫ ≤ ϕ ≤ M. This implies that u µ is a uniformly bounded positive classical solution. Moreover,
with a norm that depends on T and on the C k (R)-norm of ϕ. We prove estimate (21) for such solutions and then passing to the limit as ǫ tends to zero the result in (21) holds for any nonnegative initial data ϕ ∈ L 1 (R). Let us set z = (u µ ) q−1 . For simplicity we avoid to emphasize the dependance of z on µ.
It follows that z verifies the equation
Consequently,
Let us denote W (t) = sup x∈R w(t, x). Since u µ is a uniformly bounded classical solution we can apply the same arguments as in [13, Th. 1.18 ] to show that W is locally Lipschitz. In particular W is absolutely continuous so differentiable almost everywhere and for any 0 < t 1 < t 2 < ∞ it satisfies
We now differentiate W (t) for t > 0 and obtain the equation satisfied by it. Let us choose 0 < s < t and use the Taylor expansion in the time variable t:
In the case when for each fixed t ≥ 0, function w(t, x) attains its maximum at a point x t ∈ R we easily obtain by using Theorem 1.1 that, for some function A ≤ 0, W satisfies the following inequality
It may happen that for some positive times t the maximum of w(t, x) is attained at x = ∞. In this case we slightly modify the arguments above to obtain a differential inequality for W . Let us now consider the point x = x n such that w(x n , t) = W (t) − 1/n. We recall the following properties of sequence {w(t, x n )} n≥0 proved in [13, Lemma 1.17] (23) lim
Now we evaluate (22) at the point x = x n .
Recall that {z(x n , t)} n is uniformly bounded. So, we can extract a subsequence such that z(x n , t) → p(t), as n → ∞, where
. Let us analyze the last term in (24). At the point x = x n we have
We use that w(t, x n ) = W (t) − 1/n. Thus
where
Passing to the limit, for a subsequence of {x n } n and also applying (23) we have
Letting s → 0 we have
at any point t where W is differentiable. Multiplying the above equation by sgn(W + ), where W + is the positive part of W , we obtain that
we obtain that η ′ (t) + 2η(t)/t + η 2 (t) ≤ 0 for a.e. t > 0. So η + satisfies (η + ) ′ ≤ 0 for a.e. t > 0. Since η + is also an absolutely continuous function we obtain that η + is a nonincreasing function: for any 0 < s < t we have η
Moreover lim s→0 η + (s) = 0 so η + (t) ≤ 0 for all t > 0 so W + (t) ≤ 1/t for all t > 0: We thus obtained exactly the desired estimate for smooth solutions.
The proof is now complete.
We emphasize that all the above results are independent of the parameters α and µ in (17) . As a consequence of them we can deduce some extra properties of the solutions of equation (17) .
uniformly with respect to the positive parameters µ and α, where C(M, q) and C(M, p, q) are positive constants. We point out that these constants are independent of J.
Proof. Estimates (26) and (27) follow as in [7] , so we omit to prove them. In fact the lower bound in (26) emanates from Remark 3.2. Estimate (28) follows from (21) by using that 1 < q < 2 and estimate (26):
The proof is now finished.
Convergence to the nonregularized system
The main goal of this section is to prove some compactness results for the rescaled solutions depending on a new parameter λ that we will introduce below. By means of these compactness results, through a convergence argument with respect to the parameters λ and µ, we will be able to analyze in more details the initial system
First, since we are interested in the asymptotic behavior of the solutions of system (29) we introduce the rescaled solutions u λ (t, x) = λu(λ q t, λx), with λ > 0. The new family satisfies the system
where J λ is defined by J λ (x) = λJ(λx) and ϕ λ (x) = λϕ(λx).
Observe that this is a hyperbolic scaling in contrast with the parabolic one used in [11, 10] . This is due to the fact that we analyze the sublinear case 1 < q < 2 where the convection is dominant.
The family {u λ } will play a key role in Section 5 when analyzing the long time behavior of the solution of system (29). In order to obtain estimates for u λ we introduce a viscous approximation u µ λ of system (30) by adding a µ-viscous term. Then we prove that the approximate solution u µ λ converges to u λ as µ tends to zero, and then transfer all estimates verified for u µ λ to u λ . In the particular case λ = 1 we extend in Theorem 2.2 the results of [15, Theorem 2.4]. The proof of Theorem 2.2 will be given at the end of this section.
For each µ, λ > 0 we consider u µ λ the solution of the following system (31)
All the estimates obtained in Section 3.2 hold for u µ λ uniformly on λ and µ since J λ has mass one and the results in Lemma 3.4 do not depend on the parameter α in (17) . The mass conservation (18) also holds.
We now transfer estimates (26)-(27) obtained in Lemma 3.4 to changing sign solutions of system (31) by comparing them with some nonnegative solutions for which such estimates hold true. The following results will be used when considering the long time behavior of changing sign solutions.
Proof. Let us considerũ

Lemma 4.2. For any ϕ ∈ L
1 (R) and 0 < t 1 < t 2 < ∞ we have
Proof. We multiply equation (31) by u µ λ and integrate on (t 1 , t 2 ) × R. We obtain
. Using the decay of the L 2 -norm obtained in Lemma 4.1 we obtain the desired result.
We now uniformly control the tails of the solutions to system (31).
Lemma 4.3. Let us assume that J ∈ L 1 (R, 1+|x|
2 ) and let ϕ ∈ L 1 (R). For any parameters λ ≥ 1 and 0 < µ ≤ 1, there exists a positive constant C = C( ϕ L 1 (R) , J, q) such that the solution of system (31) satisfies the following estimate
Proof. Applying the comparison principle in Proposition 3.1 we remark that it is sufficient to consider the case of nonnegative solutions. Indeed, choosing as initial dataφ λ = |ϕ λ | we obtain that |u
. We then use estimate (36) forũ µ λ and the proof finishes. We now prove (36) for nonnegative solutionsũ µ λ . Let us choose a nonnegative test function ψ ∈ C 2 (R). We multiply equation (31) by ψ and integrate by parts:
We now recall that (see for example [10, Lemma 2.2]) for any J ∈ L 1 (1 + |x| 2 ) with mass one and any p ∈ [1, ∞] there exists C(J, p) > 0 such that the following inequality holds for any λ > 0:
This and the mass conservation property (18) imply that
On the other hand, using estimate (33) for the solution of system (31) we successively have
Using the fact thatũ µ λ has the same mass as the initial data we get
Combining the estimates above and using that µ ≤ 1 ≤ λ it follows from (37) that
In particular, let us choose as test function ψ R (x) = ψ(x/R) where ψ ∈ C ∞ (R) is a fixed function that satisfies 0 ≤ ψ ≤ 1 such that ψ(x) ≡ 0 for |x| < 1 and ψ(x) ≡ 1 for |x| > 2. We apply the above estimate with ψ R . Using the properties of the support of ψ we get
Since λ ≥ 1 the last estimate shows that (36) holds for the nonnegative solutionũ µ λ and in consequence it also holds for the changing sign solution u µ λ . The proof is now complete. 4.1. Compactness estimates. We will now give very useful estimates in Lemmas 4.4 and 4.6 below. The results of these lemmas are in the spirit of the results in [15] and [16] . We emphasize that the estimates in Lemma 4.4 are valid for any ϕ ∈ L 1 (R), but they are not uniform with respect to λ. On the other hand the estimates in Lemma 4.6 are uniform with respect to the parameter λ, but they require nonnegative solutions, so nonnegative initial data ϕ. 
for any λ > 0 and µ > 0, where C(q, J, ϕ L 1 (R) ) is a positive constant depending on q, J and ϕ. 
Proof. We recall that for any function ϕ ∈ L 1 (R) there exists a nondecreasing function
Let us observe that
For the justification of (39) we apply the L 1 − contraction property established in Proposition 3.1 to get:
, ∀t > 0, where u µ λ is the solution of (31) corresponding to some arbitrary initial datum ϕ λ . Taking ϕ λ (x) = ϕ λ (x + h) we obtain u µ λ (t, x) = u µ λ (t, x + h). Therefore, it follows that
For the last statement of lemma, we proceed as in [15, Lemma 2.3] , but the estimate we derive takes into account the L 1 → L ∞ decay of solutions. Let φ be a smooth and bounded function which will be precise later. Then we multiply the equation in (31) by φ and integrate by parts. For any fixed k > 0 we obtain
In the light of the computations in [15] we choose
where ρ is a nonnegative mollifier, supported in [−1, 1] with mass one. It is easy to notice that
for some positive constant C 1 . Now, let us estimate the terms on the right hand side of (42). We first estimate I 1 . Since J λ is an even function we have
Using estimate (38) and the upper bound for the second derivative of φ in (43) we obtain
Applying Proposition 3.1 the L 1 (R)-norm of u µ λ does not increase, so we get
In the case of I 2 , from the upper bound of the first derivative of φ in (43) we obtain
Using Lemma 4.1 for some positive constantC( ϕ L 1 (R) , q) we have
When considering I 3 it follows that
From (44), (45) and (46) we conclude that (47)
Now the proof finishes in the same way as in [15, Lemma 2.3] .
Lemma 4.6. Let ϕ ∈ L 1 (R) be nonnegative and u µ λ be the solution of (31). There exists a smooth function ω = ω ϕ,q (t, r) : (0, ∞) × (0, 1) → (0, ∞) depending on ϕ and q, which is nondecreasing in the second variable, such that, for any fixed t > 0, ω(t, r) → 0 as r → 0, and the following uniform estimates hold for any parameters 0 < µ ≤ 1 ≤ λ:
In addition, there exists a positive constant
Remark 4.7. Function ω above can be written explicitly as Proof. In the following the constant C may change from line to line. First, we claim that there exists a positive constant C = C( ϕ L 1 (R) , q) such that, for any R > 0 and h ∈ (0, 1) it holds
In contrast with the results in
Indeed, proceeding as in [16, Corollary 4] we define the set
Using the mean value theorem and estimates (28) and (26) for the nonnegative solution u µ λ we successively obtain
Next, we set I to be the left hand side term in (48) and split it as I = I 1 + I 2 where
with a large constant R which will be precise later. First, the term I 1 can be estimated using (50). In the case of I 2 , when R > h we have
Using the tail control obtained in Lemma 4.3 we get
Hence our left hand side term in (48) satisfies
Choosing now R = h −1/2 and using that h < 1 we get
Denoting ω(t, r) = 2
we obtain the desired estimate. For the last statement of lemma, we can proceed as in [15, Lemma 2.3 ].
Now we have all the ingredients to prove Theorem 2.2.
Proof of Theorem 2.2. Let us assume without loosing generality that α = 1 in system (10). We consider the regularized system (31) with λ = 1 and denote its solution by u µ . In view of Lemmas 4.3 and 4.4 we obtain that (u µ ) µ is relatively compact in
Following the ideas in [15] we obtain that
is the entropy solution of problem (30). Now for any positive time t we have that u µ (t) → u(t) a.e. and so the L ∞ (R)-bound (32) on u µ will be transferred to u(t):
This implies that the convergence of u µ (t) towards u(t) will also hold in any L p (R) with 1 ≤ p < ∞. Since the uniqueness of the entropy solution in the norm (5)- (6) are consequence of the fact that u µ solution of the regularized system (31) (with λ = 1) strongly converges to u in L p (R) for 1 ≤ p < ∞. When p = ∞ we use the a.e. convergence to obtain the desired result.
Asymptotic behaviour of nonnegative solutions
In this section we prove Theorem 1.3 in the case of nonnegative solutions. We first obtain the compactness of the trajectories {u λ } λ≥1 and prove their convergence to an entropy solution of problem (8) . Finally, the results of Theorem 1.3 are obtained by showing that u λ (1) → w M (1), where w M is the unique entropy solution of system (8) . We proceed in several steps as follows.
Step I. Compactness. As in the proof of Theorem 2.2 for any fixed λ > 0 the family (u µ λ ) µ of the regularized system (31) is relatively compact in C([0, ∞), L 1 (R)) and there exists the limit function u λ such that
Then for any positive time t > 0, since u
as µ → 0, we first observe that we can pass to the limit in estimates (48) and (49). Let us fix 0 < t 1 < t 2 < ∞. We obtain that for some function ω, independent on λ ≥ 1, such that ω(r) → 0 as r → 0 the following estimates holds uniformly for any λ ≥ 1:
and (53) max
Moreover we have mass conservation and the L ∞ (R)-bound on u λ :
The tail control obtained in Lemma 4.3 also transfers from {u µ λ } to the family {u λ }:
Classical compactness arguments give us that the family {u λ } λ>1 is relatively compact in
1 (R)) for any 0 < t 1 < t 2 . The limit point u also satisfies
Moreover, the above convergence also holds in C([t 1 , t 2 ], L p (R)) for any 0 < t 1 < t 2 and 1 ≤ p < ∞.
Step II. Identification of the limit. Due to the compactness results above, we can show that u is the entropy solution of problem (57) w t + (|w| q−1 w/q) x = 0, x ∈ R, t > 0,
We now check that the cluster limit point u of u λ satisfies the Kružkov inequality C3) in Definition 2.3. Since u λ is an entropy solution of system (30) it satisfies
Following the ideas of [1, Lemma 4.3] we will prove that letting λ → ∞ the term on the right hand side vanishes. Observe that
Employing a change of variables for φ ≥ 0 we get
Let us assume that φ is supported in [0, T ] × R. Then we have
Using estimate (38) and since u λ is uniformly bounded in L 1 (R) we get
Using that q < 2 we obtain that the right hand side term goes to zero as λ → ∞. Using now that u λ strongly converges to u in L 1 (R) we can pass to the limit also in the left hand side of the Kružkov inequality. This gives us that the cluster point u satisfies the inequality in condition C3):
Analogously, we can obtain the passage to the limit in the weak formulation of equation (10).
Step III. Initial data. We have to prove that u takes initial data Mδ 0 in the sense of measures. We use the same arguments as in case of the tails control. We recall that we have obtained in the proof of Lemma 4.3 that for any ψ ∈ C 2 (R) there exists a uniform constant C > 0 such that the following holds for any λ ≥ 1:
Letting λ → ∞ we get for any ψ ∈ C 2 (R)
By a density argument we obtain that for any ψ ∈ BC(R) we have
This shows that u is an entropy solution of problem (57). Since by [17] we have a unique entropy solution, the whole sequence {u λ } λ converges toward u = w M given by (57). In the case of bounded continuous functions ψ we have to use an approximation argument and the control of the tails given by Lemma 4.3.
Step IV. Asymptotic behavior. Roughly speaking, the asymptotic behavior is equivalent with the strong convergence in L 1 of the family {u λ } to w M . From Steps I-III we deduce that the nonnegative solutions satisfy This proves the result of Theorem 1.3 when p = 1. According to [7] it is well-known that solutions of the pure convective equation (57) in the exponent range 1 < q < 2, with Dirac initial data, behave asymptotically for large time as the solution of the heat equation with the corresponding convective term, namely,
which is the same decay as for the u in (56). If u is the entropy solution of system (2) then, using the interpolation inequality it follows that
L ∞ (R) ), and we obtain the desired estimate according to (51), (58) and (59). The proof of the main result is now finished.
Changing sign solutions
In this section we prove Theorem 1.3 in the case of changing sign solutions. In this case Oleinik-type estimates cannot be obtained and the tools employed in the previous section do not work here. We apply a technique based on the classical flux-entropy method, but taking care on the behavior of the nonlocal terms. Let us consider u We are going to prove that, for any 0 < t 1 < t 2 < ∞, the right hand side in (61) is the sum between a compact set in H −1 loc (((t 1 , t 2 ) × R) and a bounded set in the space of Radon Measures M((t 1 , t 2 ) × R). Before proving that let us recall that inequality (35) transfer to u λ : for any 0 < t 1 < t 2 < ∞ the following inequality holds uniformly in λ:
Also inequality (32) transfers to u λ :
Let us denote by I λ = λ q (J λ * u λ − u λ )Φ ′ (u λ ) and by < ·, · > the scalar product on L 2 ((t 1 , t 2 ) × R). Using a changes of variables we get < I λ , φ > = λ This shows that for every 0 < τ < T < ∞ u λ → u in L 1 ((τ, T ) × R).
In order to prove that u take the initial data Mδ 0 in the sense of bounded measures we can proceed as in [7, Th. 1,  Step III, p. 56]. Since equation (57) has a unique solution we obtain that u = w M and the whole sequence u λ converges to w M .
Using the same arguments as in [7, Th. 1,  Step IV, p. 57] we obtain that the entropy solution u of system (2) satisfies
which finishes the proof of the main result of this paper in the case of changing sign solutions.
