Abstract: This paper describes an original approach which jointly addresses two fundamental issues of video partitioning which represent the early important stage of any content-based video indexing system. These two issues are the detection of shot changes, and the labeling of the shot con guration related to the camera movement in terms of static shot, panning, traveling, zooming,... They are both derived from the computation, at each time instant, of the dominant motion in the image represented by a 2D a ne model, and from the variation of the size of its associated support. The successive steps of the method rely on statistical techniques ensuring robustness and e ciency. In particular, it can cope with scenes containing moving objects. Results on a real documentary video are reported and validate the proposed approach. 
Introduction and related work
Archiving image and video information represents an important, either established, more recent, or emerging task in several important application elds. Areas that will bene t from advances on this subject include audio-visual archives (news, lms, documentaries, etc...), road tra c surveillance, remote sensing and meteorology (satellite images), or medical imaging (hospital medical records),... However, it remains hard to easily identify information pertinent with respect to a given query, or to e ciently browse large video les, making the exploitation of such databases highly cumbersome. The most commonly used approach consists in assigning key words to each stored video, and doing retrieval only on these words.
The need to index and retrieve image sequences by their content and not just by information external to them is becoming quite obvious. It is thus crucial to be able to de ne content-based indexing techniques. A survey on objectives of image indexing has been proposed in 9], reviewing the major cues for still image indexing, such as color, shape and spatial organization. Another review, more concerned with indexing of video, has been presented in 2]. Several research groups have investigated such issues for a few years, leading to the construction of prototypes accounting for rst advances in that direction, 10, 19, 24] . Nevertheless, numerous problems are still open due to the fact that image interpretation and dynamic scene analysis are complex topics in computer vision, that the range of scene contents and of possible queries is vast, etc...
As far as video indexing and video editing are concerned, the primary requirements are the structuration of the video into elementary shots, and the recognition of typical forms of video shooting like static shot, traveling, zooming, panning, 8, 21, 22] . Then, further analysis of the video content relies on such a temporal partition, according to a hierarchical approach or not, 2, 16, 22, 23] . This video partitioning step enables to provide content-based, fast, adaptive and e cient browsing of a video. The use of key-frames to summarize the content of video shots and to facilitate access to the content is also of major interest. Tools for e cient video visualization are useful if, for instance, the user cannot express in a well-de ned manner his query. As long as e ective solutions to the complex problem of elaborated video content analysis (in terms of semantic content) are not available, visualization will remain one of the main means of accessing information. Nevertheless, work towards compact representation of shot content has been proposed in 3, 12, 14] . Indexing of events in a video, such as appearance, deposit or removal of an object has been explored in 7] .
Substantial e orts have been devoted to the detection of cuts and of transitions related to special e ects (fade-in, fade-out, dissolve,...) in order to achieve video partitioning. The later kind of changes is obviously more di cult to handle. A survey on this topic was proposed in 5]. Di erent solutions have been designed to detect cuts, based on, merely pixel-or block-based temporal image di erence, variation of correlation measurements, or more e ciently, on di erence of histograms, 1, 2, 16, 21, 25] . To detect transition e ects, the use of a two-level thresholding technique applied to histogram di erences has been proposed 25], or more elaborately, the modeling of the temporal intensity change law during the transition interval 1]. In most approaches, several tests must be operated to detect the various possible types of transitions, leading to sensible tuning of multiple and related parameters. In 25], these thresholds are determined from a preliminary pass through the video content itself. Since video databases are often available in compressed format, direct processing of the MPEG bit-stream is also a eld of interest. In 18], the image intensity histograms are computed using the DC component of the DCT related to I-frames.
Some of these solutions deliver quite satisfactory results, but false alarms may still occur in case of important camera motion or in the presence of mobile objects leading to a undesirable oversegmentation of the video stream. It is often crucial that all shot changes are correctly detected and located. For instance, if the spatio-temporal content of the shot is to be analyzed, motionbased segmentation and tracking phases could severely be perturbed by missing or misplaced shot changes.
The recognition of parts of the video in which camera is static, or traveling, or panning, has been achieved using rather dedicated methods. Usually, they rely on the exploitation of motion vectors issued from block-matching techniques, or on the search for speci c distributions of motion vectors or of a few global representative motion parameters, 25]. An original alternative constructs so-called X-ray" images (related to the xt-or yt-plane in the image sequence after projection of the intensities along given lines), and looks for particular patterns in them using a Hough transform, 15, 21] . The MPEG-1 bit stream may also be directly exploited for camera motion characterization 18], using motion vectors related to P-and B-frames. One of the main shortcomings of these approaches is that they cannot cope with scenes including moving objects. Indeed, most methods are not resilient to the presence of mobile objects of signi cant size. In 20], this issue is overcome by computing so-called optical ow streams, built from the dominant optical ow over some extent in time. The algorithm depends however on many thresholds, and assumes a constant camera motion type during the extent in time over which optical ow streams are built.
We present in this paper an original approach for video partitioning and camera motion characterization. A preliminary version was presented in 6]. The principle of the proposed method is shown in Figure 1 . It is based on the estimation of a 2D a ne motion model between each pair of successive frames accounting for the global dominant image motion. Studying the temporal evolution of the associated estimation support enables the detection of both cuts and progressive transitions, with the same scheme and the same parameter values. Then, testing the signi cance of each of the components of the estimated global a ne motion model provides a qualitative description of the dominant motion at each instant (assumed due to camera motion). The main features of the method are the following: 1) it addresses these two issues in an uni ed way; 2) it is able to handle scenes containing moving objects; 3) it only exploits 2D parametric motion models (a ne models); 4) it is based on several statistical techniques ensuring robustness and e ciency. Section 2 outlines the motion estimation method based on a robust multiresolution scheme which allows us to compute the dominant motion between two successive images (step 1). In Section 3, we describe how we can determine the partitioning of the video into elementary shots (step 2) from the temporal variation of the size of the estimation support derived in step 1. Section 4 deals with the qualitative interpretation of the camera motion in each delimited shot (step 3); it exploits the motion information recovered at step 1 and relies on likelihood ratio tests. Section 5 contains results obtained on a real documentary video, using both the original and the MPEG-1 compressed/decompressed sequences, and an experimental comparison with a histogram comparison technique. Section 6 provides concluding remarks.
Dominant motion estimation
In order to retrieve the required motion information, we do not compute any dense velocity eld. We only make use of the spatio-temporal derivatives of the intensity function. Since several motions may be present, we only seek for the estimation of the dominant one. We represent the corresponding motion eld between two successive images by a global 2D parametric model. This will be su cient to achieve the video partitioning as shown in the next section whatever this dominant motion may represent in the scene. If we aim at characterizing the type of shots in terms of camera traveling, zooming, panning, etc..., we need to further assume that this dominant motion corresponds to the apparent motion induced by the 3D camera movement. To estimate the dominant motion without prior motion segmentation, we have developed a technique based on robust statistics. We will only outline it hereafter; we refer the reader to 17] for more details.
This method (called RMR for Robust MultiResolution) takes advantage of a multiresolution framework and an incremental scheme. It minimizes a M-estimator criterion to ensure the goal of robustness to outliers formed by the points corresponding to secondary motions or to areas where the classical image motion equation 13] used is not valid. Any 2D polynomial motion model can be considered. We have chosen the a ne motion modelw de ned at point p = (x; y), considering Step 1
Step 2
Step 3 sequence t frame frame t+1 w (p) = a 1 + a 2 (x ? x g ) + a 3 (y ? y g ) a 4 + a 5 (x ? x g ) + a 6 (y ? y g )
This model is a good trade-o between complexity and representativity. In practice, the image center is taken as reference point.
The parameter vector = (a 1 ; a 2 ; a 3 ; a 4 ; a 5 ; a 6 ) is estimated between images I(t) and I(t + 1)
as follows :
with DFD (p i ) = I(p i +w (p i ); t + 1) ? I(p i ; t), and (x) is a hard-redescending M-estimator.
Here, we consider Tukey's biweight function. This function (x) and its derivative (x) depend on parameter C and are respectively de ned as : 
At each instant, a Gaussian pyramid of the image is built. rI will denote the spatial intensity gradient at the lowest resolution. We rst search for the following estimate :
where r i = I(p i ; t + 1) ? I(p i ; t) + rI(p i ; t):w 0 (p i ) (6) r i is a rst-order di erential version of the DFD (p i ). Let us recall that r i = 0 is the usual image motion equation, introduced in 13], and adapted to the consideration of a parameterized motion eld. Then, increments for the estimation of are computed within a given resolution level, and from a coarse resolution level to a ner one, until the nest resolution level is reached. At step k where we aim at estimating the increment k , given the current estimate b k of the motion parameter vector, we can write = c k + k . The estimated increment d k is calculated as:
where the residual r i is now computed as :
The estimated increment is then used to update the estimate c k :
Increments are computed and cumulated until a convergence criterion is met or a given number of iterations is reached. The estimated motion parameter vector is projected onto the level of higher resolution, and serves as an initial value to compute some more increments and thereby to re ne b . This is performed down to the nest resolution level in the pyramid.
This multiresolution incremental robust estimator allows us to get an accurate computation of the dominant motion between two images, even if other motions are present.
INRIA 3 Detection of shot changes
As explained in 17], the minimization problems de ned in relations (5) and (7) is solved using a irls (Iteratively Re-weighted Least Squares) technique. The initial minimization problem (5) or (7) (10) is the derivative of the function, and r i is given by relation (6) or (8) .
Once the dominant motion estimation step is completed, the nal value of the weight w i indicates if a point p i is likely or not to belong to the part of the image undergoing this dominant motion. In the former case, w i is close or equal to 1, in the later case, w i is equal or close to 0 (outliers). We de ne the support of the dominant motion S d as the set of points p i satisfying w i , where is a prede ned threshold, (typically 0:2). The pertinent information here is in fact the size of this support.
Indeed, within a given shot, the size n d of the support S d is supposed to remain nearly constant.
On the other hand, if a cut occurs between image I(t) and I(t + 1), these images are completely uncorrelated. If we try to estimate a 2D a ne motion model between I(t) and I(t + 1), then it turns out that no coherent estimation can be derived. Thus, the corresponding support S d tends to vanish", and n d is suddenly close to 0. In case of a progressive transition (a dissolve for instance), we have observed a less pronounced decrease of the size of the derived support, but the value n d is still usable to detect such gradual changes.
Assuming the global dominant motion between t and t+1 close to the estimated global dominant motion between t ? 1 and t, a simple geometric projection from t to t + 1 exploiting the estimated motion model parameters d t?1 enables us to determine the size n o of the part of I(t) that is likely to overlap I(t + 1) (i.e. the areas in I(t) that disappear from are deduced). This size n 0 forms an upper bound for the size n d of the dominant motion support estimated between t and t + 1. We consider now the normalized ratio n d =n 0 . Let us denote t this ratio at time t. Since we have considered n 0 instead of the full image size, t is correctly normalized in 0; 1].
The point now is to de ne an appropriate criterion to validate signi cant jumps of the variable t among meaningless small variations. We resort to a cumulative sum test, Hinkley's test, 4], known to be robust (by taking into account all the past" of the observed quantity), e cient, and inducing a very low computational load. The other attractive features of this test are two-fold. First, it can straightforwardly and accurately provide the jump instant. Secondly, due to its formulation (cumulative sum test), it can simultaneously handle both very abrupt and important changes like cuts, and gradual smaller ones like progressive transition without adapting the involved thresholds. Originally, it was designed to detect jump in mean of an observed signal, 4].
Two tests are performed in parallel to look for downwards or upwards jumps, respectively de ned by: These last four terms, divergence, curl, hyperbolic terms, are more convenient for an easy physically meaningful interpretation of the dominant motion.
If the dominant motion is a pure panning (resp., camera tilt), then only parameter a 1 , (resp., a 4 ) is supposed to be non zero. If it is a zooming or forward traveling, div is supposed to be the only non zero linear parameter. If it is a lateral traveling, and if the scene cannot be assimilated to a fronto-parallel plane, all the parameters are supposed to be non zero. Of course, if the camera is static, all the parameters are equal to 0. In practice, due to noise, estimation errors, and the use of an approximate motion model, these quantities cannot be strictly equal to 0 if it should be the case. The aim is then to be able to decide whether these estimated values are signi cant or not.
We resort to a statistical approach based on likelihood ratio tests. As shown in 11], this is the most e cient way to tackle this problem, compared to direct thresholding of the parameters values, or the use of statistical information criteria such as Akaike (aic), or Rissanen (mdl) ones. The delicate and unstable threshold selection is turned into a better-controlled issue of setting a threshold on a likelihood ratio. Also, the model error related to the inadequacy of the model to explain the data, can be taken into account, along with measurement noise. We will test in turn each component of the motion parameter vector .
Two competing hypotheses will be considered. The rst one, denoted H 0 , assumes that the considered component of is signi cant. The second one, denoted H 1 , considers that on the contrary it is equal to 0, the ve other parameters being let free. Let us note b m0 and b m1 the motion model parameter vectors associated to respectively hypothesis H 0 and hypothesis H 1 . A remarkable property of such a test is that it is independent from the value of the descriptors that remain free. For each hypothesis, we can de ne the associated likelihood function f, where the considered random variables are the quantities r i de ned in relation (8) . They are assumed to be independent, and to all follow a zero-mean Gaussian law. The variance 2 
INRIA To test the signi cance of a given motion parameter vector component, the two motion parameter vectors corresponding to the two hypotheses are to be rst estimated. m0 = (a 1 ; a 4 ; div; rot; hyp 1 ; hyp 2 ) is the full a ne model, and m1 is the a ne model, for which the component to be tested is constrained to 0. If we take the example of the analysis of the divergence term, we have for hypothesis H 0 , m0 = (a 1 ; a 4 ; div; rot; hyp 1 ; hyp 2 ), and for hypothesis H 1 , m1 = (a 1 ; a 4 ; 0; rot; hyp 1 ; hyp 2 ). Both parameter vectors are estimated on the dominant motion support S d determined at step 1. They are estimated in a multiresolution and incremental way similar to the one described in Section 2 and using the same image motion constraint. The estimation of both parameter vectors bene ts from the knowledge of the dominant estimation support S d , which has been computed by the shot detection change step. The computational load is thus much reduced, since a usual least-square estimation technique can be used instead of an irls technique.
To decide which hypothesis is selected, the following likelihood log-ratio test is performed :
If the ratio is lower than the threshold , the component at hand is declared to be signi cant, otherwise it is considered to be null. In other terms, the test comes down to comparing the adequacy of the constrained and unconstrained motion models to the data, by means of an appropriate comparison of the resulting residual variances.
If the component is judged signi cant, we can use the sign of the parameter to infer more information. As far as the divergence term is concerned, this will allow us to di erentiate between zoom-in or zoom-out or equivalently, forward or backward traveling ( with a perspective image projection model).
These tests are performed in turn on the di erent components of while taking into account the physically possible con gurations of null parameters. Then, we can identify the type of the camera movement. Since the translational parameters of the a ne motion model depend on the choice of the reference point, the information they carry may be meaningless depending on the situation at Once this last processing step achieved, we can also determine another kind of shot change which might not be detected in step 2. It corresponds to camera maneuver, like a panning followed by a zooming. It can be achieved by simply detecting changes over time of the camera motion type. This partitioning is only based on qualitative motion.
In fact, steps 2 and 3 can be performed in parallel. As a result, the video is partitioned into shots, which are themselves divided into sub-shots of homogeneous camera motion.
Results
This approach has been validated by experiments with several kinds of video sequences. We report here results obtained on a part of a real documentary video presenting our Institute, which we will call the Irisa sequence. It contains usual features related to lm shooting and editing. Besides, this video comprises shots involving both moving elements in the scene and moving camera. From time t 1 to t 21 (shot 1), there is a special video e ect: a general view of the site is continuously magni ed over a map of Brittany. From t 22 to t 110 (shot 2), we can observe a global aerial panning, progressively stopped at the end of the shot, over the campus site. A dissolve transition appears from t 111 to t 115 . From t 116 to t 140 (shot 3), the camera is static. At time t 141 , a rst cut occurs. From t 142 to t 187 (shot 4), the camera motion is rst a pan, and then becomes a pure forward traveling. A second cut occurs at time t 188 . From t 189 to t 268 (shot 5), the camera is panning an indoor scene containing elements at di erent depth positions. There is a second transition e ect from t 269 to t 278 . Shot 6 (t 279 -t 300 ) in the video corresponds to a backward traveling of the camera, but a moving person is occupying a signi cant area in the image. From t 189 onwards, important depth variations in the scene can be noticed.
The performance of the method was rst tested on the original image sequence. Computational time for a pair of frames (of size 256x256 pixels) is about 1.5s on a workstation Sun-UltraSparc, down to about 0.9s if camera motion characterization is not selected. The evolution of the normalized motion support ratio t along the sequence is shown on Figure 3(a)(b) . The on-line measured mean value m 0 of t during the shot, and the detected jumps in t are also indicated. Cuts and progressive transitions are correctly identi ed, and the bounds of the two progressive transitions (start and end time instants) and of the video e ect are accurately determined. One can notice the smaller, but longer decrease in t during progressive transitions or the video e ect, relatively to cuts. For all experiments, the value of is kept constant and equal to 0:1. Figure 4 illustrates the use of the estimation support for shot change detection purposes. The maps of the weights w i are shown in three di erent cases : Fig 4a,d shows an example of a pair of successive frames within a shot. Since almost all the pixels conform to the estimated dominant motion, we have 21 1. Denoting H t (n) the histogram value at time t for grey level n, and DH t the measured histogram di erence between two successive images, the distance used for this test is :
where N is the number of grey values. A comparison of the variable t processed with our method with the one (DH t ) delivered by the histogram comparison technique is shown in Figure 3 . Cuts can be easily detected and correctly located with both methods. Progressive transitions are also correctly detected. It can be seen, though, that the second dissolve (frames 269 to 278) causes the emergence of two neighbouring INRIA peaks in DH t values In such a case, a simple thresholding on DH t would erroneously detect two transitions. Also, the beginning of the rst fading e ect is not as accurately determined with the histogram di erence procedure. Besides, the video e ect (frames 0 to 21) causes a relative variation in DH t which is far below what is obtained with t for our method. In general, the relative variations of DH t due to a progressive transition are rather weak. Thus, delicate thresholding is involved. In the presence of mobile objects, a high threshold value is required, which in turn may not guarantee a correct detection of all transitions.
The result of camera motion analysis is shown in Figure 5 . The threshold was set to 1.5. Decisions are in accordance with the description of the video given in the text. Taking into account that camera motion across cuts or during transitions are obviously not signi cant, it may be noticed that hyperbolic terms are only stated as signi cant during the last shot, where camera motion is complex and the background scene is far from parallel to the image plane, which is quite coherent with the real camera motion described above.
In order to evaluate the ability of the method to process typical video data stored after compression, the method was tested on the reconstructed Irisa sequence once processed by a MPEG encoder, considering a 1.5 Mbit/s bit rate and a I/P frame distance of 3. The algorithm parameters and remained unchanged. Partitioning into shots lead to identical results as with the original sequence, in terms of number of shots and transition time instants. The e ect of the compressiondecompression process on t is shown on Figure 6 . Perturbations mainly occur at transitions, because the location of I-frames in MPEG is independent from the structuration into shots, thus causing particularly strong frame prediction errors in the coding scheme. Camera motion characterization was di erent for 7 frames out of 298. In 6 of these cases, confusion actually consists in mislocating from at most 2 frames the transition between two successive types of camera motions within a shot. The other di erence is a pan wrongly labeled as complex motion in a di cult situation where the scene is partly seen through a window. A MPEG-2 encoder was also employed, with a bit rate of 10 Mbit/s. The results are identical to those of the original sequence.
An interface module was designed to visualize a summary of the video structure inferred from the video partitioning performed by the method (Figure 7 ). Each shot is represented by a keyframe (we simply chose the median frame in the shot), the number of the shot, its bounds in terms of frame number. The user can then select a particular shot of interest and view a mosaic-type image constructed by combining frames within the selected shot again by exploiting the estimated dominant motion at each instant. For most types of sequences, such mosaic images are appropriate for a global representation of scene contents. Beside it, the list of camera motion types identi ed during that shot are annotated. For examples shown on Figure 7a ,b, one can relate the shape of mosaic image to the sequence of camera motions displayed beside it.
Conclusion
We have described in this paper an original, uni ed and e cient approach to video partitioning in the context of content-based video indexing. It involves the detection of shot changes and characterization of the camera motion. All the information required to achieve these two goals results from the direct estimation of a 2D a ne motion model accounting for the 2D dominant motion within each successive image pair of the sequence. This method can handle situations where moving objects are present in the scene observed with a mobile camera. The solution has been de ned in a well-formalized way involving general motion models, statistical techniques, and no restriction on the kind of scene and camera movements. This last point, along with having several shot detection tests to cope with the various possible shot transitions, stands among the usual shortcomings of many other techniques proposed so far. In the method proposed here, a single test and parameter value detects both cuts and progressive transitions. Computational time is low. The technique was also validated on MPEG1 and MPEG2 sequences. We are now (Fig 2b) or T k ? N k (Fig 2c) , depending whether the jump is directed upwards or downwards. When M k ? S k (respectively T k ? N k ) exceeds the threshold , a downward (see Fig 2e) (resp. upward (see Fig 2f) ) jump is detected. The jump is then located at the frame number just after the last one for which either M k or N k (depending on the case at hand) exceeds 0. 
