Multi-label text classification (MLTC) addresses a fundamental problem in natural language processing, which assigns multiple relevant labels to each document. In recent years, Neural Network-based models (NN models) for MLTC have attracted much attention. In addition, NN models achieve favorable performances because they can exploit label correlations in the penultimate layer. To further capture and explore label correlations, we propose a novel initialization to incorporate label co-occurrence into NN models. First, we represent each class as a column vector of the weight matrix in the penultimate layer, which we name the class embedding matrix. Second, we deduce an equation for correlating the class embedding matrix with the label co-occurrence matrix, ensuring that relevant classes are denoted by vectors with large correlations. Finally, we provide a theoretical analysis of the equation, and propose an algorithm to calculate the initial values of the class embedding matrix from the label co-occurrence matrix. We evaluate our approach with various text extractors, such as Recurrent Neural Network (RNN), Convolutional Neural Network (CNN) and Transformer on four public datasets. The experimental results demonstrate that our approach markedly improves the performance of existing NN models.
I. INTRODUCTION
In many practical applications, a document is often labeled with multiple labels. For example, descriptive texts about books, music or videos may be labeled with more than one label, and a news document may belong to several topics [1] , [2] . Multi-label text classification (MLTC) addresses the problem by learning a mapping function from a document to a relevant subset of the whole classes.
Label correlations are informative to MLTC [3] , [4] . For example, if a movie's descriptive text is labeled with ''Kung Fu'', it is usually also labeled with ''Chinese''. Many models exploit label correlations to improve MLTC performance [3] - [8] . These models can be roughly divided into three categories based on the order of label correlation they exploit: (1) first-order, which ignores the correlation of labels; (2) second-order, which considers the pairwise correlation between labels; (3) high-order, which impose influence of all other labels on each label [1] .
The associate editor coordinating the review of this manuscript and approving it for publication was Yanzheng Zhu . In recent years, considerable progress has been made in deep learning, and NN models have had a dramatic impact on many fields of machine learning [14] . There are also many NN models that address the problem of MLTC. The key difference among different NN models for MLTC is the text feature extractor [49] , such as Convolutional Neural Network (CNN, [22] ), Recurrent Neural Network (RNN, [28] , [47] , [48] ) and Transformer [33] . In addition, these NN models achieve favorable performances because they can exploit label correlations in the penultimate layer by training [2] .
To further explore label correlations for NN models, we propose a novel initialization to incorporate label co-occurrence into NN models. The penultimate layer of NN models is close to the output, which suggests there is more class-specific information in the layer and it is easier to learn class-specific weights in the layer. Thus, just as word embedding represents a word as a continuous dense vector, we represent each class as a column vector of the weight matrix in the penultimate layer of NN models, which we name the class embedding matrix. And the class probability of an example is calculated by the correlation between its feature vector and the class vector. The motivation for our approach is based on the fact that the more examples the two classes are both associated with, the closer the two corresponding class vectors are. With this motivation, we derive an equation between the class embedding matrix and the label co-occurrence matrix. The equation correlates the included angle between two class vectors with the co-occurrence times of the two classes. After theoretical analysis, we find that the equation does not necessarily have an analytical solution. Therefore, we propose an approximate algorithm to calculate the initial values of the class embedding matrix from the label co-occurrence matrix with this equation. Finally, we use the initial values to initialize the class embedding matrix. Our approach belongs to the second-order, which uses the pairwise correlation between labels. In addition, we evaluate our approach with CNN, RNN and Transformer on four public datasets. For each text feature extractor we use the state-of-the-art architecture, i.e. XML-CNN for CNN [22] , Hierarchal Attention Network for RNN [28] and BERT for Transformer [33] . The experimental results demonstrate that our approach works for the various text feature extractors, and BERT with our approach achieves the best performance.
In summary, the key contributions of this work are as follows:
• We represent each class as a column vector of the weight matrix in the penultimate layer, which we name the class embedding matrix. And then we derive an equation to correlate the label co-occurrence matrix and the class embedding matrix.
• We analyze the properties of the equation between the label co-occurrence matrix and the class embedding matrix, and design an algorithm to calculate the initialized values for the class embedding matrix from the label embedding matrix with the equation.
• We validate the effectiveness of our approach with different text feature extractors on four public datasets. In addition, for each text feature extractor, we adopt state-of-the-art architecture, i.e. TextCNN for CNN, Hierarchical Attention Network for RNN and BERT for Transformer.
II. RELATED WORKS A. TEXT FEATURE EXTRACTOR
Text feature extractors can be categorized into two families. One represents a word as a one-hot vector, while the other represents a word as a continuous dense vector of fixed length (i.e. word embedding). The text feature extractor based on one-hot, such as tf-idf, cannot model the similarities between words, resulting in a lack of semantic information. However, word embedding, which is trained on a large corpus, can capture semantic information via the co-occurrence of words. And word embedding is a kind of distributed representation [16] . CBOW and Skip-Gram [17] - [20] are two popular methods for training word embedding. For the above advantage, many text classification models based on word embedding have been proposed [15] . These models usually represent text in terms of word embedding and then input into different neural networks. These models can be roughly divided into two categories according to the architecture of the neural network they use: models based on CNN [21] - [24] and RNN [28] , [29] .
Recently, some researchers have argued that a word has different meanings in different contexts [30] , and have thus proposed contextualized word-embedding and various fine-tuning approaches, such as ULMFiT [31] , GPT [32] , and BERT [33] . These models pre-train language models on certain language model objectives (e.g. the next word prediction), and then fine-tune a supervised downstream task. Among these models, the basic block of GPT and BERT is Transformer, which is composed of attention mechanism [25] . These achieve state-of-the-art results in many NLP tasks.
B. MULTI-LABEL CLASSIFICATION MODELS
Multi-label classification is to learn a function to associate an example with multiple relevant labels. In addition, these models can be divided into two families: i.e., problem transformation models and algorithm adaptation models [1] , [34] :
Problem transformation models fit data to algorithms. Models representative of this type include Binary Relevance [35] , Classifier Chains [36] , Calibrated Label Ranking [37] and Label Power [38] . Binary Relevance transforms multi-label classification into many binary classifiers, and thus does not exploit any correlation among classes. Classifier Chain constructs a chain of binary classifiers that receives the output of previous classifiers as partition input. Calibrated Label Ranking constructs a set of classifiers between pairing classes. Label Power directly transforms multi-label into multi-class classification.
Algorithm transformation models fit algorithms to data. Models representative of this type ML-kNN [39] , ML-DT [40] , Rank-SVM [41] , Modified NN models [2] , [11] . ML-kNN adapts kNN to multi-label classification in the framework of Bayesian probabilities. ML-DT primarily modifies the criterion of node splitting in the decision tree model to adapt to the multi-label classification. Rank-SVM modifies the SVM objective function by maximizing the distance between relevant and irrelevant labels. NN models also modify the loss function (e.g. the pairwise loss function, the binary cross entropy function) for adaptation.
III. APPROACH
In this section, we present our approach, which aims to incorporate label co-occurrence into NN models. First, we briefly review the neural network-based models for MLTC. Then, we present the design of the label co-occurrence matrix, and derive the corresponding equation with the weight matrix in the penultimate layer, which we name the class embedding matrix. Finally, we provide some theoretical analysis of the matrix decomposition that the equation involves and propose an algorithm to calculate the initial values of the class embedding matrix from the label co-occurrence matrix. For ease of reference, we summarize major notations throughout this paper in Table 1 . In addition, all matrices are valid for real numbers.
A. NEURAL NETWORK-BASED MODELS FOR MULTI-LABEL TEXT CLASSIFICATION
We denote an example set by X and let L = {l 1 , l 2 , . . . , l |L| } be the class set. In MLTC, an example
Rank loss is one of the MLTC loss functions that describes the average fraction of reverse-ordering label pairs between the relevant and irrelevant labels. Given an example (x, y) ∈ (X , Y ), for the mapping function f the rank loss is defined as follows [9] :
where c(y) is the cost for a mistake which may depend on properties of ground truth y, and f (x) p is the prediction score for label p. Unfortunately, the rank loss is nonconvex and is thus, difficult to minimize. However, two kinds of convex surrogate loss functions for NN models are proposed, and proven to be consistent with the rank loss [9] , [10] . One is the following pairwise surrogate loss function [9] :
where y r is the relevant subset of y, and y ir is the irrelevant subset of y. The pairwise rank loss function is implemented in the algorithm called BP-MLL [11] . The other is the following univariate surrogate loss function [10] :
where y * p ∈ {−1, 1}. If we set c(y) = 1 and apply sigmoid activation function in the output layer, then we get the Binary Cross Entropy (BCE) loss function [2] :
The BCE loss function has been proven to be consistent with the rank loss [2] , [10] . Additionally, many NN models use the BCE loss function because of its simplicity and effectiveness [12] . Therefore, our approach is based on the BCE loss function.
B. EQUATION BETWEEN LABEL CO-OCCURRENCE MATRIX AND CLASS EMBEDDING MATRIX
Our approach takes the original NN models as the basic models. We first extract a feature vector z : D × 1 from a text via a feature extractor. The feature extractor can be CNN, RNN or Transformer. Then, just as the word embedding matrix represents each word as a continuous vector, we represent each class as each column vector of weight matrix W : D × |L| in the penultimate layer. Let o : |L| × 1 equal to W T z. Finally, we set p = sigmoid(o), where p is with the dimension of |L| × 1. Additionally, sigmoid is an element-wise function, i.e.
NN models with BCE loss function for MLTC are illustrated in Fig. 1 .
Typically, if p i > 0.5, the input text is determined to be associated with the corresponding class l i . And if p i > 0.5, then o i > 0, which means w i T · z > 0, where w i is the i-th column of the class embedding matrix W . Thus, on {X , Y } training , we get the following: 
where N is the number of training examples, #(i, j) is the number of examples that are associated with both l i and l j , and #(i) is the number of examples that are with l i . Compared with (5) and (6), (7) has an advantage where the numerator and denominator have the same order of magnitude, guaranteeing the stability of the numerical calculation. Let θ ij denote the included angle between w i and w j . w i ⊥ and w j ⊥ are respectively the vertical vector of w i and w j . We refer to the included angle between w i and z as θ, and based on the property of cosine function, we get the following:
As shown in Fig. 2 , and according to (8) , we get the following:
P w i · z > 0 and w j · z > 0
Substituting (7) into (11), we get the following: Let Z ij = cos(θ ij ), then we get the following:
Expressing (13) in the form of a matrix yields the following:
Equation (14) is the key result of our approach, which correlates the class embedding matrix W with the label co-occurrence matrix X . The equation ensures that the more examples the two classes share, the closer the distance of their corresponding vectors, and vice versa. In addition, the label co-occurrence matrix Z can be counted and calculated from the training dataset. Thus, the initial values of the class embedding matrix can be calculated from Z , which we denote by W * , and the theoretical analysis on the calculation is deferred to III-C. Finally, we use W * to initialize W .
C. ANALYSIS ON THE DECOMPOSITION OF THE LABEL CO-OCCURRENCE MATRIX Z
Equation (14) involves the decomposition of the label Co-occurrence matrix Z into W T W . In this section, we analyze whether the properties of matrix Z ensure that the decomposition exists.
According to the definition of Z , the following properties hold:
(1) Z is a symmetric real matrix.
The decomposition of Z into W T W exists, if and only if Z is positive definite or positive semi-definite [13] . However, the properties of Z cannot ensure that Z is positive definite or positive semi-definite. Let us take a 3 × 3 matrix M 3 for example:
If M 3 is positive definite or positive semi-definite, then det(M 3 ) ≥ 0 is necessary [13] . However, the value of det(M 3 ) depends on the value of a, b, c, and it may be less than 0, for example,
Therefore, the decomposition of Z into W T W does not necessarily exist. So we propose an algorithm to approximate the decomposition, which is shown in Fig. 3 . We design an objective function error = W T W − Z F , which is minimized by the gradient descent algorithm. If the decomposition exists, then error = 0. If the decomposition does not exist, the algorithm shown in Fig.3 makes W T W approximate Z by minimizing error, and ensures the properties of Z as much as possible. When minimizing error, take w i and w j for example, w i · w j approximates z ij . Thus W satisfies that the more examples the two classes are both associated with, the closer the two corresponding class vectors are. 
IV. EXPERIMENTS
In this section, the four public datasets used in this study are first introduced. Then, details of how to implement our approach with different text feature extractors are presented. Finally, experimental results are reported and discussed.
A. DATASET
We collect four public MLTC datasets to evaluate our approach.
Reuters-21578. Reuters-21578 consists of 10802 texts, which is often used for MLTC evaluation [42] .
RCV1-v2. RCV1-v2 is made up of many documents, including 20,835 training documents and 781,265 test documents [43] within 103 classes.
AG-multi. We obtain the AG corpus on the web, 1 which contains 496,835 classified news articles. We collect news documents that are classified by multiple labels to construct the multi-label text datasets. In addition, any class with less than 100 documents is removed. Finally, we get the AG-multi dataset of 93,480 news articles within 12 classes. We randomly select 80% of AG-multi for training, 10% for validating and 10% for testing.
20newsgroup. The 20newsgroup 2 dataset is roughly evenly partitioned into 20 groups, such as 'talk.politics.misc', 'rec.sport.hockey', etc. We split the newsgroups by '.', for example, 'talk.politics.misc' is split into 'talk', 'politics' and 'misc'. And then, we get a collection of multi-label documents.
For Reuters-21578, RCV1-v2, and 20newsgroup, we reserve 10% of the training dataset for validation. The statistics of these datasets are summarized in Table 2 , where #train, #valid and #test represent the corresponding number of examples, |L| represents the number of total classes, and L represents the average of labels per example.
B. IMPLEMENTATION DETAILS
In this work, we take CNN, RNN, and Transformer as the text feature extractors. Next, we elaborate on three state-of-the-art models that use each of these text feature extractors. For each model, we use BCE as the loss function. And for simplicity, we do not introduce the output layer, which has already been introduced and described before.
1) CONVOLUTIONAL NEURAL NETWORK
For CNN, we adopt XML-CNN as the basic architecture [12] . The whole architecture is shown in Fig. 4 . We first represent the text with the pre-trained word vectors, and then apply convolutional and pooling operations. We then add a fully-connected (FC) layer for controlling the dimension of the feature vector v.
For all datasets, we use the following: pre-trained word2vec vectors that are from [19] (words that do not appear in pre-trained word2vec vectors are initialized randomly following a uniform distribution); convolution kernel size of 3 × d, 4 × d and 5 × d, where d is the dimension of pre-trained word2vec vectors; 256 convolution kernels for each size, rectified linear activation function; dropout rate of 0.5 for regularization. The dropout layer is added before the convolutional layer. In addition, the dimension of v equals the number of total class for each dataset. We adopt Adam [45] to optimize the parameters, and the learning rate is determined by the performance on the validating dataset.
2) RECURRENT NEURAL NETWORK
We use Hierarchical Attention Networks (HAN, [28] ) as the basic model for RNN. HAN applies both word-level and sentence-level attention mechanism. In this study, we only apply the word-level attention mechanism, and the whole architecture is shown in Fig. 5 . We first embed the words to vectors v 1 , v 2 , · · · , v T through the pre-trained word embedding matrix. Then, we use a bidirectional GRU and word attention to get the representation of a text. GRU stands for Gated Recurrent Unit, which is a kind of variant of RNN. The whole calculation is listed specifically as follows:
Finally, we input s into an FC layer to get the feature vector v. In addition, the detailed settings of RNN for MLTC are the same pre-trained word2vec vectors and dimension of the feature vector similar to those in CNN, 128 units in the GRU cell, hyperbolic tangent activation function, and the dropout rate of 0.5. The dropout layer is added before the GRU layer, and the optimization is the same as that used in CNN.
3) TRANSFORMER
For Transformer, we adopt BERT, which is a language representation model [33] and achieves many state-of-the-art results for many NLP tasks. In this study, we input the special classification embedding ([CLS]) of BERT into an FC layer to get the feature vector v. The whole architecture is shown in Fig. 6 .
We use the pre-trained BERT model uncased_L-12_H-768_A-12, 3 which has 12 layers Transformer blocks, 768 hidden units, 12 multi-heads, and 110M parameters in total. Uncased means that the text has been lowercased. We also set the dimension of v to be the number of total classes for each dataset. We adopt the same optimization in the original BERT paper.
C. EXPERIMENTAL RESULTS
We report the detailed experimental results on four datasets in Table 3 , Table 4 , Table 5 and Table 6 . The definition of evaluation metrics can be found in [44] . In addition, the best result is in boldface. The algorithms marked with * use the proposed initialization in this work, and others use the same initialization in the corresponding original paper.
To compare the performance of different approaches across multiple datasets, we apply the corrected Friedman test and the post-hoc Nemenyi test as recommended by Demšar [46] . Friedman test is used to determine whether the performances of different approaches are equal. If a statistically significant difference is detected, Nemenyi test is then used to further distinguish the approaches. For brevity, we only conduct Friedman test on Micro-F1, Marco-F1, Hamming Loss, Accuracy and F1. Note that Micro-F1, Marco-F1 and F1 are composite evaluation metrics of respective precision and recall. For these evaluation metrics except Marco-F1, Friedman test at 0.05 significance level rejects the hypothesis of equal performance. Rare classes have a great influence on Marco-F1, and all these approaches perform approximately equally on the rare classes. Therefore, we further conduct Nemenyi test on Micro-F1, Hamming Loss, Accuracy and F1. Specifically, Nemenyi test figures out the Critical Difference (CD) based on the significance level for average ranks and the number of datasets. The results of the Nemenyi test are presented in Fig. 7 . The average ranks are shown along the horizontal axis, and CD = 3.770 is also shown above the axis.
To summarize, we draw the following conclusions:
• The proposed initialization improves the performance of models with different text feature extractors on most evaluation metrics, even for the state-of-the-art model BERT. The proposed approach incorporates the label co-occurrence into the neural network models, and uses the label co-occurrence matrix to calculate the initial value of the class embedding matrix, thereby improving the performance of different neural network models on the multi-label text classification.
• For all datasets, BERT yields markedly better results than those of XML-CNN and HAN. The reason is perhaps that BERT has more parameters. But it's more likely that the pre-trained language model in BERT works better on describing characteristics of natural language data than word embedding that CNN and RNN adopt.
V. CONCLUSION
In this study, we propose a novel initialization to incorporate label co-occurrence into neural network-based models for multi-label text classification. We represent each class as a column vector of the weight matrix in the penultimate layer, which we name the class embedding matrix. Because related classes usually share the same instances, which is called label co-occurrence in this study, we derive an equation between the class embedding matrix and the label co-occurrence matrix. We also provide a theoretical analysis of this equation, and propose an algorithm to calculate the initial values of the class embedding matrix from the label co-occurrence matrix with this equation. We evaluate our approach with prevalent text feature extractors, including CNN, RNN and Transformer on four public datasets. In addition, we adopt the state-of-the-art architecture for each text feature extractor, i.e. XML-CNN for CNN, HAN for RNN and BERT for Transformer. The experimental results demonstrate the effectiveness of our approach compared with the original initialization in those models. In the future, we will generalize our approach to other multi-label classification tasks.
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