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We compare the response of five different models of two interacting electrons in a quantum dot
to an external short lived radial excitation that is strong enough to excite the system well beyond
the linear response regime. The models considered describe the Coulomb interaction between the
electrons in different ways ranging from mean-field approaches to configuration interaction (CI)
models, where the two-electron Hamiltonian is diagonalized in a large truncated Fock space. The
radially symmetric excitation is selected in order to severely put to test the different approaches to
describe the interaction and correlations of an electron system in a nonequilibrium state. As can be
expected for the case of only two electrons none of the mean-field models can in full details reproduce
the results obtained by the CI model. Nonetheless, some linear and nonlinear characteristics are
reproduced reasonably well. All the models show activation of an increasing number of collective
modes as the strength of the excitation is increased. By varying slightly the confinement potential
of the dot we observe how sensitive the properties of the excitation spectrum are to the Coulomb
interaction and its correlation effects. In order to approach closer the question of nonlinearity we
solve one of the mean-field models directly in a nonlinear fashion without resorting to iterations.
PACS numbers: 73.23.-b, 78.67.-n, 42.50.Pq, 73.21.Hb
I. INTRODUCTION
Far-infrared spectroscopy and transport measurements
were from early on used to investigate the electronic
structure1 of quantum dots of various types. Far-infrared
spectroscopy of arrays of quantum dots2,3 turned out to
be rather insensitive to the exact form of the interac-
tion between the electrons. The reason being that most
arrays of quantum dots resulted in almost parabolic con-
finement of electrons to individual dots in the low energy
regime. Soon it was realized that an exact symmetry
condition, known as the the extended Kohn’s theorem4
is valid for such systems as long as each dot is much
smaller than the wavelength of the dipole radiation, and
results in a pure center-of-mass motion of the electrons
in each dot, independent of the number of electrons and
the nature of the interaction between them. Signatures
of deviations from the parabolic confinement where soon
discovered in experimental results and interpreted with
model calculations based on various approaches to lin-
ear response.5–7 The Coulomb blockade helped guaran-
teeing a definite number of electrons in each quantum
dot homogeneously in the large arrays that were nec-
essary to allow measurement of the weak FIR absorp-
tion signal. Deviations from the parabolic confinement
of electrons in quantum dots lead to the excitation of
internal collective modes that can cause splitting of the
upper plasmonic branch and make visible the classical
Bernstein8 modes.9,10 In the lower plasmonic branch they
lead to weak oscillations caused by filling factor depen-
dent screening properties.11,12
Resonant Raman scattering has been applied to quan-
tum dots to analyze “single-electron” excitations and col-
lective modes with monopole, dipole, or quadrupole sym-
metry (∆M = 0,±1,±2).13,14 As the monopole collective
oscillations are excitations that can be exclusively de-
scribed by internal relative coordinates one would expect
them to be more influenced by the Coulomb interaction
between the electrons than the dipole excitations that
have to be described by relative and center-of-mass co-
ordinates, or purely by the latter ones when the Kohn
theorem holds.4 The ∆M = 0 collective mode among
others was measured by a very different method and cal-
culated for a confined two-dimensional electron system
in the classical regime on the surface of liquid Helium.15
In the far-infrared and the Raman measurements of
arrays of dots the excitation has always been weak and
some version of linear response has been an adequate
approach to interpret the experimental results. All the
same, curiosity has driven theoretical groups into ques-
tioning how the electron system in a quantum dot would
respond as the linear regime is surpassed and a strong ex-
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2citation would pump energy into the system.16–18 These
studies have been undertaken with some kind of a mean-
field model to incorporate the Coulomb interaction be-
tween the electrons. Here, we will explore this nonlinear
excitation regime with a model built on exact numeri-
cal diagonalization or configuration interaction (CI)7 and
compare the results with the predictions of three differ-
ent mean-field approaches, and a time-dependent Hub-
bard model. Besides the question of what happens in
the nonlinear regime, we want to see how close to the
exact results the mean-field models can come for only
two electrons in the dot, a regime that is indeed chal-
lenging for mean-field approaches which in general are
more appropriate for a higher number of electrons. We
will address issues of nonlinear behavior. What do we
classify as nonlinear behavior? Can we see it emerging
in an exact model? How, and when is it inherent in a
mean-field approach?
II. SHORT EXCITATION IN THE THZ REGIME
In order to describe the response to an excitation of
arbitrary strength we will follow the time-evolution of the
system by methods that are appropriate to each model.
At t = 0 the quantum dot is radiated by a short THz
pulse
W (t) = Vtr
|Np| cos (Npφ) exp (−sr2 − Γt)
sin (ω1t) sin (ωt)θ(pi − ω1t), (1)
where θ is the Heaviside step function. For the purpose of
making the response strongly dependent on the Coulomb
interaction between the electrons we select the monopole
or the breathing mode with Np = 0. It should be kept in
mind that this short excitation pulse perturbs the system
in a wide frequency range.
The quantum dot will have a parabolic confinement
potential
Vpar(r) =
1
2
m∗ω20r
2, (2)
with ~ω0 = 3.37 meV. In addition, we will sometimes
add a small potential hill in the center of the dot
Vc(r) = V0 exp (−γr2), (3)
with V0 = 3.0 meV, and a
2γ = 1.0, where a =√
~/(m∗ω0) is the characteristic length scale for the
parabolic confinement. We will be assuming GaAs pa-
rameters here with m∗ = 0.067me and a dielectric con-
stant κ = 12.4. If we select sa2 = 0.8, ~ω1 = 0.658
meV, ~ω = 2.63 meV, and Γ = 2.0 ps−1, then the ini-
tial pulse of duration approximately 3 ps represents a
spatial circular Gaussian pulse rising from zero and van-
ishing after its amplitude gets negative. The system is
perturbed by a radial compression followed by a slight
radial expansion and then left to oscillate freely about
the equilibrium point. The system will be kicked out of
equilibrium and the time-evolution has to be described
accordingly for each model.
The reason for adding the central hill (3) to the quan-
tum dot is to avoid any special symmetry that could re-
sult from the parabolic confinement (2).
III. TIME-EVOLUTION OF QUANTUM DOT
HELIUM WITH A DFT INTERACTION
The details of a density functional theoretical (DFT)
approach to the model used to describe nonadiabatic ex-
citation of electrons in a quantum ring or dots in an exter-
nal magnetic field has been published earlier.17,18 Here,
we will use the model for a vanishing external magnetic
field and properly make clear the difference in the cal-
culation of the time-evolution of this mean-field model
to the CI model. To accomplish this we need to list few
steps.
The “single-electron” energy spectrum of the model is
presented in Fig. 1 at temperature T = 0.1 K and for
a small hill (3) placed in the center of the system. The
FIG. 1. (Color online) The effective single-electron energy
spectrum for the DFT-version of the model of two electrons
in a parabolic quantum dot with a small central hill (3) as a
function of the quantum number of angular momentum M .
The chemical potential, µ, needed to have two electrons in
the dot is indicated by a solid green horizontal line. V0 = 3
meV, T = 0.1 K.
finite, but small temperature is used to stabilize the iter-
ation process used to solve the DFT model. The chemical
potential µ needed to have two electrons in the ground
state of the system is indicated in the figure by a horizon-
tal green line. The calculation is a “grid-free” approach
utilizing the eigenstates of the noninteracting system as
a functional basis {|nM〉}. The interacting states |α) can
not be assigned a definite quantum number n and M , but
as the system is circularly symmetric here, by comparing
the location in the energy spectrum and by checking the
leading contribution to the interacting states we allow
ourselves to assign, for educational purposes, the quan-
tum numbers shown in Fig. 1. The central hill (3) and
3the Coulomb interaction raise the energy of the states
with high M = 0 contribution.
To calculate the time-evolution of the system kicked
out off equilibrium by the perturbing pulse (1) we use the
Liouville-von Neumann equation for the density operator
i~
d
dt
ρ(t) = [H +W (t), ρ(t)], (4)
represented in the noninteracting basis {|n,M〉}. The
structure of this equation is inconvenient for numerical
evaluation so we resort instead to the time-evolution op-
erator T , defined by ρ(t) = T (t)ρ0T
+(t), which has the
simpler equation of motion
i~T˙ (t) = H(t)T (t)
−i~T˙+(t) = T+(t)H(t). (5)
The single-electron basis is truncated after tests for con-
vergence of the time-evolution with the parameters used
here. We discretize time and use the Crank-Nicholson
algorithm for the time-integration with the initial condi-
tion, T (0) = 1.
The circular symmetry of the confinement potential
(Eq.’s (2) and (3)) and the excitation pulse (1) suggest
the mean value of the radius squared to be an ideal ob-
servable to be analyzed. In Fig. 2 we show 〈r2〉 as func-
tion of time t and the strength of the perturbing pulse
Vt. We see already in Fig. 2 that the amplitude of the re-
FIG. 2. (Color online) The time-evolution of the expectation
value 〈r2〉 as function of the strength of the initial pertur-
bation pulse, Vt, for the DFT-version of the model of two
electrons in a quantum dot. V0 = 3 meV, T = 0.1 K.
sponse to the initial perturbation (1) is nonlinear. To
analyze this better we show the Fourier transform in
Fig. 3(a), where we indeed see a local minimum around
Vt ≈ 35− 40 meV.
Curiously enough, this local minimum can not be seen
in the results if we turn off the exchange and the cor-
relation functionals in the DFT model, i.e. if we use a
Hartree approximation (HA) for the Coulomb interac-
tion, see Fig. 4. For a later discussion we note here that
the time-dependent HA calculations for the present pa-
rameters are much more stable then the DFT version. We
FIG. 3. (Color online) The Fourier power spectrum for the
time-evolution of 〈r2〉 for the DFT-version of the model of
two-electrons in a quantum dot. The lower panel is a side
view to demonstrate the stability in frequency for different
values of excitation Vt. V0 = 3 meV, T = 0.1 K.
are thus able to go to higher values of Vt and observe the
time-evolution for longer time resulting in more accurate
Fourier transforms. In the DFT or the HA model the part
of the Hamiltonian describing the effective Coulomb in-
teraction remains time-dependent at all times, even after
the initial perturbing pulse has vanished, since the local
effective potential depends on the electron density which
is oscillating in time. It is thus of no surprise that in
these mean-field models the occupation, the diagonal el-
ements of the density matrix (4), remain time-dependent
as can be seen in Fig. 5. This time-dependence of the oc-
cupation and the effective interaction will be in contrast
to what happens in the CI calculation described below.
In a real system, an open system, the oscillations will
be damped by phonon interactions19 or photons.20 In
the far-infrared regime the radiation time scale is much
longer than the 100 ps during which we follow the evolu-
tion of the system here.
It is possible to construct the time-dependent induced
density, δn(r, t) = n(r, t)− n(r, 0), for the oscillations in
the system in the hope to monitor the modes being oc-
cupied for different values of Vt. In Fig. 6 we see the
4FIG. 4. (Color online) The Fourier power spectrum as a func-
tion of energy and perturbation strength Vt for the Hartree
Approximation. V0 = 3.0 meV, T = 0.1 K.
induced density for the DFT model over approximately
one oscillation for Vt = 5 and 35 meV. It is clear that for
the higher value of excitation a second oscillation mode is
superimposed on the fundamental mode visible for Vt = 5
meV. For still higher excitation this becomes even more
apparent. In Fig. 1 the main “single-electron” contribu-
tion to this collective oscillation is indicated by an arrow
between |00) and |10). Higher excitation brings in a mix-
ing from the |10) to |20) transition, and higher temper-
ature would activate transitions from |0 − 1) to |1 − 1),
and from |01) to |11).
IV. TIME-EVOLUTION OF A QUANTUM DOT
HELIUM DESCRIBED BY A NONLINEAR
SCHRO¨DINGER-POISSON EQUATION
We will consider one more variant of a mean-field
model for the two Coulomb interacting electrons in the
quantum dot. This model could be considered a version
of the HA for a special case, but we investigate it here
for a different reason. It allows for the application of a
nonlinear solution method to be described at the end of
this section.21,22
Consider a S = 0 electron pair located at z1,2 =
x1,2 + iy1,2 in the x − y plane and confined by the 2D
FIG. 5. (Color online) Time-dependent occupation of effective
single-electron states (of the noninteracting basis |nM〉) for
the HA model with a central hill (3) for Vt = 10.0 meV (left
panel), and Vt = 200.0 meV (right panel). V0 = 3.0 meV,
T = 0.1 K.
FIG. 6. (Color online) The induced density δn(r, t) = n(r, t)−
n(r, 0) within one period for the DFT model for Vt = 5 meV
(left), and Vt = 35 meV (right). V0 = 3.0 meV, T = 0.1 K.
parabolic potential (2). Since their spins are opposite,
both electrons can stay, as fermions, in the same or-
bital state ψ. Moreover, they obey a pair orbital sym-
metry. Therefore the simplest two-electron wavefunction
Ψpair(z1, z2, t) is
Ψpair(z1, z2, t) = ψ(z1, t)ψ(z2, t), (6)
5where |Ψpair(z1, z2, t)|2 is the probability density to find
at time t either electron at zi while the other is at zj
(i 6= j = 1, 2). Therefore, the normalization condition
reads∫
d2z1d
2z2|Ψpair(z1, z2, t)|2 =
[∫
d2z|ψ(z, t)|2
]2
= 1.
(7)
We assume that ψ(z, t) ≡ ψ(x, y, t) is a time-dependent
nonlinear state defined by the following Schro¨dinger-
Poisson (SP) differential system
i~
∂
∂t
ψ = Hψ, (8)
∇2Φ = −2piN~ω|ψ|2, (9)
where N is a dimensionless order parameter of the SP
system that defines the strength of the Coulomb repulsive
interaction potential Φ between the particles in units of
~ω0 (in a loose sense, we call it the “norm”: see below
Eq. (12)). The 2D nonlinear Hamiltonian is defined by
H = − ~
2
2m∗
∇2 + Φ(x, y, t) + 1
2
m∗ω20(x
2 + y2). (10)
Using the characteristic length a of the parabolic con-
finement and its frequency ω0 we perform the following
change of variables
X =
x
a
; Y =
y
a
; τ = ωt; ψ =
√
2m∗ω0
~N u(X,Y, τ).
(11)
Accordingly, Eq. (7) becomes∫
|u(X,Y, τ)|2dXdY = N , (12)
while the SP time-space differential system (8-10) yields
i
∂
∂τ
u+∇2X,Y u− V u = 0, (13)
∇2X,Y V + |u|2 − 1 = 0, (14)
where ∇X,Y operates on the new variables X and Y .
The (time-dependent) effective mean-field dimensionless
potential experienced by the particles is
V =
1
2m
∗ω2(x2 + y2) + Φ
~ω0
=
1
4
(X2 + Y 2) +
Φ
~ω0
. (15)
We wish to define the observable which allows compari-
son with the previous sections. Labelling z¯ = 12 (z1 + z2),
x¯ = 12 (x1+x2), and y¯ =
1
2 (y1+y2), we have z¯z¯
∗ = x¯2+y¯2
and therefore
〈〈z¯z¯∗〉〉 = 1
2
[
〈x2〉+ 〈y2〉+ 〈x〉2 + 〈y〉2
]
, (16)
where for any observable A
〈〈A〉〉 =
∫
d2z1d
2z2A|Ψpair|2, (17)
and
〈A〉 =
∫
dxdyA|ψ|2, (18)
(cf. Eq. (7)). Obviously,
√〈〈z¯z¯∗〉〉 is a sound measure
of the time-dependent extension of the system. In the
dimensionless variables (11), it reads
R(τ) =
1√
2
[
〈X2〉u + 〈Y 2〉u + 〈X〉2u + 〈Y 〉2u
] 1
2
, (19)
where
〈A〉u = 1N
∫
dXdY A|u|2, (20)
(cf. Eq. (12)).
The solution of system (8-9) demands the initial profile
ψ(x, y, 0). For these means we use the radial symmetric
ground state of the time-independent system. The Pois-
son equation (9) is two-dimensional here and would thus
produce a logarithmic Green function for homogeneous
space instead of the 1/r three-dimensional that we should
be using since the electric field can not be confined to 2D
even though the electrons can be. But, we do accept this
discrepancy for three reasons. First, the asymptotic be-
havior at r ∼ 0 is not so dissimilar though the logarithm
represents a bit softer repulsion, and second, the long
range behavior will not carry much weight due to the
parabolic confinement potential (2). Third, and most
important, the SP system (8-9) can be solved directly
to obtain a nonlinear solution.21,22 Generally, for physi-
cal mean-field models, which are of course nonlinear, the
traditional method is to seek a solution by iteration. In
case of the HA or the DFT model here, the effective
interaction potential is calculated after an initial guess
has been made for the wavefunctions. Then the new
wavefunctions are sought by methods from linear alge-
bra, and the iterations are continued until convergence is
reached. The wavefunctions will be orthonormal. When
the SP system is solved directly the wavefunctions are not
in general orthonormal. Besides convenience, the reason
for the iteration method is the connection of the Hartree
and Hartree-approximations to higher order methods in
many-body theory, that can only be established in case
of orthonormal solutions. The hope is that the iteration
method supplies the nonlinear solution in this sense or a
solution very close to it. In fact, the nonlinear solutions
are almost orthonormal with some small discrepancy of
the order of 1− 5%.
In Fig. 7 we show the results for the time-evolution
of the expectation value 〈〈z¯z¯∗〉〉 and the corresponding
Fourier transform for the SP model without a central
hill in the quantum dot.
In Fig. 8 we display the time-evolution of the expecta-
tion value 〈〈z¯z¯∗〉〉 and the corresponding Fourier trans-
form for the SP model with a central hill in the dot.
Below, we will compare the location of the main peak or
6FIG. 7. (Color online) The time-dependent expectation value
of 〈r2〉 and the corresponding Fourier power spectrum for the
Schro¨dinger-Poisson model of the quantum dot without a cen-
tral hill. V0 = 0, T = 0 K.
peaks for low Vt for the different models, but here we no-
tice that the main peak shows a local minimum around
Vt = 40 meV, a behavior not so different from the DFT
model, but after Vt = 60 meV the peak splits into a com-
plex collection of smaller peaks. For the system without a
central hill (Fig. 7) this disintegration of the main peaks
happens earlier, and the resulting smaller peaks are fewer
than in the system with a central hill.
The time-evolution in this essentially nonlinear model
is very different from what is known for linear models.
In order to appreciate this fact better we look at a linear
model before we comment futher on the time-evolution
of the SP model.
V. EXACT TIME-EVOLUTION IN A
TRUNCATED FOCK-SPACE
The CI-version of the model is capable to deliver the
time-evolution of few Coulomb interacting electrons in
a quantum dot in an external magnetic field. Here, we
will use it for two electrons in the parabolic confinement
introduced earlier (2) with the option of the small cen-
tral hill (3). The ground state for a vanishing external
magnetic field is calculated in a truncated two-particle
Fock-space. The truncation limits the two-electron Fock-
space to the 16836 lowest states in energy. The Fock-
space is constructed from the single-electron states of the
parabolic confinement. The time evolution is again for-
mally by the same Liouville-von Neuman equation (4)
FIG. 8. (Color online) The time-dependent expectation value
of 〈r2〉 and the corresponding Fourier power spectrum for the
Schro¨dinger-Poisson model of the quantum dot with a central
hill. V0 = 3.0 meV, T = 0 K.
as was used for the mean-field version of the model, but
now the density operator is a two-electron operator that
is expressed in the Fock-space for the interacting two elec-
trons. The main difference here is that the Hamiltonian
of the system is only time-dependent as long as the ini-
tial perturbation (1) is switched on. The Coulomb part
of the Hamiltonian is always time-independent and no
iterations are necessary within each time step in order to
attain convergence for the interaction like in the case of
the DFT-model.
The penalty of this approach is instead the size of the
matrices need for the calculation, but we have used two
important technical items in order to attain the time-
evolution to 100 ps. First, we tested for the present pa-
rameters how much we could reduce the Fock-space for
the time-integration of the time-evolution operator (5).
The states which contribute for Vt = 200 meV to the den-
sity matrix with a contribution larger than 10−5 are less
than 2415, so in the time-integration we further truncate
the Fock-space to that size. We remind that these 2415
interacting two-electron states were initially calculated
using 16836 noninteracting two-electron states. Still the
matrices are considerably larger than in the DFT-case, so
we then rewrote the time-integration to run on powerful
GPU’s.23 Furthermore, we tried two different methods for
the time-integration, in one we refer the time-evolution
operator to the initial time t = 0, and in the other one we
only refer it to the one earlier time step and accumulate
the time-evolution in the density matrix. We selected a
time-step small enough for the methods to give the same
7results.
After the initial perturbation pulse (1) dies out nothing
is explicitly dependent on time in the Hamiltonian and
therefore the diagonal elements of the density matrix, the
occupation of the interacting two-electron states stays
constant. In Figures 9 and 10 we show the Fourier power
spectrum for the collective oscillations of the model ex-
pressed in terms of the expectation value 〈r2〉, together
with the time-independent occupation of each interact-
ing two-electron state participating in the collective os-
cillations. Here, we have a pure parabolic confinement
without a central hill.
FIG. 9. (Color online) The Fourier power spectrum for the
time-dependent expectation value of 〈r2〉 for the CI model
without a central hill. The lower panel focuses in on the
energy axis close to resonances. V0 = 0, T = 0 K.
The logarithmic scale for the occupation in the lower
panel of Fig. 10 hides the fact that for Vt = 200 meV the
occupation of the ground state has fallen to 77%. This
is another measure of the strength of the excitation.
The results for the quantum dot with a central hill (3)
added are shown in Figures 11 and 12
The main surprise for the exact results is that we do
not find any local minimum for Vt ≈ 35−40 meV. Indeed,
the main peak found in the exact results shows behavior
that is closer to the results of the HA if we consider only
the height of the main peak found. There are more peaks
visible in the exact results and that is reminiscent of the
comparison in the linear response regime for the exact
and the Hartree-Fock approach.24 One might of course
worry about the possibility that the DFT-model could
FIG. 10. (Color online) The Fourier power spectrum for the
time-dependent expectation value of 〈r2〉 for the CI model
without a central hill (upper panel). The time-independent
occupation of the interacting two-electron states |α) after the
perturbation pulse has vanished (lower panel). V0 = 0, T = 0
K.
not predict the time-evolution properly or could not de-
scribe the excited states correctly, if it got stuck in some
local minimum instead of a global minimum. We have
tried to exclude this possibility by performing the DFT-
calculation at higher temperatures, T = 1.0 and 4.0 K.
In both cases a minimum around Vt ≈ 35 − 40 meV is
found. In addition, we have varied the minimum seeking,
but in vain, the minimum always reappears.
The DFT-approach can be criticized by our use of a
static functional instead of a more appropriate frequency
dependent one, especially since we are using it to de-
scribe a collective oscillation in the system. We have
no good excuse for this, but interestingly enough the
DFT-model can reproduce the extended Kohn theorem
valid for parabolic confinement for |Np| = 1 with ease.
The same test has of course been used with success both
for the exact CI-model and the Hartree-version of the
DFT-model. Opposite to the CI-model the seeking of the
ground state for the DFT model without a central hill is
a very time-consuming and difficult affair. This behavior
has to be related to the fact that the presence of the cen-
tral hill (3) reduces the importance of the Coulomb inter-
action. In some sense this is also true for the nonphysical
self-interaction in the Hartree-version of the DFT-model.
8FIG. 11. (Color online) The Fourier power spectrum for the
time-dependent expectation value of 〈r2〉 for the CI model
with a central hill. The lower panel focuses in on the energy
axis close to resonances. V0 = 3.0 meV, T = 0 K.
Corresponding reduction of the importance of the
Coulomb interaction in the case of the CI-model can
eventually be seen in the lower panel of Fig. 10 and Fig.
12 for the occupation of the two-electron states caused
by the initial perturbation. The energy spectra for the
100 lowest interacting two-electron states are compared
in the upper panel of Fig. 13. Besides the general behav-
ior of the central hill (3) to increase the energy of each
state we see a partial lifting of degeneracy.
We are here dealing with nonlinear response of a sys-
tem as can be verified by looking at the expectation value
for the total energy of the system described by the CI-
model, after the excitation pulse has vanished, shown
in Fig. 13. The excitation pulse pumps a finite amount
of energy into the system. This is important when in-
terpreting the occupation of the interacting two-electron
states in the system displayed in the lower panels of Fig.
10 and 12. If we look at the system without a central
hill, Fig. 10, we see that the ground state |1) is occupied
with probability close to 1, and for low excitation, Vt,
the next state is |24) and for higher Vt state |26) com-
petes with |24). If we check the energy differences we
find E24 −E1 = 6.139 meV, and E26 −E1 = 6.746 meV,
which indeed fit with the main peak seen and a side peak
appearing for higher Vt in Fig. 9.
For the case of a central hill in the system we find that
again state |24) has the next highest occupation, but now
FIG. 12. (Color online) The Fourier power spectrum for the
time-dependent expectation value of 〈r2〉 for the CI model
with a central hill (upper panel). The time-independent oc-
cupation of the interacting two-electron states |α) after the
perturbation pulse has vanished (lower panel). V0 = 3.0 meV,
T = 0 K.
for the whole Vt range. Next comes state |33) for low
values of Vt. Indeed, we get E24 −E1 = 5.698 meV, and
E33 − E1 = 6.472 meV, which again fits very well with
the location of the peaks in Fig. 11. The graphs of the
occupation of the interacting two-electron states |α) are
thus indicating which states are being occupied as a result
of the excitation of the system. We have verified that
states |24) and |26) for the system without a central hill
and states |24) and |33) for the system with one, all have a
total angular momentum ~M = ~(M1 +M2) = 0, where
Mi is the quantum number for angular momentum of
electron i. As was noted earlier25 the CI-model allows for
contributions to anM = 0 state two single electron states
with angular momentum ±~M , a combination that is not
possible in a HA with circular symmetry.25
In Figure Fig. 14 we compare the Fourier power spec-
tra for Vt = 10 meV and Vt = 200 meV in the case of
the system with a central hill and without one, but here
we have taken an extra long time-series, integrating the
equations of motion for 1000 ps instead of the 100 ps we
have used for the CI-model above. As could be expected
for a linear model the peaks visible at low excitation are
still present with unchanged frequency for strong exci-
tation, but the strong excitation activates several more
9FIG. 13. (Color online) The interacting two-electron spectra
versus the state number µ (upper panel), and total energy
versus the excitation strength Vt (lower panel) compared for
the exact model for the system with (V0 = 3.0 meV) and
without (V0 = 0) a central hill, T = 0 K.
peaks. It is also clear that the presence of the central
hill (Fig. 14(b)) shifts the frequency of the main peaks
and allows for the excitation of many more. The cen-
tral hill does break some special symmetry imposed by
the parabolic confinement, that the Coulomb interaction
alone does not break.
VI. TIME-EVOLUTION OF A HUBBARD
MODEL
Above, we have introduced mean-field theoretical mod-
els and a many-electron model that is solved exactly in
a truncated Fock-space for two electrons to describe the
strong radial excitation of electrons in a quantum dot.
These models do all appear in different studies of linear
response of quantum dots. The mean-field models tend,
due to their nature, though to be used for dots with a
higher number of electrons. The nonlinear SP-model can
though be considered as an attempt to create a version
of a mean-field approach fit for two electrons. For curios-
ity we like to add the last model, the Hubbard model, a
many-electron model that has not often been applied to
describe the electrons in a single parabolically confined
FIG. 14. (Color online) The Fourier power spectra compared
for Vt = 10 meV and Vt = 200 meV for the system without a
central hill (a), and with a central hill (b). T = 0 K.
quantum dot.
The Hamiltonian for the electrons in a quantum dot
described by the Hubbard model is
H = Hint +Hhop +HV, (21)
where the Coulomb interaction between the electrons is
described by a spin dependent contact interaction
Hint = U
N∑
i=1
ni,↓ni,↑, (22)
and the hopping part has the form
Hhop = −t
∑
σ=↓,↑
∑
〈i,j〉
c†i,σcj,σ + h.c., (23)
where 〈i, j〉 denotes a summation over the neighboring
sites. The model is written in terms of the creation c†i,σ,
the destruction ci,σ, and the number operator ni,σ for
electrons with spin σ on site i. The potential part
HV =
∑
σ=↓,↑
N∑
i=1
V (ri)ni,σ, (24)
includes the parabolic potential (2) and possibly the cen-
tral small hill (3).
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We set the Hubbard model on a small square lattice
with totally N sites. We use the numbering of the states
in the Fock-space suggested by Siro and Harju.23 The
height and the width of the lattice is fixed in terms of the
characteristic length scale for the parabolic confinement
to be 6a. The lattice length is then alatt = 6a/(
√
N −
1) and the hopping constant is t = ~2/(2m∗alatt). The
value for the strength of the Coulomb interaction is not
so straightforward to find, but we fix the value of U such
that the energy of the ground state of the system is in
accordance with the value found in the exact model. We
keep in mind that there will always be a difference in
the many-body energy spectrum of these two models,
due to the different treatment of the Coulomb interaction
and the finite square lattice that is bound to break the
angular symmetry of the original model, but we want to
see if we can identify some many-electron character in
the excitation response.
The parabolic confinement of the electrons spreads out
the energy spectrum of the Hubbard model that other-
wise is extremely dense, and thus we can use the same
approach as for the exact many-body model to solve it
exactly within a truncated Fock-space. We performed
this on GPU’s for a 5 × 5 lattice. The results for the
Fourier transform of the time-dependent oscillations in
〈r2〉 are shown in Fig. 15 for the pure parabolic confine-
ment, and in Fig. 16 for the model with a small central
hill (3).
The time-evolution of the system is calculated in the
same way as was used for the CI model using the time-
evolution operators presented above (5) in an interacting
two-electron basis.
The square symmetry of the lattice can be expected
to produce deviations that should already be present in
the excitation spectrum for low excitation.26 We have
tested the Hubbard model for dipole active excitation
modes, Np = ±1, to verify this. The main peak (the
lowest excitation) is indeed split for the Hubbard model
in Figures 15 and 16, and the modes at higher energy,
only appear for a stronger excitation, i.e. a higher value
of Vt. By looking at the lower panels in Figures 15 and 16
we see again that in the system without a central hill (Fig.
15) more modes get active as the excitation grows. This
is in accordance with our observation for the CI model.
We have to admit that on this small lattice chosen the
energy of the lowest mode is a bit higher than all the
other models predict, even though we have chosen the
interaction strength U to give the similar energy for the
ground state as the CI model does. We do not use the
Hubbard model for higher excitation than Vt = 100 meV
to avoid artifacts created by the finite size of the model.
VII. COMPARISON OF MODEL RESULTS AND
DISCUSSION
For the quantum dot with no central hill present
(V0 = 0) at weak excitation, Vt ∼ 0, all the models
FIG. 15. (Color online) The Fourier power spectrum of the
expectation value of 〈r2〉 (upper panel), and the occupation
of the interacting two-electron states (lower panel) for the
Hubbard model without a central hill. V0 = 0, T = 0 K.
deliver one main peak that grows linearly with the ex-
citation strength. As we have seen the Hubbard model
due to the square symmetry imposed by the underlying
lattice has two peaks,26 and in the case of the CI model
we see a small side peak on the “blue” side, reminiscent
of known results for the Np = ±1 modes.24
The location of the main peak in the case of the SP
model is redshifted by an amount slightly surpassing 0.5
meV. This must be accredited to the slightly weaker re-
pulsion of the electrons having a logarithmic singularity
in the case of the SP model instead of the 3D Coulomb
repulsion in the other mean-field approximations, and in
the CI model. With the small central hill in the quantum
dot the location of the main peak in the DFT model is
blue shifted by 0.2 meV compared to the CI model, and
the same analysis gives a blueshift of 0.3 meV for the
HA. Calculations of the ground state for the CI, the SP,
and the DFT model all give similar energy, but the HA
gives results far off.25
In the CI, the SP, and the Hubbard models the in-
clusion of a small central potential hill in the confine-
ment potential of the quantum dot causes more collec-
tive modes to be activated with increasing excitation Vt.
At the same time the lower panels of Figures 10, 12, 15,
and 16 displaying occupation of interacting two-electron
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FIG. 16. (Color online) The Fourier power spectrum of the
expectation value of 〈r2〉 (upper panel), and the occupation
of the interacting two-electron states (lower panel) for the
Hubbard model with a central hill. V0 = 3.0 meV, T = 0 K.
states indicates a slight simplification effects caused by
the central hill, at least for some range of Vt. Amazingly,
in the HA only one peak for the collective oscillations is
seen for the whole range of excitation strength we try.
This is probably caused by the artificial self-interaction
that is specially large for two electrons described with
the HA. On the other hand the dependence of the height
of the main peak on Vt for the Fourier transform of the
expectation value 〈r2〉 for the HA is very close to the
results for the main peak for the CI model.
The finite occupation of higher energy states together
with the increase of the mean total energy seen in the
lower panel of Fig. 13 shows that we have left the linear
response regime with increasing Vt. This fact is further
demonstrated by the nonlinear growth of the height of
the Fourier peak for the expectation value 〈r2〉 for all
models with increasing Vt beyond the linear regime for
low Vt. In addition, we notice that for low Vt the electrons
in the quantum dot oscillate with 〈r2〉 very close to the
ground state value. As the excitation is increased energy
is pumped into the quantum dot and it increases in size.
We have identified nonlinear behavior in all the mod-
els when observing how the amplitude of the oscillations
of 〈r2〉 behave as a function of the excitation strength Vt
once we leave the linear response regime valid for very low
excitation. The CI model is a purely linear model. All
the possible excited states for the CI model are calculated
before the time-integration of the system is started. This
is clearly demonstrated in Fig. 14 where the excitations
are compared for weak and strong excitation. The main
peak at low Vt is still visible in the excitation spectrum
for large Vt, at exactly the same energy. Stronger excita-
tion activates higher lying collective modes, and even in
this simple system there very are many of them available.
The time-evolution for the mean-field models has to
be viewed in different terms. In case of the DFT or the
Hartree model information about the two-electron excita-
tion spectrum does not exist before the time-integration
is started. The effective potential changes in each time-
step and the occupation of effective single-electron states
becomes time-dependent, see Fig. 5. The effective poten-
tial (or equivalently, the density, or the density operator
here) has to be found by iterations in each time-step in
order to include the effects of the Coulomb interaction.
Within each iteration the problem is treated as a linear
one. In case of the SP model the nonlinear solution for
the groundstate is sought directly without an iteration,
and the same is true for the time-dependent solutions.
The time-evolution of the SP model is thus nontrivial and
could in principle bring forward phenomena that could be
blocked by the linear solution requirement within each it-
eration step for the other mean-field models, especially in
a long time series where small effects from this method-
ology gathered in each time-step might sum up.
Within the range for Vt considered here the HA brings
results that look very stable, one peak with no frequency
shift as Vt increases, but with a slight nonlinear behav-
ior for the amplitude of the oscillations of 〈r2〉. The SP
and the DFT models bring similar results for Vt ≤ 60
meV with a local minimum for the amplitude of the os-
cillations of 〈r2〉. For larger values of Vt the SP model
brings a plethora of collective oscillations, and for the
DFT model it becomes too difficult to stabilize a solu-
tion for a longer time interval. It should be kept in mind
that also the CI model, especially for the case of no cen-
tral hill, shows an increased number of active modes, but
only for much stronger excitation and in a more “con-
trolled” way. The different characteristics or the nuance
of the nonlinear properties of the mean-field models may
be influencing their response here to a strong excitation
in a fundamentally different way than in the linear CI
model.
It should be stated once more that extreme care has
been taken in verifying and testing our numerical results
by comparing different numerical methods, models, and
variation of sizes and types of functional spaces and grids.
VIII. CONCLUSION
The modeling of nonlinear response of confined quan-
tum systems on the nanoscale is in its infancy, but may
bring new insight into the systems as the measuring, pro-
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cessing, and growth techniques evolve opening up the
field. For systems with many particles we most likely will
have to rely on mean-field and DFT models, and only for
systems of few particles can we expect to be able to rely
on CI models. In anticipation of this we have studied here
how some of these models fare describing the nonlinear
response of a two electron model.
We have to expect the CI-model to deliver numeri-
cally exact results that we can compare the results of the
other models to. The results of our implementation of a
DFT-model do not compare well when leaving the linear
response regime. This is not totally unexpected as we
have not used any time-dependent functionals. In addi-
tion, the numerical time-integration of the DFT model
is difficult to guarantee for strong excitation and long
times. The Hartree model is easier to use and the overall
qualitative nonlinear response of it is in accordance with
the CI model, except for fine structure of side peaks vis-
ible in the CI model. Similar comparison has been seen
in the linear response earlier24. The results of the coarse
lattice Hubbard model deviate quantitatively from the
CI-results, but the qualitative behavior is similar, side
peaks and occupation of higher modes with increased ex-
citation.
Regarding the emergence of nonlinear effects the com-
parison to the SP model is valuable. In a mean field, or
a local approximation to a DFT theory the results are
usually obtained by iterations, and most often there is
a condition that the underlying linear basis is orthogo-
nal. In calculations of molecules this condition is some-
times relaxed, but most often it is used to guarantee a
connection to higher order many-body methods. This
is not done in the SP model. There the nonlinear so-
lution is found directly and the resulting states are not
orthogonal. Looking at our results we see that this es-
sential nonlinearity does strongly affect the solution of
the SP model beyond some excitation strength. These
effects, emergence of many new excitation modes, split-
ting of modes, is not seen in any of the other models. So,
even if the mean-field and the DFT models are nonlinear,
then the iteration procedure in a linear functional space
does protect them from this mode splitting and multipli-
cation. As stated in the previous section the nonlinear
behavior seen from the CI results is much more mod-
est and probably only results from the “shape” of the
many-body energy spectrum that can be reached with
increasing excitation.
All these points in the end only stress how exciting and
important experimental undertaking into this nonlinear
regime will be.
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