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MODERATE DEVIATIONS OF SUBGRAPH COUNTS IN THE
ERDO˝S-RE´NYI RANDOM GRAPHS G(n,m) AND G(n, p)
CHRISTINA GOLDSCHMIDT, SIMON GRIFFITHS, AND ALEX SCOTT
Abstract. The main contribution of this article is an asymptotic expression for
the rate associated with moderate deviations of subgraph counts in the Erdo˝s-
Re´nyi random graph G(n,m). Our approach is based on applying Freedman’s
inequalities for the probability of deviations of martingales to a martingale repre-
sentation of subgraph count deviations. In addition, we prove that subgraph count
deviations of different subgraphs are all linked, via the deviations of two specific
graphs, the path of length two and the triangle. We also deduce new bounds for
the related G(n, p) model.
1. Introduction
Deviations of subgraph counts in random graphs, and in particular in the Erdo˝s-
Re´nyi random graph G(n, p), have been the focus of intense study in recent years.
Almost all of the results have concerned either small deviations (of the order of the
standard deviation) or large deviations (of the order of the mean). Less is known
about the intermediate range of moderately large deviations.
Corresponding to the first category, deviations of the order of the standard de-
viation, Rucin´ski established [27] that for the entire range of densities p such that
npe(H), (1− p)n2 →∞ the number of copies of a fixed graph H in G(n, p) is asymp-
totically normally distributed. Articles with results that are quantitively stronger
have followed [3, 17, 25, 26]. On the other hand Janson [12] (building on the ear-
lier articles, Janson [11] and Janson and Nowicki [14]) gives a general framework
in which to think about random graph statistics. Among other results, he proves a
functional central limit theorem for the evolution of subgraph count deviations, and
that subgraph counts in G(n,m) are also asymptotically normally distributed.
In the second category, deviations of the order of the mean, usually referred to
as large deviations, have become a major focus in recent years. Interest in these
problems grew after the seminal articles of Vu [28] and Janson and Rucin´ski [15] in
the early 2000s provided many results, using a large range of techniques, which were
still far from best possible. Important subsequent advances include the translation
of such deviation problems into variational problems for graphons (Chatterjee and
Varadhan [7]) and solutions to these variational problems for certain values of the
parameters (Lubetzky and Zhao [20] and Zhao [30]). We recommend the survey of
Chatterjee [6] and the references therein for a more detailed overview. Note that
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the approach of Chatterjee and Varadhan [7], which is applied in the context of the
model G(n, p), has been generalised to apply in G(n,m) by Dembo and Lubetzky [8].
In this article, we focus on deviation events of some intermediate size, usually
called moderate deviations. We shall focus on the random graph model G(n,m),
with a fixed number of edges, which we believe to be the more natural context in
which to study moderate deviations of subgraph counts. For example, in the dense
case, the standard deviation of the number of triangles in G(n,m) is of order n3/2,
while it is of order n2 in G(n, p). This expresses the fact that by far the easiest
way for G(n, p) to have extra triangles is simply to have extra edges. By fixing
the number of edges and working in G(n,m) one studies the finer problem of other
possible causes of triangle count deviations.
Our main contributions are as follows:
(i) We give a general martingale-type expression for subgraph count deviations
in G(n,m) (see Theorem 2.1).
(ii) We prove that subgraph count deviations are generally well predicted by the
deviations of the counts of two specific graphs, P2 and K3 (see Theorem 1.5).
(iii) Using the above results, we determine the asymptotic rate associated with
moderately large subgraph count deviations. That is we determine the func-
tion r = r(n) such that a deviation of this type has probability exp
(− r(1+
o(1))
)
(see Theorem 1.1).
(iv) We deduce results concerning moderately large subgraph count deviations in
G(n, p) which are significantly stronger than previously known bounds (see
Theorems 1.8 and 1.10).
We state other auxiliary results along the way, such as an approximate bound on
deviation probabilities across the whole range of deviations, Theorem 1.6 and an
estimate for the tail of the binomial distribution, Theorem 1.12.
We require the following notation. We write NH(G) for the number of embeddings
of a graph H in a graph G. That is, the number of injective functions φ : V (H)→
V (G) such that
φ(u)φ(v) ∈ E(G) for all uv ∈ E(H) .
This is also referred to in the literature as the number of isomorphic copies of H in
G. When we count without multiplicity we write
(
G
H
)
, so that, for example
NK3(K4) = 24 and
(
K4
K3
)
= 4 .
We shall be interested interested in NH(G), where H is a fixed graph and G is
a large random graph. For example, we think of a fixed graph H with v = v(H)
vertices, and e = e(H) edges, and a large graph G with n vertices and m edges,
where n is taken very large, and m behaves as a function of n. (In view of this
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choice of notation, we will never use e to denote the base of the natural logarithm,
but will rather write exp(1).)
Let N :=
(
n
2
)
. For a graph H with v vertices, and e edges, the expected number
of embeddings (isomorphic copies) of H in G(n,m) is
LH(m) :=
(n)v(m)e
(N)e
, (1.1)
where (n)k := n(n− 1) . . . (n− k + 1) denotes the falling factorial. It will be useful
at times to note that
LH(m) − LH(m− 1) = 1
N −m+ 1
∑
f∈E(H)
(
LH\f (m− 1) − LH(m− 1)
)
. (1.2)
The intuition behind the identity is that both sides represent the increase in the
expected number of embeddings of H caused by the addition of an edge: the sum
on the right hand side corresponds to the expected number of almost complete
embeddings, in the sense that a single edge is not present. Alternatively, direct
calculation shows that both sides have value e(n)v(m− 1)e−1/(N)e.
A natural way to generate G(n,m) is to add the edges one at a time. The Erdo˝s-
Re´nyi random graph process (Gi : i = 0, . . . , N) is defined as follows. Let G0 be the
empty graph, and for each i > 0 let Gi+1 be obtained by adding a uniformly chosen
edge to Gi. Clearly Gm is distributed as G(n,m). The process ends with GN being
the complete graph Kn. We observe that the process is Markovian. We refer the
reader to the books [5, 13] for further background on random graphs.
Our focus will be on subgraph count deviations in Gm. We write DH(Gm) for the
deviation of the H-count in Gm. That is,
DH(Gm) := NH(Gm) − LH(m) . (1.3)
We shall see that paths of length two, which we denote
∧
, and triangles, which we
denote △, play a particularly important role. We write (H∧) for the number of paths
of length two in a graph H and
(
H
△
)
for the number of triangles in H .
Let us define the function γH(t) for t ∈ (0, 1) by
γH(t) :=
(
4
(
H
∧
)2
t2e−2(1− t)2 + 12
(
H
△
)2
t2e−3(1− t)3
)−1
. (1.4)
We now state our main result concerning the asymptotic rate of moderate devia-
tions of subgraph counts. We use the notation f ≪ g for f = o(g).
The model we consider is defined as follows. Let (Gn,m : m = 0, . . . , N), n > 1
be independent copies of the Erdo˝s-Re´nyi random graph process, and let (Gn,t)n>1
denote the sequence of random graphs (Gn,mn)n>1, where mn = ⌊tN⌋. We will be
interested in Gn,t both in the case that t ∈ (0, 1) is a constant, and the case that
t = t(n) is a function of n. We exclude the case that t(n) converges to 1.
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Theorem 1.1. Let t = t(n) ∈ (0, 1) be a sequence bounded away from 1, and let H
be graph with v vertices, e edges, and
(
H
∧
)
> 1. Then
P
(
DH(Gn,t) > αnn
v−3/2
)
= exp
(− γH(t)α2n(1 + o(1))) ,
for every sequence (αn : n > 1) which satisfies either
(i) 1≪ αn ≪ n1/2 and t(n) = t ∈ (0, 1) is constant, or
(ii) max{t1/2n−1/2 logn, te−3/2} ≪ αn ≪ min{t2e−5/2n1/2, te+2n1/2}.
Furthermore the same holds for P
(
DH(Gn,t) < −αnnv−3/2
)
.
Remark 1.2. We initially proved the results of this article in the dense case (i.e.,
with t ∈ (0, 1) a constant), and have now partially extended them to sparser regimes.
The problem of finding the asymptotic rate across the whole range of sparse densities
remains open.
Remark 1.3. In the sparse case, t = o(1), we may simplify γH(t) to
(i)
(
4
(
H
∧
)2
t2e−2(1− t)2)−1 in the case (H△) = 0, or
(ii)
(
12
(
H
△
)2
t2e−3(1− t)3)−1 in the case (H△) > 1.
We may also note that the same dichotomy applies to ΛH(Gn,t) defined below, in the
sense that the term involving D△(Gn,t) dominates, in the sparse case, if
(
H
△
)
> 1.
Remark 1.4. In the dense case, t ∈ (0, 1) constant, the range of deviations con-
sidered (ω(nv−3/2), o(nv−1)), corresponds to the range strictly between the orders of
magnitude of the standard deviation of DH(G) for G ∼ G(n,m) and G ∼ G(n, p)
respectively. This range is best possible, in the sense that the asymptotics of
log(P
(
DH(Gn,t) > αnn
v−3/2)) are different if αn = O(1) or αn = Ω(n1/2). For
αn = O(1) this follows from the central limit theorem of Janson [12]. On the other
hand, if αn = Ω(n
1/2) then the asymptotic log probability is larger1. Theorem 1.6
below gives an exponent which is best possible up to multiplication by constant (in
the dense case) across the whole range of deviations (ω(nv−3/2),Θ(nv)).
A key step in proving Theorem 1.1 is to establish a relation between the sub-
graph count deviations DH(Gn,t) of different graphs H . Specifically, we prove that
DH(Gn,t), the deviation of the H-count in Gn,t is generally well predicted by a cer-
tain linear combination of D∧(Gn,t), the deviation of the P2 count, and D△(Gn,t),
the deviation of the triangle count. Let us define
ΛH(Gn,t) := n
v−3te−2
((
H
∧
)
− 3
(
H
△
))
D∧(Gn,t) + n
v−3te−3
(
H
△
)
D△(Gn,t) (1.5)
1As a particular example, if any vertex has degree n− 1 then D∧(Gn,t) > (1− t)2n2, and this
has probability at least Ω(tn) which is larger than exp(−γ∧(t)(1− t)4n(1+o(1))) for certain values
of t ∈ (0, 1).
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to be this linear combination, where v = v(H) and e = e(H). Note that ΛH(Gn,t)
is nv−3 times a linear combination κD∧(Gn,t) + ρD△(Gn,t), in which the coefficients
depend only on H and t.
Theorem 1.5. Let H be a graph with v vertices and e edges. There exists a constant
C = C(H) such that for all n, and all t = t(n) ∈ (0, 1), we have
P
(∣∣DH(Gn,t)− ΛH(Gn,t)∣∣ > Cbt1/2nv−2) 6 exp(−b) (1.6)
for all 3 logn 6 b 6 t1/2n. Furthermore
P
(∣∣DH(Gn,t)− ΛH(Gn,t)∣∣ > Cbnv−2) 6 exp(−b) (1.7)
for all b > 3 logn.
We also state a weaker version of Theorem 1.1 which applies across the entire
range of possible deviations.
Theorem 1.6. Let H be graph with v vertices and e edges. Then there is a constant
c = c(H) such that for all t = t(n) ∈ (0, 1), and for all α, n > c−1, we have
P
(
|DH(Gn,t)| > αnv−3/2
)
6 exp
(− cαmin{α, n1/2}) .
A discussion of our approach. Our main results, and Theorem 1.1 in particu-
lar, are proved using a pair of lemmas of Freedman [10], stated in Section 3, which
provided an upper and a lower bound on deviation probabilities of martingales. In
particular, in certain circumstances, they imply that the probability that a martin-
gale (Si)
m
i=0 has a certain deviation α from its mean, is given by
exp
(−α2 (1 + o(1))
2β
)
,
where β is asymptotic to the discrete quadratic variation
m∑
i=1
E
[
(Si − Si−1)2
∣∣Fi−1]
of the process.
In order to apply these results in our setting we are presented with two main
challenges. The first is to give a martingale expression for subgraph count devi-
ations DH(Gm). We state both a precise martingale expression for DH(Gm), see
Theorem 2.1, and an approximate (but simpler) martingale expression for DH(Gm),
see Theorem 2.4. The precise martingale expression, Theorem 2.1, is relatively easy
to prove. To verify the accuracy of the approximate martingale expression, Theo-
rem 2.4 is substantially more difficult and this is done in Section 5, as part of the
proof of Theorem 1.5.
The second challenge is to understand the behaviour of the discrete quadratic
variation of these martingale expressions. The relevant result, Proposition 7.1, which
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follows from the more precise Proposition 7.2, allows us to deduce that this discrete
quadratic variation is very predictable – it is very likely to be close to a particular
deterministic function.
Our proof of Proposition 7.2 makes use of Theorem 1.5, which concerns the rela-
tionship between subgraph count deviations, and Theorem 1.6.
We remark that the Hoeffding-Azuma inequality, Lemma 3.1, is simpler to use
than Freedman’s inequality and for this reason we use it to prove various auxil-
iary results. However, we stress that the main theorem itself, Theorem 1.1, could
not be proved using the Hoeffding-Azuma inequality. In essence, the Hoeffding-
Azuma inequality gives substantially weaker bounds than Freedman’s inequality
when the martingale increments are typically much smaller than their maximum pos-
sible value; more precisely, when the conditional second moment of the increments,
E [X2i |Fi−1], are typically much smaller than their essential supremum, ‖Xi‖∞.
Remark 1.7. We developed this discrete martingale approach to understanding
subgraph count deviations precisely because this approach combines well with re-
sults, such as those of Freedman, about discrete martingales. We would like to
acknowledge that a continuous time martingale framework for subgraph counts, and
random graph statistics in general, was developed by Janson [12] in the 1990s. There
are number of connections between our results and those of Janson. In particular,
the significance of P2 and triangle counts is also evident from Janson’s results. We
encourage the interested reader to read [12] for results on the central limit theorem
in G(n,m), results on functional limits of random graph statistics, and much more.
1.1. Moderate deviations of subgraph counts in G(n, p). Until this point we
have focussed exclusively on deviation events in the model G(n,m). We now deduce
results concerning the probabilities of moderate deviations of subgraph counts in
the Erdo˝s-Re´nyi random graph G(n, p). We write q for 1− p here and throughout.
We shall suppress n from the notation and write Gp for a graph chosen according
to the distribution G(n, p), i.e., with each edge included in Gp independently with
probability p. For a graph H with v vertices and e edges, we write
LH(p) := (n)vp
e
for the expected number of isomorphic copies of H in Gp, and
DH(Gp) := NH(Gp) − LH(p)
for the deviation of the H-count NH(Gp) from its mean. We consider deviations of
size δnLH(p) (that is, δn times the mean) where n
−1 ≪ δn ≪ 1. This corresponds to
the range strictly between the standard deviation and the regime of large deviations
(i.e., the order of the mean).
Our first result corresponds to the range δn ≪ n−1/2. In this range we obtain a
precise asymptotic expression for the deviation probability.
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Theorem 1.8. Let p ∈ (0, 1), and let H be a graph with v vertices and e edges. Let
(δn : n > 1) be a sequence such that n
−1 ≪ δn ≪ n−1/2. Then
P (DH(Gn,p) > δnp
e(n)v)
= (1 + o(1))
√
e2q
πp
exp
(
−δ
2
npn
2
4e2q
+
(
(3e− 2)− (3e− 1)p)δ3npn2
12e3q2
− log(nδn)
)
.
Remark 1.9. Observe that the only dependence on the graph H in this range is via
the numbers of edges e. This is related to the fact that it is vastly easier to achieve
this deviation by having extra edges in Gp than achieving the deviation in Gm for
m ≈ pN . In other words, the above expression corresponds to the probability of the
appropriate deviation of the binomial distribution.
The range of larger deviations, n1/2 ≪ δn ≪ 1, is more difficult to study in that
there is a non-trivial interplay between the deviation probabilities of the binomial
distribution and subgraph count deviations in Gm. In particular, we require the full
strength of Theorem 1.1 to obtain the following result. It is for this reason that
γH(p) appears in the rate.
We will also require the following notation. Set
x∗ :=
[
(1 + δn)
1/e − 1]
√
pN
q
,
and for 0 < x <
√
N/2 define
E(x,N) =
∞∑
i=1
(pi+1 + (−1)iqi+1)xi+2
(i+ 1)(i+ 2)pi/2qi/2N i/2
.
We can now state our result for larger deviations. In fact the result may be stated
across the whole range n−1 ≪ δn ≪ 1.
Theorem 1.10. Let p ∈ (0, 1), and let H be a graph with v vertices and e edges.
Let (δn : n > 1) be a sequence such that n
−1 ≪ δn ≪ 1. Then
P (DH(Gn,p) > δnp
e(n)v)
= exp
(
−x
2
∗
2
+ E(x∗, N) + (1 + o(1))
δ2nn
16γH(p)e4p2e−2q2
+ O(logn)
)
.
We remark that the asymptotic rate, which gives the bound
exp
(
−x
2
∗
2
(1 + o(1))
)
= exp
(−δ2npn2
4e2q
+ o(δ2nn
2)
)
,
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already appears in the article of Do¨ring and Eichelsbacher [9]. The difference
between the results is the order of magnitude of the error term. In the range
δn ≫ n−1/2
√
log n we have an error term of the form o(δ2nn) in the exponent
2
On the other hand, the result of Do¨ring and Eichelsbacher [9] holds whenever√
q
p
n−1 ≪ δn ≪ p3e−2q2 .
It may be of interest to investigate for which ranges of δn and p our more precise
expansion remains valid.
We also remark that a weaker result with the 1 + o(1) replaced by O(1) may be
proved using only Theorem 1.6 to bound deviation probabilities for DH(Gm). In
this sense Theorem 1.1 has a relatively minor impact on the strength of the bound
obtained for deviations DH(Gp) in G(n, p). On the other hand, we believe that this
reinforces our argument that G(n,m) is the more natural setting in which to study
these subgraph count deviations in the first place.
Finally, the reader may wonder why we gave the implicit definition −x2∗/2 +
E(x∗, N) rather than just writing out the expansion. The problem is that the
number (and complexity) of the terms in the expansion grows as δn increases. We
illustrate this by giving the expansion in the range n−1/2 logn≪ δn ≪ n−2/5.
Corollary 1.11. Let p ∈ (0, 1), and let H be a graph with v vertices and e edges.
Let (δn : n > 1) be a sequence such that n
−1/2 log n≪ δn ≪ n−2/5. Then
P (DH(Gn,p) > δnp
e(n)v)
= exp
(
− δ
2
npn
2
4qe2
− p[(3e− 1)q − 1]δ
3
nn
2
12q2e3
+
p
[
(e− 1)q[(8e+ 11)q − 6] + 1− 3pq]δ4nn2
48q3e4
+ (1 + o(1))
δ2nn
16γH(p)e4p2e−2q2
)
.
Naturally, both results will rely on an estimate for tail probabilities of the binomial
distribution. While estimates are available (Littlewood [19] for example, see also
McKay [23]), we shall give a proof of the following estimate for completeness. This
result is essentially due to Bahadur [2]. In addition to E(x,N) defined above, let us
also define a truncated version of the sum:
E(x,N, J) =
J∑
i=1
(pi+1 + (−1)iqi+1)xi+2
(i+ 1)(i+ 2)pi/2qi/2N i/2
.
2We believe that it ought to be possible to reduce the error term in the missing range Ω(n−1/2) 6
δn 6 O(n
−1/2
√
logn) to be of the form o(δ2nn), rather than O(log n). For example, one might prove
this by combining our approach with the central limit theorem for subgraph count deviations.
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Adapting the argument from Theorem 2 of Bahadur [2], we obtain the following
asymptotics for
bN (k) = P (Bin(N, p) = k)
and
BN(k) = P (Bin(N, p) > k) .
in terms of xN =
k−pN√
Npq
. The theorem is valid for p ∈ (0, 1) a constant or p = pN a
function.
Theorem 1.12. Suppose that (xN ) is a sequence such that 1≪ xN ≪
√
Npq. Then
bN (⌊pN + xN
√
Npq⌋) = (1 + o(1)) 1√
2πNpq
exp
(
−x
2
N
2
−E(xN , N)
)
and
BN(pN + xN
√
Npq) = (1 + o(1))
1
xN
√
2π
exp
(
−x
2
N
2
− E(xN , N)
)
.
Furthermore, if 1 ≪ xN ≪ (pqN)1/2(pqN)−1/(J+3) then the infinite sum E(xN , N)
may be replaced by the finite sum E(xN , N, J) in both expressions.
The proof of Theorem 1.12 is given in the appendix.
Let us now return to Theorems 1.8 and 1.10 and give an overview of their proofs.
We immediately observe, by conditioning on the number of edges of Gp, that we
may express P (DH(Gp) > δnp
e(n)v) as a sum:
P (DH(Gp) > δnp
e(n)v) =
N∑
m=0
bN (m)P (NH(Gm) > (1 + δn)p
e(n)v) .
For m > pN we have that the first term (bN(m)) is decreasing while the second is
increasing. The proofs are therefore concerned with identifying which terms make
the largest contribution.
In the case of Theorem 1.10 the problem reduces exactly to a calculation of the
maximum, as all other effects are swallowed up in the O(logn) error term in the
exponent.
In the case of Theorem 1.8 we exploit the fact that there is an interval [m−, m+]
over which the first term (bN (m)) decreases very little and the second term grows
from o(1) to 1− o(1).
Layout of the article. In Section 2 we present Theorem 2.1, the general mar-
tingale expression for the subgraph count deviation DH(Gm). We also present an
important approximate representation, Theorem 2.4, and a lemma relating subgraph
counts to subgraph counts in the complementary graph. In Section 3 we state the
martingale inequalities that we shall use throughout the article. These include the
Hoeffding-Azuma inequality, a related inequality adapted to G(n,m) and, crucially,
Freedman’s inequalities for the probability of deviations of martingales. In Section 4
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we prove bounds concerning the behaviour of degrees and codegrees in G(n,m). In
Section 5 we prove the approximate representation result, Theorem 2.4, and deduce
Theorem 1.5.
We then turn our focus towards deviation probabilities themselves. In Section 6,
we prove Theorem 1.6, which gives a general though not especially precise bound on
subgraph count probabilities. In order to prove the tighter result Theorem 1.1, we
must first understand better the variances and covariances of the increments of the
martingale representation. In Section 7 we prove bounds on general covariances of
increments in the martingale representation of DH(Gm), and in Section 8 we prove
Theorem 1.1.
Finally, in Section 9 we deduce our results for subgraph count deviations in
G(n, p).
Notation. Throughout N denotes
(
n
2
)
. Let us also recall that NH(G) denotes the
number of embeddings of a graph H in a graph G, and that
(
G
H
)
denotes the number
of copies of H in G counted without multiplicity.
Use of m and t: In Sections 2, 3 and 4, we work with the Erdo˝s-Re´nyi random
graph process and use m simply to denote the number of edges of Gm. In later
sections m is used specifically to refer to ⌊tN⌋. The latter use corresponds to the
use in the definition of Gn,t as Gn,m with m = ⌊tN⌋.
Use of i and s: We think of Gm as the result of a realisation of the random graph
process (Gi : i = 0, . . . , m). In this context we use s throughout to refer to i/N ,
the proportion of pairs that occur as edges of Gi. This usage occurs below in the
definitions of XH(Gm),Λ
∗∗
H (Gn,t), VF,F ′(i, n) and WF,F ′(Gi−1), for example.
Use of v and e: We use v and e to denote the number of vertices and edges of
the small graph we are currently working with. The majority of the time this is the
graph H . However, in Section 5.1 and Section 7 it is the graph F . When necessary
we write v(F ) and e(F ), for example, to avoid ambiguity.
Introductory notation: First introduced:
LH(m) :=
(n)v(m)e
(N)e
(1.1)
DH(Gm) := NH(Gm) − LH(m) (1.3)
AH(Gm) := NH(Gm) − NH(Gm−1) (2.1)
γH(t) :=
(
4
(
H
∧
)2
t2e−2(1− t)2 + 12
(
H
△
)2
t2e−3(1− t)3
)−1
(1.4)
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Martingale increments related to subgraph count deviations: First introduced:
XH(Gm) := AH(Gm) − E
[
AH(Gm)
∣∣Gm−1] (2.2)
X∗F (Gi) := n
v−3se(F )−2
((
F
∧
)
− 3
(
F
△
))
X∧(Gi) + n
v−3se(F )−3
(
F
△
)
X△(Gi) (5.1)
YF (Gi) := XF (Gi) − X∗F (Gi) (5.2)
Additionally, XH(Gi; t), see (2.5), is defined by
XH(Gi; t)
:= nv−3te−3
(
t
(
H
∧
) (1− t)2
(1− s)2X
∧(Gi) +
(
H
△
) (1− t)3
(1− s)3
(
X△(Gi)− 3sX∧(Gi)
))
.
There are three random variables ΛH(Gn,t),Λ
∗
H(Gn,t) and Λ
∗∗
H (Gn,t) that all ap-
proximate DH(Gn,t) in some sense. They are first defined respectively as equa-
tions (1.5), (2.6) and (5.23). In the following definitionm denotes ⌊tN⌋ and XH(Gi, t)
and XF (Gi) are as defined above.
ΛH(Gn,t) := n
v−3te−2
((
H
∧
)
− 3
(
H
△
))
D∧(Gn,t) + n
v−3te−3
(
H
△
)
D△(Gn,t)
Λ∗H(Gn,t) :=
m∑
i=1
XH(Gi; t)
Λ∗∗H (Gn,t) :=
m∑
i=1
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e XF (Gi)
Degrees, codegrees and their deviations: First introduced:
du(Gm) := degree of u in Gm
Du(Gm) := du(Gm) − 2m
n
(4.1)
du,w(Gm) := codegree of u in Gm
Du,w(Gm) := du,w(Gm) − (n− 2)(m)2
(N)2
(4.2)
∆(ei) := Du(Gi−1)2 +Dw(Gi−1)2 +Duw(Gi−1)2 (5.7)
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Functions related to covariance: First introduced:
VF,F ′(i, n) := n
v+v′−5se+e
′−4(1− s)(sθ1(F, F ′) + (1− s)θ2(F, F ′)) (7.1)
θ1(F, F
′) := 8
(
F
∧
)(
F ′
∧
)
(7.2)
θ2(F, F
′) := 36
(
F
△
)(
F ′
△
)
(7.2)
WF,F ′(Gi−1) := 8nv+v
′−7se+e
′−4(F
∧
)(
F ′
∧
)
D∧(Gi−1) (7.3)
Finally, we write log for the natural logarithm.
2. Martingale expression for DH(Gm)
In this section we state and prove Theorem 2.1, our martingale expression for
DH(Gm). In doing so, we also prove Lemma 2.3, which concerns the expected
number of copies of H created with the addition of the mth edge. We also state
an approximate expression for DH(Gm), see Theorem 2.4, which will be proved in
Section 5 as part of the proof of Theorem 1.5.
For the duration of the section, let us fix n and let (Gm : m = 0, . . . , N) be a
realisation of the Erdo˝s-Re´nyi random graph process on n vertices. It is helpful to
think of Gm as also including the information of the order in which its edges were
added. Let us define
AH(Gm) := NH(Gm) − NH(Gm−1) , (2.1)
the number of embeddings (isomorphic copies) of H created with the addition of
the mth edge. Our martingale expression for DH(Gm) will be based on centered
versions of these random variables. Let
XH(Gm) := AH(Gm) − E
[
AH(Gm)
∣∣Gm−1] . (2.2)
Note thatXH(Gm) is obtained fromAH(Gm) by shifting it so that E [XH(Gm)|Gm−1] =
0.
We may now state the martingale expression for DH(Gm).
Theorem 2.1. Let H be a graph with v vertices and e edges. Then
DH(Gm) =
m∑
i=1
∑
F⊆E(H)
(N −m)e(F )(m− i)e−e(F )
(N − i)e XF (Gi) , (2.3)
where the inner sum is taken over all 2e graphs F with V (F ) = V (H) and E(F ) ⊆
E(H).
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Remark 2.2. Equation (2.2) shows that XH(Gm) is a martingale increment with
respect to the natural filtration of G0, . . . , GN . Since∑
F⊆E(H)
(N −m)e(F )(m− i)e−e(F )
(N − i)e XF (Gi)
is a linear combination of the random variables XF (Gi), it too is a martingale
increment, and so (2.3) is indeed a martingale.
We begin with a lemma about E [AH(Gm)|Gm−1], the expected number of embed-
dings (isomorphic copies) of H created with the mth edge, given the graph Gm−1.
Lemma 2.3. In the Erdo˝s-Re´nyi random graph process (Gm : m = 0, . . . , N),
E
[
AH(Gm)
∣∣Gm−1] = 1
N −m+ 1
∑
f∈E(H)
(
NH\f(Gm−1)−NH(Gm−1)
)
=
(
LH(m)− LH(m− 1)
)
+
1
N −m+ 1
∑
f∈E(H)
(
DH\f (Gm−1)−DH(Gm−1)
)
,
where H \ f denotes the graph obtained from H by removing the edge f .
Proof. Let us first observe that the second equality follows directly from the defini-
tions. Indeed, one may simply expand NH(Gm) as LH(m)+DH(Gm), and use (1.2).
We now prove the first equality. We may view AH(Gm), the number of embeddings
(isomorphic copies) of H created with the addition of the mth edge, em, as a sum
AH(Gm) =
∑
f∈E(H)
AH,f (Gm) ,
where AH,f(Gm) denotes the number of embeddings of H created with the addition
of em, in which em is the image of the edge f of H . It therefore suffices to prove
that
E
[
AH,f (Gm)
∣∣Gm−1] = 1
N −m+ 1
(
NH\f (Gm−1)−NH(Gm−1)
)
(2.4)
for each f ∈ E(H).
Fix f ∈ E(H). In order for an injective function φ : V (H)→ V (Gm) to represent
an embedding of H in Gm, but not in Gm−1, and have em = φ(f), it is necessary
and sufficient that φ embeds H \ {f} into Gm−1, that φ(f) is not an edge of Gm−1,
and, finally, that em is chosen to be φ(f).
The number of injective functions obeying the first two conditions is precisely
NH\f (Gm−1)−NH(Gm−1), and, for any such φ, the probability that em is chosen to
be φ(f) is 1/(N −m+ 1). The required equation, (2.4), follows immediately. 
We now prove Theorem 2.1.
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Proof. The proof is by induction on e = e(H), and on m ∈ {0, . . . , N}. If e = 1 or
m = 0 the result holds trivially. Now consider a graph H with v vertices and e > 2
edges, and m ∈ {1, . . . , N}. We may expand DH(Gm) as follows
DH(Gm) = NH(Gm) − LH(m)
= NH(Gm−1) + AH(Gm) − LH(m− 1) −
(
LH(m)− LH(m− 1)
)
= DH(Gm−1) + AH(Gm) −
(
LH(m)− LH(m− 1)
)
= DH(Gm−1) + XH(Gm) + E
[
AH(Gm)
∣∣Gm−1]− (LH(m)− LH(m− 1))
= DH(Gm−1) + XH(Gm) +
1
N −m+ 1
∑
f∈E(H)
(
DH\f (Gm−1)−DH(Gm−1)
)
,
where we have used the definition of XH(Gm) in the fourth line and Lemma 2.3 in
the last line.
We have an expression for DH(Gm) in terms of XH(Gm) and a linear combination
of deviations DF (Gm−1) with F ⊆ H . By the induction hypothesis each of these may
be expressed as a linear combination of the XF (Gi) with F ⊆ E(H) and 1 6 i 6 m.
One may check that the resulting expression for DH(Gm) is that claimed. 
We now give a simpler expression which approximates DH(Gm) very well. Since
this expression is itself closely related to the quantity ΛH(Gn,t) which appears in
Theorem 1.5, we use the notation Λ∗H(Gn,t). For a graph H with v vertices and e
edges, let us first define
XH(Gi; t) := n
v−3
(
te−2
(
H
∧
) (1− t)2
(1− s)2X
∧(Gi) + t
e−3(H
△
) (1− t)3
(1− s)3
(
X△(Gi)− 3sX∧(Gi)
))
(2.5)
where s = i/N , as it is throughout the article, and define
Λ∗H(Gn,t) :=
m∑
i=1
XH(Gi; t). (2.6)
We are now ready to state Theorem 2.4. The statement will be given for t ∈
(0, 1/2]. This form is sufficient for the proof of Theorem 1.5.
Theorem 2.4. Let H be a graph with v vertices and e edges. There exists a constant
C = C(H) such that for all t = t(n) ∈ (0, 1/2] we have
P
(∣∣DH(Gn,t)− Λ∗H(Gn,t)∣∣ > Cbt1/2nv−2) 6 exp(−b) (2.7)
for all 3 logn 6 b 6 t1/2n. Furthermore,
P
(∣∣DH(Gn,t)− Λ∗H(Gn,t)∣∣ > Cbnv−2) 6 exp(−b) (2.8)
for all b > 3 logn.
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Remark 2.5. The curious reader may wonder why we express the terms XH(Gi; t)
of Λ∗H(Gn,t) as a linear combination of X∧ and X△− 3sX∧ rather than directly as a
linear combination of X∧ and X△. We consider this choice natural because X∧ and
X△ − 3sX∧ are asymptotically orthogonal (i.e., uncorrelated) in the sense that
E
[
X∧(Gi)
(
X△(Gi)− 3sX∧(Gi)
) ∣∣∣Gi−1]
is typically o(n), while their individual variances are Θ(n). See Section 7 for more
details.
In fact, the result holds for all t ∈ (0, 1). This follows directly from Theorem 1.5
and (5.34).
Theorem 2.6. Theorem 2.4 holds for t = t(n) ∈ (0, 1).
Theorem 2.4 is proved in Section 5 as part of the proof of Theorem 1.5. After
proving Theorem 1.5 we easily deduce Theorem 2.6.
2.1. An aside: subgraph counts from subgraph counts in the complement.
We record a simple lemma that allows one to relate subgraph counts inG to subgraph
counts in the complement Gc.
Lemma 2.7. Let H and G be graphs, and let Gc be the complement of G, then
NH(G) =
∑
H′⊆E(H)
(−1)e(H′)NH′(Gc) , (2.9)
where the sum is over all 2e(H) subgraphs of H.
Proof. Writing N indH (G) for the number of induced embeddings (isomorphic copies)
of H in G we have, by inclusion-exclusion, that
N indF (G) =
∑
F⊆H⊆Kv
(−1)e(H)−e(F )NH(G) ,
and, in the other direction,
NH(G) =
∑
H⊆F⊆Kv
N indF (G) =
∑
F c⊆Hc
N indF c (G
c)
where Kv is the complete graph on the vertex set of H .
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We now have
NH(G) =
∑
F c⊆Hc
N indF c (G
c)
=
∑
F c⊆Hc
∑
F c⊆H′⊆Kv
(−1)e(H′)−e(F c)NH′(Gc)
=
∑
H′⊆Kv
(−1)e(H′)NH′(Gc)
∑
H∪(H′)c⊆F⊆Kv
(−1)e(F c)
=
∑
H′⊆H
(−1)e(H′)NH′(Gc) ,
where the last line follows since the sum over F in the line above gives 1 ifH∪(H ′)c =
Kv and 0 otherwise. 
By linearity, the same identity holds for deviations.
Corollary 2.8. Let H and G be graphs, and let Gc be the complement of G, then
DH(G) =
∑
H′⊆E(H)
(−1)e(H′)DH′(Gc) ,
where the sum is over all 2e(H) subgraphs of H.
Proof. This follows easy from Lemma 2.7 by linearity. Indeed, by taking expectation
(with G ∼ G(n, e(G))) on both sides of (2.9) we obtain that
LH(e(G)) =
∑
H′⊆E(H)
(−1)e(H′)LH′(e(Gc)) .
Subtracting this from (2.9) gives the required identity. 
3. Martingale deviation inequalities
In this section we state the Hoeffding-Azuma inequality [1, 16] which bounds the
probability of martingale deviations. The particular form of the Hoeffding-Azuma
inequality we shall use is stated as Corollary 3.2.
For certain key results, including our main theorem, we need to use an inequality of
Freedman [10] instead. Freedman’s inequality gives significantly stronger bounds in
certain contexts; in particular when the martingale increments, Xi, have conditional
second moments, E [X2i |Fi−1], much smaller than ‖Xi‖2∞.
We begin with the Hoeffding-Azuma inequality and its corollary. The corollary is
an application of the inequality to functions f(Gm), where Gm ∼ G(n,m).
Let (Sn)n>0 be a martingale with respect to a filtration (Fn)n>0. Write Xi =
Si − Si−1, i > 1 for its increments and note that E [Xi|Fi−1] = 0 for all i > 1.
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Lemma 3.1 (Hoeffding-Azuma inequality). Let (Sm)
M
m=0 be a martingale with in-
crements (Xi)
M
i=1, and let ci = ‖Xi‖∞ for each 1 6 i 6 M . Then, for each a > 0,
P (SM − S0 > a) 6 exp
(
−a2
2
∑M
i=1 c
2
i
)
.
Furthermore, the same bound holds for P (SM − S0 < −a).
Let us write Gn,m for the family of graphs with n vertices and m edges. One may
think of Gn,m as endowed with an edit distance, in which graphs which differ in two
edges, G and G\{ei}∪{ej} for example, have distance 1. It is then natural to say a
function f : Gn,m → R is C-Lipschitz, if |f(G)− f(G′)| 6 C for all pairs of adjacent
graphs G,G′.
Given a function ψ : E(Kn) → R+, let us say that a function f : Gn,m → R is
ψ-Lipschitz if for every adjacent pair of graphs G,G′ ∈ Gn,m we have∣∣ f(G) − f(G′) ∣∣ 6 ψ(ei) + ψ(ej) ,
where G△G′ = {ei, ej}.
Corollary 3.2. Given ψ : E(Kn) → R+ and a ψ-Lipschitz function f : Gn,m → R,
we have
P (f(Gm) − E [f(Gm)] > a) 6 exp
( −a2
8‖ψ‖22
)
for all a > 0, where ‖ψ‖22 :=
∑
e∈E(Kn) ψ(e)
2.
Furthermore, the same bound holds for P (f(Gm) − E [f(Gm)] 6 −a).
Remark 3.3. While we include a proof of this corollary for completeness, we do
not claim that it is an original result. The statement is very close in spirit to that of
McDiarmid’s concentration inequality [22], although in a slightly different setting,
as we do not have independence. See also Warnke [29], where generalisations of
McDiarmid’s inequality are proved, including one where the independence condition
may be weakened.
Proof. Let e1, . . . , eN be an ordering of the edges of Kn in which ψ is decreasing.
Consider the martingale
Zi = E
[
f(Gm)
∣∣Gm ∩ {e1, . . . , ei}] ,
where the conditioning indicates that we reveal the first i edges in the ordering.
Observe that Z0 = E [f(Gm)] and ZN = f(Gm). The result will follow immediately
from the Hoeffding-Azuma inequality provided we prove that∣∣Zi − Zi−1∣∣ 6 2ψ(ei) almost surely. (3.1)
Let G− := Gm∩{e1, . . . , ei−1} and let us set m− = |G−| and m′ = m−m−−1. We
may generate Gm as follows. Let J be a uniformly random subset of {i+ 1, . . . , N}
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of cardinality m′, and let k be chosen uniformly in {i+ 1, . . . , N} \ J . We promise
that Gm will be given by either
G− ∪ {ei} ∪ {ej : j ∈ J} =: G−,i,J (3.2)
if ei ∈ Gm or by
G− ∪ {ek} ∪ {ej : j ∈ J} =: G−,k,J (3.3)
if ei /∈ Gm. With this in mind, we have
E
[
f(Gm)
∣∣Gm ∩ {e1, . . . , ei}]
= 1ei∈GmEJ [f(G−,i,J)|G−] + 1ei 6∈GmEJ,k[f(G−,k,J)|G−]
= EJ,k[f(G−,k,J)|G−] + 1ei∈GmEJ,k[f(G−,i,J)− f(G−,k,J)|G−]
and
E
[
f(Gm)
∣∣Gm ∩ {e1, . . . , ei−1}]
= P (ei ∈ Gm|G−)EJ [f(G−,i,J)|G−] + P (ei 6∈ Gm|G−)EJ,k[f(G−,k,J)|G−]
= EJ,k[f(G−,k,J)|G−] + P (ei ∈ Gm|G−)EJ,k[f(G−,i,J)− f(G−,k,J)|G−] .
It follows that
Zi − Zi−1 = EJ,k[f(G−,i,J)− f(G−,k,J)|G−](1ei∈Gm − P (ei ∈ Gm|G−)) .
Since |1ei∈Gm − P (ei ∈ Gm|G−) | 6 1, we obtain
|Zi − Zi−1| 6
∣∣EJ,k[f(G−,i,J)− f(G−,k,J)|G−]∣∣ 6 EJ,k[|f(G−,i,J)− f(G−,k,J)|∣∣G−] .
and since |f(G−,i,J)− f(G−,k,J)| 6 φ(ei) + φ(ek) 6 2φ(ei) we obtain (3.1). 
We now state Freedman’s inequality, and the related converse inequality.
Probabilistic intuition would suggest that deviation probabilities ought to be more
closely connected to the second moment of the increments Xi than to ‖Xi‖∞. Freed-
man’s inequality [10] essentially allows us to replace ‖Xi‖2∞ by E [X2i |Fi−1], the
conditional second moment.
Lemma 3.4 (Freedman’s inequality). Let (Sm)
M
m=0 be a martingale with increments
(Xi)
M
i=1 with respect to a filtration (Fm)Mm=0, let R ∈ R be such that maxi |Xi| 6 R
almost surely, and let
V (m) :=
m∑
i=1
E
[ |Xi|2 ∣∣Fi−1] .
Then, for every α, β > 0, we have
P
(
Sm − S0 > α and V (m) 6 β for some m
)
6 exp
( −α2
2(β + Rα)
)
.
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In addition, Freedman [10] proved that this exponent is often close to best possible.
Before stating this converse, let us restate the above inequality. Define the stopping
time mα to be the least m such that Sm > S0 + α, and define
Tα := V (mα) .
The above inequality states that
P (Tα 6 β) 6 exp
( −α2
2(β +Rα)
)
.
Freedman’s converse inequality [10] is as follows.
Lemma 3.5 (Converse Freedman inequality). Let (Sm)
M
m=0 be a martingale with in-
crements (Xi)
M
i=1 with respect to a filtration (Fm)Mm=1, let R be such that maxi |Xi| 6
R almost surely, and let Tα be as defined above. Then, for every α, β > 0, we have
P (Tα 6 β) >
1
2
exp
(−α2(1 + 4δ)
2β
)
,
where δ > 0 is minimal such that β/α > 9Rδ−2 and α2/β > 16δ−2 log(64δ−2).
From the point of view of our present applications, the essential content of these
inequalities is that
P (Tα 6 β) = exp
(−α2(1 + o(1))
2β
)
when αR ≪ β ≪ α2. See Section 3.4 of [22] for other martingale inequalities in a
similar spirit.
3.1. A bound for the hypergeometric distribution. The hypergeometric dis-
tribution represents the number of successes in a series of draws without replace-
ment. Given N,K,m, a random varianble Sm has hypergeometric distribution with
parameters N,K,m if P (Sm = k) =
(
K
k
)(
N−K
m−k
)
/
(
N
m
)
. If µ = E[Sm] = Km/N we
have the following bounds on the upper tail:
P (Sm > µ+ a) 6 exp
( −a2
2µ+ 2a/3
)
6 exp
( −a2
2µ+ a
)
(3.4)
and the lower tail:
P (Sm 6 µ− a) 6 exp
(−a2
2µ
)
, (3.5)
which were proved in [16]. They also appear in Theorem 2.10 of [13].
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4. Degrees and codegrees in G(n,m)
There are many results on degree sequences of random graphs, for more informa-
tion see the articles of Bolloba´s [4], McKay and Wormald [24] and Liebenau and
Wormald [18] and the refernces therein.
We are not aware of a direct reference for the degree and codegree bounds that we
require. In this section we prove bounds on the probability of certain events related
to degrees and codegrees in the model G(n,m). All the proofs are straightforward
applications of Corollary 3.2, a form of the Hoeffding-Azuma inequality.
The three degree deviation results we prove concern the largest degree deviation,
the sum of fourth powers of degree deviations and the sum of squares of degree
deviations. After stating these results in Section 4.1, we state the analogous codegree
results in Section 4.2. We make no effort to optimise the constants in any of these
results.
Although it differs from the standard notation, we write du(G) for the degree of
a vertex u in a graph G. In the case of Gm ∼ G(n,m) the expected degree of u is
2m/n, and so
Du(Gm) := du(Gm) − 2m
n
(4.1)
is the deviation of the degree of u from its mean. We shall also consider codegrees,
writing du,w(G) for the number of common neighbours of vertices u and w in a graph
G, and
Du,w(Gm) := du,w(Gm) − (n− 2)(m)2
(N)2
(4.2)
for the deviation of du,w(Gm) from its mean.
4.1. Degrees. We prove bounds related to the maximum degree deviation (Lemma 4.1),
the sum of fourth powers of degree deviations (Lemma 4.2), and the sum of squares
of degree deviations (Lemma 4.3).
We first state the result about the maximum degree deviation. Let
Dmax(Gm) := max
u
Du(Gm)
and
Dmin(Gm) := min
u
Du(Gm) .
Lemma 4.1. For all b > log n, and all m 6 N , we have
P
(
Dmax(Gm) > 4b
1/2t1/2n1/2 + 4b
)
6 exp(−b) .
Furthermore, the same bound holds for the event Dmin(Gm) < −4b1/2t1/2n1/2 − 4b.
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Proof. Fix a vertex u ∈ V (Gm) and let a = 4b1/2t1/2n1/2 + 4b. The degree du(Gm)
has hypergeometric distribution with parameters N, n − 1, m. By the bound (3.4)
on the tail of the hypergeometric distribution we have
P (Du(Gm) > a) 6 exp
( −a2
2tn + a
)
6 exp(−2b) .
A union bound over the n 6 exp(b) vertices completes the proof of the main state-
ment. The lower tail bound follows by a similar argument. 
Our result on the sum of fourth powers of degree deviations is as follows.
Lemma 4.2. There is a constant C > 0 such that, for all b > n1/2, and all m 6 N ,
we have
P

 ∑
u∈V (Gm)
Du(Gm)
4 > Cbn2min{b, n}

 6 exp(−b) .
Proof. Fix b > n1/2. We define a family of events related to degree deviations. For
each j > 1, let
aj := 2
3−j/2b1/2n1/2 + 23−j/8n5/8 .
We may immediately note that
a2j > 2
6−jbn + 26−j/4n5/4 (4.3)
and that
a4j 6 2
15−2jb2n2 + 215−j/2n5/2 . (4.4)
For each j > 1 and for each set U ⊆ V (Gm) of cardinality 2j we define E+j,U to be
the event that
Du(Gm) > aj for all u ∈ U ,
and E−j,U to be the event
Du(Gm) < −aj for all u ∈ U .
Claim: P
(
E+j,U
)
6 exp(−2b− 21+3j/4n1/4).
Proof of Claim: Define
f(Gm) =
∑
u∈U
Du(Gm) .
We observe that E [f(Gm)] = 0 and that f is ψ-Lipschitz for the function ψ(e) =
|e ∩ U |. We have ∑e∈E(Kn) ψ(e)2 6 4|U |n = 2j+2n. We are now ready to apply
Corollary 3.2. Noting that f(Gm) > 2
jaj on the event E
+
j,U , we have
P
(
E+j,U
)
6 P
(
f(Gm) > 2
jaj
)
6 exp
(−22ja2j
2j+5n
)
.
The claim now follows immediately from (4.3).
Naturally, the same bound holds for P
(
E−j,U
)
.
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Now, for each j > 1, a union bound allows us to bound the probability that any
of the events E+j,U or E
−
j,U occurs for any set U of 2
j vertices. Indeed this probability
is at most
2
(
n
2j
)
exp(−2b− 21+3j/4n1/4) 6 exp(−2b) exp(1 + 2j + 2j log(n2−j)− 21+3j/4n1/4)
6 exp(−2b) ,
where we use the fact that
(
n
2j
)
6 (exp(1)n2−j)2
j
and the final inequality is obtained
using the bound log x 6 x1/4 applied with x = n2−j . Taking a union bound over
1 6 j 6 log2 n there is probability at most
log2 n exp(−2b) 6 exp(−b)
that any of the events E+j,U or E
−
j,U occurs. On the complementary event, there is a
partition of the vertices into groups V1, V2, . . . such that |Vj| 6 2j+1 and |Du(Gm)| 6
aj for all u ∈ Vj. Thus, with probability at least 1− exp(−b), we have
∑
u∈V (Gm)
Du(Gm)
4
6
log2 n∑
j=1
2j+1a4j
6
log2 n∑
j=1
(
216−jb2n2 + 216+j/2n5/2
)
6 Cb2n2 ,
where we have used (4.4) to prove the second inequality, and for the third we have
taken C > 219 and used that b > n1/2.
This proves the lemma in the case that b 6 n. If b > n, then let J be the smallest
integer such that 2J > b/n. It follows that 2−J 6 n/b. We now argue as above,
except using the trivial bound |Du(Gm)| 6 n for the vertices u ∈ Vj for j < J . Now,
with probability at least 1− exp(−b), we have∑
u∈V (Gm)
Du(Gm)
4 6 2J+1n4 +
∑
j>J
2j+1a4j
6 4bn3 +
∑
j>J
(
216−jb2n2 + 216+j/2n5/2
)
6 4bn3 + 217−Jb2n2 + 216n3
6 4bn3 + 217bn3 + 216n3
6 Cbn3 ,
where C has been taken to be at least 218. This proves the inequality in the case
b > n, completing the proof. 
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Lemma 4.3. There is a constant C such that for all b > 30, and all m 6 N , we
have
P

 ∑
u∈V (Gm)
Du(Gm)
2 > Cbn2

 6 exp(−bn) .
Proof. Fix b > 30. Let ℓ = ⌊log2 n⌋. We shall consider a function fσ for each
sequence σ ∈ {0,±1,±2,±4, . . . ,±2ℓ}V (Gm) defined as follows
fσ(Gm) =
∑
u∈V (Gm)
σuDu(Gm) .
Let us set
‖σ‖2 :=
∑
u∈V (Gm)
σ2u .
To see the connection between these functions and the result of the lemma, consider
the choice of σ∗ defined by setting σ∗u = 0 if |Du(Gm)| 6 n1/2, and otherwise defined
so that σ∗u has the same sign as Du(Gm) and |σ∗u| is the largest power of two such
that |σ∗u|n1/2 is at most |Du(Gm)|. With this choice of σ∗ we have
fσ∗(Gm) > ‖σ∗‖2n1/2 . (4.5)
Furthermore, if
∑
uDu(Gm)
2 > Cbn2 with constant C > 129 then
‖σ∗‖2 =
∑
u
(σ∗u)
2 >
∑
u
Du(Gm)
2 − n
4n
> 32bn . (4.6)
By (4.5), (4.6), and a union bound, proving the lemma reduces to the problem of
proving the following inequality:∑
σ:‖σ‖2>32bn
P
(
fσ(Gm) > ‖σ‖2n1/2
)
6 exp(−bn) . (4.7)
We first bound this probability for each fixed σ.
Claim: P
(
fσ(Gm) > ‖σ‖2n1/2
)
6 exp(−‖σ‖2/16).
Proof of Claim: The function fσ is ψ-Lipschitz for the function ψ(uw) = |σu|+|σw|,
for which
∑
e∈E(Kn) ψ(e)
2 6 2n
∑
u∈V (Gm) σ
2
u = 2n‖σ‖2. Since E [fσ(Gm)] = 0, it
follows from Corollary 3.2 that
P
(
fσ(Gm) > ‖σ‖2n1/2
)
6 exp
(−‖σ‖4n
16n‖σ‖2
)
6 exp(−‖σ‖2/16) ,
as required, completing the proof of the claim.
For σ with ‖σ‖2 > 32bn it follows that
P
(
fσ(Gm) > ‖σ‖2n1/2
)
6 exp
(−‖σ‖2
16
)
6 exp(−bn) exp
(−‖σ‖2
32
)
.
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Substituting this bound into (4.7) we need only prove that∑
σ:‖σ‖2>32bn
exp
(−‖σ‖2
32
)
6 1 . (4.8)
We prove this bound by splitting into “types”. Given a sequence x = (x−ℓ−1, . . . , xℓ+1)
we say σ has type x if precisely x0 vertices u have σu = 0, precisely xj have σu = 2
j−1
and precisely x−j have σu = −2j−1 for each j ∈ {1, . . . , ℓ+ 1}. Setting
Sx :=
{
σ : σ has type x and ‖σ‖2 > 32bn}
and observing that there are at most n3ℓ 6 exp(n) choices of σ which have type x,
it suffices to prove that ∑
σ∈Sx
exp
(−‖σ‖2
32
)
6 exp(−n) (4.9)
for each type x. Note that all σ of type x have the same ‖σ‖2, which is given by
ϕ(x) :=
∑
j 6=0
xj4
|j|+1 .
It follows that Sx is empty if ϕ(x) 6 32bn. Fix a type x with ϕ(x) > 32bn, we
prove (4.9) for this type x. We must prove that
|Sx| 6 exp
(
ϕ(x)
32
− n
)
.
We have
|Sx| =
(
n
x−ℓ−1, . . . , xℓ+1
)
6
∏
j 6=0
(
n
xj
)
and, by the well known inequality
(
n
k
)
6 (en/k)k, we obtain
|Sx| 6 exp
(∑
j 6=0
xj log(en/xj)
)
6 exp
(
e1/2n1/2
∑
j 6=0
x
1/2
j
)
,
where we have used the inequality log y 6 y1/2 for y > 0.
For each j 6= 0, we have
|xj | 6 min{n, 41−jϕ(x)} .
Using |xj| 6 n for |j| 6 4 and |xj | 6 41−jϕ(x) for |j| > 5, we have
|Sx| 6 exp

16n + 2n1/2 ∑
|j|>5
21−jϕ(x)1/2

 .
Since ϕ(x) > 32bn, we obtain
|Sx| 6 exp
(
ϕ(x)
2b
+
ϕ(x)
16b1/2
)
6 exp
(
ϕ(x)
32
− n
)
,
as required, completing the proof. 
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4.2. Codegrees. We now state and prove the analogous results for codegrees.
Recall that du,w(Gm) denotes the number of common neighbours of vertices u and
w in Gm, and
Du,w(Gm) := du,w(Gm) − (n− 2)(m)2
(N)2
is the deviation of du,w(Gm) from its mean. Let
D′max(Gm) := max
u,w
Du,w(Gm)
and
D′min(Gm) := min
u,w
Du,w(Gm) .
Lemma 4.4. For all b > 2 logn, and all m 6 N , we have
P
(
D′max(Gm) > 4b
1/2t1/2n1/2 + 8b
)
6 exp(−b) .
Furthermore, the same bound holds for the event D′min(Gm) < −4b1/2t1/2n1/2 − 8b.
We omit the proof, which is essentially identical to the proof of Lemma 4.1.
The codegree version of Lemma 4.2, on fourth powers of degree deviations, is as
follows.
Lemma 4.5. There is a constant C > 0 such that, for all b > n1/2, and all m 6 N ,
we have
P

 ∑
u,w∈V (Gm)
Du,w(Gm)
4 > Cbn3min{b, n}

 6 exp(−b) .
The proof is very similar to that of Lemma 4.2. One difference is that in place
of the events E+j,U and E
−
j,U , we consider events of this type inside matchings. This
may appear ad hoc, but if we do not make such a restriction the argument runs into
problems when we arrive at the union bound.
Proof. Fix b > n1/2. Let M1, . . . ,Mn be a sequence of matchings which partition
E(Kn). We define a family of events related to codegree deviations. For each j > 1,
let
a′j := 2
4−j/2b1/2n1/2 + 24−j/8n5/8 .
We may immediately note that
(a′j)
2
> 28−jbn + 28−j/4n5/4 (4.10)
and that
(a′j)
4 6 219−2jb2n2 + 219−j/2n5/2 . (4.11)
For each 1 6 j 6 log2 n and for each set U ⊆M1 of cardinality 2j we define F+j,U to
be the event that
Du,w(Gm) > aj for all uw ∈ U ,
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and F−j,U to be the event
Du,w(Gm) < −aj for all uw ∈ U .
Claim: P
(
F+j,U
)
6 exp(−4b− 22+3j/4n1/4).
Proof of Claim: Define
f(Gm) =
∑
uw∈U
Du,w(Gm) .
We observe that E [f(Gm)] = 0 and that f is ψ-Lipschitz for the function ψ(e) =
|e ∩ ⋃U |, where ⋃U denotes the set of vertices that occur in an edge of U . We
have
∑
ψ(e)2 6 2j+3n. We are now ready to apply Corollary 3.2. Noting that
f(Gm) > 2
ja′j on the event F
+
j,U we have
P
(
F+j,U
)
6 P
(
f(Gm) > 2
ja′j
)
6 exp
(−22j(a′j)2
2j+6n
)
.
The claim now follows immediately from (4.10).
Naturally, the same bound holds for P
(
F−j,U
)
.
Now, for each j > 1, a union bound allows us to bound the probability that any of
the events F+j,U or F
−
j,U occurs for any set U of 2
j pairs ofM1. Indeed this probability
is at most
2
(
n/2
2j
)
exp(−4b− 22+3j/4n1/4) 6 exp(−4b) exp(1 + 2j + 2j log(n2−j)− 22+3j/4n1/4)
6 exp(−4b) ,
where the final inequality is obtained using the bound log x 6 x1/4 applied with
x = n2−j .
Taking a union bound over 1 6 j 6 log2 n there is probability at most
log(n) exp(−4b) 6 exp(−2b)
that any of the events F+j,U or F
−
j,U occurs. The above argument also holds inside
the remaining matchings M2, . . . ,Mn. Since n exp(−2b) 6 exp(−b), we have with
probability at least 1− exp(−b) that in each matching and for each j > 1, at most
2j edges uw have Du,w(Gm) > aj and at most 2
j have Du,w(Gm) < −aj .
In this case, there is a partition of the edges of Kn into groups E1, . . . such that
|Ej| 6 2j+1n and |Du,w(Gm)| 6 aj for all uw ∈ Ej. Thus, with probability at least
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1− exp(−b), we have
∑
uw
D4u,w(Gm) 6
log2 n∑
j=1
2j+1n(a′j)
4
6
log2 n∑
j=1
(220−jb2n3 + 220+j/2n7/2)
6 Cb2n3 ,
where we have used (4.11) to prove the second inequality, and taken C > 222.
This proves the lemma in the case that b 6 n. If b > n, then let J be the smallest
integer such that 2J > b/n. It follows that 2−J 6 n/b. We now argue as above,
except using the trivial bound |Du,w(Gm)| 6 n for the pairs uw ∈ Vj for j < J .
Now, with probability at least 1− exp(−b), we have
∑
uw
D4u,w(Gm) 6 2
J+1n5 +
log2 n∑
j=J
2j+1na4j
6 4bn4 +
log2 n∑
j=J
(220−jb2n3 + 220+j/2n7/2)
6 4bn4 + 221−Jb2n3 + 220n4
6 4bn4 + 221bn4 + 220n4
6 Cbn4 ,
where C has been taken to be at least 222. This proves the inequality in the case
b > n, completing the proof. 
Finally, the generalisation of Lemma 4.3 to codegrees is as follows.
Lemma 4.6. There is a constant C such that for all b > 30, and all m 6 N , we
have
P
(∑
u,w
Du,w(Gi)
2 > Cbn3
)
6 exp(−bn) .
Proof. We describe how the proof may be obtained from ideas present in the above
proofs. As in the proof of Lemma 4.5, let M1, . . . ,Mn be a family of matchings that
partition Kn.
Claim: There is a constant C such that
P
( ∑
uw∈M1
Du,w(Gm)
2 > Cbn2
)
6 exp(−2bn).
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Proof of Claim: In the same way that the proof of Lemma 4.2 was adjusted to
bound deviation probabilities for
∑
uw∈M1 Duw(Gm)
4 in the proof of Lemma 4.5, so
Lemma 4.3 may easily be adjusted to prove the claim.
Applying a union bound over the matchings M1, . . . ,Mn one obtains that with
probability at least 1− exp(−bn) we have∑
uw∈Mk
Du,w(Gm)
2 6 Cbn2
for all k = 1, . . . n. In this case∑
u,w
Du,w(Gm)
2 =
n∑
k=1
∑
uw∈Mk
Du,w(Gm)
2
6 Cbn3 ,
as required. 
5. Approximating the deviation DH(Gn,t) in terms of D
∧(Gn,t) and
D△(Gn,t) – Theorem 1.5
The main aim of this section is to prove Theorem 1.5, which states that DH(Gn,t)
is well approximated by a certain linear combination ΛH(Gn,t) of D∧(Gn,t) and
D△(Gn,t). This result will be extremely useful since, for the range of deviations for
which it applies, it essentially reduces the study of all subgraph count deviations
DH(Gn,t) to the cases of two specific graphs, the path of length two and the triangle.
In order to prove Theorem 1.5, we first prove Theorem 2.4, which shows that
DH(Gn,t) is very well approximated by
Λ∗H(Gn,t)
= nv−3
m∑
i=1
(
te−2
(
H
∧
) (1− t)2
(1− s)2X
∧(Gi) + t
e−3(H
△
) (1− t)3
(1− s)3
(
X△(Gi)− 3sX∧(Gi)
))
,
a sum of terms each of which is a linear combination of X∧(Gi) and X△(Gi), where
m = ⌊tN⌋ and s := i/N . We deduce Theorem 1.5 (for t ∈ (0, 1/2]) from Theorem 2.4
by showing that ΛH(Gn,t) is very close to Λ
∗
H(Gn,t) deterministically. It is then
straightforward to deduce the remaining cases (t ∈ (1/2, 1)) using Corollary 2.8.
Let us now discuss the task of proving Theorem 2.4. Naturally, our proof that
DH(Gn,t) is well approximated by Λ
∗
H(Gn,t) begins with the precise martingale ex-
pression for DH(Gm) (given by Theorem 2.1)
DH(Gm) =
m∑
i=1
∑
F⊆E(H)
(N −m)e(F )(m− i)e−e(F )
(N − i)e XF (Gi) .
In order to show that the precise expression is well approximated by Λ∗H(Gn,t), we
show that each XF (Gi) can be well approximated by
X∗F (Gi) := n
v−3se(F )−2
((
F
∧
)
− 3
(
F
△
))
X∧(Gi) + n
v−3se(F )−3
(
F
△
)
X△(Gi) . (5.1)
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This statement is made rigorous in Proposition 5.2.
Definition 5.1. For each graph F we define
YF (Gi) := XF (Gi) − X∗F (Gi) . (5.2)
We prove that YF (Gi) is small, in particular in the L
2 sense. Since it is the graph
Gi−1 that determines the distribution of YF (Gi)|Gi−1, the result will state that it is
very unlikely that Gi−1 is such that E [YF (Gi)2|Gi−1] is large.
Proposition 5.2. Let F be a graph with v(F ) vertices and e(F ) edges, and let
t ∈ (0, 1/2]. There is a constant C = C(F ) such that for all 1 6 i 6 tN and
b > 3 logn, we have
P
(
E
[
YF (Gi)
2
∣∣Gi−1] > Cbn2v(F )−6) 6 exp(−b) . (5.3)
Remark 5.3. The result may be proved for all t ∈ (0, 1), however for our purposes
working for t ∈ (0, 1/2] is sufficient.
In Section 5.1 we prove Proposition 5.2. We will then be ready to prove Theo-
rem 2.4 in Section 5.2 and Theorem 1.5 in Section 5.3.
5.1. Proof of Proposition 5.2. Fix a graph F with v(F ) vertices and e(F ) edges.
In this subsection we write v for v(F ) and e for e(F ). The proof of Proposition 5.2
depends on Lemma 5.4 and Lemma 5.5. We shall now motivate and state these two
lemmas.
Let e1, . . . , eN be the order in which edges are added in the realisation of the
Erdo˝s-Re´nyi random graph process, so that Gm = {e1, . . . , em}. In particular, in
this notation ei is the edge we add to go from Gi−1 to Gi. Define A∗F (Gi), a linear
combination involving the degree and codegree deviation of ei, by
A∗F (Gi) := 2es
e−1nv−2 + se−2nv−3
(
2
(
F
∧
)
− 6
(
F
△
))
(Du(Gi) +Dw(Gi))
+ 6se−3nv−3
(
F
△
)
Du,w(Gi) .
We will prove that AF (Gi) (which was introduced in (2.1)) is usually well approxi-
mated by A∗F (Gi) (see Lemma 5.5). On the other hand, we prove that YF (Gi) may
be expressed in terms of the difference AF (Gi)− A∗F (Gi).
Lemma 5.4.
YF (Gi) =
(
AF (Gi)−A∗F (Gi)
) − E [AF (Gi)− A∗F (Gi) ∣∣Gi−1] .
Proof. This expression for YF (Gi) follows almost directly from its definition as
YF (Gi) := XF (Gi) − X∗F (Gi). Indeed, the definition (2.2) of XF (Gi) is
XF (Gi) = AF (Gi) − E [AF (Gi) |Gi−1]
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and so we need only prove that
X∗F (Gi) = A
∗
F (Gi) − E [A∗F (Gi) |Gi−1] . (5.4)
As X∗F (Gi) is defined (5.1) as a linear combination of X∧(Gi) and X△(Gi) it is useful
to note that
X∧(Gi) = A∧(Gi) − 8(i− 1)
n
+ E
[
8(i− 1)
n
− A∧(Gi)
∣∣Gi−1
]
= 2
(
Du(Gi−1) +Dw(Gi−1)
) − E [2(Du(Gi−1) +Dw(Gi−1)) ∣∣Gi−1]
and
X△(Gi) = 6Duw(Gi−1) − E
[
6Duw(Gi−1)
∣∣Gi−1] ,
where we have used that
A∧(Gi) = 2
(
du(Gi−1) + dw(Gi−1)
)
=
8(i− 1)
n
+ 2
(
Du(Gi−1) +Dw(Gi−1)
)
. (5.5)
and
A△(Gi) =
6(n− 2)(i− 1)2
(N)2
+ 6Du,w(Gi−1) . (5.6)
The required equation (5.4) now follow simply by substituting these values in the
definition of X∗F (Gi). 
We now state Lemma 5.5. We shall use the quantity ∆(ei) defined to be the sum
of squares of the degree and codegree deviations associated with edge ei. That is,
∆(ei) := Du(Gi−1)2 +Dw(Gi−1)2 +Duw(Gi−1)2 , (5.7)
where ei = {u, w}.
Lemma 5.5. Let F be a graph with v vertices and e edges. There is a constant
C = C(F ) such that, for all 1 6 i 6 N and b > 1, the event that∣∣AF (Gi)− A∗F (Gi)∣∣ > Cb1/2nv−3 + Cnv−4∆(ei) (5.8)
has probability at most exp(−b).
Proof. The vertex set of Gm is [n] = {1, . . . , n}. By symmetry we may assume that
the pair 12 is added as the ith edge, i.e., ei = 12. Thus, the event (5.8) may be
viewed as an event concerning the first i− 1 edges e1, . . . , ei−1. We may reveal this
information as follows: we first reveal the neighbourhoods N1(Gi−1) and N2(Gi−1)
of vertices 1 and 2 in Gi−1, and then we reveal the remaining edges. We shall prove,
for any choice on the first step, of N1(Gi−1) and N2(Gi−1), that the conditional
probability that (5.8) occurs is at most exp(−b). The result of the lemma then
follows by taking expectations.
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Let us now fix N1 := N1(Gi−1) and N2 := N2(Gi−1). We set d1 = |N1| and
d2 = |N2|. Let us also abbreviate D1(Gi−1), D2(Gi−1) and D1,2(Gi−1) to D1, D2 and
D1,2 respectively, for the duration of the proof.
Our aim is to show that in selecting the remaining i − 1 − d1 − d2 edges, in
V (Gm) \ {1, 2}, there is probability at most exp(−b) that (5.8) occurs.
The proof will use the triangle inequality, in the sense that we bound |AF (Gi)−
A∗F (Gi)| by introducing a third quantity A∗∗F (Gi) such that
P
(∣∣AF (Gi)−A∗∗F (Gi)∣∣ > Cb1/2nv−3 ∣∣N1, N2, ei = 12) 6 exp(−b) (5.9)
and ∣∣A∗F (Gi)−A∗∗F (Gi)∣∣ 6 Cb1/2nv−3 + Cnv−4∆(ei) (5.10)
deterministically. We set
A∗∗F (Gi) := E
[
AF (Gi)
∣∣N1, N2, ei = 12] .
It is clear (by considering the triangle inequality) that proving the lemma reduces
to verifying (5.9) and (5.10).
Let us subdivide AF (Gi) depending on which edge f of F corresponds to the new
edge ei, and its orientation with respect to ei = 12, which one may think of as
oriented ~12. That is, we write
AF, ~f(Gi)
for the number of embeddings φ(F ) of F created with the addition of ei = 12 in
which φ(~f) = ~12. Clearly
AF (Gi) =
∑
~f
AF, ~f(Gi) , (5.11)
where the sum is over orientations ~f of edges f ∈ E(F ). We shall also define
A∗
F, ~f
(Gi) and A
∗∗
F, ~f
(Gi−1) for each ~f ∈ ~E(F ), as follows. We shall write Γ1(~f) and
Γ2(~f) for the neighbourhood in F of the start and end vertex of ~f respectively, and
we set
β(~f) :=
∣∣Γ1 ∩ Γ2∣∣ , α1(~f) := ∣∣Γ1 \ Γ2∣∣ and α2(~f) := ∣∣Γ2 \ Γ1∣∣ .
We may now define
A∗
F, ~f
(Gi) = s
e−1nv−2 + se−2nv−3
(
α1(~f)D1+α2(~f)D2
)
+ se−3nv−3β(~f)D1,2 , (5.12)
One may easily verify that
∑
~f α1(
~f) =
∑
~f α2(
~f) = 2
(
F
∧
) − 6(F△) and ∑~f β(~f) =
6
(
F
△
)
, from which it follows that
A∗F (Gi) =
∑
~f
A∗
F, ~f
(Gi) . (5.13)
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We may also define
A∗∗
F, ~f
(Gi) := E
[
AF, ~f(Gi)
∣∣N1, N2, ei = 12] .
It follows directly from linearity of expectation that
A∗∗F (Gi) =
∑
~f
A∗∗
F, ~f
(Gi) . (5.14)
Taken together, equations (5.11), (5.13) and (5.14) reduce the problem of prov-
ing (5.9) and (5.10) to the problem of proving, for each ~f ∈ ~E(F ),
P
(∣∣AF, ~f(Gi)− A∗∗F, ~f(Gi)∣∣ > Cb1/2nv−3 ∣∣N1, N2, ei = 12
)
6 exp(−b) (5.15)
and ∣∣A∗
F, ~f
(Gi)− A∗∗F, ~f(Gi)
∣∣ 6 Cnv−3 + Cnv−4∆(ei) (5.16)
deterministically.
Fix ~f ∈ ~E(F ). Let us write α1, α2 and β for α1(~f), α2(~f) and β(~f) respectively,
and let α = α1 + α2. Let us first prove (5.16) for this ~f . We shall use the notation
±E to denote an error of up E. For example, we may express |Nj| as sn+Dj ± 1,
for j ∈ {1, 2} and |N1 ∩N2| as s2n +D1,2 ± 2.
We begin with a discussion of A∗∗
F, ~f
(Gi), the expected number of embeddings φ(F )
created with the addition of edge ei = 12 in which φ(~f) = ~12, given N1 and N2. Let
us observe that, writing F ′ for the graph obtained by removing the vertices of ~f ,
this is precisely the number of embeddings φ(F ′) of F ′ in
G′i := Gi[V (Gi) \ {1, 2}]
in which
φ(Γ1) ⊆ N1 and φ(Γ2) ⊆ N2 .
We may thus calculate that
A∗∗
F, ~f
(Gi) = (|N1 ∩N2|)β(|N1| − β)α1(|N2| − β ± α1)α2(n− 2− α− β)v−2−α−β
· (i− 1− |N1| − |N2|+ |N1 ∩N2|)e−1−α−2β
(N ′)e−1−α−2β
,
where we have writtenN ′ for
(
n−2
2
)
. We may now expand each of these term to obtain
a main contribution and error terms. For example, we may express (|N1 ∩N2|)β as
(s2n+D1,2 ± 2)β = (s2n+D1,2 ± 2)β ± β2nβ−1 .
Continuing, and using that |D1,2| 6 n, we may express (|N1 ∩N2|)β as
s2βnβ + βs2β−2nβ−1D1,2 ± 2βnβ−2D21,2 ± 2(3β + β2)nβ−1 .
In particular, there is a constant C1 = C1(F ), so that
(|N1 ∩N2|)β = s2βnβ + βs2β−2nβ−1D1,2 ± C1
(
nβ−1 + nβ−2∆(ei)
)
.
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We may assume that C1 = C1(F ) is also chosen so that the equivalent statements
hold for the remaining terms. In particular,
(|Nj | − β ± α1)αj = sαjnαj + αjsαj−1nαj−1Dj ± C1
(
nαj−1 + nαj−2∆(ei)
)
for j = 1, 2,
(n− 2− α− β)v−2−α−β = nv−2−α−β ± C1nv−3−α−β
and
(i− 1− |N1| − |N2|+ |N1 ∩N2|)e−1−α−2β
(N ′)e−1−α−2β
= se−1−α−2β ± C1n−1 .
Replacing C1 by a larger constant C2 if necessary, it follows that
A∗∗
F, ~f
(Gi) = s
e−1nv−2+ se−2nv−3
(
α1D1+α2D2
)
+ se−3nv−3βD1,2±C2
(
nv−3+nv−4∆(ei)
)
,
completing the proof of (5.16).
All that remains is to prove (5.15). With ei = 12 and the neighbourhoods N1
and N2 fixed we have that AF, ~f(Gi) is a function f(G) of the graph G = Gi−1[V \
{1, 2}] ∼ G(n− 2, i− 1− d1− d2), and by definition, see (5.12), we have E [f(G)] =
A∗∗F,f(Gi). Furthermore f(G) is n
v−4-Lipschitz, in the sense described in Section 3.
By Corollary 3.2, we have that
P
(|f(G)− E [f(G)] | > Cb1/2nv−3) 6 2 exp(−C2bn2v−6
8n2v−6
)
6 exp(−2b)
provided we choose C > 5. This precisely proves (5.15), completing the proof. 
We now prove Proposition 5.2.
Proof of Proposition 5.2. Let b > 3 logn be fixed. By Lemma 5.5 there is a constant
C1 such that the event∣∣AF (Gi)− A∗F (Gi)∣∣ > C1b1/2nv−3 + C1nv−4∆(ei) (5.17)
has probability at most exp(−3b) 6 n−2 exp(−2b). We say that Gi−1 is b-good
if (5.17) does not occur for any choice of ei. Since there are fewer than n
2 choices
for ei, it follows that
P (Gi−1 is b-good) > 1− exp(−2b) .
If Gi−1 is b-good then we have that∣∣AF (Gi)− A∗F (Gi)∣∣ 6 C1b1/2nv−3 + C1nv−4∆(ei)
for all possible choices of ei, and∣∣E [AF (Gi)−A∗F (Gi) ∣∣Gi−1] ∣∣ 6 C1b1/2nv−3 + C1nv−4E [∆(ei) ∣∣Gi−1] .
It follows immediately from Lemma 5.4 that
|YF (Gi)| 6 2C1b1/2nv−3 + C1nv−4∆(ei) + C1nv−4E
[
∆(ei)
∣∣Gi−1] (5.18)
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whenever Gi−1 is b-good. And, since (α + β + γ)2 6 3(α2 + β2 + γ2),
YF (Gi)
2 6 12C21bn
2v−6 + 3C21n
2v−8∆(ei)2 + 3C21n
2v−8
E
[
∆(ei)
∣∣Gi−1]2 (5.19)
whenever Gi−1 is b-good.
The first term is already in an appropriate form; we now consider the other two
terms. Recalling that ∆(ei) = D
2
u(Gi−1) +D
2
w(Gi−1) +D
2
uw(Gi−1), where ei = uw,
it follows that
E
[
∆(ei)
2
∣∣Gi−1] 6 3E [D4u(Gi−1) +D4w(Gi−1) +D4uw(Gi−1) ∣∣Gi−1] .
By the Lemmas 4.2 and 4.5, there is a constant C2 such that each of the events∑
u∈V (Gi−1)
Du(Gi−1)4 > C2n3 + C2bn2min{b, n} , (5.20)
and ∑
u,w∈V (Gi−1)
Du,w(Gi−1)4 > C2n4 + C2bn3min{b, n} , (5.21)
has probability at most exp(−2b). We say the Gi−1 is b-great, if it is b-good, and
neither of the events (5.20), (5.21) occurs. We have
P (Gi−1 is b-great) > 1− exp(−2b)− 2 exp(−2b) > 1− exp(−b) .
Finally, if Gi−1 is b-great, then since each vertex has probability at most
n− 1
N − i+ 1 6
n− 1
(1− s)N =
2
(1− s)n
of being included in ei, and each remaining pair has probability at most 3/(1− s)n2
of being ei, we have
E
[
∆(ei)
2
∣∣Gi−1] 6 6
(1− s)n
∑
u∈V (Gi−1)
Du(Gi−1)4 +
9
(1− s)n2
∑
u,w∈V (Gi−1)
Du,w(Gi−1)4
6 20C2n
2 + 20C2bnmin{b, n}
6 C3bn
2 ,
where C3 = 40C2. Taking conditional expectations in (5.19), and using the bound
on E [∆(ei)
2|Gi−1], we have
E
[
YF (Gi)
2
∣∣Gi−1] 6 Cbn2v−6 ,
where C = 12C21(C3+1), whenever Gi−1 is b-great. This completes the proof of the
proposition. 
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5.2. Proof of Theorem 2.4. In this section we show how we may deduce Theo-
rem 2.4 from Proposition 5.2.
Let t ∈ (0, 1/2] and let H be a graph with v vertices and e edges. The main
statement of Theorem 2.4 is that there exists a constant C = C(H) such that
P
(∣∣DH(Gn,t)− Λ∗H(Gn,t)∣∣ > Cbt1/2nv−2) 6 exp(−b) (5.22)
for all 3 logn 6 b 6 t1/2n, where Λ∗H(Gn,t) =
∑m
i=1XH(Gi; t) is the sum of the
increments
XH(Gi; t) = n
v−3
(
te−2
(
H
∧
) (1− t)2
(1− s)2X
∧(Gi) + t
e−3(H
△
) (1− t)3
(1− s)3
(
X△(Gi)− 3sX∧(Gi)
))
.
The proof will use the triangle inequality, bounding the difference betweenDH(Gn,t)
and Λ∗H(Gn,t) via
Λ∗∗H (Gn,t) :=
m∑
i=1
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e XF (Gi) , (5.23)
where as usual m denotes ⌊tN⌋.
Notice that Λ∗∗H (Gn,t) is close to the martingale expression for DH(Gm), given by
Theorem 2.1, with m = ⌊tN⌋, except with coefficients
(1− t)e(F )(t− s)e−e(F )
(1− s)e in place of
(N −m)e(F )(m− i)e−e(F )
(N − i)e .
The following lemma bounds the difference between these coefficients. For fixed
constants 0 6 c 6 e, and any 1 6 i 6 m 6 N ,
νc,e(i,m) :=
(N −m)c(m− i)e−c
(N − i)e −
(1− t)c(t− s)e−c
(1− s)e .
Lemma 5.6. Let t ∈ (0, 1/2] and c, e ∈ N. There is a constant C = C(c, e) such
that for all 1 6 i 6 m 6 tN , we have
|νc,e(i,m)| 6 C
n2
.
Proof. We will show that the constant C = 24e2 works for all sufficiently large n.
One may then adjust C so that the result holds trivially for all smaller values of n.
Set k = N − i and ℓ = N −m. We have
νc,e(i,m) =
(ℓ)c(k − ℓ)e−c
(k)e
− ℓ
c(k − ℓ)e−c
ke
=
(ℓ)c(k − ℓ)e−cke−1 − ℓc(k − ℓ)e−c(k − 1)c−1
(k − 1)e−1ke .
The numerator of this expression may be written as
[(ℓ)c−ℓc] (k−ℓ)e−cke−1 + [(k−ℓ)e−c−(k−ℓ)e−c]ℓcke−1 + [ke−1−(k−1)e−1]ℓc(k−ℓ)e−c .
Since ℓ 6 k, and the highest order term cancels in each of the square brackets, the
numerator has absolute value at most
3e2k2e−2 .
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On the other hand the denominator is at least
ke(k − 1)e−1 > 1
2
k2e−1
for all sufficiently large n. And so
|νc,e(i,m)| 6 6e2k−1 = 6e
2
N −m 6
12e2
(1− t)n2 .
Since t ∈ (0, 1/2], this complete the proof. 
We are now nearly ready to prove Theorem 2.4. Before doing so we require one
more lemma. We may view YF (Gi) as a function of Gi−1 and ei. Let us write
‖YF |Gi−1‖∞ for the maximum possible value of |YF (Gi)| over the possible choices
e ∈ E(Kn) \ E(Gi−1) of the ith edge.
Lemma 5.7. Let F be a graph with v(F ) vertices and e(F ) edges. There is a
constant C = C(F ) such that, for all 1 6 i 6 N and all b > 3 logn, the event that
‖YF |Gi−1‖∞ > Cb1/2nv(F )−3 + Cbsnv(F )−3 + Cb3/2s1/2nv(F )−7/2 + Cb2nv−4
has probability at most exp(−b).
Proof. With the usage of b-good introduced in the proof of Proposition 5.2, we have
that Gi−1 is b-good with probability at least 1−exp(−2b) and we recall (5.18), which
states that for some constant C1 we have
|YF (Gi)| 6 2C1b1/2nv(F )−3 + C1nv(F )−4∆(ei) + C1nv(F )−4E
[
∆(ei)
∣∣Gi−1]
whenever Gi−1 is b-good. Let F∆ be the event that some e ∈ E(Kn) \ E(Gi−1) has
∆(e) > 1000
(
bsn + b3/2s1/2n1/2 + b2
)
.
It follows easily from Lemma 4.1 and Lemma 4.4 that P (F∆) 6 6 exp(−2b).
We may now observe that there exists a constant C such that the event that
‖YF |Gi−1‖∞ > Cb1/2nv(F )−3 + Cbsnv(F )−3 + Cb3/2s1/2nv(F )−7/2 + Cb2nv(F )−4
is contained in F∆ ∪ {Gi−1 is not b-good}. This probability is at most
6 exp(−2b) + exp(−2b) 6 exp(−b) ,
as required. 
Proof of Theorem 2.4. Let t ∈ (0, 1/2]. We shall focus on the proof of the first
statement. To deduce the “Furthermore” statement, simply follow the same proof,
with the variable t removed, and use R = 2e+1nv−2.
Fix 3 logn 6 b 6 t1/2n. By the triangle inequality it clearly suffices to prove∣∣DH(Gn,t)− Λ∗∗H (Gn,t)∣∣ 6 C1tnv−2 (5.24)
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deterministically, and
P
(∣∣Λ∗∗H (Gn,t)− Λ∗H(Gn,t)∣∣ > C2bt1/2nv−2) 6 exp(−b) (5.25)
for all 3 logn 6 b 6 t1/2n, for some constants C1 and C2.
We begin with (5.24). By Theorem 2.1, we have the precise martingale expression
for DH(Gn,t) given by
DH(Gn,t) =
m∑
i=1
∑
F⊆E(H)
(N −m)e(F )(m− i)e−e(F )
(N − i)e XF (Gi) ,
where m = ⌊tN⌋. It follows that DH(Gn,t)− Λ∗∗(Gn,t) is
m∑
i=1
∑
F⊆E(H)
νe(F ),e(i,m)XF (Gi) .
Since each XF (Gi) is at most n
v−2 deterministically and νe(F ),e(i,m) is at most
C3/n
2, where C3 is the constant given by Lemma 5.6, it follows that this difference
is at most
mnv−2
C1
n2
6 C1tn
v−2
deterministically, where C1 = 2
eC3.
We now prove (5.25). Let 3 logn 6 b 6 t1/2n be fixed. The proof proceeds by
replacing the XF (Gi) in Λ
∗∗
H (Gn,t) by
X∗F (Gi) + YF (Gi)
where
X∗F (Gi) := n
v−3se(F )−2
((
F
∧
)
− 3
(
F
△
))
X∧(Gi) + n
v−3se(F )−3
(
F
△
)
X△(Gi) .
We claim that the X∗F (Gi) contribute exactly Λ
∗
H(Gn,t), so that:
Claim:
Λ∗∗H (Gn,t) − Λ∗H(Gn,t) =
m∑
i=1
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e YF (Gi) . (5.26)
Proof of Claim: We must prove that
m∑
i=1
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e X
∗
F (Gi) = Λ
∗
H(Gn,t) .
That is, we must prove that
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e X
∗
F (Gi) = XH(Gi; t) ,
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for all i = 1, . . . , m. It is clear that both sides are linear combinations of the incre-
ments X∧(Gi) and X△(Gi), so it suffices to prove they receive the same coefficients
on each side. We begin with X∧(Gi), which receives coefficient
nv−3te−2
(
H
∧
) (1− t)2
(1− s)2 − 3n
v−3ste−3
(
H
△
) (1− t)3
(1− s)3 (5.27)
on the right hand side, and coefficient (5.28)−3×(5.29) on the left, where (5.28)
and (5.29) are given by
nv−3
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e s
e(F )−2(F
∧
)
(5.28)
and
nv−3
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e s
e(F )−2(F
△
)
. (5.29)
Since there is a contribution to (5.28) for each copy of P2 contained in the subgraph
F ⊆ E(H), one may sum first over copies of P2 contained in H , with each having a
contribution equal to the total contribution of subgraphs F ⊆ E(H) which contain
it. Thus (5.28) is nv−3
(
H
∧
)
times
∑
P⊆F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e s
e(F )−2
=
(1− t)2(t− s)e−2
(1− s)e
∑
F ′⊆E(H)\P
(
s(1− t)
t− s
)e(F ′)
,
where P is some copy of P2 of H . Summing, using the binomial identity, reveals
that (5.28) is precisely
nv−3
(
H
∧
)te−2(1− t)2
(1− s)2 .
Similarly, (5.29) is nv−3
(
H
△
)
times
∑
T⊆F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e s
e(F )−2
=
s(1− t)3(t− s)e−3
(1− s)e
∑
F ′⊆E(H)\T
(
s(1− t)
t− s
)e(F ′)
,
where T is some triangle of H . By the binomial identity, we find that (5.29) is
precisely
nv−3
(
H
△
)ste−3(1− t)3
(1− s)3 .
The coefficient on the left, (5.28)−3×(5.29), is equal to that on the right, (5.27).
MODERATE DEVIATIONS OF SUBGRAPH COUNTS 39
Similar calculations confirm that X△(Gi) receives coefficient
nv−3te−3
(
H
△
) (1− t)3
(1− s)3
on both sides, completing the proof of the Claim.
Now to complete the proof of (5.25), it suffices to prove, for some constant C2,
that
m∑
i=1
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e YF (Gi) (5.30)
is at most C2bt
1/2nv−2, in absolute value, with probability at least 1− exp(−b).
Let C4 be a constant 3e(H) times larger than the largest constant required by
Proposition 5.2 for a subgraph F ⊆ E(H) and C5 the equivalent for Lemma 5.7.
With these choices we have
P
(
E
[
YF (Gi)
2
∣∣Gi−1] > C4bn2v−6) 6 exp(−3e(H)b) 6 n−22−e(H) exp(−2b)
(5.31)
for all F ⊆ E(H). Let EH(m) be the event that for some F ⊆ E(H) and 1 6 i 6 m
either
E
[
YF (Gi)
2
∣∣Gi−1] > C4bn2v−6
or
‖YF |Gi−1‖∞ > C5b1/2nv−3 + C5btnv−3 + C5b3/2t1/2nv−7/2 + C5b2nv−4
occurs. By (5.31), Lemma 5.7 and a union bound, we have
P (EH(m)) 6 exp(−2b) .
Let us define
Y ∗F (Gi) = YF (Gi) 1EH(i)c .
We observe that the Y ∗F (i) are also martingale increments, in the sense that
E
[
Y ∗F (Gi)
∣∣Gi−1] = 0 .
We observe further that they satisfy
E
[
Y ∗F (Gi)
2
∣∣Gi−1] 6 C4bn2v−6
and
|Y ∗F (Gi)| 6 C5b1/2nv−3 + C5btnv−3 + C5b3/2t1/2nv−7/2 + C5b2nv−4 ,
almost surely, and
m∑
i=1
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e Y
∗
F (Gi) (5.32)
is equal to (5.30) on Ω \ EYH(m).
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We bound the probability that (5.32) is large using Freedman’s inequality, applied
to the martingale (5.32), with increments
∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e Y
∗
F (Gi) .
Furthermore, since the coefficients are all at most 1, we have
E



 ∑
F⊆E(H)
(1− t)e(F )(t− s)e−e(F )
(1− s)e Y
∗
F (Gi)


2 ∣∣∣∣∣Gi−1

 6 4e(H)C4bn2v−6
almost surely. We now apply Freedman’s inequality, Lemma 3.4, to (5.32), with
α = C2bt
1/2nv−2,
β = 4e(H)C4bmn
2v−6 6 4e(H)C4btn2v−4
and
R = C6b
1/2nv−3 + C6btnv−3 + C6b3/2t1/2nv−7/2 + C6b2nv−4
6 4C6t
1/2nv−2 ,
where the inequality relies on the condition b 6 t1/2n, and where we have chosen
C6 = 2
e(H)C5. We obtain that the probability that (5.32) exceeds C2bt
1/2nv−2 in
absolute value is at most
exp
( −C22b2tn2v−4
4e(H)C4btn2v−4 + 8C2C6btn2v−4
)
6 exp(−b) ,
provided C2 > 2
e(H)+1C4C6, completing the proof of the theorem. 
5.3. Proof of Theorem 1.5. We now show how we may deduce Theorem 1.5 from
Theorem 2.4. The main statement of Theorem 1.5 is that
P
(∣∣DH(Gn,t)− ΛH(Gn,t)∣∣ > Cbt1/2nv−2) 6 exp(−b)
for some constant C = C(H), and for all 3 logn 6 b 6 t1/2n, where
ΛH(Gn,t) := n
v−3te−2
((
H
∧
)
− 3
(
H
△
))
D∧(Gn,t) + n
v−3te−3
(
H
△
)
D△(Gn,t) . (5.33)
We shall use the triangle inequality to control the difference between DH(Gn,t)
and ΛH(Gn,t) via Λ
∗
H(Gn,t).
We prove Theorem 1.5 first for t ∈ (0, 1/2], and then show how we may deduce
the result for t ∈ (1/2, 1).
Proof of Theorem 1.5 for t ∈ (0, 1/2]. Let t ∈ (0, 1/2]. We shall focus on proof of
the main statement. To deduce the “Furthermore” statement simply follow the same
proof, with the variable t removed, and use the “Furthermore” part of Theorem 2.4.
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Let 3 logn 6 b 6 t1/2n be fixed. By Theorem 2.4, there is a constant C = C(H),
such that
P
(∣∣DH(Gn,t)− Λ∗H(Gn,t)∣∣ > Cbt1/2nv−2) 6 exp(−b)
for all 3 logn 6 b 6 t1/2n. So, by the triangle inequality, it suffices to prove the
bound ∣∣Λ∗H(Gn,t)− ΛH(Gn,t)∣∣ 6 C ′tnv−2 (5.34)
deterministically, for some constant C ′ = C ′(H). Using Theorem 2.1, the precise
martingale expression for DH(Gn,t), to expand D∧(Gn,t) and D△(Gn,t) in terms of
X∧(Gi) and X△(Gi) we may express ΛH(Gn,t) as a sum of the form3
m∑
i=1
(
α(i,m)X∧(Gi) + β(i,m)X△(Gi)
)
.
On the other hand Λ∗H(Gn,t) is already of the form
m∑
i=1
(
α′(i,m)X∧(Gi) + β ′(i,m)X△(Gi)
)
.
We shall prove that
α(i,m)− α′(i,m) = nv−3te−2
((
H
∧
)
− 3
(
H
△
))
ν2,2(i,m) + 3n
v−3te−3
(
H
△
)
ν2,3(i,m)
(5.35)
and
β(i,m)− β ′(i,m) = nv−3te−3ν3,3(i,m) . (5.36)
By Lemma 5.6, the ν values are O(n−2), and so, based on (5.35) and (5.36) these
differences are O(nv−5). Since each of X∧(Gi) and X△(Gi) has absolute value at
most n deterministically, and the sums each have m 6 tN terms, this completes the
proof of (5.34), and therefore the whole proof.
All that remains is to verify (5.35) and (5.36). We observe that (5.36) follows
immediately from the definitions. In order to prove (5.35), let us calculate
α(i,m) − nv−3te−2
((
H
∧
)
− 3
(
H
△
))
ν2,2(i,m) − 3nv−3te−3
(
H
△
)
ν2,3(i,m) . (5.37)
We have that
α(i,m) = nv−3te−2
((
H
∧
)
− 3
(
H
△
)) (N −m)2
(N − i)2 + 3n
v−3te−3
(
H
△
)(N −m)2(m− i)
(N − i)3 .
And so, using the definition of νc,e(i,m), we have that (5.37) equals
nv−3te−2
((
H
∧
)
− 3
(
H
△
)) (1− t)2
(1− s)2 + 3n
v−3te−3
(
H
△
)(1− t)2(t− s)
(1− s)3 .
3One does not need to include terms XF (Gi) for graphs F with e(F ) 6 1, as XF (Gi) = 0 in all
such cases.
42 CHRISTINA GOLDSCHMIDT, SIMON GRIFFITHS, AND ALEX SCOTT
Cancelling, we obtain
nv−3te−2
(
H
∧
) (1− t)2
(1− s)2 − 3n
v−3ste−3
(
H
△
) (1− t)3
(1− s)3
which is precisely α′(i,m), completing the verification of (5.35) and therefore the
proof. 
We have now proved Theorem 1.5 for t ∈ (0, 1/2]. We deduce the cases t ∈ (1/2, 1)
by considering the complementary graph and using Corollary 2.8.
Proof of Theorem 1.5 for t ∈ (1/2, 1). For this range of t it suffices to prove the
“Furthermore” statement. Indeed, up to a change of the constant this implies the
main statement. Fix t ∈ (1/2, 1] and b > 3 logn. Let t′ = 1− t ∈ (0, 1/2]. Let C ′′ be
the maximum over subgraphs F ⊆ E(H) of the constant obtained by the proof of
Theorem 1.5 in the case t ∈ (0, 1/2], let C ′ = eC ′′ and C = 2eC ′. By Theorem 1.5
for t ∈ (0, 1/2] we have
P
(∣∣DF (Gn,t′) − ΛF (Gn,t′)∣∣ > C ′bnv−2) 6 exp(−eb) 6 2−e exp(−b) .
Thus, by a union bound there is probability at least 1− exp(−b) that∣∣DF (Gn,t′) − ΛF (Gn,t′)∣∣ 6 C ′bnv−2 (5.38)
for all F ⊆ E(H). We complete the proof by showing that if (5.38) holds for
Gn,t′ = G
c
n,t, then ∣∣DH(Gn,t)− ΛH(Gn,t)∣∣ 6 Cbnv−2 . (5.39)
(It is elementary that the complement of Gn,t is distributed as Gn,t′.)
We now prove (5.39) which will complete the proof of the theorem. We shall use
Corollary 2.8 which allows us to relate subgraph count deviations to those in the
complement. By Corollary 2.8 we have that
DH(Gn,t) =
∑
F⊆E(H)
(−1)e(F )DF (Gcn,t) .
If (5.38) holds in Gcn,t (which has the same distribution as Gn,t′) then
DH(Gn,t) =
∑
F⊆E(H)
(−1)e(F )ΛF (Gn,t′) ± Cbnv−2 .
We claim that the main sum ∑
F⊆E(H)
(−1)e(F )ΛF (Gn,t′) (5.40)
is equal to ΛH(Gn,t). Clearly proving this fact will complete the proof.
By the definition of ΛF (Gn,t′), see (5.33), we can rewrite (5.40) as (5.41) + (5.42),
defined by:
nv−3
∑
F⊆E(H)
(−1)e(F )(t′)e(F )−2
((
F
∧
)
− 3
(
F
△
))
D∧(Gn,t′) (5.41)
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and
nv−3
∑
F⊆E(H)
(−1)e(F )(t′)e(F )−3
(
F
△
)
D△(Gn,t′) . (5.42)
Summing over P2s and triangles of H and using the binomial identity, as in the
proof of Theorem 2.4, we obtain that (5.41) is equal to
nv−3te−2
(
H
∧
)
D∧(Gn,t′) + 3n
v−3t′te−3
(
H
△
)
D∧(Gn,t′) , (5.43)
while (5.42) is equal to
− nv−3te−3
(
H
△
)
D△(Gn,t′) . (5.44)
Again using Corollary 2.8, and using the fact that we are taking Gn,t′ to be the
complement of Gn,t, we have
D∧(Gn,t′) = D∧(Gn,t) and D△(Gn,t′) = −D△(Gn,t) + 3D∧(Gn,t) .
Substituting these values in (5.43) and (5.44), we obtain that (5.40) is
nv−3te−2
((
H
∧
)
− 3
(
H
△
))
D∧(Gn,t) + n
v−3te−3
(
H
△
)
D△(Gn,t) .
This proves that (5.40) is equal to ΛH(Gn,t), and therefore completes the proof. 
5.4. Deducing Theorem 2.6. We recall that Theorem 2.4 is stated for t = t(n) ∈
(0, 1/2). Having proved Theorem 1.5 we may now deduce that Theorem 2.4 applies
for t ∈ (0, 1). This was stated as Theorem 2.6.
Proof of Theorem 2.6. In proving (5.34) above, we established that∣∣Λ∗H(Gn,t)− ΛH(Gn,t)∣∣ 6 C ′tnv−2
deterministically. It is now immediate by observation that Theorem 2.6 follows from
Theorem 1.5 and the triangle inequality. 
6. A general bound on deviation probabilities – Theorem 1.6
In this section we prove Theorem 1.6. We recall that this theorem gives a weaker
bound on subgraph count deviations than Theorem 1.1. However, it applies across
the whole range of possible deviations and gives an exponent which is best possible
up to multiplication by constant.
Our proof will rely on using Theorem 2.6, which states that DH(Gn,t) is well
approximated by Λ∗H(Gn,t), and the following proposition.
Proposition 6.1. Let H be a graph with v vertices and e edges. There is a constant
c = c(H) > 0 such that for all t ∈ (0, 1/2], and all η, n > c−1, we have
P
(∣∣Λ∗H(Gn,t)∣∣ > ηnv−3/2) 6 exp (− cηmin{η, n1/2}) .
Let us first show that Theorem 1.6 follows easily from these results.
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Proof of Theorem 1.6. We prove the result for t ∈ (0, 1/2]; up to changing the con-
stant, the result then follows for t ∈ (1/2, 1) by Corollary 2.8. Now suppose that
t ∈ (0, 1/2], has been fixed. Let us also fix the graph H with v vertices and e edges.
For all α, n, we have, by the triangle inequality,
P
(∣∣DH(Gn,t)∣∣ > αnv−3/2) 6 P(∣∣Λ∗H(Gn,t)∣∣ > α2nv−3/2
)
+ P (F (α/2)) , (6.1)
where F (b) is the event that∣∣DH(Gn,t)− Λ∗H(Gm,t)∣∣ > bnv−3/2 .
We bound the first probability by applying Proposition 6.1. We obtain
P
(∣∣Λ∗H(Gn,t)∣∣ > α2nv−3/2
)
6 exp
(− c′αmin{α, n1/2}) ,
where c′ is a quarter of the constant of that proposition.
We bound the second probability using Theorem 2.6. Let C = C(H), be the
constant given by Theorem 2.6. By Theorem 2.6, we have that
P (F (α/2)) 6 exp
(−αn1/2
2C
)
.
Substituting these bounds into (6.1), we obtain
P
(∣∣DH(Gn,t)∣∣ > αnv−3/2) 6 exp (− c′αmin{α, n1/2}) + exp
(−αn1/2
2C
)
6 exp
(− cαmin{α, n1/2}) ,
where c is taken to be at most min{c′/2, 1/4C}. 
All that remains to complete the section is to prove Proposition 6.1. We require
the following lemma.
Lemma 6.2. There is a constant C such that for all 1 6 i 6 N/2, and all η > 1
there is probability at least 1− exp(−ηn1/2) that
E
[
X∧(Gi)
2
∣∣Gi−1] 6 Cn1/2max{η, n1/2} (6.2)
and
E
[
X△(Gi)2
∣∣Gi−1] 6 Cn1/2max{η, n1/2} . (6.3)
Proof. Let C ′ be twice the larger of the constants given by Lemma 4.3 and Lemma 4.6.
Let E1 be the event that∑
u
Du(Gi−1)2 > C ′n3/2max{η, n1/2}
and E2 the event that∑
u,w
Du,w(Gi−1)2 > C ′n5/2max{η, n1/2} .
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By considering the cases η 6 n1/2 and η > n1/2, it follows from Lemma 4.3 that
P (E1) 6 exp(−2n)1η6n1/2 + exp(−2ηn1/2)1η>n1/2 6 exp(−2ηn1/2) .
Using Lemma 4.6 one may obtain the same bound on P (E2), so that
P (E1 ∪ E2) 6 2 exp(−2ηn1/2) 6 exp(−ηn1/2) .
It therefore suffices to prove that the event that (6.2) fails is contained in E1, and
the event that (6.3) fails is contained in E2.
Let us now find a bound on E [X∧(Gi)
2|Gi−1] which will show that (6.2) holds in
Ec1. We recall that X∧(Gi) is defined by X∧(Gi) = A∧(Gi) − E [A∧(Gi)|Gi−1], and
so
E
[
X∧(Gi)
2
∣∣Gi−1] = Var(A∧(Gi) ∣∣Gi−1)
6 E
[(
A∧(Gi) − 8(i− 1)
n
)2 ∣∣∣∣∣Gi−1
]
.
Now, we recall from (5.5) that A∧(Gi) = 8(i − 1)/n + 2
(
Du(Gi−1) + Dw(Gi−1)
)
where uw is the ith edge. It follows that, on the event Ec1,
E
[
X∧(Gi)
2
∣∣Gi−1] 6 1
N − i+ 1
∑
uw 6∈E(Gi−1)
4
(
Du(Gi−1) +Dw(Gi−1)
)2
6
8
N − i+ 1
∑
uw 6∈E(Gi−1)
(
Du(Gi−1)2 +Dw(Gi−1)2
)
6
16(n− 1)
N
∑
u
Du(Gi−1)2
6 32C ′ n1/2max{η, n1/2} ,
For C > 32C ′ it follows that the event
E
[
X∧(Gi)
2
∣∣Gi−1] > Cn1/2max{η, n1/2}
is contained in E1, as required.
We recall from (5.6) that A△(Gi) = 6(n − 2)(i − 1)2/(N)2 + 6Du,w(Gi−1). A
calculation as above, using that
E
[
X△(Gi)
2
∣∣Gi−1] = Var(A△(Gi) ∣∣Gi−1)
6 E
[(
A△(Gi) − 6(n− 2)(i− 1)2
(N)2
)2 ∣∣∣∣∣Gi−1
]
=
1
N − i+ 1
∑
uw 6∈E(Gi−1)
(
6Du,w(Gi−1)
)2
,
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shows that the event (6.3) fails is contained in E2, provided C > 160C
′, completing
the proof. 
We now present a proof of Proposition 6.1
Proof of Proposition 6.1. The proof is obtained by an application of Freedman’s
inequality, Lemma 3.4, to
Λ∗H(Gn,t) =
m∑
i=1
XH(Gi; t)
where m = ⌊tN⌋ and
XH(Gi; t) = n
v−3te−3
(
t
(
H
∧
) (1− t)2
(1− s)2X
∧(Gi) +
(
H
△
) (1− t)3
(1− s)3
(
X△(Gi)− 3sX∧(Gi)
))
.
Since the co-efficients of X∧(Gi) and X△(Gi) are at most Cnv−3 in absolute value,
for some constant C = C(H), we have
E
[
XH(Gi; t)
2
∣∣Gi−1] 6 2C2n2v−6 E [X∧(Gi)2 ∣∣Gi−1]+2C2n2v−6 E [X△(Gi)2 ∣∣Gi−1] .
Writing Evar(i− 1) for the event that
E
[
XH(Gi; t)
2
∣∣Gi−1] > 4C1C2n2v−11/2max{η, n1/2} , (6.4)
where C1 is taken to be the constant of Lemma 6.2, it follows, from Lemma 6.2,
that P (Evar(i− 1)) 6 exp(−ηn1/2). Now let Evar be the event
m∑
i=1
E
[
XH(Gi; t)
2
∣∣Gi−1] > 4C32mn2v−11/2max{η, n1/2} ,
where C2 = max{C,C1}. By a union bound, we have
P (Evar) 6 n
2 exp(−ηn1/2) 6 exp(−ηn1/2/2) .
One may also note that, since |X∧(Gi)|, |X△(Gi)| 6 n, we have∣∣XH(Gi; t)∣∣ 6 2Cnv−2 almost surely.
We now apply Freedman’s inequality, Lemma 3.4, with α = ηt1/2nv−3/2, with β =
4C32 tn
2v−7/2max{η, n1/2} and with R = 2Cnv−2. We obtain
P
(
Λ∗H(Gn,t) > ηn
v−3/2)
6 exp
( −η2tn2v−3
8C32 tn
2v−7/2max{η, n1/2} + 4Cηn2v−7/2
)
+ P (Evar)
6 exp
(−ηmin{η, n1/2}
12C32
)
+ exp(−ηn1/2/2)
6 2 exp
(− 4cηmin{η, n1/2}) ,
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where c was chosen to be at most 1/24C32 . Since an identical argument applies to
bound the probability that Λ∗H(Gn,t) < −ηnv−3/2, we have
P
(∣∣Λ∗H(Gn,t)∣∣ > ηnv−3/2) 6 4 exp (−4cηmin{η, n1/2}) 6 exp (−cηmin{η, n1/2}) .
This completes the proof. 
7. Variance and covariance of the increments XF (Gi)
The aim of this section is to prove that the conditional variance Var(XF (Gi)|Gi−1)
of XF (i) and the conditional covariance
E
[
XF (Gi)XF ′(Gi)
∣∣Gi−1] ,
of XF (Gi) and XF ′(Gi), are very predictable, in the sense that they are generally
close to certain deterministic functions. Given two graphs, F with v vertices and e
edges, and F ′ with v′ vertices and e′ edges, let us define
VF,F ′(i, n) := n
v+v′−5se+e
′−4(1− s)(sθ1(F, F ′) + (1− s)θ2(F, F ′)) , (7.1)
where
θ1(F, F
′) := 8
(
F
∧
)(
F ′
∧
)
and θ2(F, F
′) := 36
(
F
△
)(
F ′
△
)
. (7.2)
Proposition 7.1. Let F, F ′ be graphs with v, v′ vertices (respectively) and e, e′ edges
(respectively) and let t ∈ (0, 1). There is a constant C = C(F, F ′, t) such that, for
all 1 6 i 6 tN and all 3 logn 6 b 6 n/2C, we have
P
(∣∣E [XF (Gi)XF ′(Gi) ∣∣Gi−1] − VF,F ′(i, n)∣∣ > Cb1/2nv+v′−11/2) 6 exp(−b) .
Since the path of length two and the triangle play a particularly important role
(see Theorem 2.4, for example), it is perhaps of interest to note that in these cases
we have
V∧,∧(i, n) = 8ns(1− s) ,
V∧,△(i, n) = 24ns2(1− s) and
V△,△(i, n) = 36ns
2(1− s2) .
We may also now explain why we chose to express the terms of Λ∗H(Gn,t) as multiples
of X∧(Gi) and X△(Gi)− 3sX∧(Gi). This representation was chosen because these
increments are asymptotically orthogonal in the sense that
E
[
X∧(Gi)
(
X△(Gi)− 3sX∧(Gi)
) ∣∣Gi−1] = o(n)
with high probability. This follows from Proposition 7.1 and the fact that
V∧,△(i, n) − 3sV∧,∧(i, n) = 0 .
48 CHRISTINA GOLDSCHMIDT, SIMON GRIFFITHS, AND ALEX SCOTT
We in fact prove an even more precise result, Proposition 7.2, which includes a
second order term related to the current deviation D∧(Gi−1). We define
WF,F ′(Gi−1) := 8nv+v
′−7se+e
′−4(F
∧
)(
F ′
∧
)
D∧(Gi−1) . (7.3)
Proposition 7.2. Let F, F ′ be graphs with v, v′ vertices (respectively) and e, e′ edges
(respectively) and let t ∈ (0, 1). There is a constant C = C(F, F ′, t) such that, for
all 1 6 i 6 tN and all 3 logn 6 b 6 n/2C, we have
P
(∣∣E [XF (Gi)XF ′(Gi) ∣∣Gi−1] − (VF,F ′(i, n) +WF,F ′(Gi−1))∣∣ > Cbnv+v′−6) 6 exp(−b) .
The term WF,F ′(Gi−1) is generally much smaller than the main term VF,F ′(i, n).
This follows from the fact that D∧(Gi−1) is generally much smaller than n2, which
follows from Theorem 1.6.
Let us observe that Proposition 7.1 follows from Proposition 7.2 and Theorem 1.6.
Proof of Proposition 7.1. Let F, F ′ and t be fixed. Writing C1 for the constant of
Proposition 7.2, and c for the constant associated with H =
∧
in Theorem 1.6, we
define
C = 2
(
C1 + 8c
−1(F
∧
)(
F ′
∧
))
.
By the triangle inequality,∣∣∣E [XF (Gi)XF ′(Gi) ∣∣Gi−1] − VF,F ′(i, n)∣∣∣
6
∣∣∣E [XF (Gi)XF ′(Gi) ∣∣Gi−1] − (VF,F ′(i, n) +WF,F ′(Gi−1))∣∣∣ + |WF,F ′(i, n)| ,
and so the event∣∣∣E [XF (Gi)XF ′(Gi) ∣∣Gi−1] − VF,F ′(i, n)∣∣∣ > Cb1/2nv+v′−11/2 (7.4)
may only occur if∣∣∣E [XF (Gi)XF ′(Gi) ∣∣Gi−1] − (VF,F ′(i, n) +WF,F ′(Gi−1))∣∣∣ > 2C1b1/2nv+v′−11/2
> 2C1bn
v+v′−6
or ∣∣D∧(Gi−1)∣∣ > 2c−1b1/2n3/2 .
By Proposition 7.2 and Theorem 1.6 respectively these events each have probability
at most exp(−2b). By a union bound, the event (7.4) has probability at most
2 exp(−2b) 6 exp(−b), as required. 
We now prove Proposition 7.2.
Proof of Proposition 7.2. Let F, F ′ and t be fixed. Let i 6 tN . Since
XF (Gi) := AF (Gi) − E
[
AF (Gi)
∣∣Gi−1] ,
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the conditional covariance may be expressed as
E
[
XF (Gi)XF ′(Gi)
∣∣Gi−1]
= E
[
AF (Gi)AF ′(Gi)
∣∣Gi−1] − E [AF (Gi) ∣∣Gi−1]E [AF ′(Gi) ∣∣Gi−1] . (7.5)
The proof consists of two main stages. In the first we express each of the terms
of (7.5) as a linear combination of terms of the form LH(i) and DH(Gi). This first
stage results in the expressions (7.7) and (7.8), which we combine to obtain (7.9), an
expression for E [XF (Gi)XF ′(Gi)|Gi−1] in terms of LH(i) and DH(Gi). In the second
stage we expand these terms and, after some calculation, arrive at the conclusion.
We begin the first stage by calculating an expression4 for E [AF (Gi)|Gi−1]. Let ΦF
be the set of injective functions φ : V (F ) → V (Gi−1). We write φ(e) for the image
of an edge, i.e., φ(uw) = {φ(u), φ(w)}. For f ∈ E(F ), we say that φ is f -ready if
φ(e) is an edge of Gi−1 for every edge of F \ f and φ(f) is a non-edge of Gi−1. For
f ∈ E(F ), we define
ΦfF := {φ ∈ ΦF : φ is f -ready} .
Since a copy of F may only be created at the moment we add its final edge, and
each of the N − i + 1 remaining pairs is added as the ith edge with probability
1/(N − i+ 1), we have
E
[
AF (Gi)
∣∣Gi−1] = ∑
f∈E(F )
|ΦfF |
N − i+ 1 . (7.6)
Observe that |ΦfF |, the number of f -ready injective functions φ, is given by
|ΦfF | = NF\f(Gi−1) − NF (Gi−1) .
Substituting this into (7.6), and expanding each NH(Gi−1) as LH(i−1)+DH(Gi−1),
we obtain
E
[
AF (Gi)
∣∣Gi−1]
=
∑
f∈E(F )
LF\f(i− 1)− LF (i− 1)
N − i+ 1 +
1
N − i+ 1
∑
f∈E(F )
(
DF\f(Gi−1)−DF (Gi−1)
)
.
Since it is easily checked that
∑
f∈E(F )
LF\f (i− 1)− LF (i− 1)
N − i+ 1 = LF (i) − LF (i− 1) ,
4This expression is in fact already given by Lemma 2.3, however reproving it is a useful step
towards the more difficult challenge of expressing E [AF (Gi)AF ′(Gi)|Gi−1] in the desired form.
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we obtain
E
[
AF (Gi)
∣∣Gi−1] = (LF (i)−LF (i−1))+ 1
N − i+ 1
∑
f∈E(F )
(
DF\f(Gi−1)−DF (Gi−1)
)
.
(7.7)
We continue the first stage by calculating the expression (7.8) for E [AF (Gi)AF ′(Gi)|Gi−1].
To abbreviate the notation we set
EF,F ′(Gi−1) := E
[
AF (Gi)AF ′(Gi)
∣∣Gi−1] .
Let ΦF,F ′ = ΦF × ΦF ′, be the set of pairs (φ, φ′) of injective functions φ : V (F ) →
V (Gi−1) and φ′ : V (F ′) → V (Gi−1). We say that such a pair (φ, φ′) is (f, f ′,⇀)-
ready, for edges f ∈ E(F ), f ′ ∈ E(F ′) and a relative orientation ⇀ of the edges f
and f ′, if
(i) φ(e) ∈ E(Gi−1) for all e ∈ F \ f ,
(ii) φ′(e) ∈ E(Gi−1) for all e ∈ F ′ \ f ′ in Gi−1, and
(iii) φ(f) and φ′(f ′) map to the same non-edge of Gi−1, and have relative orien-
tation ⇀.
For f ∈ E(F ), f ′ ∈ E(F ′) and a relative orientation ⇀, we define
Φf,f
′,⇀
F,F ′ := {(φ, φ′) ∈ ΦF,F ′ : (φ, φ′) is (f, f ′,⇀)-ready} .
Since embeddings of F and F ′ may only be simultaneously created at the moment
we add their final edge, and each of the N − i + 1 remaining pairs is added as the
ith edge with probability 1/(N − i+ 1), we have
EF,F ′(Gi−1) =
∑
f,f ′,⇀
|Φf,f ′,⇀F,F ′ |
N − i+ 1 .
Observe that
|Φf,f ′,⇀F,F ′ | ,
the number of (f, f ′,⇀)-ready pairs (φ, φ′) includes a count over those pairs (φ, φ′)
whose images overlap in exactly two vertices, those whose images overlap in three
vertices, and those pairs that overlap in four or more vertices. The count of pairs
with overlap exactly two vertices is
NΓo(F,F ′:f,f ′,⇀)(Gi−1) − NΓ(F,F ′:f,f ′,⇀)(Gi−1) .
where Γ(F, F ′ : f, f ′,⇀) is the graph obtained by joining F and F ′ by identifying f
and f ′ using the relative orientation ⇀, and Γo(F, F ′ : f, f ′,⇀) is obtained by then
removing the identified edge. The count of pairs with overlap exactly three vertices
is ∑
u∈V (F )\f,u′∈V (F ′)\f ′
(
NΓo(F,F ′:f,f ′,u,u′,⇀)(Gi−1) − NΓ(F,F ′:f,f ′,u,u′,⇀)(Gi−1)
)
where Γ(F, F ′ : f, f ′, u, u′,⇀) is the graph obtained by joining F and F ′ by identi-
fying f and f ′ using the relative orientation ⇀ and also identifying u and u′, and
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Γo(F, F ′ : f, f ′, u, u′,⇀) is obtained by then removing the identified edge. It follows
that
EF,F ′(Gi−1)
=
1
N − i+ 1
∑
f,f ′,⇀
(
NΓo(F,F ′:f,f ′,⇀)(Gi−1) − NΓ(F,F ′:f,f ′,⇀)(Gi−1)
)
+
1
N − i+ 1
∑
f,f ′,u,u′,⇀
(
NΓo(F,F ′:f,f ′,u,u′,⇀)(Gi−1) − NΓ(F,F ′:f,f ′,u,u′,⇀)(Gi−1)
)
+ O(nv+v
′−6) ,
where the error term O(nv+v
′−6) comes from the fact that there are O(nv+v
′−4) pairs
that overlap in four or more vertices, and N − i + 1 > N − tN + 1 = Θ(n2), as
t ∈ (0, 1) is fixed. Expanding the terms NH(Gi−1) we obtain the desired expression
for E [AF (Gi)AF ′(Gi)|Gi−1]:
EF,F ′(Gi−1)
=
1
N − i+ 1
∑
f,f ′,⇀
(
LΓo(F,F ′:f,f ′,⇀)(i− 1) − LΓ(F,F ′:f,f ′,⇀)(i− 1)
)
(7.8)
+
1
N − i+ 1
∑
f,f ′,u,u′,⇀
(
LΓo(F,F ′:f,f ′,u,u′,⇀)(i− 1) − LΓ(F,F ′:f,f ′,u,u′,⇀)(i− 1)
)
+
1
N − i+ 1
∑
f,f ′,⇀
(
DΓo(F,F ′:f,f ′,⇀)(Gi−1) − DΓ(F,F ′:f,f ′,⇀)(Gi−1)
)
+
1
N − i+ 1
∑
f,f ′,u,u′,⇀
(
DΓo(F,F ′:f,f ′,u,u′,⇀)(Gi−1) − DΓ(F,F ′:f,f ′,u,u′,⇀)(Gi−1)
)
+ O(nv+v
′−6) .
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Combining (7.7) and (7.8) and substituting into (7.5), we obtain the following ex-
pression for E [XF (Gi)XF ′(Gi)|Gi−1]:
E
[
XF (Gi)XF ′(Gi)
∣∣Gi−1]
=
1
N − i+ 1
∑
f,f ′,⇀
(
LΓo(F,F ′:f,f ′,⇀)(i− 1) − LΓ(F,F ′:f,f ′,⇀)(i− 1)
)
+
1
N − i+ 1
∑
f,f ′,u,u′,⇀
(
LΓo(F,F ′:f,f ′,u,u′,⇀)(i− 1) − LΓ(F,F ′:f,f ′,u,u′,⇀)(i− 1)
)
+
1
N − i+ 1
∑
f,f ′,⇀
(
DΓo(F,F ′:f,f ′,⇀)(Gi−1) − DΓ(F,F ′:f,f ′,⇀)(Gi−1)
)
+
1
N − i+ 1
∑
f,f ′,u,u′,⇀
(
DΓo(F,F ′:f,f ′,u,u′,⇀)(Gi−1) − DΓ(F,F ′:f,f ′,u,u′,⇀)(Gi−1)
)
−

(LF (i)− LF (i− 1)) + 1
N − i+ 1
∑
f∈E(F )
(
DF\f(Gi−1)−DF (Gi−1)
)
×

(LF ′(i)− LF ′(i− 1)) + 1
N − i+ 1
∑
f ′∈E(F ′)
(
DF ′\f ′(Gi−1)−DF ′(Gi−1)
)
+ O(nv+v
′−6) . (7.9)
We now begin the second stage of the proof. Essentially we must understand the
terms in (7.9), and calculate what remains after cancellations. Our hope is that all
the terms involving deviations reduce to WF,F ′(Gi−1), up to a small error term. To
prove this we use Theorem 1.5 and Theorem 1.6.
By Theorem 1.5 and Theorem 1.6 there exists, for each v∗, a constant C1 = C1(v∗)
such that for all 1 6 b 6 n/2C1 and all graphs H on at most v
∗ vertices, each of the
events ∣∣DH(Gn,s)− ΛH(Gn,s)∣∣ 6 C1bnv(H)−2 (7.10)
and ∣∣DH(Gn,s)∣∣ 6 C1b1/2nv(H)−3/2 (7.11)
fail with probability at most exp(−((v∗)2 + 2)b). Let Ev∗(b) be the event that both
of (7.10), (7.11) hold for any graph H on at most v∗ vertices. By a straightforward
union bound over the (at most 2(v
∗)2) graphs H on at most v∗ vertices. We have
that
P (Ev∗(b)) > 1 − exp(−b) .
To complete the proof it suffices to prove that there is a constant C such that, on
the event Ev+v′(b), we have∣∣E [XF (Gi)XF ′(Gi) ∣∣Gi−1] − (VF,F ′(i, n) +WF,F ′(Gi−1))∣∣ 6 Cbnv+v′−6 .
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Let us continue our calculation of E [XF (Gi)XF ′(Gi)|Gi−1] by expanding and can-
celling the terms of (7.9). We begin by calculating the total contribution (7.15) of
the terms involving only the LH(i − 1). Using that both Γo(F, F ′ : f, f ′,⇀) and
Γ(F, F ′ : f, f ′,⇀) have v+v′−2 vertices, and that e(Γo(F, F ′ : f, f ′,⇀)) = e+e′−2
and e(Γ(F, F ′ : f, f ′,⇀)) = e+ e′ − 1, it is easily verified that
LΓo(F,F ′:f,f ′,⇀)(i− 1) − LΓ(F,F ′:f,f ′,⇀)(i− 1) = (n)v+v
′−2(i− 1)e+e′−2(N − i+ 1)
(N)e+e′−1
,
for every choice of f, f ′,⇀. It follows that
1
N − i+ 1
∑
f,f ′,⇀
(
LΓo(F,F ′:f,f ′,⇀)(i− 1) − LΓ(F,F ′:f,f ′,⇀)(i− 1)
)
(7.12)
=
2ee′(n)v+v′−2(i− 1)e+e′−2
(N)e+e′−1
=
2ee′(n)v+v′−2se+e
′−2
N
+ O(nv+v
′−6)
= 4ee′n−2
(
1 +
1
n
)(
nv+v
′−2 −
(
v+v′−2
2
)
nv+v
′−3
)
se+e
′−2 + O(nv+v
′−6)
= 4ee′nv+v
′−4se+e
′−2 + 2ee′
(
2− (v + v′ − 2)(v + v′ − 3))nv+v′−5se+e′−2 +O(nv+v′−6) .
The main negative term comes from the product
−(LF (i)− LF (i− 1))(LF ′(i)− LF ′(i− 1)) .
Since
LF (i)− LF (i− 1) = e(n)v(i− 1)e−1
(N)e
= 2en−2
(
1 +
1
n
)
(n)vs
e−1 + O(nv−4) ,
this main negative term is
−4ee′n−4
(
1 +
2
n
)
(n)v(n)v′s
e+e′−2 + O(nv+v
′−6)
which may be expressed as
− 4ee′nv+v′−4se+e′−2 + 2ee′(v(v − 1) + v′(v′ − 1)− 4)nv+v′−5se+e′−2 + O(nv+v′−6).
(7.13)
The final contribution from terms purely involving the terms LH(i− 1) is
1
N − i+ 1
∑
f,f ′,u,u′,⇀
(
LΓo(F,F ′:f,f ′,u,u′,⇀)(i− 1) − LΓ(F,F ′:f,f ′,u,u′,⇀)(i− 1)
)
.
The value of the summand depends on the number of extra overlaps of edges that
occur in the identification. For j = 0, 1, 2, let λj be the number of sequences
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f, f ′, u, u′,⇀ in which Γo(F, F ′ : f, f ′, u, u′,⇀) has e+e′−2−j edges, meaning that
j edges other than f and f ′ are lost in the identification. The contribution of
1
N − i+ 1
(
LΓo(F,F ′:f,f ′,u,u′,⇀)(i− 1) − LΓ(F,F ′:f,f ′,u,u′,⇀)(i− 1)
)
is
2nv+v
′−5se+e
′−2−j + O(nv+v
′−6)
in the case of j extra edges being lost in the identification. It follows that the total
contribution of these terms is
2nv+v
′−5(λ0se+e′−2 + λ1se+e′−3 + λ2se+e′−4) + O(nv+v′−6) . (7.14)
Summing all contributions to (7.9) from terms involving only the LH(i − 1), i.e.,
summing (7.12), (7.13) and (7.14), we obtain
2nv+v
′−5
((
λ0 − 2ee′(v − 2)(v′ − 2)
)
se+e
′−2 + λ1se+e
′−3 + λ2se+e
′−4
)
+ O(nv+v
′−6) .
Using that λ0 + λ1 + λ2 = 2ee
′(v − 2)(v′ − 2), this total contribution is
2nv+v
′−5
((− λ1 − λ2)se+e′−2 + λ1se+e′−3 + λ2se+e′−4) + O(nv+v′−6)
= 2nv+v
′−5(λ1se+e′−3(1− s) + λ2se+e′−4(1− s2)) + O(nv+v′−6) .
We may now relate λ1 and λ2 to the parameters θ1(F, F
′) and θ2(F, F ′) that occur
in the definition of VF,F ′(i, n).
Claim: We have 2λ1 = θ1(F, F
′)− 2θ2(F, F ′) and 2λ2 = θ2(F, F ′).
Proof of Claim: Let ρ1 be the number of pairs of an edge f of F and a disjoint
vertex u such there is precisely one edge between the endpoints of f and u. Let ρ2
be the number of such pairs in which both possible edges are present, i.e., f ∪ {u}
is a triangle in F , and let ρ′1 and ρ
′
2 be the equivalent quantities in F
′. It is easily
verified that
ρ1 = 2
(
F
∧
)
− 6
(
F
△
)
and ρ2 = 3
(
F
△
)
.
Let us now prove that 2λ2 = θ2(F, F
′). We recall that λ2 counts the number of
choices f, f ′, u, u′,⇀ such that the overlap contains two extra edges. This occurs
if and only if f ∪ {u} and f ′ ∪ {u′} are triangles in their respective graphs, and
so λ2 = 2ρ2ρ
′
2, where the factor of 2 has come from counting the two possible
orientations. It follows that
2λ2 = 4ρ2ρ
′
2 = 36
(
F
△
)(
F ′
△
)
= θ2(F, F
′) .
We now turn to λ1, which counts the number of choices f, f
′, u, u′,⇀ such that the
overlap contains exactly one extra edge. This occurs for one of the two orientations
MODERATE DEVIATIONS OF SUBGRAPH COUNTS 55
if there is one edge between f and u and likewise between f ′ and u′, and with both
orientations if one of the two is a triangle. Thus
λ1 = ρ1ρ
′
1 + 2ρ1ρ
′
2 + 2ρ2ρ
′
1 .
Substituting in the values of ρ1, ρ2, ρ
′
1, ρ
′
2 we obtain
2λ1 = 2
(
2
(
F
∧
)
−6
(
F
△
))(
2
(
F ′
∧
)
−6
(
F ′
△
))
+12
(
2
(
F
∧
)
−6
(
F
△
))(F ′
△
)
+12
(
2
(
F ′
∧
)
−6
(
F ′
△
))(F
△
)
,
which is θ1(F, F
′)− 2θ2(F, F ′), completing the proof of the claim.
Using the claim, the total contribution of the terms involving only the LH(i− 1)
is
nv+v
′−5se+e
′−4
(
(s− s2)(θ1(F, F ′)− 2θ2(F, F ′)) + (1− s2)θ2(F, F ′)) =
nv+v
′−5se+e
′−4(1− s)
(
sθ1(F, F
′) + (1− s)θ2(F, F ′)
)
= VF,F ′(i, n) . (7.15)
We now turn to terms involving deviations DH(Gi−1). On the event Ev+v′(b),
that both of (7.10) and (7.11) hold for all graphs on at most v+ v′ vertices, we have
that the deviation DH(Gi−1) is given by
nv(H)−3se(H)−2
(
H
∧
)
D∧(Gi−1) +nv(H)−3se(H)−3
(
H
△
)(
D△(Gi−1)−3sD∧(Gi−1)
)±C1bnv(H)−2
(7.16)
for all graphs H on at most v + v′ vertices, and so, in particular for any graph
included in (7.9). Thus, we need only to determine the coefficients of D∧(Gi−1)
and D△(Gi−1) obtained after summing the terms of (7.9) that involve deviations.
We note that the terms with overlap at least 3, in the sum over f, f ′, u, u′,⇀ for
example, are at most
C1b
1/2nv+v
′−13/2 = O(nv+v
′−6)
on Ev+v′(b). We may also safely ignore the term
− 1
(N − i+ 1)2
∑
f∈E(F )
(
DF\f(Gi−1)−DF (Gi−1)
) ∑
f ′∈E(F ′)
(
DF ′\f ′(Gi−1)−DF ′(Gi−1)
)
which has absolute value at most
C21bn
v+v′−7 = O(nv+v
′−6)
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on Ev+v′(b). The remaining terms are
1
N − i+ 1
∑
f,f ′,⇀
(
DΓo(F,F ′:f,f ′,⇀)(Gi−1) − DΓ(F,F ′:f,f ′,⇀)(Gi−1)
)
− (LF (i)− LF (i− 1)) 1
N − i+ 1
∑
f ′∈E(F ′)
(
DF ′\f ′(Gi−1)−DF ′(Gi−1)
)
− (LF ′(i)− LF ′(i− 1)) 1
N − i+ 1
∑
f∈E(F )
(
DF\f(Gi−1)−DF (Gi−1)
)
By expanding each DH(Gi−1) using (7.16) we will find an expression for the remain-
ing terms of (7.9) as a combination
β1D∧(Gi−1) + β2
(
D△(Gi−1)− 3sD∧(Gi−1)
)
+ O(bnv+v
′−6)
on Ev+v′(b).
Let us first calculate β1. Using that
LF (i)− LF (i− 1) = e(n)v(i− 1)e−1
(N)e
= 2env−2se−1 + O(nv−3)
and expanding each DH(Gi−1) using (7.16), we find that
(N − i+ 1)β1 = nv+v′−5se+e′−4
∑
f,f ′,⇀
((
Γo(F,F ′:f,f ′,⇀)
∧
)
− s
(
Γ(F,F ′:f,f ′,⇀)
∧
))
− 2env+v′−5se+e′−4
∑
f ′∈E(F ′)
((
F ′\f ′
∧
)
− s
(
F ′
∧
))
− 2e′nv+v′−5se+e′−4
∑
f∈E(F )
((
F\f
∧
)
− s
(
F
∧
))
. (7.17)
We may count the contribution of the first sum as follows, each P2 in F is counted
2(e− 2)e′ times by the first term and 2ee′ times by the second, while P2s in F ′ are
counted 2e(e′ − 2) and 2ee′ times respectively. The other way to find a P2 in these
graphs is crossing between F and F ′; a little thought shows that there are
4
(
F
∧
)(
F ′
∧
)
such contributions to each of the two terms. Thus the result of the first sum is
2ee′
((
F
∧
)
+
(
F ′
∧
))
(1− s) + 4
(
F
∧
)(
F ′
∧
)
(1− s) − 2e′
(
F
∧
)
− 2e
(
F ′
∧
)
.
The equivalent results for the second and third terms are
e′
(
F ′
∧
)
(1− s) − 2
(
F ′
∧
)
and
e
(
F
∧
)
(1− s) − 2
(
F
∧
)
respectively. Substituting these values in (7.17) we obtain
(N − i+ 1)β1 = 4nv+v′−5
(
F
∧
)(
F ′
∧
)
se+e
′−4(1− s) ,
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and so
β1 = 8n
v+v′−7se+e
′−4(F
∧
)(
F ′
∧
)
+ O(nv+v
′−8) .
This is consistent with our aim to prove that the contribution of terms involving de-
viations is given byWF,F ′(Gi−1) up to O(bnv+v
′−6). All that remains is to prove that
β2 = 0. That is, the terms which contribute a multiple of D△(Gi−1) − 3sD∧(Gi−1)
in the expansion cancel. We have
β2(N − i+ 1) = nv+v′−5se+e′−5
∑
f,f ′,⇀
((
Γo(F,F ′:f,f ′,⇀)
△
)
− s
(
Γ(F,F ′:f,f ′,⇀)
△
))
− 2env+v′−5se+e′−5
∑
f ′∈E(F ′)
((
F ′\f ′
△
)
− s
(
F ′
△
))
− 2e′nv+v′−5se+e′−5
∑
f∈E(F )
((
F\f
△
)
− s
(
F
△
))
.
The calculation is as above; however, since no triangles can cross between F and
F ′, we obtain only terms that cancel. The result is that β2 = 0. This confirms that
the contribution of terms in (7.9) that involve deviations contribute
WF,F ′(Gi−1) + O(bn
v+v′−6)
on Ev+v′(b). Combining this with (7.15) we obtain∣∣E [XF (Gi)XF ′(Gi) ∣∣Gi−1] − (VF,F ′(i, n) +WF,F ′(Gi−1))∣∣ 6 Cbnv+v′−6
for an appropriately chosen constant C on Ev+v′(b), an event with probability at
least 1− exp(−b), as required. 
8. Probability of subgraph count deviations – Theorem 1.1
In this section we bring together the various threads and complete our proof
of Theorem 1.1. Armed with Theorem 2.6 it will suffice to prove the analogous
statement with Λ∗H(Gn,t) in place of DH(Gn,t).
Proposition 8.1. Let t = t(n) ∈ (0, 1) be a sequence bounded away from 1, let H
be graph with v vertices, e edges, and
(
H
∧
)
> 1. Then
P
(
Λ∗H(Gn,t) > αnn
v−3/2) = exp (− γH(t)α2n(1 + o(1))) ,
for every sequence (αn : n > 1) with t
e−3/2 ≪ αn ≪ te+2n1/2. Furthermore, the
same holds for P
(
Λ∗H(Gn,t) < −αnnv−3/2
)
.
Here the expression γH(t) is as defined in the introduction, namely:
γH(t) :=
(
4
(
H
∧
)2
t2e−2(1− t)2 + 12
(
H
△
)2
t2e−3(1− t)3
)−1
.
Let us observe that indeed Theorem 1.1 follows from Proposition 8.1 and Theo-
rem 2.6.
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Proof of Theorem 1.1. Let us fix t = t(n) ∈ (0, 1) and a graph H with v vertices, e
edges, and
(
H
∧
)
> 1. Let the sequence (αn : n > 1) with
max{t1/2n−1/2 logn, te−3/2} ≪ αn ≪ min{t2e−5/2n1/2, te+2n1/2}
be given. Finally, let us also fix ε > 0. We may suppose ε < 1/10.
We first show the upper bound on P
(
DH(Gn,t) > αnn
v−3/2). We begin by ob-
serving that
P
(
DH(Gn,t) > αnn
v−3/2) 6 P (Λ∗H(Gn,t) > (1− ε)αnnv−3/2)
+ P
(∣∣DH(Gn,t)− Λ∗H(Gn,t)∣∣ > εαnnv−3/2) .
Now, by Proposition 8.1, we have
P
(
Λ∗H(Gn,t) > (1− ε)αnnv−3/2
)
6 exp
(− γH(t)α2n(1− ε+ o(1))2)
6 exp
(− γH(t)α2n(1− 3ε))
for all sufficiently large n. On the other hand, we shall apply Theorem 2.6 (as stated
in Theorem 2.4) with b = εαnC
−1t−1/2n1/2 to bound
P
(∣∣DH(Gn,t)− Λ∗H(Gn,t)∣∣ > εαnnv−3/2) .
It is easily checked that the conditions on αn ensure that 3 logn 6 b 6 t
1/2n, for all
n sufficiently large. By Theorem 2.6 we have
P
(∣∣DH(Gn,t)− Λ∗H(Gn,t)∣∣ > εαnnv−3/2) 6 exp(−cεt−1/2αnn1/2)
for some constant c > 0. Since αn ≪ t2e−5/2n1/2, we have that
cεt−1/2αnn
1/2 ≫ γH(t)α2n(1− 3ε)
and so, for all sufficiently large n,
P
(
DH(Gn,t) > αnn
v−3/2) 6 (1 + ε) exp (− γH(t)α2n(1− 3ε)) .
Since ε is arbitrary, and γH(t)α
2
n ≫ 1, we have
P
(
DH(Gn,t) > αnn
v−3/2) 6 exp (− γH(t)α2n(1− o(1))) .
The proof of the lower bound follows immediately by the same argument, and the
fact that
P
(
DH(Gn,t) > αnn
v−3/2) > P (Λ∗H(Gn,t) > (1 + ε)αnnv−3/2)
− P (∣∣DH(Gn,t)− Λ∗H(Gn,t)∣∣ > εαnnv−3/2) .
This completes the proof. 
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Our remaining task is to prove Proposition 8.1. Let us recall that Λ∗H(Gn,t) is the
martingale expression
Λ∗H(Gn,t) =
⌊tN⌋∑
i=1
(
κtH,n(i)X∧(Gi) + ρ
t
H,n(i)
(
X△(Gi)− 3sX∧(Gi)
))
,
where
κtH,n(i) := n
v−3te−2
(
H
∧
) (1− t)2
(1− s)2
and
ρtH,n(i) := n
v−3te−3
(
H
△
) (1− t)3
(1− s)3 .
We prove a general statement on the probability of deviations of martingales of
this general form.
Proposition 8.2. Let t = t(n) ∈ (0, 1) be a sequence bounded away from 1,
let κ = (κtn)n>1 and ρ = (ρ
t
n)n>1 be two sequences of functions such that κ
t
n :
{1, . . . , ⌊tN⌋} → [−C,C] for some constant C ∈ R and ρtn : {1, . . . , ⌊tN⌋} →
[−Ct−1, Ct−1], and suppose there exists η > 0 such that
⌊tN⌋∑
i=1
|κtn(i)|+ t|ρtn(i)| > ηtN (8.1)
for all sufficiently large n. Then
Stn :=
⌊tN⌋∑
i=1
(
κtn(i)X∧(Gi) + ρ
t
n(i)
(
X△(Gi)− 3sX∧(Gi)
))
satisfies
P
(
Stn > αnn
3/2
)
= exp
(−α2n(1 + o(1))
2τκ,ρ
)
,
for every sequence (αn : n > 1) with t
1/2 ≪ αn ≪ t4n1/2, where
τκ,ρ := n
−2
⌊tN⌋∑
i=1
(
8s(1− s)κtn(i)2 + 36s2(1− s)2ρtn(i)2
)
.
Furthermore the same holds for P
(
Stn < −αnnv−3/2
)
.
Let us observe that indeed Proposition 8.1 follows from Proposition 8.2.
Proof of Proposition 8.1. Let κ be the sequence of functions
κtn(i) = n
3−vt2−eκtH,n(i) =
(
H
∧
) (1− t)2
(1− s)2
and let ρ be
ρtn(i) = n
3−vt2−eρtH,n(i) = t
−1(H
△
) (1− t)3
(1− s)3 .
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It is easily verified that the average 1⌊tN⌋
∑⌊tN⌋
i=1 κ
t
n(i) is bounded away from 0.
Since nv−3te−2Stn = Λ
∗
H(Gn,t), we have
P
(
Λ∗H(Gn,t) > αnn
v−3/2) = P (Stn > αnt2−en3/2) .
In order to apply Proposition 8.2 we must verify that t1/2 ≪ αnt2−e ≪ t4n1/2. This
follows immediately from the condition that te−3/2 ≪ αn ≪ te+2n1/2. And so, by an
application of Proposition 8.2, we have
P
(
Λ∗H(Gn,t) > αnn
v−3/2) = exp(−α2nt4−2e(1 + o(1))
2τκ,ρ
)
,
where
τκ,ρ := n
−2
⌊tN⌋∑
i=1
(
8s(1− s)κtn(i)2 + 36s2(1− s)2ρtn(i)2
)
.
All that remains is to prove that
γH(t) =
1 + o(1)
2t2e−4τκ,ρ
. (8.2)
Substituting the values of κtn(i) and ρ
t
n(i) into the definition of τκ,ρ we obtain
t2e−4τκ,ρ = t2e−4n−2
⌊tN⌋∑
i=1
8s(1− s)
((
H
∧
) (1− t)2
(1− s)2
)2
+ t2e−4n−2
⌊tN⌋∑
i=1
36s2(1− s)2
(
t−1
(
H
△
) (1− t)3
(1− s)3
)2
.
The contribution of the first term is
(4 + o(1))
N
t2e−4(1− t)4
(
H
∧
)2 ⌊tN⌋∑
i=1
s
(1− s)3
= (4 + o(1))t2e−4(1− t)4
(
H
∧
)2 ∫ t
0
s
(1− s)3 ds
= (2 + o(1))t2e−2(1− t)2
(
H
∧
)2
,
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where we have used that the integral has value t2/2(1 − t)2 (as may be seen using
the substitution u = 1− s, for example). The contribution of the second term is
(18 + o(1))
N
t2e−6(1− t)6
(
H
△
)2 ⌊tN⌋∑
i=1
s2
(1− s)4
=(18 + o(1))t2e−6(1− t)6
(
H
△
)2 ∫ t
0
s2
(1− s)4 ds
=(6 + o(1))t2e−3(1− t)3
(
H
△
)2
,
where we have used that the integral has value t3/3(1 − t)3. Summing these two
contributions, we have
t2e−4τκ,ρ = (2 + o(1))t2e−2(1− t)2
(
H
∧
)2
+ (6 + o(1))t2e−3(1− t)3
(
H
△
)2
.
By observation, (8.2) holds, and so the proof is complete. 
Our final task is to prove Proposition 8.2. This proof will use the inequalities of
Freedman stated in Section 3.
Proof of Proposition 8.2. Let t ∈ (0, 1) and the sequences κ = (κtn)n>1 and ρ =
(ρtn)n>1 be fixed. We may assume that κ
t
n : {1, . . . , ⌊tN⌋} → [−C,C] and ρtn :
{1, . . . , ⌊tN⌋} → [−Ct−1, Ct−1] are such that (8.1) holds. Let us also fix ε > 0. It
will be useful at times to note that
Ω(t2) 6 τκ,ρ 6 O(t) (8.3)
which follows easily from the definition of τκ,ρ and the conditions on κ
t
n and ρ
t
n.
We must prove an upper bound and a lower bound on the probability of a deviation
of the final value Stn of the martingale
Stn :=
⌊tN⌋∑
i=1
(
κtn(i)X∧(Gi) + ρ
t
n(i)
(
X△(Gi)− 3sX∧(Gi)
))
.
Fix the sequence (αn : n > 1) with t
1/2 ≪ αn ≪ t4n1/2.
We first prove the upper bound on the probability
P
(
Stn > αnn
3/2
)
,
by an application of Freedman’s inequality, Lemma 3.4. We have that Stn is the final
value of a martingale
Stn :=
⌊tN⌋∑
i=1
X(i) ,
with increments
X(i) := κtn(i)X∧(Gi) + ρ
t
n(i)
(
X△(Gi)− 3sX∧(Gi)
)
.
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In order to apply Freedman’s inequality we need to assess the quantity
V (⌊tN⌋) :=
⌊tN⌋∑
i=1
E
[
X(i)2
∣∣Gi−1] .
Let Etn(ε) be the event that∣∣V (⌊tN⌋) − n3τκ,ρ∣∣ 6 εt2n3 .
We bound the probability of Etn(ε) using the following claim. The quantities
VF,F ′(i, n) are as defined by (7.1).
Claim: Let δ = ε/15C2. If∣∣E [X∧(Gi)2 ∣∣Gi−1] − V∧,∧(i, n)∣∣ 6 δtn∣∣E [X∧(Gi)X△(Gi) ∣∣Gi−1] − V∧,△(i, n)∣∣ 6 δt2n and∣∣E [X△(Gi)X△(Gi) ∣∣Gi−1] − V△,△(i, n)∣∣ 6 δt3n ,
for all 1 6 i 6 ⌊tN⌋, then Etn(ε) occurs.
Proof of Claim: We may express E [X(i)2 |Gi−1] as
κtn(i)
2
E
[
X∧(Gi)
2
∣∣Gi−1] + 2κtn(i)ρtn(i)E [X∧(Gi)(X△(Gi)− 3sX∧(Gi)) ∣∣Gi−1]
+ ρtn(i)
2
E
[(
X△(Gi)− 3sX∧(Gi)
)2 ∣∣Gi−1] .
By the assumption of the claim, it follows that
E
[
X(i)2
∣∣Gi−1] = κtn(i)2 V∧,∧(i, n)
+ 2κtn(i)ρ
t
n(i)
(
V∧,△(i, n) − 3sV∧,∧(i, n)
)
+ ρtn(i)
2
(
V△,△(i, n) − 6sV∧,△(i, n) + 9s2V∧,∧(i, n)
)
± 30C2δtn .
Substituting in the values
V∧,∧(i, n) = 8ns(1− s) ,
V∧,△(i, n) = 24ns2(1− s) and
V△,△(i, n) = 36ns2(1− s2) ,
we obtain that
E
[
X(i)2
∣∣Gi−1] = 8ns(1− s)κtn(i)2 + 36ns2(1− s)2ρtn(i)2 ± 30C2δtn .
Now summing over i = 1, . . . , ⌊tN⌋ we obtain∣∣V (⌊tN⌋) − n3τκ,ρ∣∣ 6 30C2δtn⌊tN⌋ 6 εt2n3 ,
as required. This completes the proof of the claim.
MODERATE DEVIATIONS OF SUBGRAPH COUNTS 63
Let C1 > max{15, C} be at least the maximum constant of Proposition 7.1 for
cases with F, F ′ ∈ {∧,△} and with t = supn t(n). By the claim, the event Etn(ε)c
may only occur if one of the events in the condition of the claim fails to occur.
Using Proposition 7.1 to bound the probability of such events, we obtain that, for
all sufficiently large n,
P
(
Etn(ε)
c
)
6 3tN exp
( −ε2t6n
152C4C21
)
6 exp
(−ε2t6n
C81
)
. (8.4)
We are now ready to apply Lemma 3.4 and obtain our upper bound. For an upper
bound on ‖X(i)‖∞ we simply use that
|X(i)| 6 4C|X∧(i)| + Ct−1|X△(i)| 6 5Ct−1n .
We observe that
P
(
Stn > αnn
3/2
)
6 P
({Stn > αnn3/2} ∩ Etn(ε)) + P (Etn(ε)c) .
We bound the first probability by applying Freedman’s inequality with α = αnn
3/2,
β = n3(τκ,ρ + εt
2) and R = 5Ct−1n, and the second by (8.4). We obtain
P
(
Stn > αnn
3/2
)
6 exp
( −α2nn3
2n3(τκ,ρ + εt2) + 10Ct−1αnn5/2
)
+ exp
(−ε2t6n
C81
)
.
for all sufficiently large n.
By the upper bound condition of αn and (8.3) we have that αn ≪ t4n1/2 =
O(t3τ
1/2
κ,ρ n1/2). It follows that the second exponential above is o(1) times the first
exponential, and the second term of the denominator in the first exponential is o(1)
times the first term. And so
P
(
Stn > αnn
3/2
)
6 exp
(−α2n(1− O(ε))
2τκ,ρ
)
for all sufficiently large n. Since ε > 0 is arbitrary this completes the proof of the
upper bound
P
(
Stn > αnn
3/2
)
6 exp
(−α2n(1 + o(1))
2τκ,ρ
)
.
We now prove the lower bound. In principle the proof of the lower bound should
be straightforward, essentially equivalent to the proof of the upper bound, except
with Lemma 3.5 being used instead of Lemma 3.4. One subtlety is that such a
direct application of Lemma 3.5 would give a lower bound on the probability of a
deviation occurring before a certain time, rather than at time ⌊tN⌋. In particular,
it will allow us to obtain a lower bound on the probability of the event F tn(ε) that
∃ℓ 6 ⌊tN⌋ such that
ℓ∑
i=1
X(i) > (1 + ε)αnn
3/2 .
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By an application of Freedman’s inequality to the part of the martingale that occurs
after first crossing (1 + ε)αnn
3/2, one easily verifies that there is at least probability
1/2 that the martingale remains above αnn
3/2, for all sufficiently large n. And so,
P
(
Stn > αnn
3/2
)
>
1
2
P
(
F tn(ε)
)
for all sufficiently large n. Thus, to complete the proof we need only prove that
P
(
F tn(ε)
)
> exp
(−α2n(1 +O(ε))
2τκ,ρ
)
for all sufficiently large n.
We recall that the statement of Lemma 3.5 provides a lower bound on the prob-
ability
P (Tα 6 β)
where Tα is defined by
Tα =
mα∑
i=1
E
[ |X(i)|2 ∣∣Fi−1] .
where mα is the least m such that the martingale exceeds α. If we take
α = (1 + ε)αnn
3/2
and β = n3(τκ,ρ − εt2), then it is easily observed that event Tα 6 β is contained in
Etn(ε) ∪ F tn(ε). So we have that
P
(
F tn(ε)
)
> P (Tα 6 β) − P
(
Etn(ε)
c
)
.
Applying Lemma 3.5, we obtain
P
(
F tn(ε)
)
>
1
2
exp
(−α2(1 + 4δ)
2β
)
− exp
(−α2n
ετκ,ρ
)
where δ > 0 is minimal such that β/α > 9Rδ−2 and α2/β > 16δ−2 log(64δ−2).
Substituting the values of α and β we obtain
P
(
F tn(ε)
)
>
1
3
exp
(−α2n(1 +O(ε) +O(δ))
2τκ,ρ
)
.
From the definition of αn it is easily verified that δ = o(1), and so
P
(
F tn(ε)
)
> exp
(−α2n(1 +O(ε))
2τκ,ρ
)
for all sufficiently large n, as required. This completes the proof of the main state-
ment of the proposition.
The furthermore part of the statement follows immediately by multiplying the
functions by −1 and applying the main part. 
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9. Moderate deviations of subgraph counts in G(n, p)
As discussed in the sketch proof in the introduction, the proofs of both Theo-
rem 1.8 and Theorem 1.10 are based around the identity
P (DH(Gp) > δnp
e(n)v) =
N∑
m=0
bN (m)P (NH(Gm) > (1 + δn)p
e(n)v) , (9.1)
and in particular in finding which terms make the largest contribution to the sum.
With this in mind we define
m∗ := pN(1 + δn)
1/e
and note that this is approximately (up to a small additive constant) the value of
m at which no deviation is required in Gm in order that NH(Gm) > (1 + δn)p
e(n)v.
Indeed, since
(m− e)e
N e
<
(m)e
(N)e
6
me
N e
we have LH(m∗) 6 (1 + δn)pe(n)v and LH(m∗ + e) > (1 + δn)pe(n)v.
It will be useful in the proof of Theorem 1.8 to also consider a value m− slightly
less than m∗ and a value m+ slightly larger. We define
m− := ⌊m∗ − δ−1/2n n1/4⌋
and
m+ := ⌊m∗ + δ−1/2n n1/4⌋ .
The intuition behind the definitions of m− and m+ is simply that their difference
from m∗ is between order n1/2 (the amount one must change m to have a signifi-
cant effect on LH(m)) and order δ
−1
n (the amount one can change m before it has
a significant effect on the tail bound for binomial deviations). In other words, the
probability that Gp has at least m+ edges is asymptotically equivalent to the proba-
bility it has at least m− edges, and yet the event NH(Gm) > (1 + δn)pe(n)v changes
from being very unlikely to very likely as m grows from m− to m+.
In addition we define
x(m) :=
m − pN√
Npq
,
and we set x∗ := x(m∗), x− := x(m−) and x+ := x(m+).
We split the proof of Theorem 1.8 into two parts (Section 9.1 and Section 9.2),
corresponding to the lower bound and upper bound. Theorem 1.10 is proved in
Section 9.3.
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9.1. Lower bound of Theorem 1.8. Let the sequence n−1 ≪ δn ≪ n−1/2 be
given.
Since the second term, P (NH(Gm) > (1 + δn)p
e(n)v), in the expression (9.1) is
increasing in m it follows that
P (DH(Gp) > δnp
e(n)v) >
N∑
m=m+
bN (m)P
(
NH(Gm+) > (1 + δn)p
e(n)v
)
= BN (m+)P
(
NH(Gm+) > (1 + δn)p
e(n)v
)
.
The proof of the lower bound therefore reduces to proving the following two
lemmas.
Lemma 9.1.
BN(m+) =
√
e2q
πp
exp
(
−δ
2
npn
2
4e2q
+
(
(3e− 2)− (3e− 1)p)δ3npn2
12e3q2
− log(nδn) + o(1)
)
.
Lemma 9.2.
P
(
NH(Gm+) > (1 + δn)p
e(n)v
)
= 1 + o(1) .
Let us first see that Lemma 9.2 follows easily from Theorem 1.6.
Proof. The event that
NH(Gm+) 6 (1 + δn)p
e(n)v (9.2)
will correspond to a large negative deviation DH(Gm+). Indeed, we observe that
LH(m+) =
(n)v(m+)e
(N)e
=
(n)v
(N)e
(⌊m∗ + δ−1/2n n1/4)⌋)e
>
(n)v
(N)e
(m∗ + δ−1/2n n
1/4)− e)e
>
(n)v
(N)e
(me∗ + δ
−1/2
n n
1/4me−1∗ )
> (n)vp
e(1 + δn) + Ω(δ
−1/2
n n
v−7/4) .
And so (9.2) is contained in the event
DH(Gm+) 6 −Ω(δ−1/2n nv−7/4) .
Since δ
−1/2
n nv−7/4 = ω(nv−3/2), this event has probability o(1) by Theorem 1.6, as
required. 
Remark 9.3. In fact one does not need Theorem 1.6 to obtain Lemma 9.2. An
alternative would be to use Chebyshev’s inequality and the fact that the variance
of DH(Gm) is O(n
2v−3).
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Before proving Lemma 9.1 let us examine more closely the values of x∗ and x+.
We recall that m∗ := pN(1 + δn)1/e, and so has expansion
m∗ = pN
(
1 +
δn
e
− δ
2
n(e− 1)
2e2
+ O(δ3n)
)
.
It follows that x∗ may be expressed as
x∗ =
δnp
1/2N1/2
eq1/2
− δ
2
n(e− 1)p1/2N1/2
2e2q1/2
+ O(δ3nn)
=
δnp
1/2n
e
√
2q1/2
− δ
2
n(e− 1)p1/2n
2
√
2e2q1/2
+ O(δ3nn) + O(n
−1) . (9.3)
As m+ −m∗ is δ−1/2n n1/4 ± 1 it is clear that x+ − x∗ is δ−1/2n n1/4/
√
Npq ± n−1. In
fact we will only need that x+ − x∗ = O(δ−1/2n n−3/4), so that
x+ =
δnp
1/2n
e
√
2q1/2
− δ
2
n(e− 1)p1/2n
2
√
2e2q1/2
+ O(δ−1/2n n
−3/4) . (9.4)
Proof of Lemma 9.1. By Theorem 1.12 we have
BN(m+) = (1 + o(1))
1
x+
√
2π
exp
(
−x
2
+
2
− E(x+, N, 1)
)
, (9.5)
where we have used that x+ = Θ(δnn) ≪ N1/4 to truncate the infinite sum
E(x+, N) to E(x+, N, 1).
From our expression (9.4) for x+ we have that
x2+
2
=
δ2npn
2
4e2q
− δ
3
n(e− 1)pn2
4e3q
+ o(1)
and
x3+ =
δ3np
3/2n3
23/2e3q3/2
+ o(n) .
It is straightforward to calculate that
x2+
2
+ E(x+, N, 1) =
δ2npn
2
4e2q
+
(
(3e− 1)p− (3e− 2))δ3npn2
12e3q2
.
Substituting this into (9.5) and using that x+ = δnp
1/2n/e
√
2q1/2 + o(1), we obtain
the desired result. 
9.2. Upper bound of Theorem 1.8. A key observation is that the expression for
BN(m+) given in Lemma 9.1 is also an expression for BN (m−) (as the difference
between the two is contained in the o(1) term). This follows easily from the proof
of Lemma 9.1 and the observation that x− may also be expressed as
x− =
δnp
1/2n
e
√
2q1/2
− δ
2
n(e− 1)p1/2n
2
√
2e2q1/2
− O(δ−1/2n n−3/4) .
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Applying the trivial upper bound P (NH(Gm) > (1 + δn)p
e(n)v) 6 1 for m > m−
we obtain from the identity (9.1) that
P (DH(Gp) > δnp
e(n)v)
6 BN (m−) +
m−−1∑
m=0
bN (m)P (NH(Gm) > (1 + δn)p
e(n)v)
=
√
e2q
πp
exp
(
−δ
2
npn
2
4e2q
+
(
(3e− 2)− (3e− 1)p)δ3npn2
12e3q2
− log(nδn) + o(1)
)
+
m−−1∑
m=0
bN (m)P (NH(Gm) > (1 + δn)p
e(n)v) .
It therefore suffices to prove that
m−−1∑
m=0
bN (m)P (NH(Gm) > (1 + δn)p
e(n)v) = o(1) exp (−r0(p, n, δn)) (9.6)
where we have set
r0(p, n, δn) :=
δ2npn
2
4e2q
+
(
(3e− 2)− (3e− 1)p)δ3npn2
12e3q2
− log(nδn) .
We bound the sum by showing that the contribution of terms with m 6 m− − n
is small and by dividing the terms m− − n 6 m < m− into intervals. If we write
m = m∗ − f , we may calculate that
LH(m) =
(n)v(m)e
(N)e
6
(n)v(m∗ − f)e
N e
6
(n)vp
e(me∗ − fme−1∗ )
N e
= (1 + δn)p
e(n)v − Ω(fnv−2) .
It follows that the event NH(Gm) > (1 + δn)p
e(n)v corresponds to a deviation
DH(Gm) > Ω(fn
v−2) which has probability at most
exp(−Ω(f 2/n)) (9.7)
by Theorem 1.6.
This gives us immediately that the contribution to (9.6) of terms withm 6 m−−n
is at most e−Ω(n) which is certainly o(1) exp(−r(p, n, δn)), as required.
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We split the remaining values of m into intervals Ik := {mk+1, . . . , mk − 1} where
mk := ⌊m∗ − kδ−1/2n n1/4⌋. To complete the proof it clearly suffices to show that
⌈δ1/2n n3/4⌉∑
k=1
BN (mk+1)P (NH(Gmk) > (1 + δn)p
e(n)v) = o(1) exp(−r(p, n, δn)) .
To bound BN(mk+1) we calculate that xk := x(mk) satisfies
xk =
δnp
1/2n
e
√
2q1/2
− δ
2
n(e− 1)p1/2n
2
√
2e2q1/2
− O(kδ−1/2n n−3/4) ,
and so working as in the proof of Lemma 9.1 we obtain
BN (mk) 6 O(1) exp
(−r0(p, n, δn) + O(kδ1/2n n1/4)) .
On the other hand, we have from (9.7) that
P (NH(Gmk) > (1 + δn)p
e(n)v) = exp
(− Ω(k2δ−1n n−1/2)) .
It follows that
⌈δ1/2n n3/4⌉∑
k=1
BN(mk+1)P (NH(Gmk) > (1 + δn)p
e(n)v)
= O(1)
⌈δ1/2n n3/4⌉∑
k=1
exp
(−r0(p, n, δn) + O((k + 1)δ1/2n n1/4) − Ω(k2δ−1n n−1/2))
6 O(1)
∞∑
k=1
exp
(−r0(p, n, δn) + kδ−1n n−1/2(O(δ3/2n n3/4) − Ω(k)))
6 O(1)
∞∑
k=1
exp
(−r0(p, n, δn) − Ω(k2δ−1n n−1/2))
= o(1) exp(−r0(p, n, δn)) .
9.3. Proof of Theorem 1.10. Let the sequence n−1 ≪ δn ≪ 1 be given.
We set
r(p, n, δn) :=
x2∗
2
+ E(x∗, N) − δ
2
nn
16γH(p)e4p2e−2q2
.
Our aim is to prove that
P (DH(Gn,p) > δnp
e(n)v) = exp
(− r(p, n, δn) + o(δ2nn) + O(logn)) .
Since we have included a O(logn) error term in the exponent, which is equivalent
to a multiplicative factor of nO(1), the sum given in (9.1) is equivalent to its largest
term, and so it suffices to prove that
max
m
bN (m)P (NH(Gm) > (1 + δn)p
e(n)v) = exp
(−r(p, n, δn) + o(δ2nn) +O(logn)) .
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The maximum is achieved with m slightly smaller than m∗. We explore values of
m of the form m∗ − f .
It will be useful to isolate a subset of the terms of r(p, n, δn), we set
s(p, n, δn) =
x2∗
2
+ E(x∗, N) ,
and note that
bN (m∗) = exp
(− s(p, n, δn) + O(logn)) .
Let us calculate expressions for bN (m) and P (NH(Gm) > (1 + δn)p
e(n)v) form =
m∗ − f . We note that
x(m) = x∗ − fσ−1
where σ =
√
Npq, and so, by Theorem 1.12, we have
bN(m) = exp
(
−(x∗ − fσ
−1)2
2
− E(x∗ − fσ−1, N) + O(logn)
)
= exp
(−s(p, n, δn) + (1 + o(1))fx∗σ−1 + O(logn)) . (9.8)
In order to get an expression for P (NH(Gm) > (1 + δn)p
e(n)v) we first calculate
LH(m) =
(n)v(m)e
(N)e
=
(n)v(m∗ − f)e
N e
+ O(nv−2)
= (1 + δn)p
e(n)v − ef (n)vm
e−1
∗
N e
+ O(nv−2)
= (1 + δn)p
e(n)v − (1 + o(1))ef (n)vp
e−1
N
+ O(nv−2)
= (1 + δn)p
e(n)v − (1 + o(1)) 2efpe−1nv−2 + O(nv−2) .
Therefore the event NH(Gm) > (1 + δn)p
e(n)v corresponds to a deviation
DH(Gm) > (1 + o(1)) 2efp
e−1nv−2 .
If f = Ω(n) then
P (NH(Gm) > (1 + δn)p
e(n)v) = exp(−Ω(f))
by Theorem 1.6. For f ≪ n we may apply Theorem 1.1 to obtain
P (NH(Gm) > (1 + δn)p
e(n)v) = exp
(−(4 + o(1))γH(p)e2f 2p2e−2
n
)
. (9.9)
We may immediately observe that the maximum will not occur with f = Ω(n).
Indeed, for such f , we get
exp
(−s(p, n, δn) + (1 + o(1))fx∗σ−1 − Ω(f))
and fx∗/σ − Ω(f) = o(f)− Ω(f) < 0 for all sufficiently large n. We may therefore
assume f ≪ n.
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In this range (f ≪ n), we may combine (9.8) and (9.9) to obtain
bN(m)P (NH(Gm) > (1 + δn)p
e(n)v)
= exp
(
−s(p, n, δn) + (1 + o(1))fx∗σ−1 − (4 + o(1))γH(p)e
2f 2p2e−2
n
+ O(logn)
)
.
If δn ≪ n−1/2
√
log n then x∗ ≪
√
n logn and the maximum of the terms involving
f is o(log n), and can be absorbed into the error term. If δn = Ω(n
−1/2√log n) then
the maximum is obtained with
f∗ = (1 + o(1))
x∗n
8γH(p)σe2p2e−2
.
Setting m = m∗ − f∗, this maximum is given by
bN (m)P (NH(Gm) > (1 + δn)p
e(n)v)
= exp
(
−s(p, n, δn) + (1 + o(1)) x
2
∗n
16γH(p)σ2e2p2e−2
+ O(logn)
)
.
Since x∗ ∼ δnp1/2n/
√
2qe and σ2 ∼ pqn2/2 we have shown that at the maximum we
have
bN (m)P (NH(Gm) > (1 + δn)p
e(n)v)
= exp
(
−s(p, n, δn) + (1 + o(1)) δ
2
nn
16γH(p)e4p2e−2q2
+ O(logn)
)
,
as required. This completes the proof.
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10. Appendix
We prove Theorem 1.12.
In the context in which it was presented and applied it was more natural to state
the theorem for Bin(N, p) where N denotes
(
n
2
)
. Let us revert to lower case n for
the proof, so that
bn(k) := P (Bin(n, p) = k)
and
Bn(k) := P (Bin(n, p) > k) .
As we stated before the statement of Theorem 1.12, p may may either be a constant
p ∈ (0, 1) or a function p = pn.
Set σn =
√
npq. We must prove that
bn(⌊pn + xnσn⌋) = (1 + o(1)) 1√
2πσ2n
exp
(
−x
2
n
2
−E(xn, n)
)
(10.1)
and
Bn(pn+ xnσn) = (1 + o(1))
1
xn
√
2π
exp
(
−x
2
n
2
− E(xn, n)
)
, (10.2)
for all 1≪ xn ≪ σn, where
E(x, n) =
∞∑
i=1
(pi+1 + (−1)iqi+1)xi+2
(i+ 1)(i+ 2)pi/2qi/2ni/2
.
Let us also remark that if we keep track of the error terms in the proof then we
obtain
Bn(pn+ xnσn) =
(
1 +O
(
xn√
np
+
1
x2n
))
1
xn
√
2π
exp
(
−x
2
n
2
− E(xn, n)
)
.
Proof of Theorem 1.12. Let us note immediately that
E(xn, n, J) = E(xn, n) + o(1)
in the case that xn ≪ (pqn)1/2(pqn)−1/(J+3), and so the “Furthermore” statement
follows immediately from the main statements.
Both of the main asymptotic identities will follow from the fact that
An(np + xnσn)Cn(xn) → 1
where
An(k) :=
(k + 1)q
k + 1− (n + 1)p
(
n
k
)
pkqn−k,
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and
Cn(x) := x
√
2π exp
(
x2
2
+ E(x, n)
)
In fact we prove that
An(np+ xnσn)C
+
n (xn) → 1
where
C+n (x) :=
(
x+
√
q
np
)√
2π exp
(
x2
2
+ E(x, n)
)
which is clearly equivalent as 1 6 C+n (x)/Cn(x) 6 1 + O(
√
q/pnx) = 1 + o(1).
Setting kn = np + xnσn we observe that
kn + 1
kn + 1− (n+ 1)p =
np + xnσn + 1
xnσn + q
=
√
np
q
+ xn +
1
σn
xn +
√
q
np
,
and so (
xn +
√
q
np
)
kn + 1
kn + 1− (n + 1)p =
√
np
q
(
1 + xn
√
q
np
+
1
np
)
.
It follows that
An(kn)C
+
n (xn)
=
(
n
kn
)
pknqn−kn
(
1 + xn
√
q
np
+
1
np
)√
2πσ2n exp
(
x2n/2 + E(xn, n)
)
.
We have n, kn, n − kn → ∞ and so we may apply Stirling’s approximation to the
three factorials involved in the binomial coefficient to obtain that the right-hand
side is asymptotically equivalent to(
1 + xn
√
q
np
+ 1
np
)
(
1 + (q−p)√
pq
xn√
n
− x2n
n
)1/2 · exp (x2n/2 + E(xn, n))(
1 + xn
√
q
np
)np+xnσn (
1− xn
√
p
nq
)nq−xnσn .
The first term in this product is equal to 1 + O(xn/
√
np). On the other hand the
logarithm of the denominator of the second term in the product is
(np+ xnσn) log
(
1 + xn
√
q
np
)
+ (nq − xnσn) log
(
1− xn
√
p
nq
)
= (np+ xnσn)
∞∑
i=1
(−1)i+11
i
(
q
p
)i/2(
xn√
n
)i
− (nq − xnσn)
∞∑
i=1
1
i
(
p
q
)i/2(
xn√
n
)i
=
∞∑
j=0
(pj+1 + (−1)jqj+1)xj+2n
(j + 1)(j + 2)pj/2qj/2nj/2
=
x2n
2
+ E(xn, n)
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provided n is such that xn/
√
n < min{√q/p,√p/q} (which is certainly the case for
all n sufficiently large). Hence,
An(kn)C
+
n (xn) = (1 +O(xn/
√
np)) → 1 .
Now observe that
bn(np + xnσn) =
kn + 1− (n+ 1)p
(kn + 1)q
An(kn)
and that
kn + 1− (n + 1)p
(kn + 1)q
σn
xn
→ 1
as n→∞, from which it follows that
bn(np+ xnσn) = (1 + o(1))
1√
2πσ2n
exp
(
−x
2
n
2
− E(xn, n)
)
.
Finally, by Theorem 1 of Bahadur [2], we have
1 6
An(kn)
Bn(kn)
< 1 + x−2n .
It follows that
Bn(np+ xnσn) = (1 + o(1))
1
xn
√
2π
exp
(
−x
2
n
2
− E(xn, n)
)
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