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ON ASYMPTOTIC BEHAVIOUR AND W 2,p REGULARITY
OF POTENTIALS IN OPTIMAL TRANSPORTATION
JIAKUN LIU, NEIL S. TRUDINGER, AND XU-JIA WANG
Abstract. In this paper we study local properties of cost and potential functions
in optimal transportation. We prove that in a proper normalization process, the
cost function is uniformly smooth and converges locally smoothly to a quadratic cost
x ·y, while the potential function converges to a quadratic function. As applications
we obtain the interior W 2,p estimates and sharp C1,α estimates for the potentials,
which satisfy a Monge-Ampère type equation. The W 2,p estimate was previously
proved by Caffarelli for the quadratic transport cost and the associated standard
Monge-Ampère equation.
1. Introduction
In this paper we study the local geometry of cost and potential functions in opti-
mal transportation, and prove the W 2,p estimates for potential functions, that is for
generalized solutions u to the Monge-Ampère type equations of the form
(1.1) det [D2u(x)− A(x,Du)] = f(x) in Ω,
where Ω is a bounded domain in the Euclidean space Rn, A is a matrix function given
by
(1.2) A(x,Du) = D2xc(x, Tu),
c(·, ·) is the transport cost function on Rn ×Rn, Tu is the optimal mapping, which is
uniquely determined by
(1.3) Du(x) = Dxc(x, Tu(x)),
and the function f is determined by the initial and target densities.
When c(x, y) = x ·y (or equivalently c(x, y) = |x−y|2, with u replaced by u−|x|2),
then A ≡ 0 and (1.1) is the standard Monge-Ampère equation. In this case, the
regularity has been studied by many researchers [28], and in particular the funda-
mental W 2,p estimate was proved by Caffarelli [4], following his discovery in [2] of the
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corresponding estimate for uniformly elliptic equations. For general cost functions
other than the quadratic one, Caffarelli [6] proposed to investigate the local geometry
of potentials, which is essential for the study of the regularity of the potentials. As
pointed out by Villani [32], the regularity of optimal transportation with general costs
was a main open problem in the area ([32], §4.3 Open problems).
Recently it has been found that the regularity of optimal mappings relies on a sharp
analytical condition of the cost function [24, 30, 23]. In this paper we introduce a
proper normalization and prove that in the process of the normalization, cost func-
tions satisfying the condition in [24] converge to the quadratic cost c(x, y) = x · y and
the corresponding potential functions converge to the quadratic function u(x) = |x|2.
As applications, we prove interior W 2,p estimates and sharp C1,α estimates for poten-
tials for general cost functions.
The relevant optimal transportation problem can be briefly stated as follows. Let
Ω and Ω∗ be two bounded domains in Rn, and ρ, ρ∗ be two probability densities sup-
ported in Ω and Ω∗, respectively. Let c ∈ C∞(Rn×Rn) be a transport cost function.
The optimal transportation problem is to find a measure preserving mapping which
maximizes (or minimizes) the cost functional,




among the set of measure preserving mappings T from Ω to Ω∗. A mapping T is called
measure preserving if µρ[T
−1(E)] = µρ∗ [E] ∀ Borel set E ⊂ Ω∗, where µρ = ρdx.
The existence and uniqueness of optimal mappings was proved by various authors
including Brenier, Caffarelli, and Gangbo-McCann [1, 5, 13], under appropriate con-
ditions on the cost function. Their proof applies to cost functions satisfying [19, 24]:
(A1) For any x, p ∈ Rn, there is a unique y ∈ Rn such that Dxc(x, y) = p; and for
any y, q ∈ Rn, there is a unique x ∈ Rn such that Dyc(x, y) = q.




Under these two conditions, the optimal mapping T = Tu is uniquely determined
by Kantorovich’s potential function u through (1.3). If u ∈ C2(Ω), one differentiates
(1.3) to get the Monge-Ampère type equation (1.1), with the matrix A given by (1.2),
and the right hand side f = |detD2xyc|
ρ
ρ∗◦Tu [24].
The remaining key theoretical issue is thus the regularity of optimal mappings.
When the cost function c(x, y) = x · y, equation (1.1) becomes the standard Monge-
Ampère equation
(1.5) det [D2u] = f,
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which has been extensively studied [28], in particular the interior C2,α and W 2,p
estimates have been obtained by Caffarelli [4]. The regularity of optimal mappings
with non-quadratic cost functions has been a focus of attention in the area in recent
years [6, 32], as non-quadratic costs arise frequently in applications. By formula (1.3)
and conditions (A1)–(A2), it suffices to study the regularity of the potential function
u. Inspired by the work [35], the first breakthrough was made in [24], where the C3
regularity of u was proved if f > 0,∈ C2, Ω∗ is c∗-convex with respect to Ω, and the
cost function c satisfies the following structure condition:




(cij,rs − cp,qcij,pcq,rs)cr,kcs,lξiξjηkηl ≥ c0|ξ|2|η|2,
where the subscripts of c before the comma mean derivatives in x, after the
comma mean derivatives in y, and ci,j is the inverse of the matrix ci,j.
Corresponding global regularity was subsequently proved in [30], under the weaker
condition c0 ≥ 0 (called A3w). The c∗-convexity of Ω∗ is necessary [24]. Surprisingly
the conditions (A3) and (A3w) are also sharp. Loeper [23] showed that if there exist
x ∈ Ω, y ∈ Ω∗, and vectors ξ, η ∈ Rn with ξ ⊥ η such that the left hand side of (1.6)
is negative, then there exists f > 0,∈ C∞ such that the potential function u is not
C1 smooth.
To obtain more precise regularity, such as the C2,α and W 2,p estimates, for the opti-
mal transportation, under weaker data assumptions, one needs a better understanding
of the local geometry of potential functions, and the local geometry of cost functions
satisfying (A3). The structure condition (A3) can be expressed in the equivalent form
[24],
(1.7) D2pkplAij(x, p)ξiξjηkηl ≥ c0|ξ|
2|η|2, ∀ ξ, η ∈ Rn with ξ⊥η,
where A = (Aij) is the matrix in (1.2). From (1.7), Loeper [23] observed a convexity
type property of cost functions satisfying (A3) and proved the C1,α regularity of
potentials when f ∈ Lp(Ω) with p > n. Based on Loeper’s observation, we proved in
[29] the strict c-convexity of potential functions, and proved in [20] the convexity of
level sets, the C1,α regularity when f ∈ Lp(Ω) with p > n+1
2
, and the sharp C1,
1
2n−1
regularity when f ∈ L∞(Ω). In particular we mention an alternative approach to [29],
also from [23], was found independently by Kim and McCann [18]. By a perturbation
argument [37] and the local analysis in [20], the interior C2 and C2,α estimates were
proved in [22], assuming respectively the Dini and Hölder continuity of f . Recently,
the W 2,1+εloc estimate for strictly c-convex potentials with the cost c satisfying (A3w)
and the function f satisfying C−1 < f < C has been established [8] extending the
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corresponding estimate for strictly convex solutions of (1.5) [9, 10, 26]. See also
[18, 12, 34] for related works on local geometry of transport costs and potentials, and
[27, 31, 32, 33] for more on optimal transportation.
To prove the W 2,p estimate for the potential functions, in this paper we make a
more detailed study of local geometry of potential functions and cost functions. Let
us first introduce the following normalization, for details see §2. For any point x0 ∈ Ω,
replace u by u − u(x0) − [c(x, y0) − c(x0, y0)], denote S0h,u(x0) = {x ∈ Ω : u(x) < h}
the sub-level set of u, and make the coordinate transform x → Dyc(x, y0) such that









is the minimum ellipsoid of S0h,u(x0), see [17] and §2. Then we
can normalize S0h,u by the linear transform x̄ = Ghx, where Gh = diag(r
−1
1 , · · · , r−1n )
is a matrix, such that E becomes the unit ball. We also make the linear transform
ȳ = G∗hy for the variable y, where G
∗
h = h






Then as h→ 0, we have the following asymptotic behaviour for the cost and potential
functions.
Theorem 1.1. Assume the cost function c satisfies (A1)–(A3), f > 0 and is contin-
uous, and Ω∗ is c∗-convex with respect to Ω. Let u be a generalized solution to (1.1).
Then under the above normalization, we have, as h→ 0,
(1.8) c̄h → c̄0
locally in Ck(Rn) for any k ≥ 0, where c̄0(x, y) = x · y, and
(1.9) ūh → ū0
locally uniformly in Rn, where ū0(x) = |x|2.
We remark that if f is not continuous but C1 ≤ f ≤ C2 for positive constants
C1, C2, then (1.8) is still true but (1.9) is not in general. We have instead a weaker
result, namely ūh converges to a strictly convex function defined in Rn of polynomial
growth. We also note that the cost function in normalization satisfies (A1), (A2) in
a locally uniform way, and satisfies a weak form of (A3). From Theorem 1.1 we also
obtain a covering property of the sub-level sets. Combining the above results and
Caffarelli’s techniques [2], we are able to prove the following W 2,p estimate.
Theorem 1.2. Assume the cost function c satisfies (A1)–(A3), f is continuous,
C1 ≤ f ≤ C2, and Ω∗ is c∗-convex with respect to Ω. Let u be a generalized solution
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to (1.1). Then D2u ∈ Lp(Ω′) ∀ p ≥ 1, Ω′ b Ω, and we have the estimate
(1.10) ‖u‖W 2,p(Ω′) ≤ C,
where C depends on n, p, C1, C2, Ω,Ω
′,Ω∗, and the modulus of continuity of f .
Here we say u is a generalized solution to (1.1) if it is a potential function to the
optimal transportation problem (1.4) [24]. From our argument, the c∗-convexity of Ω∗
in Theorems 1.1 and 1.2 can be replaced by the assumption that u is strictly c-convex
and is C1 smooth. When Ω∗ is c∗-convex, the strict c-convexity and C1 regularity of
u was proved in [29]. Also by an example in [36], the continuity of f is necessary for
the W 2,p-estimate for all p ≥ 1. Therefore conditions in Theorem 1.2 are sharp.
We also prove the following C1,α regularity result.
Theorem 1.3. Suppose the cost function c satisfies (A1)–(A3) and Ω∗ is c∗-convex
with respect to Ω. Then there exists a constant ε > 0 such that if
(1.11) |f − 1| ≤ ε,
then a generalized solution u to (1.1) must be locally C1+α for some α ∈ (1−C1ε, 1],
and ∀ Ω′ b Ω, we have the estimate
(1.12) ‖u‖C1+α(Ω′) ≤ C,
where the constants C and C1 depend on ε, n,Ω,Ω
∗, and dist(Ω′, ∂Ω); and C also
depends on α. Both C and C1 are uniformly bounded for ε > 0 small.
Note that in Theorem 1.3 we don’t assume the continuity of f and we have the
linear relation α ≥ 1−C1ε. Theorem 1.3 is a special case of Corollary 5.1 below. We
remark that our proof of Theorem 1.2 also implies a related result. That is, ∀ p <∞,
∃ ε = ε(p) such that if f satisfies (1.11), then u ∈ W 2,ploc (Ω). See Theorem 7.1 below.
The paper is organized as follows. In Section 2 we give some preliminary estimates
and introduce the normalization used in Theorem 1.1. In Section 3 we prove (1.8),
showing that the cost function converges to the function x · y in the normalization
process. In Section 4, we prove (1.9), that is the potential function converges to a
quadratic function in the normalization. We also derive a covering property of sub-
level sets needed for the W 2,p estimate. In Section 5 we estimate the eccentricity of
minimum ellipsoids of sub-level sets of potential functions and prove Theorem 1.3. In
Section 6 we give a density estimate for the set in which the second derivatives satisfy
an upper bound. The W 2,p estimate (Theorem 1.2) then follows from a polynomial
decay estimate in Section 7.
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Finally, in view of the asympotic limit of the cost function in Theorem 1.1 being
degenerate with respect to the A3w condition, it is reasonable to consider the weak-
ening of A3 to A3w in our hypotheses. For this we need to strengthen the condition
on the target Ω∗ to a “uniform” c-convexity as used in [11] and we plan to treat this
in a future work.
2. Preliminaries
Through this section we assume that the cost function c satisfies (A1)-(A3), the
function f is measurable and bounded, and the domain Ω∗ is c-convex with respect
to Ω. For some estimates, the condition f ≥ C > 0 will also be specified.
2.1. Some terminologies. Let u be a continuous function in Ω. We say a function
of the form ϕ = c(·, y0) + a0 is a c-support of u at x0 ∈ Ω if u(x0) = ϕ(x0) and
u(x) ≥ ϕ(x) for all x ∈ Ω. Here the prefix c in c-support stands for the cost function.
When c(x, y) = x · y, a c-support coincides with the usual support function in the
theory of convex bodies. We say u is c-convex if for any point x0 ∈ Ω, there exists a
c-support at x0 in Ω.
Let u be a c-convex function. The c-normal mapping of u is a set-valued mapping
Tu : Ω → Rn, which is given by the following: for any x0 ∈ Ω, Tu(x0) is the set of
points y0 such that c(x, y0) + a is a c-support of u at x0, where a = u(x0)− c(x0, y0).
For any subset E ⊂ Ω, denote Tu(E) =
⋃
x∈E Tu(x).
By the c-normal mapping we introduce a measure µ = µu,ρ∗ in Ω such that for any





where ρ∗ is the density of mass distribution in Ω∗. It was proved that µ is a Radon
measure if u is a potential function in optimal transportation [24].
Definition 2.1. A c-convex function u is a (generalized) solution to (1.1), in the








where f = |detD2xyc|
ρ
ρ∗◦Tu is regarded as a single function. (In this paper we can
always assume that ρ∗ = 1.)
Similarly we can define sub-solution and super-solution, in the sense of Aleksandrov.
That is u is a sub-solution to (1.1) if the equality “ = ” in (2.2) is replaced by “ ≤ ”;
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and u is a super-solution to (1.1) if “ = ” is replaced by “ ≥ ”. Obviously a smooth
sub-solution satisfies M(u) ≥ f and a smooth super-solution satisfies M(u) ≤ f ,
where M denotes the operator on the left hand side of equation (1.1).
We say a curve ` ⊂ Rn is a c-segment with respect to a point y0 ∈ Rn if Dyc(`, y0)
is a line segment in Rn; and a set U is c-convex with respect to another set V if the
image Dyc(U, y) is convex for each y ∈ V .
Similarly we can define c∗-segment, c∗-support and c∗-convexity by exchanging the
variables x and y. The above notions were introduced in [24, 29], but note that in
this paper we consider c-convex functions rather than c-concave ones in [24, 29].
2.2. Sub-level sets. From now on, we always assume that u is a strictly c-convex
and C1 smooth solution to (1.1).
For any given point x0 ∈ Ω and any positive constant h > 0, denote
(2.3) S0h,u(x0) = {x ∈ Ω : u(x) < ϕ(x) + h}
the sub-level set of u, where ϕ = c(·, y0) + a0 is the c-support of u at x0, a0 =
u(x0) − c(x0, y0), y0 = Tu(x0). Note that the c-support is unique under the above
assumptions. For simplicity, we write sometimes S0h,u(x0) as S
0
h when no confusion
arises.
For a fixed x0 ∈ Ω, we make the changes
(2.4)
c(x, y) −→ [c(x, y)− c(x, y0)]− [c(x0, y)− c(x0, y0)],
u(x) −→ [u(x)− u(x0)]− [c(x, y0)− c(x0, y0)],
v(y) −→ [v(y)− v(y0)]− [c(x0, y)− c(x0, y0)],
where y0 = Tu(x0) and v is the dual potential function ([24]). Then the cost function
c satisfies
(2.5)
c(x, y0) ≡ 0 ∀ x ∈ Ω,
c(x0, y) ≡ 0 ∀ y ∈ Ω∗,
and the potential functions u, v satisfy
(2.6)
u(x0) = 0, Du(x0) = 0, u ≥ 0 in Ω,
v(y0) = 0, Dv(y0) = 0, v ≥ 0 in Ω∗.
Here we list some properties which will be used below.
• The sub-level set S0h,u(x0) is c-convex w.r.t. y0 if S0h,u(x0) b Ω. Moreover, by
making the coordinate transform
(2.7)
x→ Dyc(x, y0),
y → Dxc(x0, y),
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the sub-level set S0h,u(x0) can be made convex [20]. We note that the second transform
for y is not needed for the convexity of S0h but is needed in the normalization §2.4
below. Note that the c-convexity of sub-level sets was also invoked and used critically
in [11].
• We also have
(2.8) DpkAij(·, p0) ≡ 0, for all i, j, k.
This formula was also proved in [20], see (2.2) and (2.11) there.
• It is well known that [17] for any convex set D ⊂ Rn of positive volume, there is
a unique ellipsoid E, called the minimum ellipsoid of D, which attains the minimum




E ⊂ D ⊂ E,
where 1
n
E = {z+ 1
n
(x− z) : x ∈ E} and z is the centre of E. We say D is normalized
if E is a unit ball.




(xi − zi)2/r2i < 1
}
, r1 ≥ · · · ≥ rn
is the minimum ellipsoid of S0h. It was proved in [20, 22] that
(2.11) C−1 ≤ (r1 · · · rn)2/hn ≤ C,
where the constant C depends only on n, the constant c0 in (1.7), and the upper and
lower bounds of f , but is independent of h. See also [11] for loosing the dependency
of c0 in (2.11).




for some constant C > 0 depending only on n, the cost function c and sup f, inf f .
We point out that C actually depends on the constant c0 in condition (A3).
The following lemma shows that the volume of the sub-level set S0h is comparable
to that of the Euclidean ball of radius
√
h.
Lemma 2.1. For any small h > 0 such that S0h b Ω, we have
(2.13) C1h
n/2 ≤ |S0h| ≤ C2hn/2,
where C1, C2 > 0 depend only on n, infΩ f, supΩ f , and the cost function c.
Proof. Let E be the minimum ellipsoid of the sub-level set S0h, given in (2.10). By
the relation (2.9), estimate (2.13) follows from (2.11). 
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2.3. Some preliminary estimates. For any domain E ⊂ Rn, denote Nδ(E) = {x ∈
Rn : dist(x,E) < δ} the δ-neighborhood of E, and N−δ(E) = {x ∈ E : dist(x, ∂E) >
δ} the δ-subset of E. Denote Aij,kl = D2pkplAij. We have (see (1.6),(1.7)),
(2.14) Aij,kl = (cij,rs − cm,ncij,mcn,rs)cr,kcs,l,
which is uniformly bounded. We also denote
(2.15) Mu = {Diju− Aij(·, Du)}.
In the following two lemmas, r0 is a fixed, small constant. But r0 can be any fixed
constant if the matrix A(x,Du) is small. In Section 3 below, we will show that for
the normalized solution ū = ūh (see (2.19) below), A(x,Du) can be as small as we
want, provided h is small.
Lemma 2.2. Let δ > ε > 0 be small constants, and v ∈ C0, w ∈ C2 be two c-convex
functions in Br0(0) b Ω with ‖v − w‖L∞(Br0 ) ≤ ε. Then
(2.16) Tv(Br0−Cε/δ) ⊂ Nδ{Tw(Br0)},
where C = r−10 , Tv, Tw are the c-normal mappings of v, w respectively. If w ∈ C2(Br0)
and detMw > 0, then
(2.17) N−δ{Tw(Br0−Cε/δ)} ⊂ Tv(Br0),
where C depends also on the C2 norm of w.
Proof. Let w∗ = w + ε− δ(r20 − |x|2). Then
Diw
∗ = Diw + 2δxi,
Dijw
∗ = Dijw + 2δδij.
By (2.8), we have
|Aij,pk(·, p)| ≤ |Aij,kl| |p| ≤ C
when p is the gradient of w. Hence for any i, j and x ∈ Br0(0), we have
|Aij(·, Dw)− Aij(·, Dw∗)| =
∣∣∑
k
Aij,pk(·, p)Dk(w − w∗)
∣∣ ≤ Cr0δ.
Therefore, for r0 > 0 small such that Cr0 ≤ 1/4,
Mw∗ ≥Mw + δI,
where I is the n × n unit matrix. It implies that w∗ is c-convex as the matrix
{Dijw∗−Aij(·, Dw∗)} is positive definite [29]. By the assumption ‖v−w‖L∞(Br0 ) ≤ ε,
we have obviously
w∗ ≥ v on ∂Br0 ,
w∗ ≤ v when |x| ≤ r0 − εr0δ .
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By the monotonicity lemma (Lemma 5.2 in [24]), we obtain
Tv(Br0−ε/r0δ) ⊂ Tw∗(Br0).
By the definition of w∗,
{∇w∗|Br0} ⊂ N2δr0{∇w|Br0}.
By (1.3) and the assumption (A2) we obtain
Tv(Br0−ε/r0δ) ⊂ NC′δr0{Tw(Br0)}.
When r0 is small, 2C
′r0 < 1. The first inclusion is proved.
By considering the auxiliary function w∗ = w − ε + δ(r20 − |x|2), we can similarly
obtain the second inclusion N−δ{Tw(Br0−Cε/δ)} ⊂ Tv(Br0). Note that w ∈ C2(Br0),
w∗ is c-convex when δ > 0 is small, depending on the C
2-norm of w. 
Note that the assumption w ∈ C2 for (2.16) can be relaxed. The C2 assumption is
used only in the calculation of the matrix Mw∗.
Next we give a comparison principle, which shows that close data imply close
solutions.
Lemma 2.3. Let v and w be respectively solutions to det [Mv] = f and det [Mw] = 1
in Br0, where M is the operator in (2.15). Suppose |v−w| < ε on ∂Br0 and 1 < f <
1 + ε. Then
(2.18) ‖v − w‖L∞(Br0 ) ≤ 2ε.
Proof. By the comparison principle [24], we have v ≤ w + ε. To prove v ≥ w − 2ε,
let w∗ = w + ε(|x|2 − r20)− ε. From the proof of the previous lemma, and note that
w is smooth, we have Mw∗ ≥Mw + εI. Hence
detMw∗ ≥ detMw + ε
∑
M ii ≥ 1 + ε,
where {M ij} is the co-factor matrix of Mw. By the comparison principle again, we
obtain v ≥ w∗. 
2.4. Renormalization. The argument in this paper is built upon a normalization
process which we introduce now. Let S0h = S
0
h,u(x0) be a sub-level set of u, which is
convex by the change (2.7). Let E be the minimum ellipsoid of S0h as in (2.10). First
we make the changes (2.4) such that (2.5), (2.6) hold. By a translation of coordinates
we also assume
x0 = 0, y0 = 0.
ASYMPTOTIC BEHAVIOUR OF POTENTIALS 11





together with the change of the cost function





x̄ = Ghx, Gh = diag(r
−1
1 , · · · , r−1n ),(2.21)
ȳ = G∗hy, G
∗
h = h
−1diag(r1, · · · , rn).(2.22)
Note that both ū = ūh and c̄ = c̄h depend on h. We point out that the transforms
Gh, G
∗
h are different. By (2.11),
C−1h−n/2 ≤ |G∗h| ≈ |Gh| ≤ Ch−n/2,
where |Gh| denotes the determinant of the corresponding matrix, which is positive.
Denote U = {x ∈ Rn : (r1x1, · · · , rnxn) ∈ S0h}. Then infU ū = 0 and ū = 1 on ∂U .
After the normalization, equation (1.1) becomes
(2.23) det [D2ū− Ā(·, Dū)] = f̄ ,
where f̄ = (r1···rn)
2
hn




(2.24) Āij,k(·, 0) = 0.
By direct computation,
(2.25) Āij,kl = h
rirj
rkrl
Aij,kl, i, j, k, l = 1, · · · , n,
which is uniformly bounded [20, Lemma 4].
3. Convergence of the normalized cost function
In this section we show that the cost function c̄ is locally uniformly smooth and
converges to the cost function x̄ · ȳ as h→ 0.
By making the linear transform ŷk = ck,l(0, 0)yl as in [29], such that cxi,ŷj =
cxi,ykc
k,j = δij, we may assume directly that ci,j(0, 0) = δij. Now we make the
substitution (2.4) such that (2.5) and (2.6) hold. By a translation of coordinates we
also assume x0 = y0 = 0 in (2.4). By the Taylor expansion we have
c(x, y) = x · y + cij,kxixjyk + ci,jkxiyjyk + cij,klxixjykyl +(3.1)
+cijk,lxixjxkyl + ci,jklxiyjykyl + · · ·
for (x, y) near (0, 0).
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For simplicity we call a term xi1 · · ·xiayj1 · · · yjb (which is homogeneous of degree a
in x and degree b in y) an (a, b)-term. By the substitution (2.4), the coefficients of
(0, k), (k, 0)-terms are 0 for all k ≥ 0, as shown in (2.5).
As in (2.7) we make the coordinate transform
(3.2)
x̃i = Dyic(x, 0) = xi + cjk,ixjxk + cjkl,ixjxkxl + · · · ,
ỹi = Dxic(0, y) = yi + ci,jkyjyk + ci,jklyjykyl + · · · ,
where 1 ≤ i ≤ n. Then
(3.3)
x̃ · ỹ = x · y + cij,kxixjyk + ci,jkxiyjyk + cij,mcm,klxixjykyl+
+cijk,lxixjxkyl + ci,jklxiyjykyl + · · · .
Hence in the (x̃, ỹ)-coordinates, the cost function c becomes
(3.4) c̃(x̃, ỹ) = x̃ · ỹ + (cij,kl − cij,mcm,kl)x̃ix̃j ỹkỹl +
∑
Ra,b(x̃, ỹ)
for (x̃, ỹ) near (0, 0). The summation above is for a, b ≥ 2 and 5 ≤ a+ b ≤ N (it was
pointed out above that R0,b = Ra,0 = 0, and we will show below that R1,b = Ra,1 = 0),
where N ≥ 5 is an integer. When a + b = N , we also use the mean-value formula in
the Taylor expansion. From (3.1) and (3.2),
(3.5)
c̃i,j = δij,
c̃ij,k = c̃i,jk = 0,
c̃ij,kl = cij,kl − cij,mcm,kl = Aij,kl.
The second formula in (3.5) follows from (2.8), DpkAij = c
m,kcij,m. By inserting (3.2)
into (3.3) and using (3.1), it is also easy to check that in (3.4), all coefficients of the
(1, k), (k, 1)-terms are 0 for k ≥ 2. Therefore, if Ra,b(x̃, ỹ) is a nonzero remainder
term, then either a ≥ 2 or b ≥ 2, and a+ b ≥ 5.
Lemma 3.1. Let ū, c̄ and x̄, ȳ be the normalization as defined in §2.4 (which depend
on h). Then as h→ 0, the cost function c̄ sub-converges locally in Ck for any k ≥ 0
to the polynomial
(3.6) c̄0(x̄, ȳ) = x̄ · ȳ + aij,klx̄ix̄j ȳkȳl,
where aij,kl are bounded constants.
Proof. The normalization (2.19)–(2.22) can be decomposed into two steps.
(i), û(x̂) = 1
h
u(x̃), ĉ(x̂, ŷ) = 1
h
c(x̃, ỹ), and the dilation of the coordinates L: (x̂, ŷ) =
h−1/2(x̃, ỹ). In this step, the cost function (3.4) changes to







where ĉij,kl = hc̃ij,kl = hAij,kl, and the factor h
a+b
2
−1 arises in the dilation.
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(ii), ū(x̄) = û(Q−1x̂), c̄(x̄, ȳ) = ĉ(Q−1x̂, Qŷ), and the coordinates transforms x̄ =
Qx̂, ȳ = Q−1ŷ, where
(3.8) Q = Qh = h
1/2diag(r−11 , · · · , r−1n ).
In this step, the cost function (3.7) becomes






By (2.11), C−1 ≤ |Qh| ≤ C, here |Qh| denotes the determinant of the corresponding
matrix.
As pointed in (2.25), the coefficients h
rirj
rkrl
Aij,kl are uniformly bounded. The re-
mainder terms R̄a,b(x̄, ȳ) satisfy















for all (a, b) satisfying a ≥ 2, b ≥ 2, a + b ≥ 5. Since c is smooth, the coefficients of








→ 0 as h→ 0.












By the strict c-convexity of potential functions [29], we have r1 → 0 as h→ 0. When
a ≥ b, we have either b
2
− 1 > 0 or a− b > 0. Hence
hb/2−1ra−b1 → 0 as h→ 0.
When b ≥ a ≥ 3, by (2.11) we have r1 ≥ Ch1/2. Hence
hb/2−1ra−b1 ≤ ha/2−1 → 0.
When b > a = 2, we go back to (3.11). By the C1,α regularity of potential functions




≤ Chb−2/rb−2n → 0.
The claim is proved.
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Therefore the coefficients in (3.9) are uniformly bounded, and |R̄a,b| → 0 locally
uniformly. Hence the cost function c̄ converges locally uniformly to the function in
(3.6).













′, ȳ′)x̄αȳβ =: I + II,
where (x̄′, ȳ′) = t(x̄, ȳ) for some t ∈ [0, 1], and N > 1 is chosen sufficiently large. From
the above proof, the first part I converges locally uniformly. As I is a polynomial,
hence it converges smoothly to a polynomial.
Therefore we need only to show that the second part II converges locally in Ck
for any given k. It suffices to show that II = o(|x̄|k + |ȳ|k). By the expression (3.9),
II =
∑
a+b=N R̄a,b(x̄, ȳ). Hence we need only to show that
(3.14) R̄a,b(x̄, ȳ) = o(|x̄|k + |ȳ|k).




→ 0 as h→ 0.





Note that the strict c-convexity of the potential functions implies that r1 ≤ hδ for




≤ hb/2−k−1+δ(a−b) → 0








By the C1,α regularity, we have h ≤ Cr1+αn . Hence
hb−a/2−k−1
rb−an
≤ rα(b−a)+a/2−k−1n → 0
if N = a + b is sufficiently large. We have thus proved (3.14). This completes the
proof. 
Lemma 3.1 is critical for the rest part of this paper. The above proof relies on
the condition (A3), from which we have (2.12), the strict c-convexity, C1,α regularity,
and the boundedness of the coefficients h
rirj
rkrl
Aij,kl. In the proof we have also used the
assumption that the cost function c ∈ C∞, so that we can choose N sufficiently large.
ASYMPTOTIC BEHAVIOUR OF POTENTIALS 15
But for the proof of Theorems 1.2 and 1.3, it suffices to have the C4 convergence in
Theorem 1.1 (or in Lemma 3.1). For the C4 convergence, from the above proof, we
need to assume the cost function c ∈ Cm for a very large m, which depends on the α






















For any given constant R > 0 and any point (x̄, ȳ) ∈ BR(0) × BR(0), by the strict
c-convexity and C1 regularity of potential functions [29],
(3.17) G−1h (x̄), (G
∗
h)
−1(ȳ)→ 0 as h→ 0,
where Gh and G
∗














Since c̄0 is a 4th order polynomial, it follows that
(3.20) c̄0(x̄, ȳ) ≡ x̄ · ȳ.
It also implies that the coefficients Āij,kl = h
rirj
rkrl
Aij,kl given in (2.25) converge to zero
uniformly. Therefore Lemma 3.1 can be strengthened to
Theorem 3.1. Let ū, c̄ and x̄, ȳ be the normalization in §2.4. Then as h → 0, the
cost function c̄ sub-converges in C4 to the polynomial
(3.21) c̄0(x̄, ȳ) = x̄ · ȳ.
By Theorem 3.1, conditions (A1) and (A2) are satisfied by c̄ (= c̄h), in a uniform
way in h. But condition (A3), or (1.7), is degenerated to a weak version, namely
(3.22) D2pkplĀij(x̄, p)ξiξjηkηl ≥ 0 ∀ ξ, η ∈ R
n with ξ⊥η.
Remark 3.1. (i) The proof of Theorem 3.1 uses the strict c-convexity and the C1,α
continuity of potential functions, but not the continuity of f . So it holds for solutions
to (1.1) provided C1 ≤ f ≤ C2 for any positive constants C1, C2.
(ii) From now on, when we study a sub-level set S0h,u of u, we always mean a small h
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such that S0h,u b Ω, and the rescaled solution ū satisfies (2.23) with small Ā.
4. A Bernstein theorem
In the previous section we proved the smooth convergence of the normalized cost
function to the cost c̄(x, y) = x · y, namely Theorem 3.1. In this section we consider
the behavior of the potential function ū as h→ 0.
4.1. A local gradient estimate. In our rescaling argument we need an interior gradient
estimate for the rescaled solution ū = ūh. First we prove that after normalization
(2.19)–(2.22), the minimum point of ū stays away from the boundary ∂U , uniformly
as h→ 0. In the following we will write x̄ as x for simplicity.








for all h > 0 small.






=: δ → 0, as h → 0. Before the
normalization Gh, let x0 ∈ ∂S0λh,u and x̂ ∈ ∂S0h,u such that
(4.2) |Gh(x0)−Gh(x̂)| = δ → 0, as h→ 0.
By choosing a proper coordinate system we assume that x0 = 0 and x̂ is on the
positive xn-axis. Denote d = |x0 − x̂| and
S ′ = S0h,u ∩ {xn > −2d}.
Because the normalization does not change the ratio |S
′|
|S0h,u|




= O(δ)→ 0 as δ → 0.
The boundary of S ′ consists of two parts, one lies on the hyperplane {xn = −2d} and
the other one is the remaining part of ∂S ′.
Let E ′ be the minimum ellipsoid of the convex set S ′. Making a rotation of the






with r′1 ≥ · · · ≥ r′n, where
x∗ is the centre of the ellipsoid. Then (4.3) implies that
(4.4)
r′1 · · · r′n
hn/2
→ 0 as δ → 0.
By (4.2) we also have r′n ≤ Cd. Next we make a coordinate transform x′′ = T ′x′,
where
T ′ = diag(r′−11 , · · · , r′−1n ),
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such that E ′ becomes the unit ball. Then ū satisfies (in the x′′-variables)












f and U ′ = T ′(S ′). The RHS → 0 as δ → 0. From the argument












uniformly in h and δ. See Remark 3.1 in [20].










∂S0h,u ∩ {xn > −2d}
)
,
and R is the rotation introduced above. We make another rotation of coordinates
x′′′ = R′x′′ such that Γ1 is parallel to {xn = 0} and R′(U ′) lies on the upper side of
Γ1. For simplicity we write x
′′′ as x. After the rotation, we have the equation
(4.7) det [Dijū− aij,klDkūDlū] = g
with |aij,kl| < C and g → 0 as δ → 0.
After the above coordinate changes we have U ′ b B2(0). In particular, after the
rotation R′ we have
Γ1 = {xn = −c1}
for some constant c1 > 0. We claim that
1
n
≤ c1 ≤ 4. Indeed, since S ′ is contained




c1}. But U ′ is normalized. So 1n ≤ c1 ≤ 4.






xn + λ+ ε,
where ε > 0 is a relatively small constant. By direct calculation,









as a matrix. Hence if ε > 0 is sufficiently small, we have detMw ≥ (ε/2)n, where
Mw is the matrix on the left hand side of the above inequality.
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Next we estimate w on the boundary ∂U ′. Recalling that U ′ b B2(0), hence on




|x|2 − 4ε+ λ+ ε
≤ 2ε− 4ε+ λ+ ε
= λ− ε < 0. (if λ < ε)
That is,
w < 0 ≤ ū on Γ1.
Noting that |x| ≤ 2, |xn| ≤ c1, we have
w(x) ≤ 7ε+ λ ≤ 8ε < 1 on Γ2.
Hence
w < 1 = ū on Γ2.
Now we let λ = 1
2
ε and fix a small ε > 0 such that the above inequalities hold.
If δ is sufficiently small such that g < (ε/2)n, we find that w is a subsolution. So
by the comparison principle we have w ≤ ū. Hence
ū(0) ≥ w(0) = λ+ ε = 3
2
ε.
But on the other hand, we have ū(0) = λ. The contradiction gives a positive lower
bound for δ. Hence the lemma is proved. 
Remark 4.1. From Lemma 4.1 we obtain
(4.8) u(θx) ≥ λu(x) for x ∈ ∂S0h,u
for any h > 0 small, where θ = 1− 1
2
δ0. It follows that
u(x) ≥ λku(θ−kx)
for any x near the origin. Hence
(4.9) u(x) ≥ C|x|1+β,
where β is determined by θ1+β = λ. This estimate was previously proved in [22] by a
duality argument.
Remark 4.2. Applying Lemma 4.1 to ū in the set {x ∈ Rn : ū(x) < λ−1}, for
λ ∈ (0, 1), we have dist(S01,ū, ∂S0λ−1,ū) ≥ δ0 > 0. Hence by the interior gradient
estimate (3.11) in [20], Lemma 4.1 can be strengthened to the following:
• ∀ λ ∈ (0, 1), ∃ δ0 > 0 such that (4.1) holds for all h > 0 small.
From this statement we in turn obtain the following interior gradient estimate.
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Lemma 4.2. ∀ λ ∈ (0, 1), ∃ Cλ > 0 such that
(4.10) |Dū(x)| ≤ Cλ, ∀ x ∈ S0λ,ū
for all h > 0 small.
Lemma 4.2 strengthens the gradient estimate in [20], where an estimate was ob-
tained in the set {x ∈ S01,ū : dist(x, ∂S01,ū) > δ} for δ > 0. The estimate (4.10) was
pointed out before Lemma 3.1 in [22], with its proof based on estimates in [20]. It
is nontrivial and so we include the details of the proof here. Note that the proof of
Lemma 4.1 can be simplified if one uses Theorem 3.1, which implies that the coef-
ficients Āij,kl = h
rirj
rkrl
Aij,kl given in (2.25) converge to zero uniformly. However the
gradient estimate (4.10) was also used in [22] so we present our original proof which
is independent of Theorem 3.1.
By the gradient estimate, ū = ūh converges along a subsequence hk → 0 to a locally
Lipschitz continuous function u0,
(4.11) u0 = lim
k→∞
uk
where uk = ūhk . By our normalization in §2, we have u0(0) = 0 and u0 ≥ 0.
Corollary 4.1. The function u0 is convex and is defined on the entire space Rn.
Proof. Recall that ū is c̄-convex, namely at any point x0 ∈ G−1h (Ω), there is a c̄-
support of ū at x0. Hence by Theorem 3.1, u
0 is convex.
Let D be the domain of definition of u0. If D 6= Rn, then u0(x)→∞ as x→ ∂D.
For any constant m ≥ 1, denote S0m = {x ∈ D : u0(x) < m} the sub-level set. Let












Then for any given m, ukm → u0m locally uniformly.
If D 6= Rn, the interior gradient estimate (4.10) does not hold for u0m for sufficiently
large m. Fix such an m. By the convergence ukm → u0m, hence (4.10) does not hold
for ukm for sufficiently large k. But note that
(4.13) ukm = ūhkm
and for the fixed m, hkm→ 0 as k →∞. By Lemma 4.2 we reach a contradiction. 
4.2. Bernstein Theorem. By the above interior gradient estimate and using the
interior second derivative estimate of Pogorelov type [22, 21], the equation becomes
uniformly elliptic and we have the following interior estimate [22, 21].
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Lemma 4.3. Let w ∈ C4(U) be a solution to the equation (2.23) with right hand side
f̄ ≡ 1. Suppose U is normalized, w = 1 on ∂U . Then for any t < 1, we have the
estimate
(4.14) ‖w‖C4(Ut) ≤ C,
where Ut = {x ∈ U : w(x) < t}, C is a constant depending on n, t, the cost function
c, and the upper bound in (4.10).
Remark 4.3.
(i) In Lemma 4.3, the estimate (4.14) still holds if U has a good shape, namely if
there exists a constant C∗ (independent of U) such that Br ⊂ U ⊂ BR for constants
R > r > 0 with R/r ≤ C∗. But in this case the constant C in (4.14) also depends on
C∗.
(ii) For the rescaled function ū, Lemma 4.3 also holds at t = 1, or more generally at
any fixed t > 0, provided h is sufficiently small.
Theorem 4.1. When f is positive and continuous, the function u0 in (4.11) is a
quadratic function,
(4.15) u0(x) = |x|2.
Proof. By (2.23), uk is a solution to
det [D2uk − Ak(·, Duk)] = fk in Gk(Ω),
where Gk = Ghk , A
k = Āhk and f
k = f̄hk . Note that Ā and f̄ in (2.23) depend on h.
For any given constant m ≥ 1, let wk = wkm be the solution to
(4.16)
{
det [D2w − Ak(·, Dw)] = infS0m f
k in S0m,
w = uk on ∂S0m,
where S0m = {x ∈ Rn : u0(x) < m} is the sub-level set. Since u0 is convex (Corollary
4.1) and S01 is normalized, there exists R > 0 such that S
0
m ⊂ BR(0). The existence
of solutions to the Dirichlet problem (4.16) can be obtained by the Perron method
[14]. By the a priori estimate (Lemma 4.3) and approximation [24], the solution to
(4.16) is smooth and we have the estimate ‖wk‖C4(S0
m/2
) ≤ C. Hence by choosing a
subsequence, wk → w0 locally smoothly in S0m/2 and w0 is a smooth function.




fk → 0 uniformly in S0m.
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Let w̃k = wk+δ(|x|2−R2), from Theorem 3.1 Mw̃k ≥Mwk+δI when k is sufficiently
large, where M denotes the matrix operator in (2.15). By the comparison principle
[29], we then have
wk ≥ uk ≥ wk − δR2.
Therefore, ∀ε > 0 set δ = ε/R2, there exists k0 > 0 such that when k ≥ k0,
(4.17) |wk − uk| ≤ ε.
Namely, wk − uk → 0 uniformly in S0m. Hence we have w0 = u0. That is, u0 ∈ C4.






Observe that wk is a solution to (4.16) and wk converges smoothly to w0 = u0. We
see that u0 is a smooth convex solution to
(4.18) detD2u = f(0) in Rn.
By the Bernstein theorem for (4.18) [25], we conclude that u0 is a quadratic function.
Since the sub-level set S01,u0 is normalized and u(0) = minu = 0, we have f(0) = 2
n
and u0(x) = |x|2. 
Instead of applying the Bernstein theorem for (4.18), we can prove Theorem 4.1
directly, by an argument similar to that for the standard Monge-Ampère equation
(4.18) [25]. It is a rescaling argument based on the interior gradient estimate (4.10)
and the a priori estimate (4.14).
Remark 4.4. In Theorem 4.1, f is assumed to be continuous. But in Theorem 1.3
and in Theorem 7.1 below, f can be discontinuous. In the case when f is discontinuous
and |f − 1| ≤ ε for some small ε > 0, one easily verifies that u0 satisfies
(4.19) 1− ε ≤ detD2u0 ≤ 1 + ε
in the viscosity sense. Denote
(4.20) detD2u0 =: f̃ in Rn.
By the weak continuity of the measure µu,ρ∗ in (2.1) (see Corollary 3.1, [24]), one sees
that f̃ is a weak limit of fk. By (4.19), we also have f̃ ∈ L∞(Ω) and |f̃ − 1| ≤ ε.
Therefore by [3, 7], u0 is strictly convex and of polynomial growth at |x| = ∞. In
particular the covering property in §4.3 below also holds.
4.3. Covering property. From the Bernstein property (Theorem 4.1), the potential
function u satisfies some nice properties. As was pointed out at the beginning of §2.2,
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we always assume that u is a strictly c-convex, C1 smooth solution to (1.1). First we
have the separating property.
Lemma 4.4. For any given δ > 0, there exists a constant K > 1 with the following
property. Let S0µ(x), S
0
ν(y) be two of the sub-level sets with x, y ∈ Ωδ and µ ≥ ν. If
y /∈ S0µ(x), we have
(4.21) S0µ/K(x) ∩ S0ν/K(y) = ∅,
where Ωδ = {x ∈ Ω : dist(x, ∂Ω) > δ}.
Proof. To prove (4.21) it suffices to prove S0µ/K(x) ∩ S0µ/K(y) = ∅. Namely we may
assume µ = ν. But it simply follows from the Bernstein theorem by a compactness
argument.




(xk)∩S0µk/k(yk) 6= ∅, by the strict c-convexity of potential functions
[29], we must have |xk− yk| → 0. Choose hk → 0 such that yk ∈ ∂S0hk,u(xk). Then by
Theorem 4.1, the rescaled function uk converges to the quadratic function |x|2. We
get a contradiction when K > 4. 
Remark 4.5.
(i) If instead f satisfies |f − 1| ≤ ε, for some small ε > 0, Lemma 4.4 is also true
for some K > 0 depending only on the strict convexity of u0, where u0 is the limit
function in (4.11), which satisfies (4.19) such that u0(0) = 0, u0 ≥ 0 and S01,u0 is
normalized.
(ii) By a similar compactness argument, we also have the engulfing property for u.
Namely, there exists a constant K > 1 such that for any x, y ∈ Ωδ, if y ∈ S0h(x), then
S0h(x) ⊂ S0Kh(y).
(iii) The strict c-convexity of potential functions to (1.1) was proved in [29]. By
Theorem 4.1 or the strict convexity of (4.19), the rescaled solution ū is strictly c-
convex with respect to the rescaled cost function c̄, uniformly in the rescaling.
The following covering theorem is important for the proof of the W 2,p estimate.
Theorem 4.2. Let A,B b Ωδ be two subsets of Ωδ. Let F = {S0hx,u(x) : x ∈ B}





(x). Then there exists a sequence




(P2) ∃ a constant K such that any two sub-level sets in {S0hi/K(xi)} are disjoint.
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Proof. We pick up Si = S
0
hxi ,u
(xi) one by one as follows. Let M := sup{h : S0h(x) ∈
F} and pick up a sub-level set S1 = S0h1(x1) such that h1 > M/2. Let
F1 = {S0h(x) ∈ F : x ∈ A− S1}, M1 = sup{h : S0h(x) ∈ F1}.
Pick S2 = S
0
h2
(x2) ∈ F1 such that h2 > M1/2.
Assume S1, S2, · · · , Sm have been chosen. If for some m ≥ 1, A −
⋃m
i=1 Si = ∅,
then we are through. Otherwise, in A −
⋃m




as above. Therefore we get a sequence {Si : i = 1, 2, · · · }.
By Lemma 4.4, (P2) is satisfied. By (P2) we have hi → 0 as i→∞, which in turn
implies (P1) is satisfied. 
5. Eccentricity estimate
In this section, we give an estimate for the eccentricity of the sub-level sets S0h, or
more precisely, the eccentricity of the minimum ellipsoid of S0h. The estimate was
proved in [16] for the standard Monge-Ampère equation (1.5). Let Qh be the linear
transform given in (3.8) and let λh,max and λh,min be the largest and the smallest
eigenvalues of Qh. We give an estimate for the growth rate of
λh,max
λh,min
as h→ 0. As a
consequence we obtain Theorem 1.3. We also obtain the log-Lipschitz continuity of
Du if ωf satisfies an integral condition; and an upper bound for the second derivatives
D2u when f is Dini continuous, where
(5.1) ωf (r) = sup{|f(x)− f(y)| : |x− y| < r}.
First we prove the following theorem.
Theorem 5.1. There exists a small constant ε0 > 0 such that if |f − 1| < ε0, then a
strictly c-convex solution u to (1.1) satisfies the estimate
(5.2) |Du(x)−Du(y)| ≤ Cd[1 + e−2θψ(d)] ∀ x, y ∈ Ω′,
where d = |x − y|, Ω′ b Ω, the constants C and θ depend on n, ε0, dist(Ω′, ∂Ω), and
the c-convexity of u (both C and θ are uniformly bounded for small ε0), and






From Theorem 5.1 it follows a number of interesting estimates (including Theorem
1.3), which will be stated in Corollaries 5.1 and 5.2 below. To prove Theorem 5.1, we
first state two lemmas, which correspond to Lemmas 4.1 and 4.2 in [22].
Lemma 5.1. Let u be a C2 smooth solution to
det [uij − Aij(x,Du)] = 1,
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in a bounded convex domain Ω. Suppose u vanishes on ∂Ω, and at some point x0 ∈ 34Ω,
|D2u(x0)| ≤ C. Then the domain Ω is of good shape.
Proof. By making a proper dilation of the coordinates x and the solution u, which
does not change the condition and conclusion of the lemma, we may assume that
the volume |Ω| ≈ 1. If the lemma is not true, we normalize the domain Ω. Then
after normalization, the largest eigenvalue of D2u(x0) becomes very large but the
matrix Aij is uniformly bounded [20, 22, 21]. Hence after normalization, the largest
eigenvalue of the matrix Mu at x0 becomes very large, which is in contradiction with
the a priori estimate (4.14). 
For a convex domain Ω, we denote by αΩ the α-dilation of Ω with respect to the
center xc of its minimum ellipsoid, namely αΩ = {xc + α(x− xc) : x ∈ Ω}. See also
Remark 4.3(i) for the definition of good shape.
Lemma 5.2. Let u(m),m = 1, 2, be two generalized solutions to (1.1) in Ω. Suppose
Ω is a normalized convex domain. Then if ‖u(m)‖C4 ≤ C0, |u(1) − u(2)| ≤ δ in 3Ω/4
for some constant δ > 0, we have, for 1 ≤ k ≤ 3,
|Dk(u(1) − u(2))| ≤ Cδ in 1
2
Ω.
Proof. Since both u(1) and u(2) are solutions to (1.1), u(1) − u(2) satisfies a linearized
Monge-Ampère equation, see (4.4) in [22]. By the assumption ‖u(m)‖C4 ≤ C0, the lin-
earized Monge-Ampère equation is uniformly elliptic with smooth coefficients. Hence
Lemma 5.2 follows from the Schauder estimate. 
Remark 5.1.
(i) Lemma 5.2 can be applied to two rescaled solutions of equation (1.1) obtained by
the same rescaling. If the two functions u(1) and u(2) are obtained from the solution
u of (1.1) by different rescaling, then the matrix Ā in (2.23) are different and the
linearized Monge-Ampère equation in the proof of Lemma 5.2 is not homogeneous.
(ii) Note also that Aij are bounded. Hence the condition |D2u(x0)| ≤ C in Lemma
5.1 can be replaced by |Mu(x0)| < C, where Mu is the matrix in (2.15).
Proof of Theorem 5.1. To prove (5.2) we may assume that x and y are not far away, so
that x ∈ S0h,u(y) for some small h > 0. There is no loss of generality in assuming that
y = 0. By the normalization in §2, we may assume that u ≥ u(0) = 0, Du(0) = 0, and
the sub-level set S0h is convex. By (2.19)–(2.22) we may assume that S
0
1 is normalized,
and |Aij| are small by Theorem 3.1.
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To prove Theorem 5.1 we need to estimate the ratio
λh,max
λh,min
for a sequence hk =
N−k → 0 for some large constant N > 1 (for simplicity we choose N = 4), where
λh,max and λh,min are the largest and the smallest eigenvalues of Qh, and Qh is the
linear transform given in (3.8). Denote
(5.4) ν(t) = sup
z∈B1
{|f(x)− f(y)| : x, y ∈ S0t2(z)}, and νk = ν(2−k).
Step 1. Let uk, k = 0, 1, · · · , be the solution of
det [D2ijuk − Aij(x,Duk)] = fk in Uk,(5.5)
uk = u on ∂Uk,
where Uk = S
0
4−k,u, and fk = infUk f . We make a linear transform
(5.6) x(k) = Q̄(k)x such that D2x(k)uk(0) = I,
where I denotes the unit matrix. We can decompose Q̄(k) = Q̄k · Q̄k−1 · · · Q̄1 · Q̄0 as
follows.
By the comparison principle (Lemma 2.3), |u − u0| ≤ Cν0 and |u − u1| ≤ Cν1.
Hence
|u0 − u1| ≤ Cν0 in U1.
Since U0 is normalized, by Lemma 4.3, ‖u0‖C4(S0
3/4,u
) ≤ C. First we make a linear
transform
x(0) = Q̄0x such that D
2
x(0)u0(0) = I.
Here and below we use D to denote derivatives in x, and Dx(i) to denote derivatives
in the new coordinates x(i), i = 0, 1, 2, · · · .
By Lemma 5.1, the sub-level set U1 in the coordinates x
(0) has a good shape. By
Lemma 4.3, ‖u1‖C4(S0
3/16,u





in the domain S04−2,u1 , in the coordinates x
(0).
By induction we assume that D2
x(k−1)
uk−1(0) = I. Then by Lemma 5.1, the sub-level
set Uk has a good shape in the coordinates x
(k−1). Make a linear transform
x(k) = Q̄kx
(k−1) such that D2x(k)uk(0) = I.
After the transform Q̄k, the sub-level set Uk+1 has a good shape. Therefore the a
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in the coordinates x(k), where 2−k in (5.7) is the scaling constant.
We point out here that the linear transform Q̄(k) may not be unimodular, namely
det Q̄(k) may not be equal to 1. Also one should note that Q̄(k) is different from Qhk in
(3.8). The transform Q̄(k) normalizes the Hessian matrix D2uk(0), but by definition
(3.8), Qhk makes the sub-level set S
0
hk
comparable to a ball of radius
√
h. But by
Lemma 5.1, Q−1hk · Q̄
(k) is a uniformly bounded linear transform.
Step 2. We want to estimate λk = λmax(Q̄
(k)), the largest eigenvalue of Q̄(k). Assume










By induction assumption, D2
x(k−1)
uk−1(0) = I. Hence the Taylor expansion of uk−1 in
the coordinates x(k−1) has the form










|aj,i − aj+1,i| ≤ C2−kνk.
By (5.8),
(5.10) |bk,i − 1| ≤ 2θνk, i = 1, · · · , n,
where θ is a constant independent of k. From the above Taylor expansion, the trans-
form Q̄k is given by
Q̄kx = (b
1/2
k,1x1, · · · , b
1/2
k,nxn),
and in the coordinates x(k),
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By (5.10) we obtain
(5.11) λmax(Q̄k) ≤ 1 + θνk,
which implies that
det Q̄k = 1 +O(νk).














Step 3. Next we estimate |Du(z)−Du(0)|, where z is a point near 0. We have
|Du(z)−Du(0)| ≤|Duk(z)−Duk(0)|
+ |Duk(0)−Du(0)|+ |Du(z)−Duk(z)|
=:I1 + I2 + I3,
where we choose k = kz ≥ 1 such that 4−k−4 ≤ u(z) ≤ 4−k−3.
To estimate I2, we have










where C is independent of i. Hence we obtain





Similarly we can estimate I3, namely





Note that to get (5.14), one needs to repeat that above argument at z. Hence λi and
νi in (5.14) are constants of u and f at z. However our estimates below for λi and νi
apply to all points in Ωδ. Therefore we may regard λi and νi as constants independent
of the point in Ωδ.
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for any i = 0, 1, · · · , k, and x ∈ Q̄(i)(S04−i−2,u). Hence
|D2ui(x)−D2ui+1(x)| ≤ Cλ2i νi
for any x ∈ S04−i−2,u.
Denote hi = ui − ui−1. We have





































































Step 4. We simplify (5.17) to get (5.2). Denote






Assume that ν is small. Since rϕ′(r) = ν(r) is small, both
∫ r
0
e−θϕ(t) and re−θϕ(r) → 0














































which implies that ∫ r
0
e−θϕ(t) = O(re−θϕ(r)) as r → 0.
Therefore from (5.17),
(5.19) |Du(z)| ≤ C2−k[1 + e−θϕ(2−k)] + C|z|[1 + e−2θϕ(2−k)].







, then ū satisfies the equation (2.23). Recall that 4−k−4 ≤ u(z) ≤
4−k−3. Thus
4−4 ≤ ū(z̄) ≤ 4−3, where z̄ = 2kQ̄(k)z.
By the gradient estimate Lemma 4.2, we have |z̄| ≥ C. Hence
|Q̄(k)z| ≥ C2−k.
From (5.12) we then have
(5.20) |z| ≥ C2−k‖Q̄(k)‖−1 ≥ C2−keθϕ(2−k).
If eθϕ(2
−k) ≤ 1, then from (5.19) and (5.20),
|Du(z)| ≤ C2−ke−θϕ(2−k) + C|z|e−2θϕ(2−k)
≤ C|z|e−2θϕ(2−k).
If eθϕ(2
−k) > 1, then from (5.20), |z| ≥ C2−k. It is easily seen that
2−k[1 + e−θϕ(2
−k)] ≤ C|z|[1 + e−2θϕ(2−k)].
We have therefore proved that
(5.21) |Du(z)−Du(0)| ≤ C|z|[1 + e−2θϕ(2−k)].
To obtain (5.2) from (5.21), recall that u ∈ C1,α for some α close to 1, as noted at
the end of Step 3. Hence for a small σ > 0, the sub-level set S0t2,u(0) is contained in the
ball Bt1−σ(0) provided t > 0 is sufficiently small. In particular, we have 2
−k ≥ |z|1+σ
30 J. LIU, N. S. TRUDINGER, AND X.-J. WANG
































where ψ is defined in (5.3). Therefore we get the desired estimate (5.2) with the
constant θ replaced by θ
1−σ for any σ > 0 small, but fixed.
Theorem 5.1 has some interesting consequences.
Corollary 5.1.
(i) If |f − 1| ≤ ε for some small ε > 0, then u ∈ C1+αloc (Ω) (α = 1− 2θε).
(ii) If f is continuous, then u ∈ C1+αloc (Ω) for any α ∈ (0, 1).
(iii) If ωf (r) ≤ C| log r| for some constant C ≤ 1/2θ, then Du is log-Lipschitz continu-
ous, namely
(5.22) |Du(x)−Du(y)| ≤ C|x− y|(1 + | log |x− y||).





dr <∞, then ‖u‖C1,1(Ωδ) ≤ C.
Note that Corollary 5.1(i) corresponds to Theorem 1.3. In the following we also
use ‖Q‖ to denote the largest eigenvalue of the matrix Q.
Corollary 5.2. Let u be a strictly generalized solution to (1.1), det [Mu] = f , where
|f − 1| < ε. Then for h > 0 small,
(5.23) ‖Qh‖ ≤ Ch−Cε
where the constant C is independent of h.
Proof. Assume that 4−k ≤ h ≤ 4−k+1 for some k > 1. As was pointed out before,
‖Qh‖ ≤ C‖Q̄(k)‖. By (5.12),
‖Q̄(k)‖ ≤ eθ
Pk
i=0 νi ≤ e(k+1)θε.





Combining the above inequalities, we obtain
‖Qh‖ ≤ Ceθε lnh
−1/ ln 4
≤ Ch−θε/ ln 4,
for h > 0 small, where the constant C is independent of h. 
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In [4] Caffarelli used a different rescaling and proved that ‖Qh‖ ≤ h−ε
τ
for some
constant τ > 1. See Corollary 2 in [4]. Our estimate (5.23) improves the power from
ετ to Cε. We will use the estimate in Section 7 to prove the W 2,p estimate. We would
like to point out that instead of (5.23), it is sufficient to use the C1,α regularity of
potential functions. We also refer the reader to the proof of the W 2,p estimate in [15]
which uses the engulfing property instead of the estimate ‖Qh‖ ≤ h−ε
τ
.
6. Density estimate for second derivatives
In this section we prove that when |f−1| < ε, then after normalization, the density
of points where u has large second derivatives has small Lebesgue measure when ε is
small. The argument in this and the next section was inspired by that in [4].
For a given small ε > 0, by Theorem 3.1 we may assume
|Aij(·, Du)|, |Aij,kl(·, Du)| ≤ ε,(6.1)
|detD2xyc− 1| ≤ ε.(6.2)
The assumptions (6.1), (6.2) imply our W 2,p estimate also depends on the rate of the
convergence in Theorem 3.1, which in turn depends on the C1 and the strict convexity
estimates for potential functions obtained in [29].
Given u ∈ C0(Ω), denote
(6.3) Γ(u) = sup v,
where the sup is taken in the set of all c-convex functions v satisfying v ≤ u in Ω.
Then Γ(u) is c-convex, and is called the c-convex envelope of u in Ω. Apparently
Γ(u) ≤ u.
The following lemma provides an estimate for the contact set
C = {x ∈ Ω : Γ(u− v)(x) = (u− v)(x)},
where v ∈ C2,α is a c-convex function.
Lemma 6.1. Let u be a solution to (1.1) and v be a c-convex function in Ω. Suppose









where | · | denotes the Lebesgue measure, TΓ is the c-normal mapping of Γ := Γ(u−v).
Proof. For any Borel set E ⊂ Ω, denote
(6.5) µ(E) = |TΓ(E)|.
32 J. LIU, N. S. TRUDINGER, AND X.-J. WANG
Then µ is the measure defined in (2.1) (with ρ∗ = 1) for the function Γ. It is a Radon
measure supported on the contact set C, namely it vanishes in the open set Ω − C.
By the weak convergence of the measure µ [24], it suffices to prove Lemma 6.1 for
smooth u (see Remark 6.1 below).
Recall that a measure µ can be decomposed as the sum of a (local integrable)
regular part and a singular part, µ = µr + µs. For the measure µ in (6.5), since u
and v are smooth, the function Γ is C1,1. Hence the singular part µs vanishes and the
regular part is a L∞ function. By the proof of Lemma 2.3 [28], one can verify that
the regular part µr is given by
µr =
det [∂2Γ− A(x, ∂Γ)]
det cx,y
,
where ∂2u(x) = D2u(x) if u is twice differentiable at x, and ∂2u(x) = 0 otherwise.
Let T(u−v) be the mapping determined by D(u − v)(x) = Dxc(x, T(u−v)(x)) (see
(1.3)). We have
D2(u− v)(x) = D2xc(x, T(u−v)(x)) + cx,y ·DT(u−v).
Noting that for any point x ∈ C, the function u− v − Γ attains its local minimum 0







at any twice differentiable point of Γ. Therefore for any Borel set E ⊂ Ω,

















det [M(u− v)] = det [Mu−Mv +N ],
where Mu is the matrix in (2.15),
Nij = Aij(·, Du)− Aij(·, Dv)− Aij(·, D(u− v)).
By (6.1), we have |Nij| ≤ Cε for all i, j. Therefore
det1/n[Mu−Mv +N ] ≤ det1/n[Mu]− det1/n[Mv −N ]
≤ det1/n[Mu]− det1/n[Mv] + Cε
≤ (1 + ε)1/n + Cε− det1/n[Mv]
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where the first inequality is due to the concavity of det1/n, and the second is by the
C2-smoothness of v. 
Remark 6.1. Note that under the assumption (6.1) and the assumptions in Lemma
6.1, a solution u to (1.1) can be approximated by smooth solutions. Note that to
prove (6.4) it suffices to show that for any uniformly convex sub-domain Ω̃ b Ω, u
can be approximated by smooth solutions in Ω̃. Let w ∈ C2 be a smooth, uniformly
convex function, vanishing on ∂Ω̃. When the constant ε in (6.1) is small, by direct
computation we have
M(u+ σw) ≥M(u) in Ω̃
for σ > 0 small. Hence u+ σw is a subsolution to (1.1) in Ω̃. In particular, it implies
that there is a smooth solution uδ to (1.1) in Ω̃ with fδ, the mollification of f , such
that uδ = u on ∂Ω̃. Next we give the estimate of the density of “good set” for the
normalized solution.
We would also like to point out that, by approximation and the uniqueness of
solutions to the Dirichlet problem [24], to prove Theorem 1.2 it suffices to prove it
for smooth solutions.
Lemma 6.2. Let u be a solution to (1.1) and w be a solution to det [Mw] = 1 in Ω.
Suppose 1 < f < 1 + ε, w ∈ C2(Ω), w − ε ≤ u ≤ w. Let U be a unit ball compactly









∣∣ ≥ (1− Cε1/2)|U |,
where the constant C > 0 depends on ‖w‖C2(U).









A(·, Dw)− A(·, 1
2
Dw).
Since w ∈ C2(U), by (6.1) we have
det [D2v − A(·, Dv)] = 1
2n
+O(ε).
It also implies that when ε > 0 is small, v = 1
2











w is c-convex, we have
1
2









w(UCε/δ)} ⊂ TΓ(u− 1
2
w)(U),
where Uδ = {x ∈ U : dist(x, ∂U) > δ}. Since 12w is uniformly c-convex, T 12w and its
inverse are smooth mappings. Hence
|N−δ{T 1
2







































(1 + ε)1/n + Cε− det1/nMv
)n
inf |detD2xyc|






|C ∩ U |
(6.10)
where C = {Γ(u − 1
2
w) = u − 1
2










|C ∩ U |+ Cδ.
Let δ = ε1/2. We obtain
|{Γ(u− 1
2
w) = u− 1
2




For the proof of the W 2,p estimate, we choose the domain Ω in Lemma 6.2 the
sub-level set S02,u = S
0
2,u(0), and the domain Ω in Lemma 6.1 any convex subset of
S03/2,u, for the normalized solution u in §2.4 (i.e. the function ū in §2.4). To apply
Lemma 6.2 we choose the domain U := S01,u(0) and assume U is normalized. Then









∣∣ ≥ (1− ε′)|U |,
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where the constant ε′ ≥ 0 and ε′ → 0 as ε → 0. We also choose w the solution to
det [Mw] = 1 in S02,u and w = u on ∂S
0
2,u. Then w ∈ C2(S02,u) and ‖w‖C4(S03/2,u) ≤ C.
By (6.1), w is uniformly convex in S03/2,u and satisfies
detD2w = 1 +O(ε).
At any point x̄ ∈ S01,u in {Γ(u− 12w) = u−
1
2
w}, there exists a c-support function
ϕ of Γ, such that {
ϕ(x) ≤ (u− 1
2
w)(x) near x̄,










Note that by Theorem 3.1 or (6.2), the c-support function ϕ is sufficiently close to a
linear function. But w is smooth and uniformly convex, as noted above. Hence we
have
(6.12) u(x) ≥ ψ(x) + 2
N
|x− x̄|2 near x̄,
for some positive constant N , where ψ is the c-support of u at x̄. From (6.12) we
have
(6.13) S0h,u(x̄) ⊂ B√Nh(x̄) h < hx,





|x− x̄|2 ≤ u(x)− `(x) ≤ Nn−1|x− x̄|2 near x̄,
where ` is the tangent plane of u at x̄. From(6.11) we have
Lemma 6.3. Let u be the normalized solution to (2.23) such that (6.1) and (6.2)
hold. Assume that 1 < f < 1 + ε. Then there is a set E ⊂ S01 with
(6.15) |S01 − E| ≤ ε′
such that u satisfies (6.12) at any point x̄ ∈ E, where ε′ → 0 as ε→ 0.
7. W 2,p estimate
We are now ready to prove the W 2,p estimate. Let u be the normalized solution to
(2.23) such that (6.1) holds. By the strict c-convexity of u (see Remark 4.5(iii)), there
exists h0 > 0 such that for any x0 ∈ S01,u(0), the set S0h0,u(x0) ⊂ S
0
5/4,u(0). Denote
Dk = {x ∈ S01,u : S0h,u(x) ⊂ B√Nkh(x) ∀ h < hx},
Ak = S
0
1,u −Dk, k = 1, 2, · · · .
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We allow that the positive constant hx depends on x. In other words, x ∈ Dk if and
only if D2u(x) > 2N−kI, where N is the constant in (6.12). Replacing N by a larger
constant if necessary, we may also assume that
S0h,u(x) ⊂ B√Nh0(x) ∀ x ∈ S
0
1,u h ≤ h0.
In the following lemma we show fast polynomial decay of the measure of Ak, which
implies an Lp estimate of D2u.
Lemma 7.1. Given q <∞, there exists an ε = ε(q) such that if |f − 1| < ε, then




, rk+1 is given by





and C is the constant in (5.23).
Proof. For clarity we divide the proof into three steps.
Step 1: For y ∈ Ak, let
(7.2) ĥy = inf{h : S0h,u(y) ⊂ B√Nkh(y)}.
By our definition of Ak and the choice of N , we have 0 < ĥy < h0.
We normalize S0
ĥy ,u
(y) to S̄ and u to ū as in §2. By Lemma 6.3, after the normal-
ization there exists a set Ē ⊂ S̄ with |S̄ − Ē| ≤ ε′ such that ū satisfies (6.12) at any
point x ∈ Ē. That is (6.13) holds for ū in the coordinates after normalization.
Note that if x0 ∈ Dk−n+1, then after normalization (by our choice of ĥy in (7.2)),
the sub-level set S0h,u(x0) cannot have a good shape,
(7.3) S0h,u(x0) 6⊂ B√N2h(x0)
when h is sufficiently small. To see (7.3), letM be the normalization (matrix) which
sends S0
ĥy ,u
(y) to S̄. Then the least eigenvalue of M is bounded by N−k. Hence for
x0 ∈ Dk−n+1, the inner-radius of the set MS0h,u(x0) is bounded by N−n+1
√
h, which
in turn implies that the circum-radius of MS0h,u(x0) is greater than N
√
h.
Scaling back to u in the set S0
ĥy ,u









such that for any x ∈ Ey,
(7.5) S0h,u(x) ⊂ B√Nk+1h(x) ∀ h ≤ hx,
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for some hx > 0. Hence
(7.6) Ey ⊂ Dk+1, i.e. Ey ∩ Ak+1 = ∅.
But by (7.3), if x ∈ Ey, then x 6∈ Dk−n+1. Hence we also have
(7.7) Ey ⊂ Ak−n+1.
Step 2: Note that if a sub-level set S0h,u(x) has the property that ‖Qh‖ ≥ t, where
Qh is the linear transform which makes the sub-level set S
0
h,u comparable to a ball of
radius
√
h, as defined in (3.8), then from Corollary 5.2














For any y ∈ Ak+1, let ĥy be given in (7.2) and let Qĥy be the linear transform which
normalizes S0
ĥy ,u
, as defined in (3.8). Then by (7.2) one easily verifies that












Step 3: The set of all sub-level sets S0
ĥy ,u
(y), with ĥy given by (7.2), is obviously
a covering of Ak ∩ Brk(0). By Theorem 4.2, there exists a countable set {yi} ⊂
Ak ∩Brk(0), i = 1, 2, · · · , such that





(P2), any two sub-level sets in {S0
ĥi/K,u
(yi)} are disjoint,
where the constant K depends on n and ε but is independent of u.
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and Eyi satisfies (7.6), (7.7), from which we also have
(7.12)
|S ′i| ≤ (1 + ε′)|S ′i ∩ Ak−n+1|,
|Ak+1 ∩ Si| ≤ ε′|Si|.













ε′Kn|S ′i ∩ Ak−n+1|
≤ ε′Kn|Ak−n+1 ∩Brk−n+1(0)|.
Therefore given q <∞, we can choose ε = ε(q) small enough such that ε̄ := ε′Kn ≤
N−q. We obtain the desired estimate (7.1). 
Theorem 1.2 now follows from Lemma 7.1 easily.
Proof of Theorem 1.2. Let u be the generalized solution to (1.1). For a given p ≥ 1,
we choose a small h0 > 0, such that for any point x ∈ Ω′ (where Ω′ b Ω is the set in
Theorem 1.2), the equation (2.23) and the sub-level set S0h0,u(x), after normalization
as in §2, satisfy (6.1) and (6.2). By the proof of Theorem 4.2, there exist finitely




two sub-level sets in {S0h0/K2,u(yi)} are disjoint (we also choose the constant K ≥
4n). Therefore it suffices to prove Theorem 1.2 on these sub-level sets S0h,u(yi), i =
1, 2, · · · ,m.
For a given sub-level set S0h0,u(yi) where 1 ≤ i ≤ m, we assume it is normalized and
apply Lemma 7.1 in the set S0h0,u(yi). Denote A
′
k = Ak −Ak+1. Then in A′k, we have














Letting q > np and summing over i from 1 to m, we obtain u ∈ W 2,p(Ω′). 
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For a fixed p ≥ 1, our proof of W 2,p estimate does not require the continuity of f .
It suffices to assume |f − 1| < ε for a sufficiently small ε > 0. Therefore we have
actually proved the following result.
Theorem 7.1. Let u be a generalized solution to (1.1). Assume the cost function c
satisfies (A1)–(A3), Ω∗ is c∗-convex with respect to Ω. Then for any given p ≥ 1,
there exists a small ε > 0 such that if |f − 1| ≤ ε, D2u ∈ Lp(Ω′) ∀ Ω′ b Ω, and we
have the estimate
(7.13) ‖u‖W 2,p(Ω′) ≤ C,
where C depends on n, p, ε, Ω,Ω′,Ω∗.
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