The behavior of the classic algorithm for blind source separation is reviewed for a fixed step-size. The inherent contradiction of the classic equivariant adaptive source separation via independence algorithm (EASI) make it very difficult to balance convergence speed and the steady-state misadjustment error. In this paper, In response to the above contradiction, a Fuzzy Neural Network(FNN)-based learning rate adjustment method is proposed for EASI algorithm, and a simple decision-making method is introduced for how the learning rate should be applied in the current time slot. Signals separation process adopt the different learning rate according to the characteristics of the separate degree. Therefore it can improve convergence speed and reduce the misadjustment error in the steady state simultaneously. Extensive simulations confirm the theoretical analysis and show the proposed approach is superior to other EASI algorithms.
Introduction
The process of estimating the source signals only by the observed signals received from the sensors without knowing any prior knowledge of the source signals and the transport channel is called the blind source separation [1] . It has important research value in the area of signal process, like biomedical signals, image and antenna array signals. The majority of BSS algorithms can be categorized into either block-based or sequential(on-line) techniques. People have developed a number of mature and effective method for adaptive learning for the mixing signals. Online blind source separation usually has three techniques:
The On-line BSS Algorithm
Suppose n unknown statically in dependent zero mean source signals, passing through an unknown mixing channel, such that n mixed signals, 1 (t),... (t), x R n n xx , are therefore observed. The relation between the observed signals and the source signals can be expressed as: ) ( ) ( ) ( t t t n As x   (1) where n n R A represents the mixing matrix which reflects the transmission characteristics of the channel and is required full rank. ) (t n is the possible contaminating noise vector. In this paper, we assume m=n and don't take the channel convolution or noise interference into consideration, so we can rewrite the equation (1) The key aspect of BSS is to seek the optimal separation matrix to make the output component as independent as possible. That is to say, the mutual information of the output signals is minimized. The mutual information is defined as 
) (W I is non-negative, If and only if the output components are independent mutually, namely,
where Λ is a nonsingular diagonal matrix and P is a permutation matrix.

A is the inverse matrix of A.
According to (2) , (3)and (5), we can obtain that:
The Conventional EASI Algorithm
Using the relative gradient, the conventional EASI [5] and normalized EASI [6] are given in [4] , [6] by
The disadvantages of traditional EASI algorithm is relatively slow convergence speed, and is great impacted by mixing matrix A. In non-stationary environments, algorithms need to have a large step-size to quicken the convergence speed in order to keep up with the change of signals. From the above two equations, we can infer that they have to adopt small fixed step-size to obtain an acceptable separating performance. Thus they cannot reach the combination of fast convergence speed and good separating performance. So a adaptive gradient variable step-size EASI algorithm had been proposed [7] by as follows:
Through computer simulations, this numerical stability of the adaptive gradient variable step-size EASI algorithm is poor and the algorithm is particularly sensitive to the choice of parameter  . Its disadvantage is as follows: when initial step-size the optimal balance between the convergence speed and the misadjustment error [8] . Therefore, we propose phased learning rate EASI algorithm to solve the problem better.
The Learning Rate Adjustment Using the Fuzzy Neural Network

Dependence Measure
The purpose of BSS is to find the optimal matrix f [9] , that is 0 )}
As long as 
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In order to describe the overall state of all signals separated, and defined as
Clearly, the second-order correlation
measure can describe the dependence of the output component with the others. In this context, the following basic can be described.
1) If
is sufficiently low, then the output component is almost independent of all the other output components, i.e., the separation state of from the others is desirable.
2) If ) (k D is not low enough, then the output component is correlated with at least one other output component, i.e., the separation state of is not desirable.
3) If
is too high, then the is correlated strongly with the other outputs, i.e., the separation state of is horrible.
In order to obtain good separation results. The decision-making rule(s) of reducing ) (k D need to be made. In the following section, a detailed description of the decision-making process is given.
The Fuzzy Neural Network for Learning Rate Adjustment
In this section we will present a simple fuzzy logic system implemented by using a multilayer feedforward neural network. A schematic diagram of the proposed fuzzy neural network (FNN) structure with n input variables, and i output nodes is shown in Fig. 2 . The system consists of four layers. Nodes in layer one are input nodes which represent input linguistic variables. Nodes in layer two are membership nodes which act like membership functions. Each membership node is responsible for mapping an input linguistic variable into a possibility distribution for that variable. The rule nodes reside in layer three. Taken together, all the layer three nodes form a fuzzy rule base. Layer four, the last layer, contains the output variable nodes. The links between the membership nodes and the rule nodes are the antecedent links and those between the rule nodes and the output nodes are the consequence links. For each rule node, there is at most one antecedent link from a membership node of a linguistic variable. Hence all consequence links are fully connected to the output nodes and interpreted directly as the strength of the output action. In this way, the consequence of a
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Volume 12, Number 6, November 2017 rule is simply the product of the rule node output, which is the firing strength of the fuzzy rule and the consequence link. Thus, the overall net output is treated as a linear combination of the consequences of all rules instead of the complex composition, a rule of inference and the defuzzification process [11] , [12] . 
Blind source separation system using a fuzzy-neural network. Table 1 . These rules can be described as follows: In the adaptive separation process, the different learning rates are used at the different rules and it can effectively solve the contradiction between convergence rate and steady-state error [13] 
the moderate separation state is reached and signal separation has just begun. But the signals have been better separation. In practice, this situation is relatively rare. At this point, the signal has been partially separated. Signal separation has just begun and has the smaller dependency degrees. At this stage, we can choose a small step-size adaptive tracking.
Step-size selection is as follows:
where f is a nonlinear function(the simulation section will explain it).
Rule III: When iterations k and
the moderate separation state is reached and signal separation run for a number of times. At this point, part of the signal has been isolated and need for accelerating the capture unseparated. This stage should track the signal and accelerated to capture the unseparated signals.
Step-size selection is as follows: 
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where  ,  is a constant.
Rule IV: When iterations k and
the separation state is quite good. At this point, signal has been basically isolated. In order to pursue better separation that all signal components are captured and the step-size should be taken relatively small value. We should minimize the impact between the various components to improve the quality of the signal recovery, to achieve better separation of source signals.
The FNN-based learning rate EASI algorithm flowchart is as follows:
Simulation
Five Source Signals Separation
In order to verify the effectiveness of the FNN-based learning rate EASI algorithm proposed in this paper, we consider the source signals. In the simulation, we sample the mixture ) ( ) ( t t As x  with the rate of 10KHz.
We consider ) (y g as a prior for the sources. The nonlinearity corresponding to this prior assumption In order to compare the performances of different learning rate rules, we use the conventional EASI algorithm with a fixed learning rate, adaptive gradient variable step-size EASI algorithm and this paper's FNN-based learning rate EASI algorithm to separate source signals from the observed mixtures. According to many experiments, select the following optimal experience. When applying the fixed rate algorithms, To learn more about performance of these algorithms under different environmental conditions, the paper simulate three kinds of different situations.
(i) The environment experience is stable in the mixing matrix and the elements of the mixing matrix A are
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(ii) The environment experience small continuing changes in the mixing matrix and this is simulated by defining the mixing matrix recursively by Using the signal to noise ratio (SNR / dB) as a performance index compares the above algorithm. Fig . 6 shows the resulting from the application of the three methods for 200 trials, which illustrates that the convergence speed of this paper's FNN-based learning rate EASI algorithm is considerably improved upon the two methods. In addition, we can see the new algorithm's misadjustment error in steady state is the least from figure 6.Under non-stationary environment, the step-size reacts immediately to change and its rapid increase allows the algorithm to quickly adjust the demixing W, in turn, reducing the error level. After the adjustment, the step-size again continues to decrease until the next abrupt change as depicted in Fig. 7 and Fig. 8 . For further testing of the robustness of the proposed method, ten source signals were selected and mixed to be separated. The ten source signals were defined as the following: The separation problem of ten source signals is more difficult than the four source signal, and the results are not as good as for the four source signals separation. Table 3 presents the means and standard deviations of 100 runs. As the separation results are similar to four source signals separation, lower cross-talking error correspond to better separating results, they are not presented. The proposed method exhibits faster and
Ten Source Signals Separation
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Conclusions
The inherent contradiction of the classic EASI algorithm makes it very difficult to balance convergence speed and the steady-state misadjustment error. In this paper, an effective adaptive step-size method to solve the problem is proposed. The separate degree is introduced into Fuzzy Neural Network for solving dynamic problems, and the new algorithm has such property that step-size automatically improves in the beginning of iteration and step-size automatically decreases in the steady-state. Comparing with any other fixed-size or variable step-size EASI algorithm, the new algorithm has faster convergence speed and less steady-state misadjustment error. Extensive simulations have shown that the self-adjusting step-size algorithm is capable of tracking a changing environment and verify the new algorithm may be extended to other EASI algorithm.
