Probabilistic automata exhibit both probabilistic and non-deterministic choice. They are therefore a powerful semantic foundation for modeling concurrent systems with random phenomena arising in many applications ranging from artificial intelligence, security, systems biology to performance modeling. Several variations of bisimulation and simulation relations have proved to be useful as means to abstract and compare different automata. This paper develops a taxonomy of logical characterizations of these relations on image-finite and image-infinite probabilistic automata.
Introduction
Probabilistic automata (PAs) [1] feature both non-deterministic choice (as transition systems) and probabilistic choice (as Markov chains). Thanks to this expressiveness, they form a central model for distributed systems considered in, e.g., artificial intelligence, security, and the analysis of network protocols.
As in the setting of transition systems, bisimulation and simulation relations are means to compare the behavior of probabilistic automata [2, 3, 1] . The notable difference of PAs to transition systems is that a transition from some state s leads to a sucessor distribution µ over states instead of just a single successor state. A successor distribution µ gives the probability µ(s ) of entering successor state s . This probabilistic transition structure is reflected in the definition of simulation. A binary relation R is a simulation relation if, for all (s, t) ∈ R, t can mimic all stepwise behavior of s with respect to R. Intuitively, this means that every distribution µ leaving state s with label a has a distribution µ leaving state t with the same label a such that the distributions µ and µ are related: relations between distributions are established by weight functions [3] . The largest simulation preorder is the union of all simulation relations R. This notion of simulation for PAs is a conservative extension of simulation for transition systems; the latter corresponds to the special case where only Dirac distributions (µ(s ) = 1 for some state s ) are considered.
Probabilistic simulation [1] , on the other hand, is a variation of simulation specific to the probabilistic world where a state t simulates a state s if and only if, for every transition leaving
• For image-infinite PAs, we give logical characterization results for both ∼ and ∼ ω . We show that the logic L introduced in [15] is even rich enough to characterize ∼ for imageinfinite PAs. The proof in [15] exploits properties of simulation relation ∼ ω which do not fit with relation ∼ on image-infinite PAs. To this end, we develop a new proof strategy for the soundness and completeness proof of ∼. To characterize ∼ ω we prove that a fragment of the same logic, where formulas are of finite depth, is sufficient: the proof then proceeds by induction on n similar to [15] for image-finite PAs.
• For simulations, it turns out that a characterization proof along the lines of bisimulation, where formulas characterize equivalence classes, leads to a logic with uncountable conjunction. To avoid this, we employ an alternative but equivalent definition of simulation relations based on upwards-closed sets. The alternative definition enables us to prove that the negation-free sub-logic restricted to finite depth formulas characterizes the iterativelydefined simulation ( ω ) for image-infinite PAs. For the co-inductive simulation relation ( ), we show that the negation-free sub-logic characterizes simulation.
• We also prove that, for image-finite PAs, binary conjunction is sufficient to characterize simulation and bisimulation relations. This finding extends results of [18, 19] where binary conjunction is shown to be sufficient for LMPs. Moreover, we extend all of the results to characterize probabilistic bisimulation and probabilistic simulation relations.
Outline. The paper is structured as follows: Section 2 gives the basic mathematical background, and Section 3 introduces simulation and bisimulation relations by fixpoint characterizations. In Section 4 we present an extension of the Hennessy-Milner logic for PAs. Logical characterizations for simulations and bisimulations are in Section 5 and Section 6 respectively. Section 7 discusses related works, and the paper is concluded by Section 8.
Preliminaries
In this section, we recall basic concepts like distributions, relations and well-known results from lattice theory. The lattice-theoretical notions admit an elegant treatment of infinite branching in connection with simulation and bisimulation relations over probabilistic automata (in Section 3).
Relation. Let S be a set. For a binary relation R ⊆ S × S , we write s R t if (s, t) ∈ R. A preorder relation R is a reflexive and transitive relation. A partial order R is a reflexive, antisymmetric and transitive relation. If R is a partial order, the pair (S , R) is called a partially ordered set, or poset for short. An equivalence relation is a reflexive, symmetric and transitive relation. An equivalence relation R partitions a set S into equivalence classes. For s ∈ S , we use [s] R to denote the unique equivalence class containing s. We drop the subscript R if the relation considered is clear from the context.
The kernel ≡ R of a preorder relation R is the largest equivalence relation contained in R. Let R(s) denote the set {s | (s, s ) ∈ R}, and R(A) = ∪ s∈A R(s) for A ⊆ S . A set A is upwards R-closed if it holds that R(s) ⊆ A for all s ∈ A.
Complete Lattice. Let P be a set and ≤ ⊆ P × P a binary relation such that the pair (P, ≤) is a partially ordered set. For a subset P ⊆ P, a lower bound is an element a ∈ P that is smaller than all elements of P , i.e., for all a ∈ P , a ≤ a . An element a ∈ P is an infimum (or greatest lower bound) of P if it is a lower bound of P and all lower bounds a † ∈ P of P fulfill a † ≤ a. Similarly, an upper bound of P is an element that is greater than all elements of P , and a supremum is a least upper bound of P .
Let (L, ≤) be a partially ordered set. The pair (L, ≤) is a (complete) lattice if each subset of L has both an infimum and a supremum in L. We use meet and join operators , : 2 L → L to denote these infima and suprema respectively. For a given subset L ⊆ L, the infimum is denoted by L and the supremum by L .
Let S be a countable set. The power set of S × S forms a complete lattice with set inclusion ⊆ as a partial order, and intersection as a meet = and union = as a join operator respectively.
For a monotone function f : L → L over a lattice (L, ≤), Tarski's theorem [20] guarantees existence of least and greatest fixpoints, lfp f and gfp f respectively. Let
= x} is a lattice and that least and greatest fixpoint are given by the least pre-fixpoint and greatest post-fixpoint respectively:
As a shorthand notation we denote {l i | i ∈ N} by i∈N l i , and
Distribution.
A distribution over S is a function µ : S → R ≥0 such that s∈S µ(s) = 1. We let µ(A) denote the sum s∈A µ(s) for all A ⊆ S . The support of µ is defined as the set Supp(µ) := {s | µ(s) > 0}. Denote by Dist(S ) the set of discrete probability distributions over S and, given an element s ∈ S , denote by δ s the Dirac distribution on s that assigns probability 1 to s, i.e., δ s (s) = 1. Given a countable set of distributions {µ i } i∈I and a multi-set {p i } i∈I of weights from the interval [0, 1] such that i∈I p i = 1, we define the convex combination i∈I p i µ i of the distributions {µ i } i∈I as the probability distribution µ such that, for each s ∈ S , µ(s) = i∈I p i µ i (s).
Simulation and Bisimulation for Probabilistic Automata
In this section, we recall the definition of probabilistic automata. Further, we review the notions of simulations and bisimulations for them, and also probabilistic simulations and bisimulations [21, 2, 22] .
As mentioned in the introduction, we introduce two kinds of simulation: the co-inductive ( ) and the iteratively-defined variant ( ω ). For simulations, it has been proved that and ω coincide for image-finite PAs. We will make use of this result and the corresponding results for probabilistic simulations and bisimulations. To this end, we provide an alternative way of defining bisimulation and simulation relations in terms of greatest fixpoints of suitable functions, just like in the setting of labeled transition systems [23] . We then use the alternative fixpointbased definition to characterize (probabilistic) simulations and (probabilistic) bisimulations.
Probabilistic Automata
We first recall the definition of probabilistic automaton [21] , or PA for short. Obviously, PAs comprise labeled transition systems (LTS) for the special case that for all (s, a, µ) ∈ Steps, µ is a Dirac distribution.
We denote a transition (s, a, µ) ∈ Steps by s a − −→ µ. We refer to the distributions leaving a state s by action a as an a-distribution of s. We denote the set of a-distributions of a state s by Steps a (s) = {µ | s a − −→ µ}. We say that M is image-finite (resp. image-infinite) if for all s ∈ S and a ∈ Act, the set Steps a (s) is finite (resp. countable). We remark that image finiteness does not necessarily mean that the number of states reachable with one transition is finite, as there may be infinitely many labels. In the rest of the paper, we prove results with and without the assumption of image-finiteness and we use the word "image-infinite" with the meaning "not necessarily image-finite", i.e., all PAs.
Let {s a − −→ µ i } i∈I be a set of transitions, and let {p i } i∈I be a multi-set of probabilities such that i∈I p i = 1. Then the triple (s, a, i∈I p i µ i ) is called a combined transition and is denoted by s a ; µ, where µ = i∈I p i µ i .
Weight Function
We recall the notion of weight functions (as proposed by [3, 21] ), which are used to lift relations between S to relations between probability distributions on S . 
If R ⊆ R , then, µ R µ implies that µ R µ (with the same weight function). Moreover, if the relation R is symmetric, it holds that µ R µ iff µ R µ. Below we recall some useful lemmas related to weight functions. 
This lemma provides another way of characterizing µ R µ . If R is a preorder, U is R-closed implies that R(U) = U. Thus, in this case (a) and (b) trivially coincide. The characterization (b) is introduced in [24] for a more general class of models with continuous state space. The last characterization is a simplification of (b). With Lemma 3.1, it is easy to prove that for equivalence relation R, µ R µ is equivalent to that µ and µ agree on each equivalence class: Lemma 3.2. Let R be an equivalence relation on S , and µ, µ be distributions in Dist(S ). Then,
Proof. Assume µ R µ and let C ∈ S / R . By Lemma 3.1 (C is upwards R-closed), µ(C) ≤ µ (C) holds. Exploiting the symmetry of R we have µ R µ, which implies µ (C) ≤ µ(C), thus µ(C) = µ(C ). The other direction follows directly as each upwards R-closed set is a union of equivalence classes.
The following lemma shows that for a non-increasing sequence of relations {R i } i∈I and a converging sequence of distributions µ i , if µ R i µ i for all i, the limit distribution µ = lim µ i is related with µ by the intersection R = ∩ i∈J R i of these relations. Lemma 3.3. Let S be a countable set. Let J ⊆ N be an infinite set of indices. Let {R i } i∈J be an infinite sequence of decreasing relations on S , i.e., R i+1 ⊆ R i for all i ∈ J. Let R = ∩ i∈J R i . Moreover, let µ, µ , µ i ∈ Dist(S ) for all i ∈ J. Assume that {µ i } i∈J converges to µ point-wise: for all s ∈ S , it holds lim i∈J µ i (s) = µ (s). Then,
By assumption for all i ∈ N, it holds:
Taking the limit i → ∞ on both side of Equation (1) 
The above lemma was used to show that simulation agrees with simulation up to all n [26] for image-finite PAs (cf. Lemma 3.5). It is interesting to note that with Lemma 3.1, the proof is very straightforward. The proof in [26] is rather technical: It involves the construction of a weight function out of infinitely many existing weight functions (with respect to µ R i µ i ).
Simulation
We now review the notions of simulation, and bisimulation in terms of suitable monotone functions over the power set lattice (with set inclusion as a partial order).
We begin with simulation and consider the function F defined as follows: The greatest simulation preorder is defined as the greatest fixpoint of F . It holds that s t if there exists a simulation R with (s, t) ∈ R. Function F is monotone. Recall that Tarski's fixpoint theorem [20] says that the fixpoints of a monotone function form a complete lattice and that the greatest fixpoint is the union of all post-fixpoints. This guarantees that is well-defined and forms the greatest simulation relation, i.e. the union of all simulation relations. The following lemma shows that for image-finite PAs, F is co-continuous: Proof. Let l 0 , l 1 , . . . be a decreasing sequence in the power set lattice. We need to show that
For the other direction let (s, t)
For image-finite PAs the Pigeonhole principle applies, and there must exist µ ∈ Steps a (t) such that µ k = µ for infinitely many k ∈ K, i.e., µ = lim k∈K µ k . Since l k is decreasing, by Lemma 3.3, we have µ R µ for R = k∈K l k implying (s, t) ∈ F k∈N l k .
Hennessy and Milner coined the term "simulation up to n" [17] for the following iterative sequence: 0 = S × S , and n = F ( n−1 ) = (F ) n (S × S ) for n > 0. Taking the intersection over all simulations up to n, we define the ω-simulation relation ω = n∈N n where we let
Sequence n is a special case of Kleene iteration, which, under certain conditions, converges to the greatest fixpoint of F , in which case the largest simulation coincides with ω-simulation. This holds for finite PAs where additionally the sequence n eventually stabilizes, which leads to an iterative algorithm [27] to compute the largest simulation (and also the largest bisimulation with a different function). In the following, we scrutinize the somewhat more intricate relationship between ω-simulation relation and simulation in the more general setting of infinite PAs with finite and infinite branching respectively.
First, we prove that ω and coincide for image-finite PAs exploiting that F is co-continuous. This result has already been established in [26, Lemma 3.7.6] . We restate it here, as it will be used to establish an corresponding result for probabilistic simulation relations. 7
Proof. One can show ⊆ n by induction on n. Thus, ⊆ ω = ∩ n n . Since M is image-finite by assumption, applying Lemma 3.4, we get that F is co-continuous, which implies that ω is a fixpoint:
and, because of ⊆ ω , it must be the greatest fixpoint.
Lemma 3.5 guarantees that Kleene iteration converges to the greatest fixpoint. This is a generalization of a similar result for image-finite labeled transitions systems, where the simulation function can also be shown to be co-continuous implying that = ω [23] . In general, F is not co-continuous for image-infinite PAs, and in that case, relation ω may neither be a simulation nor a fixpoint of F , as illustrated by the following simple example: Example 3.1. Figure 1 shows an image-infinite PA with S = {s, t, t 0 , t 1 , t 2 , . . . }. Initially, we have 0 = S × S . The absorbing state t 0 has no out-going transitions. So, by removing pairs (u, t 0 ) with u t 0 from 0 , we subsequently obtain
In the next step, we get the relation 2 
In the limit, we get the relation 
Notably, ω is not a simulation (and thus also cannot be a fixpoint): (t, s) F (

Probabilistic Simulation
Probabilistic simulation is defined in the same way by replacing transitions with combined transitions so that the greatest probabilistic simulation is the greatest fixpoint of the function:
A relation R ⊆ S × S is a probabilistic simulation if it is a post-fixpoint of F p . The greatest probabilistic simulation preorder p is defined as the greatest fixpoint of F p . Similar to plain simulation, we define the probabilistic ω-simulation by
Then, in general, it only holds that p ⊆ p ω , and, as for simulations, we can show that p and p ω coincide for image-finite PAs. The proof is, however, more complicated because of combined transitions. As a preparation for this proof, the following lemma shows that an infinite sequence of combined transitions contains at least a subsequence admitting a limit distribution, which corresponds to a combined transition. A similar result is shown in [28] . 
Proof. Let Steps a (s)
= {µ 1 , . . . , µ m }. Let µ k = m j=1 q k, j µ j with m j=1 q k, j = 1 for each k ∈ I. Con- sider the infinite sequence (q k,1 ) k∈I . Since q k,1 ∈ [0, 1] is bounded, there must exist an infinite in- dex set J 1 ⊆ I such that the subsequence (q k,1 ) k∈J 1 is convergent. Inductively, for m > 1, we have an infinite index set J := J m ⊆ J m−1 ⊆ . . . J 1 such that (q k,i ) k∈J i is convergent for i = 1, 2, . . . , m. We define µ by µ(s) = lim k∈J µ k (s) for all s ∈ S . For each 1 ≤ j ≤ m, let q j = lim k∈J q k, j . Then, µ(s) = lim k∈J µ k (s) = lim k∈J         m j=1 q k, j µ i (s)         = m j=1 lim k∈J q k, j · µ i (s) = m j=1 q j µ i (s) implying that µ = m j=1 q j µ j ,
Bisimulation
Bisimulations are also defined co-inductively in terms of greatest fixpoints. The corresponding function is a symmetric variation of the function for simulation:
The greatest bisimulation ∼ is defined as the greatest fixpoint gfp F ∼ , which is an equivalence relation. Analogous to simulation, we define ω-bisimulation ∼ ω = n∈N (F ∼ ) n (S × S ) iteratively and, analogous to simulation, ∼ and ∼ ω coincide for image-finite PAs:
Adapting the proofs of Lemma 3.4 and Lemma 3.5 to the above lemma is routine. Again, Lemma 3.8 does not hold for image-infinite PAs. Consider for instance Example 3.1, in which (s, t) ∈ ∼ ω but (s, t) ∼.
Bisimulation can be expressed in terms of simulation. The following lemma shows that R is a bisimulation relation if and only if both R and R −1 are simulation relations:
. For the other direction assume R ⊆ F (R) and
The previous lemma says that R is a bisimulation if R and R −1 are simulations. The same statement holds for LTSs [29] : this is of no surprise as our PAs subsume LTSs. Usually bisimulations are required to be equivalences in the probabilistic setting [2, 21] , in which case the above lemma does not hold anymore. As in [30] , our definition of bisimulation does not require R to be an equivalence relation.
Probabilistic Bisimulation
The function F ∼ p for probabilistic bisimulation is defined analogously, however using combined transitions:
p is defined as the greatest fixpoint gfp F ∼ p . It is easy to see that ∼ is an equivalence relation. Moreover, define probabilistic ω-bisimulation by
in general, and they coincide for image-finite PAs:
The proof follows along the line of the proof of Lemma 3.7 and is skipped. For probabilistic systems, the maximal (or minimal) probability of reaching a certain set of states is of great interest [31] . It is well known that both bisimulation and probabilistic bisimulation preserve this class of properties. Being strictly coarser than simple bisimulation, probabilistic bisimulation would lead to a smaller quotient in state aggregation. On the other hand, while both kinds of bisimulation can be decided in polynomial time [27, 32] , decision procedures for probabilistic bisimulation are more expensive than the ones for bisimulation.
Logics
In this section we introduce the logic which will be used to characterize both (bi-)simulations and probabilistic (bi-)simulations. It is a probabilistic extension of Hennessy-Milner logic [17] with the probabilistic modal operator [ϕ] p and consists of the following set of formulas:
where p ∈ [0, 1], I is a countable index set and a ∈ Act. We shall use disjunctions which are expressible as i∈I ϕ i := ¬( i∈I ϕ i ). The logic allows infinite conjunction (over the countable index set I) and is necessary for characterizing bisimulation for image-infinite PAs. The above logic is introduced in [15] to characterize (probabilistic) bisimulations for image-finite PAs.
Rather than in terms of single states, the semantics of the logic is given in terms of probability distributions to account for the specifics of probabilistic automata. Intuitively, a distribution µ satisfies the probabilistic formula [ϕ] p if the probability of the set of states satisfying ϕ is at least p. Together with conjunctions this allows us to characterize the distribution entirely.
Let M = (S , Act, Steps) be a PA, and let µ ∈ Dist(S ). The semantics of ϕ is given by:
• µ | = holds for each probability distribution µ.
• µ | = ¬ϕ iff µ | = ϕ,
For the temporal operator a , the transition can be either a normal transition a − −→ or a combined transition a ;. We will use the same logic to characterize both bisimulation and probabilistic bisimulation. For bisimulation, we require that there is a transition s a − −→ η, and for probabilistic bisimulation, we require that there is a combined transition s a ; η in the definition. By definition, it holds that µ | = a ϕ if and only if, for each state s ∈ Supp(µ),
We let L and L p denote the logic for bisimulation and probabilistic bisimulation respectively. Note that L and L p are syntactically identical, however semantically different. We will show later that, L and L p characterize bisimulations and probabilistic bisimulations for image-infinite PAs. For image-finite PAs, binary conjunction suffices.
The logics L and L p for simulations and probabilistic simulations are the negation-free sub-logics resulting from L and L p respectively, which reflects that simulation relations need not be symmetric and is a common approach also pursued by [33, 34] . More precisely, the logics consist of formulas:
For a finite set of indices K, disjunction ∨ i∈K ϕ i is defined as usual. Again, L and L p are syntactically identical and semantically different. The logic for characterizing simulations has infinite conjunction, but interestingly, it only has binary disjunction. The infinite conjunction is necessary because of the image-infiniteness. The reason that binary disjunction is sufficient will be implied by an alternative characterization of simulations (see Lemma 5.2) which shows that it is sufficient to focus on finitely-generated sets.
We introduce some convenient notations. For a logic L, the depth of ϕ ∈ L is the maximal nesting depth of temporal operators occurring in ϕ. Let F L be the set of the formulas of a given logic L, let F L,n denote the set of the formulas of L of depth at most n, and F L,ω = ∪ n∈N F L,n the set formulas of finite depth. We also write L ω = F L,ω for the sub-logic of L consisting of formulas of finite depth. Let F L (s) and F L (µ) be the sets of the formulas of L that are satisfied by the state s and by the distribution µ respectively. Moreover, we denote by F L,ω (s) and F L,ω (µ) the sets of finite formulas of L that are satisfied by the state s and by the distribution µ respectively. Given a logic L, the notation [[ϕ]] L = {s | s | = ϕ} stands for the set of all the states that satisfy a formula ϕ of L. If δ s | = ϕ, we also write s | = ϕ. Thus, it holds trivially F L (s) = F L (δ s ) and F L,n (s) = F L,n (δ s ) for all n ∈ N. We drop the subscript L whenever it is clear from the context.
Logical Characterization of Simulation
In this section, we give logical characterizations of (probabilistic) simulation relations. We first provide a stronger condition than Lemma 3. 
Weight Function for Preorder
The following lemma states that any upwards R-closed set U ⊆ S can be expressed as a union of equivalence classes of ≡ R .
Lemma 5.1. Let R be a preorder on S , and let U ⊆ S be an upwards R-closed set. Then U is a union of equivalence classes of ≡ R .
Proof. Let s ∈ U be any element of U. By definition, the whole class [s] of ≡ R is contained in U. Thus for each equivalence class C of ≡ R , either C ⊆ U or C ∩ U = ∅. Thus, R is a union of equivalence classes of ≡ R .
Let R be a preorder on S . For A ⊆ S , we let cl(A) denote the smallest upwards R-closed set containing A. An upwards R-closed set U is finitely-generated if there is a finite family of classes
The set of equivalence classes ≡ R is countable, implying that the set of finitely-generated upwards R-closed sets is also countable.
Lemma 5.2. Let M = (S , Act, Steps) be a PA and let µ, µ ∈ Dist(S ). Let R be a preorder on S . Then µ R µ iff for each finitely-generated upwards R-closed set U, µ(U) ≤ µ (U).
Proof. If U is a finitely-generated upwards R-closed set, µ(U) ≤ µ (U) follows trivially from Lemma 3.1.(a). For the other direction assume that for each finitely-generated upwards R-closed set U, µ(U) ≤ µ (U). For the sake of contradiction let U be an upwards R-closed set with µ(U) > µ (U), and let := µ(U) − µ (U) > 0. By Lemma 5.1, U = i∈I cl([s i ]) with a (possibly countable) index set I ⊆ N. Define U i = {j|j≤i} cl([s j ]) for i ∈ I. By definition, U i is finitelygenerated upwards R-closed set, implying µ(U i ) ≤ µ (U i ) for i ∈ I. Observe the sequence {µ(U i )} {i∈I} is monotone, non-decreasing and converges to µ(U). Thus, there exists m ∈ I with µ(U m ) > µ(U) − 2 , implying:
which is a contradiction.
With the above lemma, we can give an alternative formulation of simulation (and, in an analogous way, a formulation for probabilistic simulation): a relation R ⊆ S × S is a simulation if for s R s and s a − −→ µ, there exists µ such that s a − −→ µ and for each finitely-generated upwards R-closed set U, µ(U) ≤ µ (U). As a consequence of Lemma 5.2, it is sufficient to consider the countable set of finitely-generated upwards closed sets rather than the potentially uncountable set of upwards R-closed sets.
Logical Characterization of for image-infinite PAs
We would like to prove that L characterizes . We first give the strategy of the proof as it will also be similar for other characterizations we shall consider later. In technical terms, we want to prove s s iff F L (s) ⊆ F L (s ).
• The soundness part requires to show that s s implies
, we instead prove a more general statement about distributions:
which is usually achieved by structural induction on ϕ.
• For the completeness proof, we consider the relation
show that R is a simulation. Then, for each (s, s ) ∈ R, we show that (s, s ) ∈ F (R), i.e., s a − −→ µ implies the existence of s a − −→ µ such that µ R µ . By Lemma 5.2, it is equivalent to show that µ(U) ≤ µ (U) for each finitely-generated upwards R-closed set U. As there are only countably many such U, the countable conjunction operator is sufficient.
Theorem 5.3. Given the logic L , for each pair of states s, s of a PA, s s iff F (s) ⊆ F (s ).
Proof. For soundness let µ, µ ∈ Dist(S ) with µ µ . Let ϕ ∈ F (µ), we prove ϕ ∈ F (µ ), i.e., µ | = ϕ by structural induction on ϕ (see (4)).
• If ϕ = , then the result is trivial.
• If ϕ = i∈I ψ i , then for each i ∈ I, µ | = ψ i . Since ψ i ∈ F for each i ∈ I, then by induction, µ | = ψ i . Thus, µ | = i∈I ψ i . The case ϕ = ψ 1 ∨ ψ 2 is similar.
• 
• If ϕ = a ψ: We show s 2 | = ϕ for arbitrary, fixed s 2 ∈ Supp(µ ). We show first µ µ and s 2 ∈ Supp(µ ) imply the existence of s 1 ∈ Supp(µ) with s 1 s 2 . Let ∆ denote the corresponding weight function w.r.t. µ µ . We observe that: 0 < µ (s 2 Now it remains to prove that R is a simulation relation. Let (s, s ) ∈ R, and s a − −→ µ, we show that there exists a transition s a − −→ µ with µ R µ . Let {U i } i∈I be the countable set of the finitelygenerated upwards R-closed sets. By Lemma 5.2, it is sufficient to show that µ(U i ) ≤ µ (U i ) for all i ∈ I. Since U i is finitely-generated, for each i ∈ I, there exists a finite index set There
is no way, however, to construct a formula with only binary conjunctions such that it is satisfied by t but not s. From both s and t, there is a sequence of n a-actions. The only additional behavior out of t is the infinite sequence of a-actions. Consider the formula ϕ which has only binary conjunctions and is satisfied by t. By induction, formula ϕ has only finite length, thus its satisfiability is witnessed by a sequence of a-actions with finite length. Obviously, such a sequence also exists from s. The key point is that the additional behavior of t does not contribute to the distinguishing power at all.
Logical Characterization of ω for image-infinite PAs
Now we consider the relation ω , which is strictly coarser than for image-infinite PAs. By Theorem 5.3, F (s) ⊆ F (s ) implies that s s , thus s ω s . This implies that L is complete for ω . The soundness, however, does not follow. In the following theorem, we use the fragment F L ,ω , namely the set of formulas of finite depth, to characterize ω .
Theorem 5.4. Given the logic L restricted to formulas with finite depth, for each pair of states s, s of a PA, s
Proof. For soundness let s ω s , which implies δ s ω δ s . Since F ω (s) = F ω (δ s ) = ∪ n∈N F n (s), it is sufficient to show the following implication:
Let µ, µ ∈ Dist(S ) be arbitrary distributions. We prove the implication by induction on n, where for each n we proceed by induction on the structure of the formula ϕ. The structural induction follows in exactly the same way as the proof of Theorem 5.3. The base case (n = 0) considers only formulas out of F 0 which do not contain any formulas with a . Since the first three cases of the inductive step below do not rely on the inductive hypothesis on n, they suffice the base case n = 0 as well. For the inductive step on n, suppose µ n µ ⇒ F n (µ) ⊆ F n (µ ). Let µ n+1 µ (with weight function ∆). Let ϕ ∈ F n+1 , and assume ϕ ∈ F n+1 (µ). It remains to prove ϕ ∈ F n+1 (µ ), i.e. µ | = ϕ. The cases ϕ = , i∈I ψ i and ψ 1 ∨ ψ 2 are easy. For other cases:
• If ϕ = a ψ: ϕ ∈ F n+1 implies that ψ ∈ F n . We show s 2 | = ϕ for arbitrary, fixed s 2 ∈ Supp(µ ). Observe that s 2 ∈ Supp(µ ) and µ n+1 µ implies that there exists 
Now we prove completeness. Assume that
By induction on n, we have F n (s) ⊆ F n (s ) for all n. We define a family of relations R n as follows: R n = {(s, s ) | F n (s) ⊆ F n (s )}. Obviously, R n is a preorder for all n. It is sufficient to show R n ⊆ n for all n. We prove the claim by induction on n. The base case is trivial since s 0 s holds. For the induction step, assume that R n ⊆ n . We need to show R n+1 ⊆ n+1 . Let 
. Let {U i } i∈I be the countable set of the finitely-generated upwards R n -closed sets. By Lemma 5.2, it is sufficient to show that µ(U i ) ≤ µ (U i ) for all i ∈ I. Since U i is finitely-generated, there exists a finite index set
Note that the set of formulas in L with infinite depth has the power of distinguishing and ω , which is the same case as for LTSs. In Example 5.1 we have constructed a formula with infinite depth for illustrating that binary conjunction is not sufficient for characterizing . Inthe following example we show that for LTSs (thus also for PAs) finite conjunction is also notProof. The soundness of the theorem follows by the following statements:
Combining with Lemma 5.6, the proof for them can be obtained by using combined transitions a ; instead of a − −→ in the proofs of (4) and (5) respectively. The completeness proofs proceed similarly to the completeness proofs of Theorems 5.3, 5.4 and 5.5 respectively, by using the adequate semantics for the temporal operator and combined transitions where necessary. The Pigeonhole principle of Theorem 5.5, however, does not apply to the last claim directly because there are infinitely many combined transitions, even for imagefinite PAs. Fortunately, this can be repaired by exploiting Lemma 3.6: Let s a ; µ k be the infinite sequence of combined transitions such that µ k | = Φ k for all k ∈ I (cf. proof of Theorem 5.5). By Lemma 3.6, there exists a subsequence {µ k } k∈J such that J ⊆ I and µ := lim k∈J µ k exists, and moreover, s a ; µ . Thus, µ k | = Φ k for infinitely many indices k ∈ J . By the set inclusion in (6), for k ∈ J and i ∈ I, we have:
Similar to Inequality (7), taking the limit over k ∈ J , we have
which completes the proof.
Logical Characterization of Bisimulation
In this section we consider logical characterization of bisimulations. As for simulations, we consider image-infinite PAs, and also the special case of image-finite PAs. For image-infinite PAs, we show that ∼ can be characterized by L in Theorem 6.1, and ∼ ω can be characterized by the sub-logic of L restricted to formulas with finite depth in Theorem 6.2. For image-finite PAs, it is then shown in Theorem 6.3 that L restricted to binary conjunction is sufficient.
We give a short discussion of the main differences to the corresponding proofs for simulations (Theorem 5.3, Theorem 5.4 and Theorem 5.5 respectively). Since the logic used to characterize simulations is a sub-logic of the corresponding one for characterizing bisimulations, the soundness proof needs to be extended with negations. To this end, the soundness proof has to be adjusted slightly (cf. (8)): for distributions µ, µ and formula ϕ, F (µ) = F (µ ) is shown by structural induction. It is interesting to note that showing separately F (µ) ⊆ F (µ ) and F (µ ) ⊆ F (µ) would not work, as the induction step with respect to negations would then fail. The completeness proofs are, in general, less involved than the corresponding proofs for simulations because the characterizing formulas are easier to construct in presence of equivalence classes. Proof. First, we show soundness. It is sufficient to show that:
Let µ, µ ∈ Dist(S ), µ ∼ µ and ϕ ∈ F : we show µ | = ϕ ⇔ µ | = ϕ by structural induction on ϕ.
The cases ϕ = , i∈I ψ i are trivial. Now we consider other cases:
. By structural induction, we have the equivalence
For completeness, we define 
Below we characterize the ω-bisimulation ∼ ω . The soundness follows by structural induction on the formulas. Additionally, because of the iteratively defined ∼ ω , another induction on n is needed. We give the full proof, which is not difficult in the light of the theory developed so far. Proof. For the soundness proof, we show the following implication:
Let µ, µ as above, we prove the implication by induction on n, where for each n we proceed by induction on the structure of the formula ϕ. The base case (n = 0) considers only formulas out of F 0 , which can be handled easily (cf. Theorem 5.4). For the inductive step on n, suppose soundness holds for n, i.e., µ ∼ n µ ⇒ F n (µ) = F n (µ ). Let µ ∼ n+1 µ . It remains to prove
The proof follows by structural induction on ϕ. The cases ϕ = , i∈I ψ i are easy. Now we consider other cases:
Since ψ ∈ F n+1 as well, by structural induction, we have
• If ϕ = a ψ: Assuming µ | = ϕ, we show that µ | = ϕ (the other direction is similar). Let Now we prove completeness. Assume that F ω (s) = F ω (s ) holds. By induction on n, we get immediately F n (s) = F n (s ) for all n. We define a family of relations R n as follows:
Obviously, R n is an equivalence relation for all n. It is sufficient to show R n ⊆ ∼ n for all n. We proceed by induction on n. The base case is trivial since s ∼ 0 s holds. For the induction step, assume that R n ⊆ ∼ n . We need to show R n+1 ⊆ ∼ n+1 . Let s R n+1 s and s a − −→ µ. It suffices to find µ such that s a − −→ µ and µ R n µ , since then by induction hypothesis µ ∼ n µ . By definition, we then have s ∼ n+1 s , implying R n+1 ⊆ ∼ n+1 .
To find the µ with s a − −→ µ and µ R n µ , we follow the same part of the completeness proof of Theorem 6.1: Let {[s j ]} j∈J be an enumeration of the equivalence classes of R n . By definition of R n , for each l, m ∈ J, there exists a formula ϕ lm ∈ F n such that s l | = ϕ lm and s m | = ϕ lm . For each l ∈ J, define ϕ l = m l ϕ lm . Then, by construction, for l ∈ J we have ϕ l ∈ F n and [ 
In [15] , image-finite PAs were considered, and it was shown that L (with infinite conjunction) characterizes bisimulation soundly and completely. In the following theorem we show that, as for simulations, binary conjunction is already sufficient to characterize bisimulations. Proof. Theorem 6.1 implies soundness. For completeness let R and {[s j ]} j∈J be defined as there. We fix an arbitrary index k ∈ J. For each l ∈ J, define Φ k l = m≤k ϕ lm . It is then easy to show that for l ∈ J, it holds: Modularity is a very important feature of the coalgebraic approach [43, 44] which admits to logically characterize each component of the system, for instance the nondeterministic choices P(−) or probabilistic choices D(−), and then to combine these sub-logics (as multi-sorted logics). In this way, the logic to characterize strong bisimulation for PAs [45] (when instantiating particular parameters) yields the two-sorted logic by Jonsson et al. [37] (see (12) ). Further, if infinite conjunction is allowed, image-infinite PAs can be characterized. Recently, the coalgebraic approach has been extended to deal with simulations [46, 47] . In the context of PAs, the results are restricted to image-finite PAs and distributions with finite support.
The modular way of deriving logical characterizations for bisimulations and simulations is appealing because it generates composite modal logics along with the structure, thereby allowing for a more general structure. In this paper, we have stressed an orthogonal kind of modularity which concerns the step condition: if we design a new kind of observation on steps, we just use the same logic as before and only vary the diamond operator according to the new notion of step.
Let us give more insight into these two kinds of modularities. When considering the PA in Figure 2 , the composed modular logic is a two-sorted logic (see (12) ) which distinguishes states s, s . To see that, observe that nondeterministic formulas in the two-sorted logic are interpreted over states, and probabilistic formulas are interpreted over distributions. The middle transition is then characterized by a formula faithfully representing its distribution, and this formula cannot be satisfied by any transition out of s. While the coalgebraic modular approach is suitable for bisimulations and simulations, it is not straightforward how to extend it to characterize probabilistic bisimulations and simulations. Note that, states s, s are probabilistic bisimilar, and moreover, they are also logically identified in terms of our logic, which is interpreted over distributions. The logic is essentially the same as the one for characterizing bisimulations, just by using appropriate combined transitions in the semantics. For very similar reasons, our approach can be extended to characterize weak bisimulations in a straightforward manner (see Section 7.2). An interesting future work is to develop an approach which enjoys the advantages of both kinds of modularities.
Conclusion and Future Work
This paper has developed a taxonomy of logical characterizations for different simulation and bisimulation relations for probabilistic automata. These results extend previous work along two major dimensions: we study both simulation and bisimulation relations, and consider imageinfinite PAs. Further, we give improved results for the image-finite case. In this paper we have considered full distributions, i.e., distribution µ with µ(S ) = s∈S µ(s) = 1. Probabilistic systems with sub-distributions have also been considered in the literature [18, 34] . However, we note that our results can be easily adapted to deal with sub-distributions 2 . As future work, we would like to extend our logic to provide sound and complete characterization of bisimulation for continuoustime Markov decision processes [48] , or Markov automata [30] , a related model. 
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