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Konventionen und Notation
In dieser Arbeit werden Vektorfelder durch Fettdruck gekennzeichnet, wa¨hrend alle an-
deren Tensorfelder normal gedruckt werden. Eine Ausnahme von dieser Regel bildet
Anhang A.1, wo alle Tensorfelder normal gedruckt werden. Wir verwenden zudem die
Summenkonvention, nach der u¨ber identische in einem Monom auftretende Indizes sum-
miert wird. Schließlich setzen wir auf Teilmengen von Mannigfaltigkeiten (euklidischer
Raum eingeschlossen) definierte Funktionen stets stillschweigend durch 0 auf den gesam-
ten Raum fort, sofern nicht explizit Anderes gesagt wird.
B′ Dualraum eines Banachraums B
B0 →֒ B1, B0 →֒→֒ B1 Stetige bzw. kompakte Einbettung von Banach-Ra¨umen
(B0, B1)θ,p, [B0, B1]θ Reeller bzw. komplexer Interpolationsraum
Lp(Ω), W s,p(Ω) Lebesgue- bzw. Sobolev-Slobodetskii-Raum. Im Falle Ω ⊂ R3
ko¨nnen diese Bezeichner auch fu¨r Lp(Ω,R3),W s,p(Ω,R3) stehen.
W 1,pdiv (Ω), W
1,p
0,div(Ω) Raum der divergenzfreien Elemente von W
1,p(Ω,R3) (mit ver-
schwindenden Randwerten), wobei Ω ⊂ R3 (mit Lipschitz-Rand)
Hs(Ω) L2-Skala W s,2(Ω)
∇ Levi-Civita-Zusammenhang. Dieser kann je nach Kontext (eu-
klidischer Raum oder Fla¨che) variieren. Ist u ein Vektorfeld auf
R
3, so kann ∇u mit der Funktionalmatrix identifiziert werden.
∆ Dem Levi-Civita-Zusammenhang zugeordneter Laplace-Operator
div, ∇∗ Dem Levi-Civita-Zusammenhang zugeordnete Divergenz
Du Symmetrischer Anteil der Funktionalmatrix eines Vektorfeldes u
auf R3, d.h. Du := 1/2(∇u + (∇u)T )
dΦ Differential einer Abbildung Φ zwischen Mannigfaltigkeiten (Teil-
mengen des euklidischen Raums eingeschlossen). Dieses kann im
euklidischen Fall mit der Funktionalmatrix identifiziert werden.
u · v R3-Skalarpodukt
A : B Matrixskalarpodukt
∂M Rand einer Mannigfaltigkeit M im Sinne von Mannigfaltigkeiten
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Konventionen und Notation
intM Inneres einer Mannigfaltigkeit M im Sinne von Mannigfaltigkei-
ten, d.h. intM :=M \ ∂M
p′ Definiert durch 1p +
1
p′ = 1, wobei 1 ≤ p ≤ ∞
supp f Tra¨ger einer Funktion f (per Definition abgeschlossen)
Ck0 (U) Menge der C
k-Funktionen f mit supp f ⊂ U , wobei U Teilmenge
einer Mannigfaltigkeit (euklidischer Raum eingeschlossen)
χA Charakteristische Funktion einer Menge A
c Generische Konstante
κ, Λ, Bα, Ωη Definition auf S.5
Ψη, Φη Definition auf S.6
τ(η) Definition auf S.7
trη Definition auf S.8
γ(η) Definition auf S.10
trnη Definition auf S.11
Fη, H(Ωη) Definition auf S.12
ΩIη, L
p(I, Lr(Ωη(t))) Definition auf S.16
K Definition auf S.20
Y I , XIη , T
I
η Definition auf S.27
c0 Definition auf S.30
Rǫ Definition auf S.40
uǫ0, η
ǫ
1 Definition auf S.41
Tδ Definition auf S.76
Mη Definition auf S.77
2
1 Einleitung
Die mathematische Analysis der Interaktion von Fluiden mit Festko¨rpern bei zeitlich
variablen Phasengrenzen ist seit den 90er Jahren des letzten Jahrhunderts Gegenstand
intensiver Forschung. Die ersten Arbeiten untersuchten die Bewegung starrer Ko¨rper
in viskosen Fluiden; siehe zum Beispiel [DE99], [GM00]. Die Einbeziehung elastischer
Ko¨rper ist wesentlich schwieriger, bedingt durch potentielle Regularita¨tsinkompatibi-
lita¨ten des zumeist hyperbolischen Festko¨rperanteils und des parabolischen Fluidan-
teils der Gleichungen. So verwendeten die ersten Existenzresultate in diese Richtung
Regularisierungen des Festko¨rperanteils in Form von Da¨mpfungstermen, siehe [Vei04],
[CDEG05], [Bou05], oder einer endlichen Anzahl von Moden, siehe [DEGLT01]. Spezi-
ell in [CDEG05] wird die Interaktion eines Navier-Stokes-Fluids mit einer geda¨mpften
elastischen Platte untersucht und die Langzeitexistenz schwacher Lo¨sungen gezeigt. Ein
Durchbruch wurde in [CS05], [CS06] erzielt. Dort wird fu¨r die Interaktion eines Navier-
Stokes-Fluids mit einem dreidimensionalen elastischen Ko¨rper, beschrieben durch lineare
bzw. quasilineare hyperbolische Gleichungen ohne Regularisierung, die Kurzzeitexistenz
fu¨r sehr regula¨re Daten gezeigt. Eine der zentralen Ideen dabei ist die Verwendung ei-
nes funktionalen Rahmens, der sich am hyperbolischen Anteil des Systems orientiert.
Eine weitere wichtige Arbeit ist [Gra08b]. Dort werden Abscha¨tzungen gezeigt, die es
ermo¨glichen auf die Da¨mpfung in [CDEG05] zu verzichten. In [CS10] schließlich wird
die Interaktion eines Navier-Stokes-Fluids mit einer anna¨hernd zweidimensionalen, im
Ruhezustand gekru¨mmten elastischen Struktur, einer sogenannten Schale, untersucht.
Die elastische Energie der Schale wird dabei durch die Koiter-Energie modelliert; siehe
[Koi60], [Koi66], [Cia00], [Cia05] und die dortigen Referenzen. Im Vergleich mit [CS06]
tritt dabei die zusa¨tzliche Schwierigkeit auf, dass der (quasilineare) Gradient der Koiter-
Energie in den Richtungen tangential zur ausgelenkten Schale elliptisch degeneriert ist.
Allerdings konnte die Kurzzeitexistenz nur unter Vernachla¨ssigung der Massentra¨gheit
der Schale gezeigt werden. In diesem Fall wird die Auslenkung der Schale durch eine
elliptische Gleichung mit zeitabha¨ngiger rechter Seite beschrieben.
In der vorliegenden Arbeit zeigen wir die Langzeitexistenz schwacher Lo¨sungen fu¨r die
Interaktion eines Navier-Stokes-Fluids mit einer elastischen Koiter-Schale unter Beru¨ck-
sichtigung der Massentra¨gheit, wobei wir die Gleichungen der elastischen Struktur linea-
risieren und ihre Bewegung auf transversale Auslenkungen einschra¨nken. Die Lo¨sungen
existieren, solange wir sicherstellen ko¨nnen, dass sich verschiedene Teile der Schale nicht
beru¨hren. Die Gleichung der elastischen Struktur, die wir erhalten, ist eine Verallge-
meinerung der instationa¨ren, linearen Kirchhoff-Love-Plattengleichung fu¨r transversale
Auslenkungen. Mithin ist unser Resultat eine direkte Verallgemeinerung von [CDEG05],
[Gra08b]. Unsere Konstruktion schwacher Lo¨sungen folgt in den grundlegenden Zu¨gen
der in [CDEG05]. Die zusa¨tzliche Schwierigkeit unserer Aufgabe im Vergleich zu dieser
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1 Einleitung
Arbeit besteht nicht in der (wenig) komplizierteren Gleichung der elastischen Struktur,
sondern vielmehr in der allgemeinen Geometrie der Schale. Diese erzwingt die Entwick-
lung neuer Techniken, die u¨ber die vorliegende Arbeit hinaus von Interesse sein du¨rf-
ten. Als Nebenprodukt verku¨rzt unser Vorgehen den Beweis in [CDEG05], [Gra08b].1
Im scharfen Gegensatz zu diesen Arbeiten tritt in unserem Beweis nicht eine einzige
la¨ngere Abscha¨tzung auf. Zudem beno¨tigen wir an keiner Stelle eine Regularisierung der
Schalengleichung. Schließlich ist unser Beweis so gestaltet, dass eine U¨bertragung auf
verallgemeinerte Newton’sche Fluide in greifbare Na¨he ru¨ckt.
Eine der Schwierigkeiten dieser Arbeit besteht in der geringen Regularita¨t der Aus-
lenkungen der Schale, die den mathematischen Rand des Fluids darstellt. In Kapitel 2
werden wir deshalb zuna¨chst einige Voru¨berlegungen bezu¨glich Gebieten mit geringer
Randregularita¨t anstellen. In Kapitel 3 stellen wir die Koiter-Energie vor, und in Kapi-
tel 4 folgt eine Spezifizierung der Problemstellung. Anschließend geben wir in Kapitel
5 das zentrale Existenzresultat dieser Arbeit an und fu¨hren den zugeho¨rigen Beweis. In
Kapitel 6 skizzieren wir die ersten Schritte einer U¨bertragung des Beweises auf verallge-
meinerte Newton’sche Fluide, und Kapitel 7 gibt schließlich einen Ausblick auf mo¨gliche
zuku¨nftige Forschung.
1Angesichts der Seitenzahl der vorliegenden Arbeit mag man sich u¨ber diese Aussage wundern. Wu¨rde
man sich jedoch auf den Fall einer Platte beschra¨nken, so wu¨rden einige der folgenden Aussagen und
Konstruktionen trivial oder gar hinfa¨llig, und die Seitenzahl wu¨rde sich erheblich reduzieren.
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2 Variable Gebiete
Es sei Ω ⊂ R3 ein beschra¨nktes, nichtleeres Gebiet mit C4-Rand und a¨ußerer Einheits-
normale ν ∈ C3(∂Ω,R3). Offenbar ist ∂Ω eine geschlossene1, nicht notwendig zusam-
menha¨ngende Fla¨che. Wir bezeichnen mit dA das Fla¨chenmaß von ∂Ω und fu¨r α > 0
mit Sα den offenen α-Schlauch um ∂Ω. Es existiert ein maximales κ > 0 derart, dass die
Abbildung
Λ : ∂Ω× (−κ, κ)→ Sκ, (q, s) 7→ q + sν(q)
ein C3-Diffeomorphismus ist; siehe zum Beispiel Theorem 10.19 in [Lee03]. Fu¨r die In-
verse Λ−1 schreiben wir auch x 7→ (q(x), s(x)); vgl. Abbildung 2.1. Man beachte, dass κ
nicht notwendig klein ist. Ist Ω der Ball vom Radius R, so ist κ = R. Λ wird zum Rand
seines Definitionsbereiches hin singula¨r. Wir setzen Bα := Ω ∪ Sα fu¨r 0 < α < κ. Die
x
q(x)
η(q)
s(x)
q
Ω
Abbildung 2.1
Abbildung Λ( · , α) : ∂Ω → ∂Bα ist ebenfalls ein C3-Diffeomorphismus, sodass Bα ein
beschra¨nktes Gebiet mit C3-Rand ist. Fu¨r stetiges η : ∂Ω→ (−κ, κ) setzen wir
Ωη := Ω \ Sκ ∪ {x ∈ Sκ | s(x) < η(q(x))};
vgl. Abbildung 2.1. Offenbar ist Ωη offen. Ist η ∈ Ck(∂Ω), k ∈ {1, 2, 3}, so ist ∂Ωη
eine Ck-Fla¨che, wie wir in Ku¨rze sehen werden. In diesem Falle seien νη die a¨ußere
Einheitsnormale und dAη das Fla¨chenmaß von ∂Ωη. Wir wollen nun einen Homo¨omor-
phismus von Ω auf Ωη konstruieren, die sogenannte Hanzawa-Transformation. Sei dazu
1D.h. kompakt und nicht berandet.
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2 Variable Gebiete
β ∈ C∞(R) mit β = 0 in einer Umgebung von −1 und β = 1 in einer Umgebung von 0.
Fu¨r stetiges η : ∂Ω→ (−κ, κ) definieren wir
Ψη : Ω→ Ωη
in Sκ ∩ Ω durch
x 7→ x+ ν(q(x)) η(q(x))β(s(x)/κ) = q(x) + ν(q(x))
(
s(x) + η(q(x))β(s(x)/κ)
)
.
(2.1)
In Ω \ Sκ sei Ψη die Identita¨t. Punkte x ∈ Sκ ∩ Ω werden durch Ψη im Wesentlichen
um die La¨nge η(q(x)) in Richtung ν(q(x)) verschoben. Allerdings mu¨ssen wir die La¨nge,
um die translatiert wird, zum
”
inneren“ Rand von Sκ ∩ Ω hin geeignet gegen 0 gehen
lassen, um eine Bijektion zu erhalten. Das erreichen wir durch die Multiplikation mit
der Abschneidefunktion β, die noch na¨her zu spezifizieren ist. Punkte x ∈ Sκ ∩ Ω mit
festem Fußpunkt q(x) = q ∈ ∂Ω werden durch
βq : s 7→ s+ η(q)β(s/κ), s = s(x) ∈ [−κ, 0]
abgebildet. Insbesondere gilt βq(−κ) = −κ und βq(0) = η(q). Damit βq eine (stetig
differenzierbare) Inverse besitzt, muss
0 < β′q(s) = 1 + η(q)/κ β
′(s/κ)
gelten. Wir fordern dazu |β′(s)| < κ/|η(q)| fu¨r alle s ∈ [−1, 0] und alle q ∈ ∂Ω, was
wegen ‖η‖L∞(∂Ω) < κ mo¨glich ist. Ψη ist dann bijektiv und die Inverse ist in Sκ ∩ Ω
durch
Ψ−1η : x 7→ q(x) + ν(q(x))β−1q(x)(s(x))
gegeben. Offenbar ha¨ngt β−1q stetig und im Falle η ∈ Ck(∂Ω), k ∈ N, sogar k-mal stetig
differenzierbar von q ab; bezeichnen wir mit d das Differential bezu¨glich der Variablen q
und mit ′ die Ableitung nach der skalaren Variable, so gilt wegen
0 = ds = d(β−1q (βq(s))) = (dβ
−1
q )(βq(s)) + (β
−1
q )
′(βq(s)) (dβq)(s)
die Identita¨t
(dβ−1q )(βq(s)) = −
β(s/κ)
1 + η(q)/κ β′(s/κ)
dη(q). (2.2)
Ψη ist somit ein Homo¨omorphismus und im Falle η ∈ Ck(∂Ω), k ∈ {1, 2, 3}, sogar ein
Ck-Diffeomorphismus. Auch der Homo¨omorphismus
Φη := Ψη|∂Ω : ∂Ω→ ∂Ωη, q 7→ q + η(q)ν(q)
mit der Inversen x 7→ q(x) ist fu¨r η ∈ Ck(∂Ω), k ∈ {1, 2, 3}, ein Ck-Diffeomorphismus.
Die Kettenregel und (2.2) zeigen, dass die Eintra¨ge der Funktionalmatrizen von Ψη, Φη
und ihren Inversen von der Form
b0 +
∑
i
bi (∂iη) ◦ q (2.3)
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sind mit stetigen und beschra¨nkten Funktionen b0, bi, die fu¨r τ(η)→∞ mit
τ(η) :=
{
(1− ‖η‖L∞(∂Ω)/κ)−1 , falls ‖η‖L∞(∂Ω) < κ
∞ , sonst (2.4)
teilweise singula¨r werden, weil dann die Funktionen βq singula¨r werden und der Dif-
feomorphismus Λ in der Na¨he seiner Singularita¨ten ausgewertet wird. Zudem sind die
Tra¨ger der bi in Sκ enthalten, wobei der Abstand zum Rand von Sκ fu¨r τ(η) → ∞
gegen 0 geht. Fu¨r τ(η) → ∞ wird somit die Abbildung q in (2.3) in der Na¨he ihrer
Singularita¨ten ausgewertet. Neben mo¨glichen Irregularita¨ten der Auslenkung η ko¨nnen
die Abbildungen Ψη und Φη also auch dadurch singula¨r werden, dass die maximale Aus-
lenkung an κ heranru¨ckt. Aus diesem Grund werden die Stetigkeitskonstanten der im
Folgenden konstuierten linearen Abbildungen zwischen Funktionenra¨umen stets von τ(η)
abha¨ngen.
Die Abbildung Ψη ha¨ngt von der Abschneidefunktion β ab, die wiederum in Abha¨ngig-
keit von τ(η) gewa¨hlt werden kann. Wann immer wir mit Folgen (ηn) von Auslenkungen
mit supn τ(ηn) < ∞ zu tun haben werden, wollen und ko¨nnen wir β unabha¨ngig vom
Folgenindex wa¨hlen. Dadurch stellen wir sicher, dass die Folge (Ψηn) konvergiert, falls
(ηn) konvergiert.
Eine Bi-Lipschitz-Abbildung von Definitionsbereichen induziert Isomorphismen der
jeweiligen Lp- und W 1,p-Ra¨ume. Fu¨r η ∈ H2(∂Ω) ist wegen der Einbettung H2(∂Ω) →֒
C0,θ(∂Ω) fu¨r θ < 1 die Abbildung Ψη gerade nicht bi-Lipschitz-stetig, sodass ein kleiner
Verlust unter dieser Transformation entsteht.
Lemma 2.1. Es seien 1 < p ≤ ∞ und η ∈ H2(∂Ω) mit ‖η‖L∞(∂Ω) < κ. Dann ist
die lineare Abbildung v 7→ v ◦ Ψη stetig von Lp(Ωη) nach Lr(Ω) und von W 1,p(Ωη)
nach W 1,r(Ω) fu¨r alle 1 ≤ r < p. Eine analoge Aussage gilt mit Ψ−1η anstelle von Ψη.
Die Stetigkeitskonstanten ha¨ngen nur von Ω, p, ‖η‖H2(∂Ω), τ(η) und r ab; sie bleiben
beschra¨nkt, falls ‖η‖H2(∂Ω) und τ(η) beschra¨nkt bleiben.
Beweis:Wir ko¨nnen ohne Einschra¨nkung p <∞ annehmen. Wir approximieren η durch
Funktionen (ηn) ⊂ C2(∂Ω) in H2(∂Ω), insbesondere gleichma¨ßig. Wegen (2.3) und der
Einbettung
H2(∂Ω) →֒W 1,s(∂Ω) fu¨r alle 1 ≤ s <∞
sind die Eintra¨ge der Funktionalmatrix von Ψ−1ηn und somit auch die Funktionaldetermi-
nante in Ls(Ωηn) fu¨r jedes s < ∞ in Abha¨ngigkeit von τ(ηn) beschra¨nkt. Wir erhalten
also fu¨r v ∈ C∞0 (R3), r < p und 1/r = 1/p + 1/s unter Verwendung des Transformati-
onssatzes und der Ho¨lder-Ungleichung
‖v ◦Ψηn‖Lr(Ω) = ‖v (det dΨ−1ηn )1/r‖Lr(Ωηn ) ≤ ‖(det dΨ−1ηn )1/r‖Ls(Ωηn ) ‖v‖Lp(Ωηn ).
Aus der Konvergenz von (ηn) in H
2(∂Ω) folgt
‖v ◦Ψη‖Lr(Ω) ≤ ‖(det dΨ−1η )1/r‖Ls(Ωη) ‖v‖Lp(Ωη) ≤ c(Ω, p, ‖η‖H2(∂Ω), τ(η), r) ‖v‖Lp(Ωη).
Mit Hilfe der Dichtheit glatter Funktionen in Lp(Ωη) folgern wir die Stetigkeit bezu¨glich
der Lebesgue-Ra¨ume.
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2 Variable Gebiete
Aufgrund der Kettenregel und (2.3) gilt
‖∇(v ◦Ψηn)‖Lr(Ω) ≤ c(Ω, ‖ηn‖H2(∂Ω), τ(ηn), r) ‖(∇v) ◦Ψηn‖L(r+p)/2(Ω).
Zudem folgt aus der gleichma¨ßigen Konvergenz von ((∇v) ◦ Ψηn) und der Konvergenz
der Eintra¨ge der Funktionalmatrix von Ψηn in L
s(Ω) fu¨r s < ∞ die Konvergenz von
(∇(v ◦Ψηn)) gegen ∇(v ◦Ψη) in Lr(Ω). Wir erhalten somit die Stetigkeit bezu¨glich der
Sobolev-Ra¨ume aus dem bereits Gezeigten sowie der Dichtheit glatter Funktionen in
W 1,p(Ωη); siehe Proposition A.4.
Der Beweis der analogen Aussage mit Ψ−1η anstelle von Ψη geht genauso.
Bemerkung 2.2. Die Folge (ηn) konvergiere gegen ein η schwach in H
2(∂Ω) und auf-
grund der aus dem Satz von Arzela-Ascoli folgenden kompakten Einbettung (θ < 1)
H2(∂Ω) →֒ C0,θ(∂Ω) →֒→֒ C(∂Ω)
insbesondere gleichma¨ßig. Zudem gelte supn τ(ηn) < ∞. Setzen wir v ∈ Lp(Ωη) durch 0
auf R3 fort, so konvergiert die Folge (v ◦ Ψηn) gegen v ◦ Ψη in Lr(Ω), r < p. Das folgt
mit Lemma 2.1 und der Approximierbarkeit von v durch C∞0 (R
3)-Funktionen v˜ aus der
Abscha¨tzung (in der Lr(Ω)-Norm)
‖v ◦Ψη − v ◦Ψηn‖ ≤ ‖v˜ ◦Ψη − v˜ ◦Ψηn‖+ ‖(v − v˜) ◦Ψη‖+ ‖(v − v˜) ◦Ψηn‖.
Ist v ∈ Lp(Ω) und setzen wir die Funktionen v ◦ Ψ−1ηn und v ◦ Ψ−1η durch 0 auf R3 fort,
so la¨sst sich auf vollkommen analoge Weise die Konvergenz der Folge (v ◦ Ψ−1ηn ) gegen
v ◦Ψ−1η in Lr(R3), r < p, einsehen.
Wir konstruieren nun einen Spuroperator fu¨r Auslenkungen η ∈ H2(∂Ω). Man beach-
te dabei, dass ∂Ωη wegen der Einbettung H
2(∂Ω) →֒ C0,θ(∂Ω) fu¨r θ < 1 gerade nicht
Lipschitz-stetig ist. Die Einschra¨nkung · |∂Ω ist fortan im Sinne des u¨blichen Spuropera-
tors fu¨r regula¨re Ra¨nder zu verstehen.
Korollar 2.3. Es seien 1 < p ≤ ∞ und η ∈ H2(∂Ω) mit ‖η‖L∞(∂Ω) < κ. Dann ist
die lineare Abbildung trη : v 7→ (v ◦ Ψη)|∂Ω wohldefiniert und stetig von W 1,p(Ωη) nach
W 1−1/r,r(∂Ω) fu¨r alle 1 < r < p. Die Stetigkeitskonstante ha¨ngt nur von Ω, ‖η‖H2(∂Ω),
τ(η) und r ab; sie bleibt beschra¨nkt, falls ‖η‖H2(∂Ω) und τ(η) beschra¨nkt bleiben.
Beweis: Die Behauptung folgt sofort aus Lemma 2.1 und den Stetigkeitseigenschaften
des u¨blichen Spuroperators; siehe Theorem A.2.
Der Operator trη ist nichts anderes als die stetige Fortsetzung der ”
zuru¨ckgeholten“
Spur
v 7→ (q 7→ v(q + η(q)ν(q)), q ∈ ∂Ω),
die fu¨r glatte Funktionen v wohldefiniert ist. Dabei bleibt die lokale Fla¨chenverzerrung
der Abbildung Φη : q 7→ q + η(q)ν(q) außen vor. Wir messen also die Spuren mit
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dem Fla¨chenmaß von ∂Ω und nicht mit dem von ∂Ωη. Dieser Operator stellt genau
die richtige Konstruktion fu¨r den Vergleich trη u = ∂tη ν der Geschwindigkeiten von
Fluid und Schale am Rand dar. Man beachte, dass die Gleichungen der Elastizita¨t in
Lagrange-Koordinaten formuliert werden.
Aus Lemma 2.1 und den Sobolev-Einbettungen fu¨r Gebiete mit regula¨rem Rand folgen
Sobolev-Einbettungen fu¨r unsere speziellen Gebiete.
Korollar 2.4. Es seien 1 < p < 3 und η ∈ H2(∂Ω) mit ‖η‖L∞(∂Ω) < κ. Dann gilt die
kompakte Einbettung
W 1,p(Ωη) →֒→֒ Ls(Ωη)
fu¨r 1 ≤ s < p∗ = 3p/(3− p). Die Stetigkeitskonstante ha¨ngt nur von Ω, ‖η‖H2(∂Ω), τ(η),
p und s ab; sie bleibt beschra¨nkt, falls ‖η‖H2(∂Ω) und τ(η) beschra¨nkt bleiben.
Es seien im Folgenden stetsH die mittlere Kru¨mmung undG die Gauß’sche Ku¨mmung
von ∂Ω.
Proposition 2.5. Es seien 1 < p ≤ ∞ und η ∈ H2(∂Ω) mit ‖η‖L∞(∂Ω) < κ. Dann gilt
fu¨r ϕ ∈W 1,p(Ωη) mit trη ϕ = bν, b eine skalare Funktion, und ψ ∈ C1(Ωη)∫
Ωη
ϕ · ∇ψ dx = −
∫
Ωη
divϕ ψ dx+
∫
∂Ω
b (1 − 2Hη +Gη2) trη ψ dA.
Beweis:Wir ko¨nnen ohne Einschra¨nkung p <∞ annehmen. Wir approximieren ϕ durch
(ϕk) ⊂ C∞0 (R3) in W 1,p(Ωη) und η durch (ηn) ⊂ C2(∂Ω) in H2(∂Ω). Dann erhalten wir
mittels partieller Integration∫
Ωηn
ϕk · ∇ψ dx = −
∫
Ωηn
divϕk ψ dx+
∫
∂Ωηn
ϕk · νηn ψ dAηn .
Anwenden des Transformationssatzes, siehe (A.5), auf das Randintegral ergibt∫
∂Ω
trηn ϕk · (νηn ◦ Φηn) trηn ψ |det dΦηn | dA.
Mit Hilfe des Gram-Schmidt-Algorithmus lassen sich in einer Umgebung eines jeden
Punktes von ∂Ω orthonormale, tangentiale C3-Vektorfelder e1, e2 konstruieren; siehe
zum Beispiel [Lee03]. Ohne Einschra¨nkung gelte e1 × e2 = ν. Wir setzen vni := dΦηnei.
Die Funktionen vni lassen sich als nichttangentiale lokale Vektorfelder auf ∂Ω auffassen.
Die lokale Fla¨chenverzerrung von Φηn ist identisch der Fla¨che des durch die v
n
i auf-
gespannten Parallelepipeds, also mit |vn1 × vn2 |, wa¨hrend die Normale νηn ◦ Φηn durch
(vn1 × vn2 )/|vn1 × vn2 | gegeben ist. Die Felder vn1 × vn2 sind offenbar unabha¨ngig von der
konkreten Wahl der ei, sodass wir durch die lokale Definition tatsa¨chlich globale, d.h.
auf ∂Ω definierte, Vektorfelder vn erhalten. Das Randintegral la¨ßt sich also schreiben als∫
∂Ω
trηn ϕk · vn trηn ψ dA.
9
2 Variable Gebiete
Ist q ∈ ∂Ω und c eine Kurve in ∂Ω mit c(0) = q und ddt
∣∣
t=0
c(t) = ei(q), so ist
vni (q) =
d
dt
∣∣∣
t=0
Φηn(c(t)) =
d
dt
∣∣
t=0
(c(t) + ηn(c(t))ν(c(t)))
= ei(q) + dηnei(q)ν(q) + ηn(q)
d
dt
∣∣∣
t=0
ν(c(t))
= ei(q) + dηnei(q)ν(q)− ηn(q)hji (q) ej(q),
(2.5)
wobei hji die Komponenten der Weingartenabbildung bezu¨glich der Orthonormalbasis
e1, e2 sind. Da ηn in H
2(∂Ω) konvergiert, konvergiert vni in L
r auf seinem Definitionsbe-
reich fu¨r alle r <∞. Somit konvergiert vn gegen ein v in Lr(∂Ω) fu¨r alle r <∞. Lassen
wir nun zuna¨chst n und anschließend k gegen unendlich gehen, so erhalten wir∫
Ωη
ϕ · ∇ψ dx = −
∫
Ωη
divϕ ψ dx+
∫
∂Ω
bν · v trη ψ dA.
Es bleibt, ν · v zu bestimmen. Wir lesen von Gleichung (2.5) ab, dass
ν · (vn1 × vn2 ) = 1− (h11 + h22) ηn + (h11h22 − h21h12) η2n = 1− 2Hηn +Gη2n
gilt, woraus wir durch Grenzu¨bergang die Behauptung folgern.
Das im Beweis konstruierte Feld v ∈ Lr(∂Ω), r < ∞, wird auch im Folgenden noch
Verwendung finden. Um die Abha¨ngigkeit von η auszudru¨cken, setzen wir v = vη. Da
die Felder vn unabha¨ngig von der Wahl der ei sind, gilt dies ebenso fu¨r vη. Dies deckt
sich mit der Koordinateninvarianz der Interpretation von vη als ”
a¨ußere Normale“ an
∂Ωη, deren La¨nge identisch der ”
lokalen Fla¨chenverzerrung“ von Φη ist.
Bemerkung 2.6. Der Beweis von Proposition 2.5 zeigt fu¨r ψ ∈ L1(∂Ω) und η hinrei-
chend glatt die Identita¨t∫
∂Ωη
(
(ψ ν) ◦ Φ−1η
) · νη dAη = ∫
∂Ω
ψ ν · vη dA =
∫
∂Ω
ψ (1− 2Hη +Gη2) dA.
Bemerkung 2.7. Die Gro¨ße γ(η) := 1 − 2Hη + Gη2 ist positiv, solange |η| < κ. Die
Nullstellen dieses Polynoms liegen fu¨r G 6= 0 na¨mlich bei
H
G
±
√
H2 −G
|G| =
1
2
(
h1 + h2
h1h2
± |h1 − h2||h1h2|
)
,
wobei h1, h2 die Hauptkru¨mmungen sind. Die Betra¨ge der Nullstellen sind somit iden-
tisch
|h1 + h2 ± (h1 − h2)|
2|h1h2| = |h1|
−1, |h2|−1.
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Fu¨r G 6= 0 ist die Behauptung somit bewiesen, wenn wir zeigen ko¨nnen, dass κ ≤
min(|h1(q)|−1, |h2(q)|−1) fu¨r alle q ∈ ∂Ω. Fu¨r G = 0 ist der Beweis dann offensichtlich.
Um die Abscha¨tzung von κ einzusehen, betrachten wir den Diffeomorphismus
Λα := Λ( · , α) : ∂Ω→ Λα(∂Ω) ⊂ R3
mit α ∈ (−κ, κ). Die Abscha¨tzung von κ folgt nun aus der Tatsache, dass das Differential
von Λα an der Stelle q ∈ ∂Ω singula¨r wird fu¨r |α| ր min(|h1(q)|−1, |h2(q)|−1). Ist
na¨mlich e1, e2 eine Eigenbasis der Weingarten-Abbildung in q, so gilt dΛα ei = (1 −
αhi(q)) ei.
Wir betrachten nun den kanonisch normierten Raum
Ep(Ωη) := {ϕ ∈ Lp(Ωη) | divϕ ∈ Lp(Ωη)}
mit 1 ≤ p ≤ ∞. Fu¨r solche Vektorfelder la¨sst sich immerhin noch eine Spur in Norma-
lenrichtung konstruieren.
Proposition 2.8. Es seien 1 < p < ∞ und η ∈ H2(∂Ω) mit ‖η‖L∞(∂Ω) < κ. Dann
existiert ein stetiger, linearer Operator
trnη : E
p(Ωη)→ (W 1,p′(∂Ω))′
derart, dass fu¨r ϕ ∈ Ep(Ωη) und ψ ∈ C1(Ωη) gilt∫
Ωη
ϕ · ∇ψ dx = −
∫
Ωη
divϕ ψ dx+ 〈trnη ϕ, trη ψ〉W 1,p′ (∂Ω).
Die Stetigkeitskonstante ha¨ngt nur von Ω, τ(η) und p ab; sie bleibt beschra¨nkt, falls τ(η)
beschra¨nkt bleibt.
Beweis: Es genu¨gt ϕ ∈ C1(Ωη) zu betrachten, da diese Funktionen dicht in Ep(Ωη)
liegen; siehe Proposition A.4. Wir erhalten analog zum Vorgehen im Beweis von Propo-
sition 2.5 fu¨r ψ ∈ C1(Ωη) die Identita¨t∫
Ωη
ϕ · ∇ψ dx+
∫
Ωη
divϕ ψ dx =
∫
∂Ω
trη ϕ · vη trη ψ dA. (2.6)
Die linke Seite ist durch 2‖ϕ‖Ep(Ωη)‖ψ‖W 1,p′ (Ωη) abgescha¨tzt. Offenbar gilt die Gleichung
sogar fu¨r ψ ∈W 1,p′(Ωη).
Die Zuordnung b 7→ b ◦ q definiert einen stetigen Fortsetzungsoperator von W 1,p′(∂Ω)
nach W 1,p
′
(Sα ∩ Ωη) fu¨r ein festes α mit ‖η‖L∞(∂Ω) < α < κ. Der Transformationssatz,
Gleichung (A.5), gibt uns na¨mlich∫
Sα∩Ωη
|b ◦ q|p′ dx =
∫
∂Ω
|b|p′
∫ η
−α
|det dΛ| dsdA,
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sodass die Lp
′
-Norm von b◦q in Abha¨ngigkeit von Ω und α durch die Lp′-Norm von b ab-
gescha¨tzt ist. Durch Approximation von b durch hinreichend glatte Funktionen erhalten
wir die Kettenregel
∇(b ◦ q) = (∇b) ◦ q dq,
sodass auch die Lp
′
-Norm von ∇(b ◦ q) in Abha¨ngigkeit von Ω, α und p′ durch die Lp′-
Norm von ∇b abgescha¨tzt ist. Ebenfalls durch Approximation von b erhalten wir die
Identita¨t trη(b ◦ q) = b. Durch Multiplikation der konstruierten Fortsetzungen mit der
Abschneidefunktion x 7→ β(|s(x)|), wobei β ∈ C∞(R), β = 1 in einer Umgebung von
[0, ‖η‖L∞(∂Ω)] und β = 0 in einer Umgebung von α, erhalten wir schließlich einen steti-
gen, linearen Fortsetzungsoperator von W 1,p
′
(∂Ω) nach W 1,p
′
(Ωη). Damit ist klar, dass
die rechte Seite in obiger Identita¨t einen Spuroperator mit den behaupteten Eigenschaf-
ten definiert.
Proposition 2.9. Sei η ∈ H2(∂Ω) mit ‖η‖L∞(∂Ω) < κ. Dann liegt der Teilraum der
Funktionen mit in Ωη enthaltenen Tra¨gern dicht im kanonisch normierten Raum
H(Ωη) := {ϕ ∈ L2(Ωη) | divϕ = 0, trnη ϕ = 0}.
Beweis: Fu¨r ϕ ∈ H(Ωη) gelte ∫
Ωη
ϕ · ψ dx = 0
fu¨r alle ψ ∈ L2(Ωη) mit divψ = 0 und suppψ ⊂ Ωη. Gema¨ß Theorem A.5 existiert eine
Funktion p ∈ L2loc(Ωη) mit ϕ = ∇p. Aus Proposition 2.8 folgt zudem∫
Ωη
ϕ · ∇ψ dx = 0
fu¨r alle ψ ∈ C1(Ωη). Der Beweis von Proposition A.4 zeigt, dass ∇p durch Funktionen
∇ψ, ψ ∈ C1(Ωη), in L2(Ωη) approximierbar ist, woraus wir∫
Ωη
|ϕ|2 dx =
∫
Ωη
ϕ · ∇p dx = 0
folgern.
Nun konstruieren wir einen Operator, der geeignete Randwerte bν zu einem diver-
genzfreien Vektorfeld fortsetzt. Dazu skalieren wir das Feld (bν)◦q derart, dass es diver-
genzfrei wird. Ein entprechender Ansatz fu¨hrt auf eine gewo¨hnliche Differentialgleichung
und deren Lo¨sung auf Definition (2.8) unten.
Proposition 2.10. Es seien 1 < p < ∞, η ∈ H2(∂Ω) mit ‖η‖L∞(∂Ω) < κ und α eine
Zahl mit ‖η‖L∞(∂Ω) < α < κ. Dann existiert ein stetiger, linearer Fortsetzungsoperator
Fη :
{
b ∈W 1,p(∂Ω) ∣∣ ∫
∂Ω
b γ(η) dA = 0
}
→W 1,pdiv (Bα);
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insbesondere gilt trη Fηb = bν. Die Stetigkeitskonstante ha¨ngt nur von Ω, ‖η‖H2(∂Ω), α
und p ab; sie bleibt beschra¨nkt, falls ‖η‖H2(∂Ω) und τ(α) beschra¨nkt bleiben.
Beweis: Sei b ∈W 1,p(∂Ω) mit ∫
∂Ω
b γ(η) dA = 0. (2.7)
Fu¨r x ∈ Sα setzen wir
(Fηb)(x) := exp
( ∫ s(x)
η(q(x))
β(q(x) + τ ν(q(x))) dτ
)
(bν)(q(x)), (2.8)
wobei β := − div(ν◦q). Offenbar ist β eine C2-Funktion. Mit Hilfe der Kettenregel sehen
wir, dass Fηb schwach differenzierbar ist und dass
∂i Fηb =
[
∂i((bν) ◦ q) + (bν) ◦ q
( ∫ s
η◦q
∂i(β(q + τ ν ◦ q)) dτ + β(q + sν ◦ q) ∂is
− β(q + (η ν) ◦ q) ∂i(η ◦ q)
)]
e
∫ s
η◦q β(q+τν◦q)dτ
(2.9)
gilt. Da ∂i((bν) ◦ q) ∈ Lp(Sα), (bν) ◦ q ∈ Lr(Sα) fu¨r ein r > p, ∂i(η ◦ q) ∈ Lr(Sα) fu¨r
alle r < ∞ und alle anderen Terme beschra¨nkt sind, ist Fηb in W 1,p(Sα) abgescha¨tzt.
Desweiteren gilt2
divFηb = div(ν ◦ q) e
∫ s
η◦q β(q+τν◦q)dτ b ◦ q + (ν ◦ q) · ∇(e
∫ s
η◦q β(q+τν◦q)dτ b ◦ q)
= (−β e
∫ s
η◦q
β(q+τν◦q)dτ + ∂se
∫ s
η◦q
β(q+τν◦q)dτ ) b ◦ q = 0.
Fu¨r das zweite Gleichheitszeichen haben wir die Definition von β und die Tatsache, dass
fu¨r x ∈ Sα
dq ν(q(x)) =
d
dt
∣∣∣
t=0
q(x+ tν(q(x))) =
d
dt
∣∣∣
t=0
q(x) = 0
und
dsν(q(x)) =
d
dt
∣∣∣
t=0
s(x+ tν(q(x))) =
d
dt
∣∣∣
t=0
s(x) + t = 1
gilt, verwendet.
Approximieren wir η und b durch C2-Funktionen (ηn) in H
2(∂Ω) bzw. durch C1-
Funktionen (bn) in W
1,p(∂Ω), so konvergieren die C1(Sα)-Funktionen
ϕn := exp
( ∫ s
ηn◦q
β(q + τ ν ◦ q) dτ
)
(bn ν) ◦ q
gegen Fηb in W 1,p(Sα). Zudem konvergieren die Spuren
trη ϕn = exp
(∫ η
ηn
β(q + τ ν ◦ q) dτ
)
bn ν (2.10)
2Fu¨r ein skalares Feld f und ein Vektorfeld X: div(f X) = f divX+∇f ·X.
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gegen bν, woraus wir trη Fηb = bν folgern.
Es bleibt noch, Fηb auf Ω \ Sα fortzusetzen. Unter Verwendung von Proposition 2.5
folgern wir, dass∫
∂(Ω\Sα)
(Fηb) · ν dA = −
∫
∂Ω
b γ(η) dA+
∫
Sα∩Ωη
divFηb dx = 0,
wobei ν hier die innere Einheitsnormale an ∂(Ω \ Sα) bezeichnet. Da ∂(Ω \ Sα) ein
C3-Rand ist, ko¨nnen wir aufgrund dieser Identita¨t das Stokes-System in Ω \ Sα mit
Randwerten (Fηb)|∂(Ω\Sα) lo¨sen; siehe Theorem A.11. Dies liefert uns die gewu¨nschte
Fortsetzung.
Bemerkung 2.11. Die Funktion b ∈ Lp(∂Ω), 1 < p < ∞, erfu¨lle die Identita¨t (2.7).
Dann ko¨nnen wir eine Fortsetzung Fηb ∈ Lp(Bα) mit verschwindender (distributioneller)
Divergenz wie im Beweis der obigen Proposition konstruieren. Die lineare Abbildung
Fη :
{
b ∈ Lp(∂Ω) ∣∣ ∫
∂Ω
b γ(η) dA = 0
}
→ {ϕ ∈ Lp(Bα) | divϕ = 0}
definiert wiederum einen stetigen, linearen Operator, dessen Stetigkeitskonstante wie in
Proposition 2.10 von den Daten abha¨ngt.
Bei der Konstruktion der Fortsetzung wenden wir den Lo¨sungsoperator des Stokes-
Systems auf die formale Spur
ϕ|∂(Ω\Sα) = exp
( ∫ −α
η◦q
β(q + τ ν ◦ q) dτ
)
(bν) ◦ q
an. Diese ist offenbar in Lp(∂(Ω \ Sα)) abgescha¨tzt und erfu¨llt die Identita¨t∫
∂(Ω\Sα)
ϕ · ν dA = 0. (2.11)
Zum anschließenden Nachweis der Divergenzfreiheit des resultierenden Vektorfelds auf
Bα verwenden wir die Tatsache, dass fu¨r ψ ∈ C∞0 (Ω) die Gleichung∫
Sα
ϕ · ∇ψ dx =
∫
∂(Ω\Sα)
ϕ · ν ψ dA = −
∫
Ω\Sα
ϕ · ∇ψ dx (2.12)
gilt. Die Identita¨ten (2.11) und (2.12) lassen sich leicht durch Approximation von b durch
hinreichend glatte Funktionen einsehen. Ebenfalls durch Approximation von b erhalten
wir aus den Gleichungen (2.10) und (2.6) die Identita¨t
trnη ϕ = b γ(η), (2.13)
die die Bezeichnung Fortsetzungsoperator rechtfertigt.
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Proposition 2.12. Es seien 1 < p < 3 und η ∈ H2(∂Ω) mit ‖η‖L∞(∂Ω) < κ. Dann ist
die Fortsetzung durch 0 eine stetige, lineare Abbildung von W 1,p(Ωη) nach W
1/4,p(R3).
Die Stetigkeitskonstante ha¨ngt nur von Ω, p, ‖η‖H2(∂Ω) und τ(η) ab; sie bleibt beschra¨nkt,
falls ‖η‖H2(∂Ω) und τ(η) beschra¨nkt bleiben.
Beweis: Wir zeigen zuna¨chst, dass die Fortsetzung durch 0 eine stetige, lineare Abbil-
dung von W 1,r(Ω) nach W s,r(R3) mit 1 ≤ r < 3 und s < 1/3 ist. Dazu genu¨gt es fu¨r
v ∈W 1,r(Ω) das Integral∫
R3
∫
R3
|v(x)− v(y)|r
|x− y|3+sr dydx =
∫
Ω
∫
Ω
|v(x)− v(y)|r
|x− y|3+sr dydx+ 2
∫
Ω
∫
R3\Ω
|v(x)|r
|x− y|3+sr dydx
=
∫
Ω
∫
Ω
|v(x)− v(y)|r
|x− y|3+sr dydx+ 2
∫
Ω
|v(x)|r
∫
R3\Ω
1
|x− y|3+sr dydx
abzuscha¨tzen. Wa¨hrend der erste Term auf der rechten Seite durch c ‖v‖W 1,r(Ω) majori-
siert ist, la¨sst sich das innere Integral des zweiten Terms durch∫
|z|>d(x)
1
|z|3+sr dz =
c(s, r)
d(x)sr
abscha¨tzen, wobei d(x) den Abstand von x zum Rand ∂Ω bezeichnet. Eine Anwendung
der Ho¨lder-Ungleichung mit den Exponenten r∗/r und (r∗/r)′ auf den zweiten Summan-
den zeigt somit, dass dieser durch c(s, r) ‖v‖rr∗ ‖d(·)−s‖rL3(Ω) dominiert ist. Die Identita¨t∫
Sκ/2∩Ω
|d(x)|−3s dx =
∫
∂Ω
∫ 0
−κ/2
|det dΛ|α−3s dαdA,
eine Konsequenz des Transformationssatzes, zeigt zusammen mit der Ungleichung 3s <
1, dass der Faktor ‖d(·)−s‖rL3(Ω) endlich ist. Damit ist die Behauptung bewiesen.
Verketten der Abbildung aus Lemma 2.1 mit obiger Fortsetzung ergibt nun eine stetige,
lineare Abbildung
W 1,p(Ωη)→W 1,r(Ω)→W s,r(R3)
fu¨r r < p und s < 1/3. Sei nun δ ∈ C4(∂Ω) mit η < δ < κ in ∂Ω. Setzen wir die
Abbildung Ψδ auf Bα, α > 0 hinreichend klein, fort, indem wir die Definition (2.1)
x ∈ Sκ ∩Bα verwenden, so erhalten wir einen C3-Diffeomorphismus
Ψ˜δ : Bα → Ωδ+α.
Da die gebrochenen Sobolev-Ra¨ume Interpolationsra¨ume sind, ist die lineare Abbildung
v 7→ v ◦ Ψ˜−1δ stetig von W s,r(Bα) nach W s,r(Ωδ+α). Aus demselben Grund ist die Ein-
schra¨nkung von Funktionen stetig von W s,r(R3) nach W s,r(Bα). Fu¨r geeignete s < 1/3
und r < p gilt zudem die Einbettung
W s,r(Ωδ+α) →֒W 1/4,p(Ωδ+α),
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siehe Theorem A.1. Verknu¨pfen der obigen Abbildungen zeigt, dass die Fortsetzung
durch 0 eine stetige, lineare Abbildung von W 1,p(Ωη) nach W
1/4,p(Ωδ+α) ist. Da Ωη
positiven Abstand von R3 \Ωδ+α hat, folgt die Behauptung der Proposition nun aus der
Abscha¨tzung
|v|p
1/4,p;R3
= |v|p1/4,p;Ωδ+α +
∫
Ωη
∫
R3\Ωδ+α
|v(x)|p
|x− y|3+p/4 dydx
≤ |v|p1/4,p;Ωδ+α + c ‖v‖
p
Lp(Ωη)
.
Fu¨r Funktionen, die auf zeitlich variablen Gebieten definiert sind, sind die u¨blichen
Bochner-Ra¨ume nicht die richtigen Objekte. Deshalb geben wir nun eine naheliegende,
auf unsere Bedu¨rfnisse zugeschnittene Konstruktion an. Fu¨r I := (0, T ), T > 0, und
η ∈ C(I¯ × ∂Ω) mit ‖η‖L∞(I×∂Ω) < κ setzen wir ΩIη :=
⋃
t∈I {t}×Ωη(t). ΩIη ist ein Gebiet
des R4. Wir definieren nun fu¨r 1 ≤ p, r ≤ ∞
Lp(I, Lr(Ωη(t))) := {v ∈ L1(ΩIη) | v(t, ·) ∈ Lr(Ωη(t)) fu¨r fast alle t und
‖v(t, ·)‖Lr(Ωη(t)) ∈ Lp(I)},
Lp(I,W 1,r(Ωη(t))) := {v ∈ Lp(I, Lr(Ωη(t))) | ∇v ∈ Lp(I, Lr(Ωη(t)))},
Lp(I,W 1,rdiv(Ωη(t))) := {v ∈ Lp(I,W 1,r(Ωη(t))) | divv = 0},
W 1,p(I,W 1,r(Ωη(t))) := {v ∈ Lp(I,W 1,r(Ωη(t))) | ∂tv ∈ Lp(I,W 1,r(Ωη(t)))}.
Dabei wirken ∇ und div nur auf die ra¨umlichen Koordinaten. Wir setzen zudem
Ψη : I¯ ×Ω→ ΩIη, (t, x) 7→ (t,Ψη(t)(x))
und
Φη : I¯ × ∂Ω→
⋃
t∈I¯
{t} × ∂Ωη(t), (t, x) 7→ (t,Φη(t)(x)).
Gilt zusa¨tzlich η ∈ L∞(I,H2(∂Ω)), so erhalten wir
”
instationa¨re“ Versionen der obigen
Aussagen, wenn wir diese zu (fast) jedem Zeitpunkt verwenden. Zum Beispiel folgt aus
Korollar 2.4 die Einbettung
L2(I,H1(Ωη(t))) →֒ L2(I, Ls(Ωη(t)))
fu¨r 1 ≤ s < 2∗.
Man beachte, dass obige Konstruktion nicht ohne Weiteres einen Ersatz fu¨r Bochner-
Ra¨ume von Funktionen mit Werten in einem Dualraum bietet. Solche Ra¨ume spielen in
der Theorie schwacher Lo¨sungen von Evolutionsgleichungen eine wichtige Rolle, weil den
Zeitableitungen solcher Lo¨sungen typischerweise nur als Elemente von Ra¨umen dieser
Art Sinn gegeben werden kann. Funktionale aus (W 1,r0 )
′ lassen sich in der Form f +∂if
i
mit f, f i ∈ Lr′ schreiben; siehe zum Beispiel [AF03]. Liegt eine derartige Charakteri-
sierung des fraglichen Dualraums vor, so kann man versuchen, darauf aufbauend einen
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Ersatz nach obigem Schema zu entwickeln. Dennoch dra¨ngt sich die Frage auf, ob nicht
ein natu¨rlichere Konstruktion denkbar ist. Man ko¨nnte auf die Idee kommen, Ra¨ume
von Funktionen, die jeden Zeitpunkt in einen anderen Banach-Raum abbilden, zu be-
trachten. Objekte dieser Art treten in der Differentialgeometrie auf, und zwar in Form
von Vektorbu¨ndeln. Ein Vektorbu¨ndel ordnet jedem Punkt einer Mannigfaltigkeit einen
anderen Vektorraum zu. Um differenzierbaren Abbildungen von der Mannigfaltigkeit in
das Bu¨ndel Sinn zu geben, beno¨tigt letzteres natu¨rlich eine differenzierbare Struktur.
In unserem Falle mu¨sste die differenzierbare Struktur3 so gewa¨hlt werden, dass sie den
Sinn der Zeitableitung, na¨mlich in einem inneren Punkt des sich bewegenden Gebiets
die zeitliche A¨nderung der Funktion anzugeben, erfasst. Die Konstruktion einer derar-
tigen Struktur ist bislang nicht gelungen. Eine verwandte Mo¨glichkeit, die Problematik
anzugehen, besteht auf den ersten Blick darin, das Gebiet auf einen Raumzeitzylinder zu
transformieren und auf diesem die u¨blichen Bochner-Ra¨ume zu betrachten. Das scheitert
in unserem Fall an der geringen Regularita¨t, die unser variabler Rand haben wird. Zu-
dem verfa¨lscht eine solche Transformation den Sinn der Zeitableitung. Prinzipiell scheint
die Aussage zu gelten, dass durch eine Transformation auf einen Raumzeitzylinder nichts
gewonnen wird, sondern dass im Gegenteil die Sache komplizierter wird. Die obige Kon-
struktion scheint somit das einzig sinnvolle Substitut fu¨r die u¨blichen Bochner-Ra¨ume zu
sein. Die Frage nach einer Mo¨glichkeit, den Verlust des u¨blichen Begriffs der schwachen
Zeitableitung zu kompensieren, wird uns deshalb noch bescha¨ftigen.
Fu¨r alle 1/2 < θ < 1 gilt
W 1,∞(I, L2(∂Ω)) ∩ L∞(I,H2(∂Ω)) →֒ C0,1−θ(I¯ , H2θ(∂Ω)) →֒ C0,1−θ(I¯ , C0,2θ−1(∂Ω)).
(2.14)
Wa¨hrend wir fu¨r die zweite Einbettung Theorem A.1 verwendet haben, folgt die erste
aus der elementaren Abscha¨tzung
‖u(t)− u(s)‖(L2(∂Ω),H2(∂Ω))θ,2 ≤ ‖u(t)− u(s)‖θH2(∂Ω) ‖u(t)− u(s)‖1−θL2(∂Ω)
≤ c‖u‖θL∞(I,H2(∂Ω)) ‖u‖1−θW 1,∞(I,L2(∂Ω)) |t− s|1−θ.
Proposition 2.13. Es seien η ∈W 1,∞(I, L2(∂Ω))∩L∞(I,H2(∂Ω)) mit ‖η‖L∞(I×∂Ω) <
κ und α eine Zahl mit ‖η‖L∞(I×∂Ω) < α < κ. Dann definiert die Anwendung des Fort-
setzungsoperators aus Proposition 2.10 zu (fast) allen Zeiten einen stetigen, linearen
Fortsetzungsoperator Fη von{
b ∈ H1(I, L2(∂Ω)) ∩ L2(I,H2(∂Ω)) |
∫
∂Ω
b(t, ·) γ(η(t, ·)) dA = 0 fu¨r fast alle t ∈ I
}
nach
{ϕ ∈ H1(I, L2(Bα)) ∩C(I¯ , H1(Bα)) | divϕ = 0}.
Die Stetigkeitskonstante ha¨ngt nur von Ω, ‖η‖W 1,∞(I,L2(∂Ω))∩L∞(I,H2(Ω)) und α ab; sie
bleibt beschra¨nkt, falls ‖η‖W 1,∞(I,L2(∂Ω))∩L∞(I,H2(Ω)) und τ(α) beschra¨nkt bleiben.
3bzw. die lokalen Trivialisierungen des Bu¨ndels, die u¨blicherweise die differenzierbare Struktur induzie-
ren
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Beweis: Die Stetigkeit nach {ϕ ∈ L∞(I,H1(Bα)) | divϕ = 0} folgt unter Beachtung
der Einbettung
H1(I, L2(∂Ω)) ∩ L2(I,H20 (∂Ω)) →֒ C(I¯ , H1(∂Ω)), (2.15)
eine Konsequenz von Proposition A.7,4 sofort aus Proposition 2.10. Aus (2.15), (2.14)
und Theorem A.1 erhalten wir zudem die Einbettungen
H1(I, L2(∂Ω)) ∩ L2(I,H20 (∂Ω)) →֒ C(I¯ , L4(∂Ω)),
W 1,∞(I, L2(∂Ω)) ∩ L∞(I,H2(∂Ω)) →֒ C(I¯,W 1,4(∂Ω)).
Diese zeigen zusammen mit (2.8), (2.9) und den Stetigkeitseigenschaften des Lo¨sungs-
operators des Stokes-Systems, dass Fηb in C(I¯ , H1(Bα)) liegt. Es bleibt also lediglich
Fηb in H1(I, L2(Bα)) abzuscha¨tzen. In I × Sα gilt
∂t (Fηb)(t, ·) :=
[
(∂tb)(t, q) ν ◦ q − β(q + η(t, q)ν ◦ q) ∂tη(t, q) b(t, q) ν ◦ q
]
e
∫ s
η◦q
β(q+τν◦q)dτ .
(2.16)
Wegen ∂tb ∈ L2(I, L2(∂Ω)) ist der erste Summand in L2(I, L2(Sα)) abgescha¨tzt; die
Abscha¨tzung des zweiten Summanden in L2(I, L2(Sα)) folgt aus ∂tη ∈ L∞(I, L2(∂Ω))
und b ∈ L2(I, L∞(∂Ω)). Die Zeitableitung der Spur von Fηb auf I×∂(Ω\Sα) ist identisch[
(∂tb)(t, q) ν ◦ q − β(q + η(t, q)ν ◦ q) ∂tη(t, q) b(t, q) ν ◦ q
]
e
∫
−α
η◦q
β(q+τν◦q)dτ
und somit in L2(I, L2(∂(Ω \ Sα))) abgescha¨tzt. Aus den Stetigkeitseigenschaften des
Lo¨sungsoperators des Stokes-Systems folgt nun die Behauptung.
Bemerkung 2.14. Die Argumente in obigem Beweis zeigen, dass die Anwendung des
Fortsetzungsoperators aus Bemerkung 2.11 zu (fast) allen Zeiten unter den Vorausset-
zungen von Proposition 2.13 einen stetigen, linearen Fortsetzungsoperator Fη von{
b ∈ C(I¯, L2(∂Ω)) |
∫
∂Ω
b(t, ·) γ(η(t, ·)) dA = 0 fu¨r fast alle t ∈ I
}
nach
{ϕ ∈ C(I¯ , L2(Bα)) | divϕ = 0}
definiert. Die Stetigkeitskonstante ha¨ngt wie in Proposition 2.13 von den Daten ab.
4Die Identita¨t [L2(∂Ω),H2(∂Ω)] 1
2
= H1(∂Ω) folgt dabei unter Verwendung eines endlichen Atlas mit
untergeordneter Zerlegung der Eins und der in [AF03] konstruierten Fortsetzungsoperatoren aus
Theorem 6.4.5 in [BL76].
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3 Koiter-Energie
Es sei M eine kompakte, orientierte und berandete C4-Fla¨che im R3 mit durch den
umgebenden euklidischen Raum induzierter erster und zweiter Fundamentalform g bzw.
h und Fla¨chenmaß dA.M stelle die Mittelfla¨che einer elastischen Schale der Dicke 2ǫ0 > 0
in ihrer Ruhelage dar, wobei ǫ0 klein sei gegen die Kehrwerte der Hauptkru¨mmungen
von M . Die elastische Schale bestehe aus einem homogenen und isotropen Material,
dessen lineares elastisches Verhalten durch die Lame´-Konstanten λ und µ charakterisiert
sei. Deformationen der Mittelfla¨che und damit der Schale beschreiben wir durch ein
(hinreichend glattes) Vektorfeld η : M → R3. Wir bezeichnen mit g(η) und h(η) die
auf M zuru¨ckgeholte Metrik bzw. zweite Fundamentalform der gema¨ß η deformierten
Fla¨che. Die elastische Energie einer solchen Verschiebung kann durch die Koiter-Energie
fu¨r eine nichtlinear elastische Schale
KN (η) =
1
2
∫
M
ǫ0 〈C,Σ(η)⊗ Σ(η)〉+ ǫ
3
0
3
〈C,Ξ(η)⊗ Ξ(η)〉 dA
modelliert werden; siehe [Koi60], [Koi66], [Cia00], [Cia05] und die dortigen Referenzen.
Dabei ist
Cαβγδ :=
4λµ
λ+ 2µ
gαβ gγδ + 2µ (gαγ gβδ + gαδ gβγ)
das Elastizita¨tstensorfeld der Schale, und Σ(η) := 1/2 (g(η)− g) sowie Ξ(η) := h(η)−h
bezeichnen die Differenzen der ersten bzw. zweiten Fundamentalformen. Diese Ener-
gie wird in [Koi66] auf Basis der dreidimensionalen Elastizita¨t unter den zusa¨tzlichen
Annahmen kleiner Dehnungen und ebener Spannungszusta¨nde parallel zur Mittelfla¨che
hergeleitet. Der mit ǫ0 skalierende Anteil der Koiter-Energie, die La¨ngungs- oder Mem-
branenergie, erfasst ausschließlich nichtisometrische Deformationen. Der mit ǫ30 skalie-
rende Anteil kann als Biegeenergie interpretiert werden. Fu¨r die rigorose Rechtfertigung
derartiger
”
zweidimensionaler Theorien“ auf Basis der dreidimensionalen Elastizita¨t ver-
weisen wir auf [Cia00], [LDR00], [FJMM03]. Setzen wir
C˜ :=
4λµ
λ+ 2µ
g ⊗ g,
so ist offenbar der Anteil
1
2
∫
M
ǫ30
3
〈C˜, h(η)⊗ h(η)〉 dA = ǫ
3
0
3
4λµ
λ+ 2µ
1
2
∫
M
〈g, h(η)〉2 dA
der Biegeenergie verwandt mit der Willmore-Energie
W (η) =
1
2
∫
M
H2(η) dAη
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der deformierten Mittelfla¨che. Hierbei bezeichnen H(η) = 12〈g(η), h(η)〉 die auf M
zuru¨ckgeholte mittlere Kru¨mmung der deformierten Mittelfla¨che und dAη das Fla¨chen-
maß bezu¨glich der Metrik g(η).
In der Koiter-Energie besteht u¨ber das Hooke’sche Gesetz zwar ein linearer Zusam-
menhang zwischen Dehnungen und Spannungen, aber der Zusammenhang zwischen De-
formationen und Dehnungen ist nichtlinear. Wir linearisieren nun die Abha¨ngigkeit der
Tensorfelder Σ(η) und Ξ(η) von η an der Stelle η = 0 und erhalten die Tensorfelder
σ(η) und ξ(η). Entsprechend definieren wir die Koiter-Energie (fu¨r eine linear elastische
Schale)
K(η) = K(η,η) =
1
2
∫
M
ǫ0 〈C, σ(η)⊗ σ(η)〉+ ǫ
3
0
3
〈C, ξ(η)⊗ ξ(η)〉 dA.
K ist eine quadratische Form in η, und es gilt K ≥ 0; siehe Theorem 4.4-1 in [Cia05].
Sie ist unter Umsta¨nden sogar koerziv; siehe Theorem 4.4-2 in [Cia05]. Der Gradient
dieser Energie ist ein elliptischer Operator vierter Ordnung, der in an M tangentiale
Richtung degeneriert ist.1 Speziell ist er von lediglich dritter Ordnung auf dem tangen-
tialen Anteil. Der normale Anteil der Auslenkung ist deshalb im Allgemeinen regula¨rer
als der tangentiale; vgl. Theorem 4.4-2 in [Cia05]. Motiviert durch das Vorgehen in
[CDEG05] schra¨nken wir im Rahmen dieser Arbeit die Verschiebungen auf die Richtung
der Einheitsnormale ν von M ein. Neben dem Elliptizita¨ts- und Regularita¨tsgewinn hat
die Einschra¨nkung den Vorteil, dass wir ein einfaches Kriterium dafu¨r angeben ko¨nnen,
dass sich verschiedene Teile der Schale nicht beru¨hren. Wir ko¨nnen die Auslenkung
η =: η ν durch eine skalare Funktion η beschreiben. Dadurch integrieren wir die vor-
liegende Zwangsbedingung in den Phasenraum, sodass kein Lagrange-Multiplikator in
den Gleichungen auftreten wird. Wir setzen zudem K(η) := K(η ν). Die Tensorfelder
σ(η) := σ(η ν) und ξ(η) := ξ(η ν) nehmen mit der Definition kαβ = h
σ
α hσβ die Form
σ(η) = −h η, ξ(η) = ∇2η − k η
an; siehe Theorem 4.2-1 und Theorem 4.2-2 in [Cia05]. Damit gilt fu¨r (hinreichend glatte)
skalare Felder η, ζ
K(η, ζ) =
1
2
∫
M
ǫ0 〈C, σ(η) ⊗ σ(ζ)〉+ ǫ
3
0
3
〈C, ξ(η) ⊗ ξ(ζ)〉 dA
=
1
2
∫
M
ǫ0 η ζ
( 16λµ
λ+ 2µ
H2 + 4µ|h|2
)
+
ǫ30
3
4λµ
λ+ 2µ
(∆η∆ζ − |h|2 (ζ∆η + η∆ζ)− η ζ |h|4)
+
ǫ30
3
4µ (〈∇2η,∇2ζ〉 − ζ 〈∇2η, k〉 − η 〈∇2ζ, k〉 − η ζ |k|2) dA,
1Diese Beobachtung spielt in [CS10] eine prominente Rolle. Da dort die Koiter-Energie fu¨r nichtlinear
elastische Schalen betrachtet wird, ha¨ngen die Entartungsrichtungen von der Lo¨sung ab, sind also
a-priori unbekannt.
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wobei H die mittlere Kru¨mmung von M bezeichnet. Fu¨r die zweite Gleichung haben wir
beispielsweise
〈g ⊗ g,∇2η ⊗∇2ζ〉 = 〈g,∇2η〉 〈g,∇2ζ〉 = ∆η∆ζ
und
gαα¯ gγγ¯ gββ¯ gδδ¯ gαγ gβδ ∇2α¯β¯η∇2γ¯δ¯ζ = gαγ gβδ∇2αβη∇2γδη = 〈∇2η,∇2ζ〉
verwendet. Wenn wir annehmen, dass ζ und ∇ζ auf dem Rand vom M verschwinden,
erhalten wir durch partielle Integration, Gleichung (A.3), den L2-Gradienten der Energie
dK(η) ζ = 2K(η, ζ)
=
∫
M
(
ǫ0
( 16λµ
λ+ 2µ
H2 + 4µ |h|2
)
η
+
ǫ30
3
4λµ
λ+ 2µ
(∆2η − |h|2 ∆η −∆(|h|2η)− η |h|4)
+
ǫ30
3
4µ (∆2η +∇∗[∆,∇]η − 〈∇2η, k〉 − (∇∗)2(k η)− η |k|2)
)
ζ dA
=: (gradL2 K(η), ζ)L2 .
(3.1)
Zum Beispiel erhalten wir durch jeweils zweimalige Verwendung von (A.3)2∫
M
∆η∆ζ dA =
∫
M
∆η trg∇2ζ dA = −
∫
M
〈∇∆η,∇ζ〉 dA
=
∫
M
trg∇2∆η ζ dA =
∫
M
∆2η ζ dA
und ∫
M
〈∇2η,∇2ζ〉 dA = −
∫
M
〈∆∇η,∇ζ〉 dA = −
∫
M
〈∇∆η + [∆,∇]η,∇ζ〉 dA
=
∫
M
(∆2η +∇∗[∆,∇]η) ζ dA.
Der Kommutator la¨sst sich in lokalen Koordinaten in der Form
([∆,∇]η)α = (2H hβα − kβα) ∂βη
schreiben; siehe (A.4), (A.6). Insbesondere ist er ein Differentialoperator erster Ordnung,
der im Falle h = 0 verschwindet.
Wir nehmen nun an, dass die Massenverteilung der Schale durch eine konstante
Fla¨chenmassendichte ǫ0ρS der Mittelfla¨che M beschrieben werden kann. Das Hamil-
ton’sche Prinzip besagt, dass die Bewegung der Schale, hier gegeben durch ein zeitabha¨ngi-
ges skalares Feld η, ein stationa¨rer Punkt des Wirkungsintegrals
A(η) =
∫
I
ǫ0ρS
∫
M
(∂tη(t, ·))2
2
dA−K(η(t, ·)) dt
2trg bezeichnet hier die Spurbildung im Tensorsinne, nicht im Sinne von Randwerten.
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ist, wobei I := (0, T ), T > 0. Der zeitliche Integrand ist die Differenz von kinetischer
und potentieller Energie der Schale. Die Ableitung von A an der Stelle η in Richtung
eines skalaren Feldes ζ, das zusammen mit ∇ζ auf dem Rand von I ×M identisch 0 sei,
ist durch
dA(η) ζ =
∫
I
ǫ0ρS
∫
M
∂tη(t, ·) ∂tζ(t, ·) dA− dK(η(t, ·)) ζ(t, ·) dt
gegeben. Da die erste Variation verschwinden soll, erhalten wir mittels partieller Inte-
gration in der Zeit und (3.1) die Gleichung
0 = ǫ0ρS ∂
2
t η + gradL2 K(η) = ǫ0ρS ∂
2
t η + ǫ
3
0
8µ(λ+ µ)
3(λ+ 2µ)
∆2η +Bη in I ×M.
Hierbei ist B ein Operator zweiter Ordnung, der im Falle h = 0 verschwindet. Es liegt
also eine Verallgemeinerung der linearen Kirchhoff-Love-Plattengleichung fu¨r transver-
sale Auslenkungen vor; vgl. zum Beispiel [Cia97]. Man sollte sich klar machen, dass
diese Gleichung dispersiv, aber nicht hyperbolisch ist. Der Hauptteil faktorisiert in zwei
Schro¨dinger-Operatoren
∂2t + ∂
4
x = (i∂t + ∂
2
x)(−i∂t + ∂2x);
im Gegensatz zum d’Alembert-Operator, der in zwei Transportoperatoren faktorisiert
∂2t − ∂2x = (∂t + ∂x)(∂t − ∂x).
Die Gleichung la¨sst mithin eine unendliche Ausbreitungsgeschwindigkeit zu. Der Ein-
fachheit halber setzen wir fortan ǫ0ρS = 1.
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4 Problemstellung
Wir u¨bernehmen die Bezeichnungen aus den vorangegangenen Abschnitten. Insbesondere
sei Ω ⊂ R3 ein beschra¨nktes, nichtleeres Gebiet mit C4-Rand. Der Rand ∂Ω stelle die Mit-
telfla¨che einer elastischen Schale in ihrer Ruhelage dar, deren Bewegung auf Auslenkun-
gen la¨ngs der a¨ußeren Einheitsnormale ν von ∂Ω eingeschra¨nkt sei. Γ sei eine Vereinigung
von Gebieten in ∂Ω mit C1,1-Rand, die nichttrivialen Schnitt mit allen Zusammenhangs-
komponenten von ∂Ω habe. Diesen Teil der Mittelfla¨che setzen wir als fixiert voraus. Mit
M wollen wir den beweglichen Teil bezeichnen, d.h. M := ∂Ω \ Γ. Die Mannigfaltigkeit
M ist kompakt und berandet. Desweiteren sei I := (0, T ), T > 0. Die zeitabha¨ngige
Auslenkung des Gebiets beschreiben wir durch eine Funktion η : I¯ ×M → (−κ, κ), die
wir (wie immer) durch 0 auf I¯ × ∂Ω fortsetzen. Desweiteren nehmen wir an, dass das
Innere des variablen Gebiets ΩIη durch ein inkompressibles, viskoses Fluid befu¨llt sei,
dessen Geschwindigkeitsfeld u und Druckfeld π durch die Navier-Stokes-Gleichungen
beschrieben werden kann, d.h. es gelte
ρF
(
∂tu+ (u · ∇)u
)
= div(2σDu− π id) + f in ΩIη,
divu = 0 in ΩIη,
u( · , · + η ν) = ∂tη ν auf I ×M,
u = 0 auf I × Γ.
(4.1)
Die Bezeichnung id steht dabei fu¨r die 3 × 3-Einheitsmatrix, und f ist eine gegebene
a¨ußere Kraftdichte. Zudem ist (u · ∇)u := ui ∂iu. Die konstante Dichte ρF und die
konstante Viskosita¨t σ setzen wir der Einfachheit halber fortan identisch 1. 2Du− π id
ist dann der Spannungstensor, und 2Du ist der viskose Spannungstensor. Aufgrund der
Divergenzfreiheit von u gilt div 2Du = ∆u. (4.1)3,4 ist die no-slip-Bedingung im Falle
eines sich bewegenden Randes, d.h. die Geschwindigkeit des Fluids stimmt am Rand
mit der Geschwindigkeit des Randes u¨berein. Die vom Fluid auf die Schale ausgeu¨bte
Kraft ist gegeben durch die Auswertung des Spannungstensors am Rand in Richtung der
inneren Normale −νη(t), also durch
−2Du(t, ·)νη(t) + π(t, ·)νη(t). (4.2)
In die Gleichungen fu¨r die Auslenkung der Schale (M := ∂Ω \ Γ)
∂2t η + gradL2 K(η) = g + F · ν in I ×M,
η = 0, ∇η = 0 auf I × ∂M (4.3)
geht diese Kraft zusa¨tzlich zu einer gegebenen a¨ußeren Kraftdichte g in der Form
F(t, ·) = (− 2Du(t, ·)νη(t) + π(t, ·)νη(t)) ◦Φη(t) |det dΦη(t)|
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ein. Da die Gleichungen der Elastizita¨t in Lagrangekoordinaten, d.h. im Referenzge-
biet M , formuliert werden, muss die auf ∂Ωη registrierte Fla¨chenkraftdichte (4.2) mit
der Abbildung Φη(t) verknu¨pft und mit der lokalen Fla¨chenverzerrung skaliert werden.
Schließlich geben wir noch Anfangsdaten
η(0, ·) = η0, ∂tη(0, ·) = η1 und u(0, ·) = u0 (4.4)
vor. Man beachte, dass in dieses System nicht nur der Druckgradient eingeht, wie es bei
einem festen Rand der Fall ist, sondern auch der Druck selber. So wie der Druckgradi-
ent als Lagrange-Multiplikator bezu¨glich der Zwangsbedingung divu = 0 interpretiert
werden kann, la¨sst sich sein Mittelwert als der mit der Zwangsbedingung∫
M
∂tη γ(η) dA = 0
assoziierte Lagrange-Multiplikator verstehen. Diese Zwangsbedingung folgt mittels Lem-
ma 2.5 aus der Divergenzfreiheit von u und der Kopplung (4.1)3.
Wir wollen nun rein formal, d.h. unter Vernachla¨ssigung von Regularita¨tsfragen, Ener-
gieabscha¨tzungen fu¨r dieses parabolisch-dispersive System herleiten. Die Konstruktion
schwacher Lo¨sungen beruht wesentlich auf diesen Abscha¨tzungen. Nach dem Noether-
Theorem ist der Energiesatz eng verknu¨pft mit der zeitlichen Translationsinvarianz des
physikalischen Systems. Wir erhalten einen lokalen Energiesatz, wenn wir die Gleichung
mit dem Vektorfeld multiplizieren, das sich ergibt, wenn wir den infinitesimalen Erzeuger
der zeitlichen Translationen, also ∂t, auf die Auslenkung anwenden. Wir multiplizieren
also Gleichung (4.1)1 mit u (und spa¨ter Gleichung (4.3)1 mit ∂tη). Da wir an einem glo-
balen Energiesatz interessiert sind, integrieren wir die resultierende Identita¨t u¨ber Ωη(t)
und erhalten nach partieller Integration der Terme des Spannungstensors1∫
Ωη(t)
∂tu · u dx+
∫
Ωη(t)
(u · ∇)u · u dx = −
∫
Ωη(t)
|∇u|2 dx+
∫
Ωη(t)
f · u dx
+
∫
∂Ωη(t)\Γ
(2Duνη(t) − π νη(t)) · u dAη(t).
(4.5)
Aufgrund der Divergenzfreiheit von u verschwindet das ra¨umliche Integral des Druck-
terms. Bezu¨glich des ra¨umlichen Integrals des viskosen Spannungstensors haben wir die
Korn’sche Gleichung
2
∫
Ωη(t)
Du : Du dx = 2
∫
Ωη(t)
Du : ∇u dx =
∫
Ωη(t)
∇u : ∇u dx
verwendet. Fu¨r das erste Gleichheitszeichen in dieser Identita¨t ist zu beachten, dass
die Kontraktion eines symmetrischen Tensors mit einem antisymmetrischen Tensor ver-
schwindet, sodass wir ∇u durch seinen symmetrischen Anteil ersetzen ko¨nnen. Fu¨r das
1Der U¨bersichtlichkeit halber unterdru¨cken wir hier und im Folgenden in der Notation die unabha¨ngigen
Variablen, d.h. wir setzen u = u(t, ·), etc.
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zweite Gleichheitszeichen sei auf Bemerkung A.15 im Anhang verwiesen. Die ersten
beiden Integrale in (4.5) ko¨nnen wir mit Hilfe des Reynolds’schen Transporttheorems,
Proposition A.10, zusammenfassen, wobei hier v = u gilt und wir ξ = |u|
2
2 wa¨hlen.
Partielle Integration des zweiten Integrals ergibt na¨mlich aufgrund der Divergenzfreiheit
von u∫
Ωη(t)
(u · ∇)u · u dx = −
∫
Ωη(t)
(u · ∇)u · u dx+
∫
∂Ωη(t)
u · νη(t)|u|2 dAη(t). (4.6)
Wir erhalten dann
1
2
d
dt
∫
Ωη(t)
|u|2 dx =−
∫
Ωη(t)
|∇u|2 dx+
∫
Ωη(t)
f · u dx
+
∫
∂Ωη(t)\Γ
(2Duνη(t) − π νη(t)) · u dAη(t).
(4.7)
Multiplikation der Gleichung (4.3)1 mit ∂tη, Integration u¨berM und partielle Integration
ergibt wegen (gradL2 K(η), ∂tη)L2 = 2K(η, ∂tη)
1
2
d
dt
∫
M
|∂tη|2 dA+ d
dt
K(η) =
∫
M
g ∂tη dA+
∫
M
F · ν ∂tη dA. (4.8)
Durch Addition von (4.7) und (4.8) erhalten wir unter Verwendung der Definition von
F, der Randbedingung (4.1)3 und des Transformationssatzes den Energiesatz
1
2
d
dt
∫
Ωη(t)
|u|2 dx+ 1
2
d
dt
∫
M
|∂tη|2 dA+ d
dt
K(η)
= −
∫
Ωη(t)
|∇u|2 dx+
∫
Ωη(t)
f · u dx+
∫
M
g ∂tη dA.
(4.9)
Die zeitliche A¨nderung der Gesamtenergie des Systems, zusammengesetzt aus den ki-
netischen Energien von Fluid und Schale sowie der potentiellen Energie der Schale, ist
identisch der negativen Energiedissipation durch das Fluid und der Leistung der a¨ußeren
Kra¨fte. Wir definieren den Term R durch
d
dt
K(η) = 2K(η, ∂tη) =: ǫ
3
0
8µ(λ+ µ)
6(λ+ 2µ)
d
dt
∫
M
|∆η|2 dA+R;
man beachte die Identita¨t (3.1). Offenbar gilt
|R| ≤ c (‖η‖2H2(M) + ‖∂tη‖2L2(M)).
Wir erhalten somit aus (4.9)
d
dt
∫
Ωη(t)
|u|2 dx+
∫
Ωη(t)
|∇u|2 dx+ d
dt
∫
M
|∂tη|2 dA+ d
dt
∫
M
|∆η|2 dA
≤ c (‖f‖2L2(Ωη(t)) + ‖u‖2L2(Ωη(t)) + ‖g‖2L2(M) + ‖∂tη‖2L2(M) + ‖η‖2H2(M)).
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4 Problemstellung
‖∆ · ‖L2(M) definiert eine a¨quivalente Norm auf H20 (M); siehe Anhang A.2. Mit Hilfe des
Gronwall’schen Lemmas, Proposition A.9, erhalten wir also
‖u(t, ·)‖2L2(Ωη(t)) +
∫ t
0
‖∇u(s, ·)‖2L2(Ωη(s)) ds+ ‖∂tη(t, ·)‖
2
L2(M) + ‖η(t, ·)‖2H2(M)
≤ (‖u0‖2L2(Ωη0 ) + ‖η1‖2L2(M) + ‖η0‖2H2(M)) ect
+
∫ t
0
(‖f(s, ·)‖2L2(Ωη(s)) + ‖g(s, ·)‖2L2(M)) ec(t−s) ds.
(4.10)
Es gilt somit
‖η‖W 1,∞(I,L2(M))∩L∞(I,H20 (M)) + ‖u‖L∞(I,L2(Ωη(t)))∩L2(I,H1(Ωη(t))) ≤ c(T,Daten).
Wir werden schwache Lo¨sungen in dieser Regularita¨tsklasse konstruieren. Die Einbet-
tung (2.14) zeigt, dass der Rand unseres zeitlich variablen Gebietes Graph einer Ho¨lder-
stetigen, aber nicht Lipschitz-stetigen Funktion sein wird.
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Wir setzen
Y I := W 1,∞(I, L2(M)) ∩ L∞(I,H20 (M)),
und fu¨r η ∈ Y I mit ‖η‖L∞(I×M) < κ
XIη := L
∞(I, L2(Ωη(t))) ∩ L2(I,H1div(Ωη(t))).
Wir wollen nun einen geeigneten Raum von Testfunktionen b auf M und ϕ auf ΩIη
definieren. Natu¨rlich mu¨ssen die Funktionen ϕ divergenzfrei sein, und es soll trη ϕ = bν
fu¨r eine Testfunktion b gelten. U¨blicherweise wu¨rde man b und ϕ hinreichend oft stetig
differenzierbar wa¨hlen. Aufgrund der geringen Regularita¨t von η ist aber nicht klar, ob
u¨berhaupt ein ausreichender Satz solcher Testfunktionen existiert. Insbesondere ist die
Fortsetzung in Proposition 2.10 auch fu¨r C4-Randwerte b im Allgemeinen nicht stetig
differenzierbar. Wir bezeichnen deshalb mit T Iη den kanonisch normierten Raum aller
Tupel
(b,ϕ) ∈ (H1(I, L2(M)) ∩ L2(I,H20 (M))) × (H1(ΩIη) ∩ L∞(I, L4(Ωη(t))))
mit b(T, ·) = 0, ϕ(T, ·) = 01, divϕ = 02 und ϕ−Fηb ∈ H0. Dabei ist H0 der Abschluss
in H1(ΩIη) ∩ L∞(I, L4(Ωη(t))) der bei t = T verschwindenden, divergenzfreien Elemente
dieses Raums mit in ΩI¯η enthaltenen Tra¨gern. Aus der letzten Forderung folgt offenbar
trη ϕ = trη Fηb = bν. Die Umkehrung gilt zumindest dann, wenn η hinreichend glatt ist
und wir den Testfunktionen den kleineren Raum
H1(I,H20 (M))×H1(I,H1(Ωη(t)))
zugrunde legen.3 Unter Verwendung der Abbildung Tη aus Bemerkung A.16 sehen wir
na¨mlich, dass es bei hinreichend glattem η genu¨gt, die analoge Situation im Raumzeit-
zylinder I × Ω zu betrachten. Dort ko¨nnen wir standardma¨ßig unter Verwendung des
Lo¨sungsoperators der Divergenzgleichung geeignete Approximationen konstruieren; sie-
he zum Beispiel III.4.1 in [Gal94]. Fu¨r jedes t ∈ I¯ liegen diese in C∞0 (Ω) und konvergieren
1Die Auswertung von ϕ bei t = T ist sinnvoll, weil diese Funktion in H1((t, T )×Q) fu¨r jeden offenen
Ball Q ⊂⊂ Ωη(T ) und hinreichend großes t < T liegt.
2Der Divergenzoperator wirkt wie immer nur auf die ra¨umlichen Koordinaten.
3Dass dieser Raum kleiner ist, ist nicht offensichtlich. Wir zeigen aber in Bemerkung A.21, dass fu¨r
(b,ϕ) ∈ T Iη die Fortsetzung von ϕ durch (bν) ◦ q in H
1(I,L2(Bα)) (fu¨r geeignetes α) liegt. Dasselbe
Argument zeigt, dass ϕ in H1(I, L4(Bα)) liegt, wenn wir den Testfunktionen obigen Raum zugrunde
legen.
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in H1(Ω). Da die dortige zeitunabha¨ngige Konstruktion mit der Zeitableitung kommu-
tiert, folgt die Konvergenz in H1(I,H1(Ωη(t))) in trivialer Weise.
4 Gilt lediglich η ∈ Y I ,
so ist die Abbildung Tη nicht mehr anwendbar. Die Verwendung des Lo¨sungsoperators
der Divergenzgleichung in ΩIη ist dann aber auch problematisch, weil dessen u¨bliche Ste-
tigkeitseigenschaften in Gebieten, deren Rand nicht Lipschitz-stetig ist, im Allgemeinen
nicht gelten; vgl. zum Beispiel [ADLG]. Mo¨glicherweise ist die Umkehrung in diesem
Fall falsch; vgl. die Diskussion in Abschnitt III.4 in [Gal94]. Wie immer setzen wir auf
M definierte Funktionen stillschweigend durch 0 auf ∂Ω fort. Die Bedingung trη ϕ = bν
besagt dann insbesondere, dass ϕ auf Γ verschwindet.
Wir haben durch ein lokales Argument gezeigt, dass die Auswertung von ϕ bei t =
T sinnvoll ist. Dieses Argument zeigt allgemeiner, dass die Auswertung bei t ∈ I¯ in
L2loc(Ωη(t)) liegt. Fu¨r die nachfolgende Definition beno¨tigen wir jedoch ϕ(0, ·) ∈ L2(Ωη0).
Die Gu¨ltigkeit dieser Aussage sehen wir ein, indem wir ϕ durch (bν) ◦ q auf I × Bα,
‖η‖L∞(I×M) < α < κ, fortsetzen und zeigen, dass diese Fortsetzung in H1(I, L2(Bα))
liegt. Insbesondere ist die Auswertung von ϕ bei fester Zeit t ∈ I¯ sinnvoll, und es gilt
ϕ(t, ·) ∈ L2(Ωη(t)). Die Details finden sich in Bemerkung A.21 im Anhang.
Felder f ∈ L2loc([0,∞) × R3), g ∈ L2loc([0,∞) ×M), η0 ∈ H20 (M) mit ‖η0‖L∞(M) < κ,
η1 ∈ L2(M) und u0 ∈ L2(Ωη0) mit divu0 = 0 sowie trnη0 u0 = η1 γ(η0) nennen wir
zula¨ssige Daten.
Definition 5.1. Ein Tupel (η,u) heißt schwache Lo¨sung von (4.1), (4.3) und (4.4) mit
den zula¨ssigen Daten (f , g,u0, η0, η1) auf dem Intervall I, falls η ∈ Y I mit ‖η‖L∞(I×M) <
κ und η(0, ·) = η0, u ∈ XIη mit trη u = ∂tη ν und
−
∫
I
∫
Ωη(t)
u · ∂tϕ dxdt−
∫
I
∫
M
(∂tη)
2 b γ(η) dAdt+
∫
I
∫
Ωη(t)
(u · ∇)u ·ϕ dxdt
+
∫
I
∫
Ωη(t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt+ 2
∫
I
K(η, b) dt
=
∫
I
∫
Ωη(t)
f ·ϕ dxdt+
∫
I
∫
M
g b dAdt+
∫
Ωη0
u0 · ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA
(5.1)
fu¨r alle Testfunktionen (b,ϕ) ∈ T Iη .
Gleichung (5.1) ergibt sich formal durch Multiplikation von (4.1) mit einer Testfunkti-
on ϕ, Integration u¨ber Ort und Zeit, partielle Integration und Verwenden von (4.3). Ge-
nauer wird der Spannungstensor im Ort partiell integriert, Bemerkung A.15 verwendet,
das auftretende Randintegral mittels (4.3)1 ersetzt und die Identita¨t (gradL2 K(η), b)L2 =
2K(η, b) ausgenutzt. Desweiteren werden die Terme mit den ersten Zeitableitungen von u
und den zweiten Zeitableitungen von η zeitlich partiell integriert. Bei dem u-Term tritt
dabei ein Randintegral auf, das sich mit Hilfe des Reynolds’schen Transporttheorems
4Diese einfache Schlussfolgerung ist fu¨r den Raum H1(ΩIη) ∩ L
∞(I,L4(Ωη(t))) nicht mo¨glich.
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berechnen la¨sst. Mit v = u = (∂tην) ◦ Φ−1η(t) und ξ = u · ϕ erhalten wir
d
dt
∫
Ωη(t)
u ·ϕ dx =
∫
Ωη(t)
∂tu ·ϕ dx+
∫
Ωη(t)
u · ∂tϕ dx
+
∫
∂Ωη(t)
u ·ϕ ((∂tη ν) ◦ Φ−1η(t)) · νη(t) dAη(t).
Gema¨ß Bemerkung 2.6 ist das Randintegral identisch∫
M
(∂tη)
2 b γ(η) dA,
sodass sich (5.1) ergibt. Wir wollen uns noch davon u¨berzeugen, dass der dritte Term
in (5.1) wohldefiniert ist. Es ist nicht schwer zu sehen, dass die Fortsetzung von ϕ
durch (bν) ◦ q in H1(I × Bα), ‖η‖L∞(I×M) < α < κ, liegt, sodass aus Proposition
A.7 folgt, dass ϕ ∈ L∞(I, L3(Ωη(t))) gilt. Wa¨re u ∈ L2(I, L6(Ωη(t))), so wu¨rde dies
genu¨gen, damit (u · ∇)u ·ϕ in L1(ΩIη) liegt. Aufgrund der geringen Randregularita¨t gilt
aber lediglich u ∈ L2(I, Lr(Ωη(t))) fu¨r alle r < 6; siehe Korollar 2.4. Deshalb ist die
zusa¨tzliche Bedingung ϕ ∈ L∞(I, L4(Ωη(t))) no¨tig.
Bemerkung 5.2. Fu¨r jede schwache Lo¨sung (η,u), alle Testfunktionen (b,ϕ) ∈ T Iη und
fast alle t ∈ I gilt
−
∫ t
0
∫
Ωη(s)
u · ∂tϕ dxds −
∫ t
0
∫
M
(∂tη)
2 b γ(η) dAds +
∫ t
0
∫
Ωη(s)
(u · ∇)u ·ϕ dxds
+
∫ t
0
∫
Ωη(s)
∇u : ∇ϕ dxds −
∫ t
0
∫
M
∂tη ∂tb dAds+ 2
∫ t
0
K(η, b) ds
=
∫ t
0
∫
Ωη(s)
f ·ϕ dxds+
∫ t
0
∫
M
g b dAds+
∫
Ωη0
u0 ·ϕ(0, ·) dx
+
∫
M
η1 b(0, ·) dA−
∫
Ωη(t)
u(t, ·) ·ϕ(t, ·) dx−
∫
M
∂tη(t, ·) b(t, ·) dA.
(5.2)
Tatsa¨chlich ko¨nnen wir auf die Forderung b(T, ·) = 0, ϕ(T, ·) = 0 verzichten. Um die
Identita¨t (5.2) einzusehen, verwenden wir na¨mlich in (5.1) die Testfunktion (b ρtǫ,ϕ ρ
t
ǫ),
wobei ρ ∈ C∞(R), ρ(s) = 1 fu¨r s ≤ 0 und ρ(s) = 0 fu¨r s ≥ 1 sowie ρtǫ(s) = ρ(ǫ−1(s− t)).
Dann gilt
−
∫
I
∫
M
∂tη ∂s(bρ
t
ǫ) dAds
= −
∫
I
ρtǫ
∫
M
∂tη ∂tb dAds−
∫
I
ǫ−1ρ′(ǫ−1(s− t))
∫
M
∂tη b dAds
→ −
∫ t
0
∫
M
∂tη ∂tb dAds +
∫
M
∂tη(t, ·) b(t, ·) dA
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fu¨r ǫ → 0 und fast alle t ∈ I. Die Konvergenz des ersten Terms folgt aus dem Satz
u¨ber die dominierte Konvergenz, wa¨hrend wir fu¨r die Konvergenz des zweiten Terms
den Lebesgue’schen Differentiationssatz, der in Proposition A.3 enthalten ist, und die
Identita¨t
∫
R
ρ′ ds = −1 verwendet haben. Analog la¨sst sich die Konvergenz der anderen
Terme in (5.1) einsehen, sodass wir (5.2) erhalten.
Wir kommen nun zum zentralen Existenzresultat dieser Arbeit.
Theorem 5.3. Fu¨r beliebige zula¨ssige Daten (f , g,u0, η0, η1) existieren ein T
∗ ∈ (0,∞]
und ein Tupel (η,u) derart, dass (η,u) fu¨r alle T < T ∗ eine schwache Lo¨sung von (4.1),
(4.3) und (4.4) auf dem Intervall I = (0, T ) ist und die Abscha¨tzung5
‖η‖2Y I + ‖u‖2XIη ≤
(‖u0‖2L2(Ωη0 ) + ‖η1‖2L2(M) + ‖η0‖2H2(M)) ecT
+
∫ T
0
(‖f(t, ·)‖2L2(Ωη(t)) + ‖g(t, ·)‖2L2(M)) ec(T−t) dt (5.3)
erfu¨llt. Entweder gilt T ∗ =∞ oder limt→T ∗‖η(t, ·)‖L∞(M) = κ.
Die rechte Seite von (5.3) als Funktion von T , ΩIη und den Daten wird im Folgenden
wiederholt auftreten und deshalb kurz mit c0(T,Ω
I
η, f , g,u0, η0, η1) bezeichnet.
Ein wichtiger Schritt im Beweis von Theorem 5.3 ist der Nachweis der relativen
Kompaktheit beschra¨nkter Folgen approximativer Lo¨sungen in L2. Im Falle der Navier-
Stokes-Gleichungen auf einem Raumzeitzylinder folgt diese sofort aus dem Satz von
Aubin-Lions, Proposition 5.4. In diesem Fall la¨sst sich na¨mlich direkt aus der Gleichung
ablesen, dass die Lo¨sungen beschra¨nkte Zeitableitungen in L4/3(I, (H10,div)
′) besitzen.
Auf den ersten Blick scheint eine a¨hnliche Aussage auch fu¨r unser gekoppeltes System
zu gelten. Betrachten wir (5.1) mit b(0, ·) = 0 und ϕ(0, ·) = 0, so erhalten wir
−
∫
I
∫
Ωη(t)
u · ∂tϕ dxdt−
∫
I
∫
M
(∂tη)
2 b γ(η) dAdt−
∫
I
∫
M
∂tη ∂tb dAdt
= −
∫
I
∫
Ωη(t)
(u · ∇)u ·ϕ dxdt−
∫
I
∫
Ωη(t)
∇u : ∇ϕ dxdt− 2
∫
I
K(η, b) dt
+
∫
I
∫
Ωη(t)
f ·ϕ dxdt+
∫
I
∫
M
g b dAdt.
Es ist nun naheliegend, die rechte Seite als Definition der Zeitableitung des Tupels
(∂tη,u) zu interpretieren und zu folgern, dass diese durch die ra¨umlichen Regularita¨ten
der Lo¨sung beschra¨nkt in einem geeigneten Dualraum liegt. Dieser Idee eine rigorose
Bedeutung zu geben, ist allerdings schwierig. Erstens haben wir bislang kein Substitut
fu¨r Bochner-Ra¨ume von Funktionen mit Werten in Dualra¨umen konstruiert. Zweitens ist
unklar, in welchem konkreten Sinne man u¨berhaupt von einer Zeitableitung des Tupels
(∂tη,u) sprechen ko¨nnte. Vollends unu¨bersichtlich wird die Situation schließlich durch
5Genau genommen verwenden wir auf XIη die a¨quivalente Norm ‖ · ‖L∞(I,L2(Ωη(t))) + ‖∇ · ‖L2(ΩIη).
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den Umstand, dass die involvierten Funktionenra¨ume im Allgemeinen mit der Lo¨sung
variieren und dadurch Folgen von (Dual-)Ra¨umen auftreten.
Angesichts dieser Schwierigkeiten wird in [CDEG05], [Gra08b] ein anderer Zugang
gewa¨hlt; das System wird mit zeitlichen Differenzen(quotienten) getestet. Die Konstruk-
tion der richtigen Testfunktionen ist allerdings subtil, da die Lo¨sung zum Zeitpunkt t0
im Allgemeinen keine zula¨ssige Testfunktion zum Zeitpunkt t1 6= t0 ist. Auch die Ana-
lyse der resultierenden Identita¨t ist nicht einfach und beno¨tigt viele Seiten langwieriger
Abscha¨tzungen. Im ersten Anlauf [CDEG05] erforderte dieser Zugang die Einfu¨hrung
eines Da¨mpfungsterms. In unserem Fall einer allgemeinen Schalengeometrie ist die Kon-
struktion der richtigen Testfunktionen nochmals deutlich schwieriger und bislang dar-
an gescheitert, dass, wie bereits angemerkt, die u¨blichen Stetigkeitseigenschaften des
Lo¨sungsoperators der Divergenzgleichung in Gebieten, deren Rand nicht Lipschitz-stetig
ist, nicht gelten.
Wir wollen uns deshalb erneut dem natu¨rlicher erscheinenden Zugang u¨ber die Zeita-
bleitung zuwenden. Man ko¨nnte auf die Idee kommen, die Kompaktheit der Fluidge-
schwindigkeit mit Hilfe des Satzes von Aubin-Lions zuna¨chst lokal, d.h. in kleinen Raum-
zeitzylindern, zu zeigen, und dann u¨ber Interpolation und Spurbildung auf die globale
Kompaktheit der Fluidgeschwindigkeit und die Kompaktheit der Schalengeschwindig-
keit zu schließen. Durch die Inkompressibilita¨t und die resultierende unendliche Schall-
geschwindigkeit ist unser System jedoch hochgradig nichtlokal, sodass lokale Argumente
an dieser Stelle vermutlich nicht zum Erfolg fu¨hren ko¨nnen. Wir mu¨ssen das Argument
u¨ber die Zeitableitung also global durchfu¨hren. Das ist tatsa¨chlich mo¨glich, und der im
Folgenden dargelegte Zugang ist außerdem direkter und ku¨rzer als der in [CDEG05],
[Gra08b]. Wir wollen den Beweis des Satzes von Aubin-Lions auf unsere Situation u¨ber-
tragen. Aus diesem Grund skizzieren wir nun die Beweisvariante, die in [Aub63] zu
finden ist. Diese basiert auf dem Satz von Arzela-Ascoli und einem Interpolationsresul-
tat. Die U¨bertragung anderer Beweisvarianten, siehe zum Beispiel [Tem01], ist zwar auch
mo¨glich, jedoch scheint die Variante in [Aub63] am besten geeignet zu sein.
Proposition 5.4. Es seien I ⊂ R ein offenes, beschra¨nktes Intervall und 1 ≤ p ≤ ∞,
1 < r ≤ ∞. Fu¨r die Banach-Ra¨ume B0, B und B1 gelte
B0 →֒→֒ B →֒ B1.
Dann ist die Einbettung
W :=
{
v ∈ Lp(I,B0)
∣∣ v′ ∈ Lr(I,B1)} →֒ Lp(I,B)
kompakt.
Beweisskizze: Die Folge (vn) ⊂ W sei beschra¨nkt. Es genu¨gt zu zeigen, dass eine
Teilfolge in C(I¯ , B1) konvergiert, denn aus dem Ehrling-Lemma erhalten wir fu¨r jedes
ǫ > 0 und n,m ∈ N die Abscha¨tzung
‖vn − vm‖Lp(I,B) ≤ ǫ ‖vn − vm‖Lp(I,B0) + c(ǫ) ‖vn − vm‖Lp(I,B1).
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Offenbar liegt (vn) beschra¨nkt in C
0,1−1/r(I¯ , B1). Der Satz von Arzela-Ascoli liefert somit
die Konvergenz einer Teilfolge in C(I¯ , B1), wenn wir zeigen ko¨nnen, dass fu¨r alle t aus
einer dichten Teilmenge von I die Folge (vn(t))n relativ kompakt in B1 liegt. Das folgt
aber aus den Einbettungen
W →֒ C(I¯ , (B0, B1)θ,1/θ) und (B0, B1)θ,1/θ →֒→֒ B1
fu¨r ein geeignetes 0 < θ < 1; siehe Theorem 33 in [DR05] und Theorem 3.8.1 in
[BL76].
Weder wollen wir versuchen, ein Substitut fu¨r den Raum Lr(I,B1) zu konstruieren,
noch werden wir den Begriff der Zeitableitung des Tupels (∂tη,u) konkretisieren. Statt-
dessen werden wir direkt mit der schwachen Formulierung, d.h. mit der getesteten for-
malen Zeitableitung, arbeiten und dabei stets zeigen, dass die jeweiligen Aussagen un-
abha¨ngig von den Testfunktionen gelten, solange diese in geeigneten Normen beschra¨nkt
bleiben. Die bereits angesprochene Problematik des Auftretens von Folgen formaler
Dualra¨ume bekommen wir durch Verwenden zweier spezieller Familien von Testfunk-
tionen in den Griff. Natu¨rlich mu¨ssen wir auch den Beweis des Satzes von Arzela-Ascoli
auf die vorliegende Situation u¨bertragen. Das Analogon der relativen Kompaktheit der
Folgen (vn(t))n in B1 erhalten wir hingegen sehr einfach aus der Schranke fu¨r die kine-
tischen Energien.
Die Aussage der folgenden Proposition wird im Beweis von Theorem 5.3 nicht verwen-
det. Jedoch ist der Beweis der Proposition fast wo¨rtlich auf die im Beweis von Theorem
5.3 auftretenden Situationen u¨bertragbar.
Proposition 5.5. Es seien (f , g,un0 , η
n
0 , η
n
1 ) eine Folge zula¨ssiger Daten mit
sup
n
(
τ(ηn0 ) + ‖ηn0 ‖H20 (M) + ‖η
n
1 ‖L2(M) + ‖un0‖L2(Ωηn
0
)
)
<∞ (5.4)
und (ηn,un) eine Folge schwacher Lo¨sungen von (4.1), (4.3) und (4.4) mit den Daten
(f , g,un0 , η
n
0 , η
n
1 ) auf dem Intervall I = (0, T ) mit
6
sup
n
(
τ(ηn) + ‖ηn‖Y I + ‖un‖XIηn
)
<∞. (5.5)
Dann liegt die Folge (∂tηn,un) relativ kompakt in L
2(I ×M)× L2(I × R3).7
Beweis: Wegen (5.5) erhalten wir fu¨r eine Teilfolge8 die Konvergenzen
ηn → η schwach∗ in L∞(I,H20 (M)) und gleichma¨ßig,
∂tηn → ∂tη schwach∗ in L∞(I, L2(M)),
un → u schwach∗ in L∞(I, L2(R3)),
∇un → ξ schwach in L2(I × R3),
(5.6)
6Fu¨r zeitabha¨ngige Funktionen η ersetzen wir in der Definition von τ (η) die Norm ‖η‖L∞(∂Ω) durch
‖η‖L∞(I×∂Ω).
7Wie immer setzen wir die Felder un durch 0 auf I × R
3 fort.
8Hier und im Rest der Arbeit werden wir bei der Auswahl von Teilfolgen stets stillschweigend bezu¨glich
aller beteiligten Folgen zu derselben Teilfolge u¨bergehen und diese wieder mit n indizieren.
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wobei wir die zuna¨chst auf ΩIηn definierten Felder ∇un durch 0 auf I × R3 fortsetzen.
Wie man leicht u¨berpru¨ft ist der Grenzwert ξ nichts anderes als das Feld ∇u, wenn wir
dieses ebenfalls durch 0 fortsetzen. Die gleichma¨ßige Konvergenz der Folge (ηn) folgt aus
der kompakten Einbettung (1/2 < θ < 1)
Y I →֒ C0,1−θ(I¯ , C0,2θ−1(∂Ω)) →֒→֒ C(I¯ × ∂Ω).
Ko¨nnen wir die Konvergenz∫
I
∫
Ωηn(t)
|un|2 dxdt+
∫
I
∫
M
|∂tηn|2 dAdt→
∫
I
∫
Ωη(t)
|u|2 dxdt+
∫
I
∫
M
|∂tη|2 dAdt
(5.7)
zeigen, so folgt die Behauptung der Proposition mit Hilfe der Konvergenzen (5.6) und
der trivialen Identita¨t∫
I
∫
R3
|un − u|2 dxdt+
∫
I
∫
M
|∂tηn − ∂tη|2 dAdt
=
∫
I
∫
Ωηn(t)
|un|2 dxdt+
∫
I
∫
M
|∂tηn|2 dAdt+
∫
I
∫
Ωη(t)
|u|2 dxdt+
∫
I
∫
M
|∂tη|2 dAdt
− 2
∫
I
∫
R3
un · u dxdt− 2
∫
I
∫
M
∂tηn ∂tη dAdt.
(5.7) wiederum ist eine Konsequenz der Konvergenzen∫
I
∫
Ωηn(t)
un · Fηn∂tηn dxdt+
∫
I
∫
M
|∂tηn|2 dAdt
→
∫
I
∫
Ωη(t)
u · Fη∂tη dxdt+
∫
I
∫
M
|∂tη|2 dAdt
(5.8)
und ∫
I
∫
Ωηn(t)
un · (un −Fηn∂tηn) dxdt→
∫
I
∫
Ωη(t)
u · (u−Fη∂tη) dxdt. (5.9)
Die Zahl α in der Definition der Fortsetzungsoperatoren F , siehe Proposition 2.13,
genu¨ge dabei der Ungleichung supn‖ηn‖L∞(I×M) < α < κ.
Die Beweise von (5.8) und (5.9) verlaufen sehr a¨hnlich. Wir beginnen mit (5.8). Eine
beliebige Funktion b ∈ H20 (M) verletzt im Allgemeinen die Mittelwertbedingung (2.7)
bezu¨glich ηn(t, ·) und ist somit nicht divergenzfrei auf Ωηn(t) fortsetzbar. Aus diesem
Grund beno¨tigen wir die Operatoren Mηn aus Lemma A.17. Aus diesem Lemma und
Proposition 2.13 folgt unter Beachtung von (5.5) die Abscha¨tzung
‖Mηnb‖H1(I,L2(M))∩L2(I,H20 (M)) + ‖FηnMηnb‖H1(I,L2(Bα))∩C(I¯ ,H1(Bα)) ≤ c ‖b‖H20 (M).
(5.10)
Betrachten wir die Identita¨t (5.2) mit den Lo¨sungen (ηn,un) und den Testfunktionen
(Mηnb,FηnMηnb) ∈ T Iηn , so folgern wir aus (5.5) und (5.10), dass die Integranden der
auftretenden zeitlichen Integrale unabha¨ngig von b und n in L12/11(I) beschra¨nkt sind,
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sofern ‖b‖H20 (M) ≤ 1 gilt.
9 Nur fu¨r den Wirbelterm ist diese Behauptung nicht offensicht-
lich. Fu¨r diesen folgt sie aus der Abscha¨tzung
∥∥ ∫
Ωηn(t)
(un · ∇)un · FηnMηnb dx
∥∥
L12/11(I)
≤ ‖un‖L12/5(I,L4(Ωηn(t))) ‖∇un‖L2(ΩIηn ) ‖FηnMηnb‖L∞(I,L4(Ωηn(t)))
unter Beachtung der Sobolev-Einbettung
H1(Ωηn(t)) →֒ L5(Ωηn(t)),
die gleichma¨ßig in n und t gilt, siehe Korollar 2.4, und der Interpolationseinbettung
(θ = 5/6)
L∞(I, L2(Ωηn(t))) ∩ L2(I, L5(Ωηn(t))) →֒ L12/5(I, L4(Ωηn(t))).
Letztere ist eine einfache Folgerung aus der Ho¨lder’schen Ungleichung; vgl. Proposi-
tion A.8. Die ersten acht Summanden der Identita¨t (5.2) sind somit unabha¨ngig von
‖b‖H20 (M) ≤ 1 und n in C0,1/12(I¯) beschra¨nkt. Dieselbe Aussage gilt mithin fu¨r die letz-
ten beiden Summanden dieser Identita¨t, d.h. fu¨r die Funktionen
cb,n(t) :=
∫
Ωηn(t)
un(t, ·) · (FηnMηnb)(t, ·) dx+
∫
M
∂tηn(t, ·) (Mηnb)(t, ·) dA,
da der neunte und zehnte Summand wegen (5.4) unabha¨ngig von ‖b‖H20 (M) ≤ 1 und n
beschra¨nkte reelle Zahlen sind. Aufgrund der Konvergenzen (5.6) und Lemma A.18 (1.a),
(2.a) konvergiert die Folge (cb,n)n fu¨r festes b ∈ H20 (M) im Distributionssinne gegen die
Funktion
cb(t) :=
∫
Ωη(t)
u(t, ·) · (FηMηb)(t, ·) dx+
∫
M
∂tη(t, ·) (Mηb)(t, ·) dA.
Eine Anwendung des Satzes von Arzela-Ascoli zeigt, dass (cb,n)n sogar gleichma¨ßig in I¯
gegen cb konvergiert.
Wir wollen nun zeigen, dass diese gleichma¨ßige Konvergenz unabha¨ngig von ‖b‖H20 (M) ≤
1 ist, d.h. dass die Funktionen
hn(t) := sup
‖b‖
H2
0
(M)
≤1
(
cb,n(t)− cb(t)
)
gleichma¨ßig in I¯ gegen 0 konvergieren. Wegen (5.5) gilt fu¨r fast alle t ∈ I
sup
n
(‖un(t)‖L2(R3) + ‖∂tηn(t)‖L2(M)) <∞.
9Anstelle von
”
unabha¨ngig von b, sofern ‖b‖H20 (M)
≤ 1“ schreiben wir fortan abku¨rzend
”
unabha¨ngig
von ‖b‖H20 (M) ≤ 1“.
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Mit Hilfe eines Diagonalfolgenarguments schließen wir, dass eine abza¨hlbare, dichte Teil-
menge I0 von I und eine Teilfolge von (ηn,un) existieren derart, dass (un(t, ·))n und
(∂tηn(t, ·))n fu¨r alle t ∈ I0 schwach in L2(R3) bzw. L2(M) konvergieren. Wir zeigen nun,
dass die Folge (cb,n(t))n fu¨r festes, aber beliebiges t ∈ I0 unabha¨ngig von ‖b‖H20 (M) ≤ 1
konvergiert. Bezeichnet η∗ den schwachen Grenzwert von (∂tηn(t, ·))n in L2(M), so folgt
diese Behauptung fu¨r den zweiten Summanden in cb,n(t) aus der Abscha¨tzung
∣∣ ∫
M
∂tηn(t, ·) (Mηnb)(t, ·) − η∗ (Mηb)(t, ·) dA
∣∣
≤ ∣∣ ∫
M
(
∂tηn(t, ·)− η∗
)
(Mηnb)(t, ·) dA
∣∣
+
∣∣ ∫
M
η∗
(
(Mηnb)(t, ·) − (Mηb)(t, ·)
)
dA
∣∣
≤ ‖∂tηn(t, ·)− η∗‖(H1(M))′ ‖(Mηnb)(t, ·)‖H1(M)
+ ‖η∗‖L2(M)‖(Mηnb)(t, ·) − (Mηb)(t, ·)‖L2(M)
unter Beachtung von (5.10), Einbettung (2.15), Lemma A.18 (1.a) und der kompakten
Einbettung
L2(M) →֒→֒ (H1(M))′.
Letztere folgt unter Verwendung des Satzes von Schauder u¨ber die Kompaktheit adjun-
gierter Operatoren aus den u¨blichen Sobolev-Einbettungen. Bezeichnet u∗ den schwachen
Grenzwert von (un(t, ·))n in L2(R3), so folgt die Behauptung fu¨r den zweiten Summan-
den in cb,n(t) vollkommen analog aus der Abscha¨tzung
∣∣ ∫
Ωηn(t)
un(t, ·) · (FηnMηnb)(t, ·) dx−
∫
Ωη(t)
u∗ · (FηMηb)(t, ·) dx
∣∣
≤ ∣∣ ∫
Bα
(
un(t, ·)− u∗
) · (FηnMηnb)(t, ·) dx∣∣
+
∣∣ ∫
Bα
u∗ · ((FηnMηnb)(t, ·) − (FηMηb)(t, ·)) dx∣∣
≤ ‖un(t, ·)− u∗‖(H1(Bα))′ ‖(FηnMηnb)(t, ·)‖H1(Bα)
+ ‖u∗‖L2(Bα)‖(FηnMηnb)(t, ·) − (FηMηb)(t, ·)‖L2(Bα)
unter Beachtung von (5.10), Lemma A.18 (2.a) und der kompakten Einbettung
L2(Bα) →֒→֒ (H1(Bα))′. (5.11)
Wir zeigen schließlich, dass die von ‖b‖H20 (M) ≤ 1 unabha¨ngige Konvergenz der Folge
(cb,n(t))n nicht nur fu¨r t ∈ I0, sondern sogar gleichma¨ßig fu¨r alle t ∈ I¯ gilt. Aufgrund der
gleichma¨ßigen Beschra¨nktheit von (cb,n) in C
0,1/12(I¯) gilt fu¨r alle t, t′ ∈ I¯ und n,m ∈ N
|cb,n(t)− cb,m(t)| ≤ |cb,n(t)− cb,n(t′)|+ |cb,n(t′)− cb,m(t′)|+ |cb,m(t′)− cb,m(t)|
≤ c |t− t′|1/12 + |cb,n(t′)− cb,m(t′)|.
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Zu einem gegebenen ǫ > 0 ko¨nnen wir nun eine endliche Menge Iǫ0 ⊂ I0 finden derart,
dass zu jedem t ∈ I¯ ein t′ ∈ Iǫ0 existiert mit c |t − t′|1/12 < ǫ/2. Zudem haben wir
gerade gezeigt, dass |cb,n(t′) − cb,m(t′)| < ǫ/2 gilt, falls t′ ∈ Iǫ0 und n,m ≥ N , wobei N
von ǫ, aber nicht von t′ und ‖b‖H20 (M) ≤ 1 abha¨ngt. Somit konvergiert die Folge (cb,n)n
gegen cb gleichma¨ßig in I¯ unabha¨ngig von ‖b‖H20 (M) ≤ 1, d.h. die Folge (hn) konvergiert
gleichma¨ßig in I¯ gegen 0.
Mit der Definition
gn(t) := sup
‖b‖L2(M)≤1
(
cb,n(t)− cb(t)
)
existiert wegen Lemma A.19, einer Aussage vom Typ des Ehrling-Lemmas, fu¨r jedes
ǫ > 0 eine Konstante c(ǫ) derart, dass∫
I
gn(t) dt ≤ ǫ c
(‖un‖L2(I,H1(Ωηn(t))) + ‖u‖L2(I,H1(Ωη(t))))+ c(ǫ)
∫
I
hn(t) dt
gilt. Aufgrund der gleichma¨ßigen Konvergenz von (hn) gegen 0 folgt
lim
n
∫
I
gn(t) dt = 0. (5.12)
Durch Nulladdition erhalten wir die Identita¨t∫
Ωηn(t)
un(t, ·) · (Fηn∂tηn)(t, ·) dx+
∫
M
|∂tηn(t, ·)|2 dA
−
∫
Ωη(t)
u(t, ·) · (Fη∂tη)(t, ·) dx−
∫
M
|∂tη(t, ·)|2 dA
=
∫
Ωηn(t)
un(t, ·) · (Fηn∂tηn)(t, ·) dx+
∫
M
∂tηn(t, ·) ∂tηn(t, ·) dA
−
∫
Ωη(t)
u(t, ·) · (FηMη∂tηn)(t, ·) dx−
∫
M
∂tη(t, ·) (Mη∂tηn)(t, ·) dA
+
∫
Ωη(t)
u(t, ·) · ((FηMη∂tηn)(t, ·) −Fη∂tη)(t, ·)) dx
+
∫
M
∂tη(t, ·)
(
(Mη∂tηn)(t, ·)− ∂tη(t, ·)
)
dA.
(5.13)
Aufgrund der Gleichung Mηn∂tηn = ∂tηn sind die ersten beiden Zeilen der rechten Seite
identisch cb,n(t) − cb(t) mit b = ∂tηn(t, ·). Wegen (5.5) ist ihr Betrag somit fu¨r fast alle
t durch c gn(t) abgescha¨tzt. Integrieren wir (5.13) u¨ber I und verwenden (5.12) sowie
die aus der schwachen Konvergenz von (∂tηn) in L
2(I ×M) resultierenden10 schwachen
Konvergenzen von (Mη∂tηn) und (FηMη∂tηn) in L2(I×M) bzw. L2(I×Bα), so erhalten
wir (5.8); man beachte dabei Mη∂tη = ∂tη.
10Ein linearer Operator zwischen Banach-Ra¨umen ist genau dann stetig bezu¨glich der Normtopologien,
wenn er stetig ist bezu¨glich der schwachen Topologien.
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Wir kommen nun zum Beweis von (5.9). Es sei σ > 0 hinreichend klein und δσ ∈
C4(I¯ × ∂Ω) mit ‖δσ − η‖L∞(I×∂Ω) < σ und δσ < η in I¯ × ∂Ω. Fu¨r ϕ ∈ H(Ω) setzen wir
cσϕ,n(t) :=
∫
Ωηn(t)
un(t, ·) · Tδσ(t)ϕ dx, cσϕ(t) :=
∫
Ωηn(t)
u(t, ·) · Tδσ(t)ϕ dx;
siehe Bemerkung A.16. Wir ko¨nnen nun wie gehabt vorgehen, um zu zeigen, dass die
Funktionen
hσn(t) := sup
‖ϕ‖
H1
0,div
(Ω)
≤1
(
cσϕ,n(t)− cσϕ(t)
)
gleichma¨ßig in I¯ gegen 0 konvergieren. Ist ϕ ∈ H10,div(Ω) und setzen wir das zuna¨chst
auf ΩIδσ definierte Feld Tδσϕ durch 0 auf I ×Bα fort, so gilt
‖Tδσϕ‖H1(I,L2(Bα))∩C(I¯ ,H1(Bα)) ≤ c ‖ϕ‖H10,div(Ω). (5.14)
Das folgt unter Beachtung der verschwindenden Randwerte von Tδσϕ aus den ent-
sprechenden Abscha¨tzungen auf ΩIδσ ; siehe Bemerkung A.16. Die Identita¨t (5.2) mit
den Lo¨sungen (ηn,un) und den Testfunktionen (0,Tδσϕ) ∈ T Iηn (n hinreichend groß)
zeigt unter Beachtung von (5.5) und (5.14), dass die Funktionen cσϕ,n unabha¨ngig von
‖ϕ‖H10,div(Ω) ≤ 1 und n in C
0,1/12(I¯) beschra¨nkt sind. Aus den Konvergenzen (5.6) und
Arzela-Ascoli erhalten wir wiederum die gleichma¨ßige Konvergenz in I¯ von (cσ
ϕ,n)n gegen
cσ
ϕ
. Die kompakte Einbettung (5.11) zeigt zudem, dass die Folge (cσ
ϕ,n(t))n fu¨r t ∈ I0
unabha¨ngig von ‖ϕ‖H10,div(Ω) ≤ 1 konvergiert. Wie zuvor schließen wir daraus, dass (h
σ
n)n
gleichma¨ßig gegen 0 konvergiert.
Unter Verwendung von Lemma A.19 folgt
lim
n
∫
I
gσn(t) dt = 0, (5.15)
wobei
gσn(t) := sup
‖ϕ‖H(Ω)≤1
(
cσϕ,n(t)− cσϕ(t)
)
.
Die L2(Ωηn(t))-Normen der Felder un(t, ·)− (Fηn∂tηn)(t, ·) ∈ H(Ωηn(t)) sind wegen (5.5)
fu¨r fast alle t unabha¨ngig von t und n beschra¨nkt. Gema¨ß Lemma A.20 existiert also
fu¨r jedes ǫ > 0 ein σ > 0 derart, dass sich fu¨r fast alle t und alle hinreichend großen n
Felder ψt,n ∈ H(Ωηn(t)) mit unabha¨ngig von t und n beschra¨nkten L2(Ωηn(t))-Normen,
suppψt,n ⊂ Ωδσ(t) und
‖un(t, ·) − (Fηn∂tηn)(t, ·) −ψt,n‖(H1/4(R3))′ < ǫ
finden lassen; insbesondere gilt ψt,n ∈ H(Ωδσ(t)) mit unabha¨ngig von t und n beschra¨nk-
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ter Norm. Durch Nulladdition erhalten wir die Identita¨t∫
Ωηn(t)
un(t, ·) ·
(
un(t, ·) − (Fηn∂tηn)(t, ·)
)
dx−
∫
Ωη(t)
u(t, ·) · (u(t, ·) − (Fη∂tη)(t, ·)) dx
=
∫
Ωηn(t)
u(t, ·) · (un(t, ·) − (Fηn∂tηn)(t, ·)) dx−
∫
Ωη(t)
u(t, ·) · (u(t, ·) − (Fη∂tη)(t, ·)) dx
+
∫
Ωηn(t)
un(t, ·) · ψt,n dx−
∫
Ωη(t)
u(t, ·) ·ψt,n dx
+
∫
Ωηn(t)
un(t, ·) ·
(
un(t, ·) − (Fηn∂tηn)(t, ·) −ψt,n
)
dx
−
∫
Ωη(t)
u(t, ·) · (un(t, ·)− (Fηn∂tηn)(t, ·)−ψt,n) dx.
(5.16)
Der Betrag der zweiten Zeile der rechten Seite ist durch c gσn(t) abgescha¨tzt, wa¨hrend
die Betra¨ge der letzten beiden Zeilen durch
ǫ (‖un(t, ·)‖H1/4(R3) + ‖u(t, ·)‖H1/4(R3))
dominiert sind; man beachte Proposition 2.12. Integrieren wir (5.16) u¨ber I und verwen-
den (5.15) sowie die aus (5.6) und Lemma A.18 (2.c) folgende schwache Konvergenz der
Folge (χΩIηn
(un−Fηn∂tηn)) gegen χΩIη(u−Fη∂tη) in L2(I×R3), so erhalten wir (5.9).
Beim Versuch der Konstruktion einer Lo¨sung sto¨ßt man auf das Problem, dass der De-
finitionsbereich der Lo¨sung von der Lo¨sung selber abha¨ngt. Das macht die Verwendung
eines Galerkin-Ansatzes zuna¨chst unmo¨glich, da die Ansatzfunktionen ebenso von der
Lo¨sung abha¨ngen wu¨rden. Diesen Zirkel wollen wir durch ein Fixpunktargument aufbre-
chen. Da wir keine perturbative Aussage, sondern die Existenz zeitlich globaler Lo¨sungen
zeigen mo¨chten, wird uns ein topologisches Resultat, eine Variante des Schauder’schen
Fixpunktsatzes, weiterhelfen.
Naheliegend mag nun folgendes Vorgehen sein. Wir geben eine Bewegung δ des Randes
vor und lo¨sen die Fluidgleichungen auf dem resultierenden variablen Gebiet unter Beach-
tung der no-slip-Bedingung (4.1)3,4; vgl. zum Beispiel [FS69]. Anschließend lo¨sen wir die
Schalengleichung (4.3) mit der vom Fluid auf den Rand ausgeu¨bten Kraft auf der rechten
Seite und erhalten eine Randbewegung η. Schließlich versuchen wir zu zeigen, dass die
Abbildung δ 7→ η einen Fixpunkt besitzt. Der Haken an dieser Idee ist, dass wir globale,
starke Lo¨sungen konstruieren mu¨ssen, damit die Auswertung des Spannungstensors auf
dem Rand sinnvoll ist. Das ist mo¨glich, wenn wir den Wirbelterm regularisieren. Da wir
aber letztlich an schwachen Lo¨sungen interessiert sind, wollen wir uns diesen Mehrauf-
wand sparen. Zudem ist fraglich, ob die auf diese Weise gewonnene Funktion δ 7→ η eine
geeignete beschra¨nkte Menge in sich abbildet, weil die Bewegung des Randes natu¨rlich in
die Energieabscha¨tzungen der Lo¨sungen eingeht. Es ist mithin geschickter, eine schwache
Formulierung zu verwenden, die die Kopplung an die Wellengleichung bereits entha¨lt.
Diese U¨berlegung fu¨hrt uns auf die Aufgabe, zu geeignetem gegebenem δ mit δ(0, ·) = η0
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Funktionen η ∈ Y I mit ‖η‖L∞(I×M) < κ und η(0, ·) = η0 sowie u ∈ XIδ mit trδ u = ∂tη ν
zu finden, die der Gleichung
−
∫
I
∫
Ωδ(t)
u · ∂tϕ dxdt−
∫
I
∫
M
∂tη ∂tδ b γ(δ) dAdt+
∫
I
∫
Ωδ(t)
(u · ∇)u · ϕ dxdt
+
∫
I
∫
Ωδ(t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt+ 2
∫
I
K(η, b) dt
=
∫
I
∫
Ωδ(t)
f · ϕ dxdt+
∫
I
∫
M
g b dAdt+
∫
Ωη0
u0 ·ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA
(5.17)
fu¨r alle Testfunktionen (b,ϕ) ∈ T Iδ genu¨gen. Um die Energieabscha¨tzungen zu bewahren,
muss hier allerdings noch der Wirbelterm abgea¨ndert werden. Wenn wir na¨mlich obige
Gleichung formal mit (∂tη,u) testen, sehen wir (vgl. (4.6)), dass das ”
erste u“ im Term∫
I
∫
Ωδ(t)
(u · ∇)u · u dxdt
am Rand mit der Geschwindigkeit des Randes u¨bereinstimmen mu¨sste. Wir ko¨nnen
dieses Problem beheben, indem wir in (5.1) den Wirbelterm durch partielle Integration
umformen:∫
I
∫
Ωη(t)
(u · ∇)u ·ϕ dxdt = 1
2
∫
I
∫
Ωη(t)
(u · ∇)u · ϕ dxdt− 1
2
∫
I
∫
Ωη(t)
(u · ∇)ϕ · u dxdt
+
1
2
∫
I
∫
M
(∂tη)
2 b γ(η) dAdt.
Wenn wir die gegebene Randbewegung δ nach dieser Umformung einfu¨hren, erhalten
wir anstelle von (5.17) die Gleichung
−
∫
I
∫
Ωδ(t)
u · ∂tϕ dxdt− 1
2
∫
I
∫
M
∂tη ∂tδ b γ(δ) dAdt
+
1
2
∫
I
∫
Ωδ(t)
(u · ∇)u ·ϕ dxdt− 1
2
∫
I
∫
Ωδ(t)
(u · ∇)ϕ · u dxdt
+
∫
I
∫
Ωδ(t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt+ 2
∫
I
K(η, b) dt
=
∫
I
∫
Ωδ(t)
f · ϕ dxdt+
∫
I
∫
M
g b dAdt
+
∫
Ωη0
u0 · ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA.
(5.18)
Wenn wir diese formal mit (∂tη,u) testen, heben sich die beiden ”
Wirbelterme“ gegen-
seitig weg, wa¨hrend sich die ersten beiden Terme wie zuvor zu∫
I
1
2
d
dt
∫
Ωδ(t)
|u|2 dxdt
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zusammenfassen lassen.
Schließlich mu¨ssen wir noch eine Regularisierung von (5.18) vornehmen. Zuna¨chst
beno¨tigen wir eine Regularisierung der Randbewegung δ, weil diese in einem Raum lie-
gen muss, in den Y I kompakt einbettet, und deshalb nicht hinreichend regula¨r sein kann.
Zum Beispiel wa¨ren die Ansatzfunktionen, die wir in Ku¨rze konstruieren werden, ohne
eine Regularisierung von δ unbrauchbar. Desweiteren ist eine Entscha¨rfung des Wir-
belterms (durch eine Regularisierung des
”
ersten u“) unerla¨sslich. Bekanntlich ist die
Eindeutigkeit schwacher Lo¨sungen der Navier-Stokes-Gleichungen ein offenes Problem,
sodass wir bezu¨glich (5.18) erst recht keine Eindeutigkeit erwarten ko¨nnen. Das ist ein
Problem, weil wir dann nicht wissen, auf welche der Lo¨sungen die Funktion δ 7→ η, fu¨r
die wir die Existenz eines Fixpunktes zeigen wollen, abbilden soll. Durch eine geeignete
Entscha¨rfung des Wirbelterms wird dieses Problem gelo¨st. Andererseits ist die Eindeu-
tigkeit von Lo¨sungen von (5.18) auch mit entscha¨rftem Wirbelterm nicht offensichtlich,
und wir wu¨rden gerne auf einen Beweis verzichten.11 Stattdessen wollen wir eine Varian-
te des Schauder’schen Fixpunktsatzes fu¨r mengenwertige Abbildungen, Theorem A.12,
verwenden. Dazu muss allerdings die Menge der Lo¨sungen zu gegebenen, festen Daten
konvex sein. Diese Eigenschaft ko¨nnen wir erzwingen, indem wir den Wirbelterm
”
linea-
risieren“. Genauer: Wir fu¨hren das Fixpunktargument nicht nur in η, sondern zusa¨tzlich
im ersten Argument des Wirbelterms durch, d.h. wir ersetzen (u · ∇)u durch (v · ∇)u,
wobei v ein gegebenes Feld aus einem Funktionenraum ist, in dem wir Kompaktheit der
Lo¨sungen der Fluidgleichungen bekommen ko¨nnen. Da also die Regularita¨t von v gering
sein wird, ist nach wie vor eine Regularisierung des ersten Arguments des Wirbelterms
notwendig. Die resultierende schwache Formulierung entspricht im Wesentlichen der, die
in [CDEG05] verwendet wird.
Wir wollen nun entsprechende Regularisierungsoperatoren Rǫ, ǫ > 0, konstruieren.
Wir wa¨hlen dazu einen Gla¨ttungskern ω ∈ C∞0 (R3) mit
∫
R3
ω dx = 1 und suppω ⊂
{(t, x) ∈ R3 | t > 0} und setzen ωǫ := ǫ−3ω(ǫ−1·). Zudem sei (ϕk, Uk)k ein endlicher Atlas
von ∂Ω mit untergeordneter Zerlegung der Eins (ψk)k; siehe Anhang A.1. Funktionen
δ ∈ C(I¯ × ∂Ω) mit δ(0, ·) = η0 setzen wir durch η0 auf (−∞, T ] × ∂Ω fort, und wir
definieren
Rǫδ :=
∑
k
(ωǫ ∗ ((ψk δ) ◦ ϕ−1k )) ◦ ϕk + ǫ1/2. (5.19)
Der mit k indizierte Summand sei dabei durch 0 ausserhalb Uk fortgesetzt. Man beachte,
dass Rǫη0 := (Rǫδ)(0, ·) aufgrund der speziellen Lokalisierung des Tra¨gers von ω nur von
η0 (und ǫ) abha¨ngt. Wegen der Ho¨lderstetigkeit von η0 gilt zudem Rǫη0 ≥ η0 fu¨r alle
0 < ǫ ≤ c(η0) mit einer nur von η0 abha¨ngenden (kleinen) Konstante c(η0). Das folgt
11Ha¨ngt allerdings der Spannungstensor nichtlinear vom Scherratentensor Du ab, so ist eine Untersu-
chung in diese Richtung unerla¨sslich.
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aus der Abscha¨tzung
|ωǫ ∗ ((ψk δ) ◦ ϕ−1k )− (ψk δ) ◦ ϕ−1k |(0, x)
= |
∫
R4
ωǫ(−s, x− y)
(
((ψk η0) ◦ ϕ−1k )(y) − ((ψk η0) ◦ ϕ−1k )(x)
)
dyds|
≤ c
∫
R4
|ωǫ(−s, x− y)||x− y|3/4 dyds = c ǫ3/4.
Fu¨r die Ungleichung haben wir die 3/4-Ho¨lderstetigkeit von η0 und die Regularita¨t von
ϕk, ψk verwendet. Fu¨r hinreichend kleines ǫ ist der Term
(ωǫ ∗ ((ψk δ) ◦ ϕ−1k )) ◦ ϕk
in C4(I¯ × ∂Ω), weil dann der Tra¨ger in I¯ × Uk enthalten ist. Aus Proposition A.3 folgt
die Konvergenz von (ωǫ ∗ ((ψk δ) ◦ ϕ−1k )) gegen (ψk δ) ◦ ϕ−1k in L∞(I × R2), woraus
durch Aufsummieren sofort die Konvergenz von (Rǫδ) gegen δ in L∞(I × ∂Ω) folgt.
Falls δ eine Zeitableitung ∂tδ in L
2(I × ∂Ω) besitzt, folgt wegen ∂tRǫδ = Rǫ∂tδ die
Konvergenz von (∂tRǫδ) gegen ∂tδ in L2(I × ∂Ω) vollkommen analog aus Proposition
A.3. Es seien schließlich ω˜ ∈ C∞0 (R4) mit
∫
R4
ω dx = 1 und ω˜ǫ := ǫ
−4ω˜(ǫ−1·). Fu¨r
Funktionen v ∈ L2(I ×R3) setzen wir Rǫv := ω˜ǫ ∗ v, wobei v durch 0 auf R4 fortgesetzt
sei. Wegen Proposition A.3 konvergiert (Rǫv) gegen v in L2(I × R3).
Der Definitionsbereich der Anfangsgeschwindigkeit u0 des Fluids ist (im Allgemeinen)
von ΩRǫη0 verschieden. Wir mu¨ssen deshalb die Anfangswerte modifizieren. Die Tatsache,
dass (Rǫη0) die Funktion η0 von oben approximiert, erleichtert uns dabei die Arbeit. Wir
setzen η1 gema¨ß Bemerkung 2.11 zu einem divergenzfreien L
2-Vektorfeld ψ auf Bα fort,
wobei α eine Zahl mit ‖η0‖L∞(M) < α < κ, und definieren
uǫ0 :=
{
u0 in Ωη0 ,
ψ in ΩRǫη0 \ Ωη0
.
Offenbar gilt uǫ0 ∈ L2(ΩRǫη0), und aus (2.13) und trnη0 u0 = η1γ(η0) folgern wir mit Hilfe
von Proposition 2.8 die Divergenzfreiheit von uǫ0. Mit der Definition
ηǫ1 := exp
( ∫ Rǫη0
η0
β(·+ τν) dτ
)
η1
gilt zudem trnRǫη0 u
ǫ
0 = η
ǫ
1 γ(Rǫη0), was sich anhand der Definition von ψ leicht durch
ein Approximationsargument wie im Beweis von Proposition 2.10 einsehen la¨sst. Setzen
wir u0 und u
ǫ
0 durch 0 auf R
3 fort, so folgen aus der gleichma¨ßigen Konvergenz von
Rǫη0 → η0 in ∂Ω die Konvergenzen
uǫ0 → u0 in L2(R3),
ηǫ1 → η1 in L2(M).
(5.20)
Wir nehmen im Folgenden ein Intervall I = (0, T ), T > 0, und beliebige, aber feste
Funktionen v ∈ L2(I ×R3) und δ ∈ C(I¯ × ∂Ω) mit ‖δ‖L∞(I×∂Ω) < κ und δ(0, ·) = η0 als
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gegeben an. Unsere Voru¨berlegungen fu¨hren uns auf die folgende Definition. Der U¨ber-
sichtlichkeit halber werden wir vorerst den Parameter ǫ in der Notation unterdru¨cken.
Insbesondere stehen die Bezeichner u0, η1 vorerst fu¨r die modifizierten Anfangswerte u
ǫ
0,
ηǫ1.
Definition 5.6. Ein Tupel (η,u) heißt schwache Lo¨sung des entkoppelten, regularisier-
ten Systems zum Argument (δ,v) auf dem Intervall I, falls η ∈ Y I mit η(0, ·) = η0,
u ∈ XIRδ mit trRδ u = ∂tη ν und
−
∫
I
∫
ΩRδ(t)
u · ∂tϕ dxdt− 1
2
∫
I
∫
M
∂tη ∂tRδ b γ(Rδ) dAdt
+
1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)u · ϕ dxdt− 1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)ϕ · u dxdt
+
∫
I
∫
ΩRδ(t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt+ 2
∫
I
K(η, b) dt
=
∫
I
∫
ΩRδ(t)
f · ϕ dxdt+
∫
I
∫
M
g b dAdt
+
∫
ΩRη0
u0 · ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA
(5.21)
fu¨r alle Testfunktionen (b,ϕ) ∈ T IRδ.
Die Existenz einer Lo¨sung des entkoppelten, regularisierten Systems wird in [CDEG05]
im Falle einer einfachen Geometrie durch Transformation auf einen Raumzeitzylinder
und einer anschließenden Galerkin-Approximation gezeigt. Wie der Beweis der folgen-
den Proposition zeigt, ist die Transformation nicht sinnvoll, da sie fu¨r die Galerkin-
Approximation irrelevant ist und die natu¨rliche Struktur der Gleichungen zersto¨rt. Die
Existenz eines Diffeomorphismus des zeitlich variablen Gebiets auf einen Raumzeitzylin-
der ist aber auch hier no¨tig, und zwar zur Konstruktion der zeitlich variablen Ansatz-
funktionen.
Proposition 5.7. Es existiert eine schwache Lo¨sung (η,u) des entkoppelten, regulari-
sierten Systems zum Argument (δ,v) auf dem Intervall I, die die Abscha¨tzung
‖η‖2Y I + ‖u‖2XI
Rδ
≤ c0(T,ΩIRδ , f , g, η0, η1) (5.22)
erfu¨llt. Insbesondere ist die linke Seite unabha¨ngig vom Parameter ǫ und vom Argument
(δ,v) beschra¨nkt.
Vorarbeit.Wir wollen zuna¨chst geeignete Ansatzfunktionen konstruieren. Dazu wa¨hlen
wir eine Basis (X̂k)k∈N von H
1
0,div(Ω) und eine Basis (Ŷk)k∈N des Raumes{
Y ∈ H20 (M)
∣∣ ∫
M
Y dA = 0
}
.
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Durch Lo¨sen des Stokes-Systems in Ω mit Randwerten Ŷk ν (wie immer durch 0 auf
∂Ω fortgesetzt), siehe Theorem A.11, erhalten wir divergenzfreie Fortsetzungen Ŷk. Fu¨r
t ∈ I¯ setzen wir
Xk(t, ·) := TRδ(t)X̂k, Yk(t, ·) := TRδ(t)Ŷk;
siehe Bemerkung A.16. Die Felder Xk(t, ·) bilden offenbar eine Basis von H10,div(ΩRδ(t)).
Man beachte zudem, dass fu¨r q ∈ ∂Ω das Differential dΨRδ(t)(q) die Normale ν(q)
lediglich skaliert, weshalb die Definition
Yk(t, ·)ν := trRδ(t)Yk(t, ·) = dΨRδ(t) (det dΨRδ(t))−1 Ŷk ν
sinnvoll ist. Aus der Identita¨t trnRδYk = Yk γ(Rδ) und Proposition 2.5 schließen wir∫
M
Yk(t, ·) γ(Rδ(t, ·)) dA = 0.
Aus der Basiseigenschaft der Ŷk folgt, dass die Felder Yk(t, ·) eine Basis des Raumes{
Y ∈ H20 (M)
∣∣ ∫
M
Y γ(Rδ(t, ·)) dA = 0
}
(5.23)
bilden. Um die Notation zu vereinfachen wa¨hlen wir eine Aufza¨hlung12 (Wk)k∈N der
Felder Xk,Yk und setzen Wk ν := trRδWk.
Wir wollen nun zeigen, dass
span{(ϕWk, ϕWk) | ϕ ∈ C10 ([0, T )), k ∈ N}
dicht liegt im Raum aller Tupel
(b,ϕ) ∈ (H1(I, L2(M)) ∩ L2(I,H20 (M))) ×H1(ΩIRδ)
mit b(T, ·) = 0, ϕ(T, ·) = 0, divϕ = 0 und trRδ ϕ = bν. Offenbar bettet T IRδ in
diesen Raum ein. Aufgrund der durch TRδ induzierten Isomorphismen ist die Behauptung
a¨quivalent zur Dichtheitheit von
span{(ϕŴk, ϕŴk) | ϕ ∈ C10 ([0, T )), k ∈ N}
im Raum T aller Tupel
(b,ϕ) ∈ H1(I, L2(M)) ∩ L2(I,H20 (M))×H1(I × Ω)
mit b(T, ·) = 0, ϕ(T, ·) = 0, divϕ = 0 und ϕ|I×∂Ω = bν. Sei also (b,ϕ) ∈ T . Wir
approximieren zuna¨chst b durch Funktionen b˜ ∈ C∞0 ([0, T ),H20 (M)) in H1(I, L2(M)) ∩
L2(I,H20 (M)) mit ∫
M
b˜(t, ·) dA = 0
12Wir ko¨nnen zum Beispiel W2k := Xk und W2k−1 := Yk wa¨hlen.
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fu¨r t ∈ I¯.13 Nun ko¨nnen wir ∂tb˜ durch eine Folge (ϕkn Ŷk)n (Summation von 1 bis n),
ϕkn ∈ C10 ([0, T )), in L2(I,H20 (M)) approximieren. Ist na¨mlich f ∈ L2(I,H20 (M)) mit∫
M
f(t, ·) dA = 0
fu¨r fast alle t ∈ I und ∫
I
ϕ(t) (Ŷk, f(t, ·))H2(M) dt = 0
fu¨r jedes ϕ ∈ C10 ([0, T )) und jedes k ∈ N, so verschwindet das Skalarprodukt im In-
tegranden fast u¨berall, und aufgrund der Basiseigenschaft der Funktionen Ŷk(t, ·) ist f
somit die Nullfunktion. Wegen
∥∥b˜(t, ·) + ∫ T
t
ϕkn(s) ds Ŷk
∥∥
H2(M)
≤
∫ T
0
‖∂sb˜(s, ·)− ϕkn(s) Ŷk‖H2(M) ds
konvergiert die Folge (− ∫ Tt ϕkn(s)ds Ŷk)n gegen b˜ in C(I¯ , H20 (M)), insgesamt also in
H1(I,H20 (M)). Wir haben somit Linearkombinationen der Felder Ŷk konstruiert, die b
in H1(I, L2(M)) ∩ L2(I,H20 (M)) approximieren. Aufgrund der Stetigkeitseigenschaften
des Lo¨sungoperators des Stokes-Systems konvergieren die entsprechenden Linearkombi-
nationen der Felder Ŷk gegen ein Y in H
1(I × Ω). Es gilt (Y − ϕ)|I×∂Ω = 0, sodass
lediglich zu zeigen bleibt, dass wir jedes ϕ mit (0,ϕ) ∈ T durch eine Folge (ϕkn X̂k)n,
ϕkn ∈ C10 ([0, T )), in H1(I × Ω) approximieren ko¨nnen. Dazu ko¨nnen wir aber genau wie
bei der Approximation von b vorgehen.
Beweis: (von Proposition 5.7) Wir verwenden die Galerkin-Methode, d.h. wir approxi-
mieren das vorliegende unendlichdimensionale dynamische System durch endlichdimen-
sionale Systeme, also durch gewo¨hnliche Differentialgleichungen, indem wir die Glei-
chung auf endlichdimensionale Teilra¨ume der jeweiligen Funktionenra¨ume
”
projizieren“.
Wir suchen dazu Funktionen αkn : [0, T ] → R, k, n ∈ N, derart, dass un := αknWk und
ηn(t, ·) :=
∫ t
0 α
k
nWk ds + η0 (jeweils Summation von 1 bis n) die Gleichung
14
∫
ΩRδ(t)
∂tun ·Wj dx+ 1
2
∫
M
∂tηn ∂tRδWj γ(Rδ) dA
+
1
2
∫
ΩRδ(t)
(Rv · ∇)un ·Wj dx− 1
2
∫
ΩRδ(t)
(Rv · ∇)Wj · un dx
+
∫
ΩRδ(t)
∇un : ∇Wj dx+
∫
M
∂2t ηnWj dA+ 2K(ηn,Wj)
=
∫
ΩRδ(t)
fn ·Wj dx+
∫
M
gnWj dA
(5.24)
13Wir ko¨nnen b˜ konstruieren, indem wir die vektorwertige Funktion b durch 0 auf [0,∞) fortsetzen und
anschließend b(·+ h), h > 0, mit einem Gla¨ttungskern falten. Die Mittelwertfreiheit von b˜(t, ·) folgt
dann aus der Mittelwertfreiheit von b(t, ·).
14Wie u¨blich unterdru¨cken wir die unabha¨ngigen Variablen in der Notation, d.h. u = u(t, ·), etc.
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fu¨r alle 1 ≤ j ≤ n erfu¨llen. Dabei sind fn und gn Funktionen hoher Regularita¨t, die
gegen f und g in L2loc([0,∞)×R3) bzw. L2loc([0,∞)×M) konvergieren. Wir ko¨nnen zum
Beispiel fn := R1/nf und
gn :=
∑
α
(ω1/n ∗ ((ψαg) ◦ ϕ−1α )) ◦ ϕα
setzen; vgl. Definition (5.19). Die Konvergenzen folgen dann direkt aus Proposition A.3.
Wir geben zudem Anfangswerte vor. Wir wa¨hlen die αkn(0) derart, dass
∂tηn(0, ·)→ η1 in L2(M)
und
un(0, ·)→ u0 in L2(ΩRη0)
gilt. Dazu wa¨hlen wir die Koeffizienten der Yk bei t = 0 so, dass die erste der beiden
Konvergenzen gilt. Das ist mo¨glich, weil die Felder Yk(0, ·) eine Basis von (5.23) mit
t = 0 bilden und wir aus Proposition 2.8 die Identita¨t
∫
M
η1 γ(Rη0) dA =
∫
ΩRη0
divu0 dx = 0
folgern ko¨nnen. Theorem A.11 impliziert, dass der Lo¨sungsoperator des Stokes-Systems
stetig von {
Y ν ∈ L2(M) |
∫
M
Y γ(Rη0) dA = 0
}
nach L2(ΩRη0) abbildet. Somit konvergieren nicht nur die Linearkombinationen der
Yk(0, ·) gegen η1 in L2(M), sondern auch die entsprechenden Linearkombinationen der
Yk(0, ·) gegen ein Y in L2(ΩRη0). Es gilt trnRη0(u0−Y) = 0. Da die Xk(0, ·) inbesondere
eine Basis von {
X ∈ L2(ΩRη0) | divX = 0, trnRη0 X = 0
}
bilden, ko¨nnen wir nun deren Koeffizienten bei t = 0 so wa¨hlen, dass die Folge (αknWk)n
gegen u0 in L
2(ΩRη0) konvergiert.
Es liegt somit ein Anfangswertproblem fu¨r ein lineares System gewo¨hnlicher Integro-
Differentialgleichungen der Form (1 ≤ j ≤ n, Summation von 1 bis n)
Ajk(t) α˙
k(t) = Bjk α
k(t) +
∫ t
0
Cjk(t, s)α
k(s) ds+Dj(t),
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vor. Die Koeffizienten sind durch
Ajk(t) =
∫
ΩRδ(t)
Wk ·Wj dx+
∫
M
WkWj dA,
Bjk(t) =
∫
ΩRδ(t)
∂tWk ·Wj dx+ 1
2
∫
M
WkWj ∂tRδ γ(Rδ) dA
+
1
2
∫
ΩRδ(t)
(Rv · ∇)Wk ·Wj dx− 1
2
∫
ΩRδ(t)
(Rv · ∇)Wj ·Wk dx
+
∫
ΩRδ(t)
∇Wk : ∇Wj dx+
∫
M
∂tWkWj dA
Cjk(t, s) = 2K(Wk(s),Wj(t)),
Dj(t) =
∫
ΩRδ(t)
fn ·Wj dx+
∫
M
gnWj dA
gegeben und somit offenbar stetig. Die Matrix A(t) ist symmetrisch, und aufgrund der
linearen Unabha¨ngigkeit unserer Ansatzfunktionen ko¨nnen wir aus der Identita¨t (βj ∈ R,
j = 1, . . . , n)
βjβkAjk(t) =
∫
ΩRδ(t)
|βjWj |2 dx+
∫
M
|βjWj|2 dA
schließen, dass A(t) positiv definit ist. Insbesondere ist diese Matrix invertierbar, womit
Gleichung (5.24) von der in Anhang A.3 behandelten Form ist. Sie besitzt somit fu¨r jedes
n eine Lo¨sung auf dem Intervall [0, T ]. Um Energieabscha¨tzungen zu bekommen, testen
wir die Gleichung mit (∂tηn,un) und erhalten∫
ΩRδ(t)
∂tun · un dx+ 1
2
∫
M
(∂tηn)
2 ∂tRδ γ(Rδ) dA
+
∫
ΩRδ(t)
|∇un|2 dx+
∫
M
∂2t ηn ∂tηn dA+ 2K(ηn, ∂tηn)
=
∫
ΩRδ(t)
fn · un dx+
∫
M
gn ∂tηn dA.
Die ersten beiden Terme lassen sich wie gewohnt zusammenfassen, sodass sich
1
2
d
dt
∫
ΩRδ(t)
|un|2 dx+
∫
ΩRδ(t)
|∇un|2 dx+ 1
2
d
dt
∫
M
|∂tηn|2 dA+ d
dt
K(ηn) dA
=
∫
ΩRδ(t)
fn · un dx+
∫
M
gn ∂tηn dA
ergibt. Nun ko¨nnen wir wie am Ende des letzten Abschnitts vorgehen und erhalten
‖ηn‖2Y I + ‖un‖2XI
Rδ
≤ c0(T,ΩIRδ, fn, gn,un(0, ·), η0, ∂tηn(0, ·)).
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Aus dieser Abscha¨tzung folgern wir fu¨r eine Teilfolge die Konvergenzen15
ηn → η schwach∗ in L∞(I,H20 (M)),
∂tηn → ∂tη schwach∗ in L∞(I, L2(M)),
un → u schwach∗ in XIRδ.
Mit Hilfe der Unterhalbstetigkeit der Normen bezu¨glich der schwach*-Konvergenz er-
halten wir (5.22). Desweiteren folgt aus trRδ un = ∂tηn ν und obigen Konvergenzen die
Identita¨t trRδ u = ∂tη ν.
Wir multiplizieren nun Gleichung (5.24) mit ϕ(t), wobei ϕ ∈ C10 ([0, T )), integrieren
u¨ber I und anschließend partiell in der Zeit und erhalten fu¨r 1 ≤ j ≤ n
−
∫
I
∫
ΩRδ(t)
un · ∂t(ϕWj) dxdt− 1
2
∫
I
∫
M
∂tηn ∂tRδ ϕWj γ(Rδ) dAdt
+
1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)un · (ϕWj) dxdt
− 1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)(ϕWj) · un dxdt+
∫
I
∫
ΩRδ(t)
∇un : ∇(ϕWj) dxdt
+
∫
I
∫
M
∂tηn ∂t(ϕWj) dAdt+ 2
∫
I
K(ηn, ϕWj) dAdt
=
∫
I
∫
ΩRδ(t)
fn · (ϕWj) dxdt+
∫
I
∫
M
gn ϕWj dAdt
+
∫
ΩRη0
un(0) · (ϕ(0)Wj(0, ·)) dx+
∫
M
∂tηn(0)ϕ(0)Wj (0, ·) dA.
Durch Grenzu¨bergang in n in obiger Gleichung sehen wir, dass η und u die Identita¨t
(5.21) fu¨r alle Testfunktionen aus
span{(ϕWj , ϕWj) | ϕ ∈ C10 ([0, T )), j ∈ N}
erfu¨llen. Aufgrund der in der Vorarbeit gezeigten Dichtheit dieser Funktionen folgt die
Gu¨ltigkeit der Identita¨t fu¨r alle Testfunktionen aus T IRδ. Dabei ist zu beachten, dass
fu¨r den
”
inneren Anteil“ der Testfunktionen die Konvergenz in H1(ΩIRδ) wegen der
Entscha¨rfung des Wirbelterms genu¨gt.
Man beachte, dass die Eindeutigkeit schwacher Lo¨sungen des entkoppelten Systems
nicht offensichtlich ist. Diese Eigenschaft zeigt man im Falle einer parabolischen Glei-
chung u¨blicherweise, indem man die Gleichung mit der Lo¨sung selber testet. Das ist
15Man beachte, dass
XIRδ ≃ L
∞(I,L2(Ω)) ∩ L2(I,H1div(Ω)) ≃ (L
1(I, L2(Ω)) + L2(I,H1div(Ω)))
′
≃ (L1(I, L2(ΩRδ(t))) + L
2(I,H1div(ΩRδ(t))))
′
gilt, wobei die erste und die dritte Isomorphie durch die Abbildung TRδ induziert werden.
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mo¨glich, wenn wir wissen, dass schwache Lo¨sungen Zeitableitungen im Dualraum ihrer
eigenen Regularita¨tsklasse besitzen. Das ist bei dem vorliegenden parabolisch-dispersiven
System selbst formal nicht der Fall. Gleichung (5.21) zeigt na¨mlich, dass die formale
Zeitableitung des Tupels (∂tη,u) nicht im Dualraum der Regularita¨tsklasse von (∂tη,u),
sondern in dem der Regularita¨tsklasse von (η,u) liegt. Andererseits zeigt man die Ein-
deutigkeit schwacher Lo¨sungen von Gleichungen vom Typ der Schalengleichung u¨bli-
cherweise, indem man mit einem Term der Form
∫
η(s, ·) ds testet, vgl. [Eva10], was im
Falle unseres gekoppelten Systems auch nicht mo¨glich ist. Dieses Problem kann durch
eine weitere Regularisierung des Systems umgangen werden. Da wir jedoch dem Begriff
der Zeitableitung bislang keine rigorose Bedeutung verliehen haben, ist die Eindeutig-
keit auch dann nicht offensichtlich, sodass wir, wie bereits erwa¨hnt, gerne (vorerst) auf
einen Beweis verzichten wu¨rden. Aus der Linearita¨t von Gleichung (5.21) folgt, dass die
Lo¨sungsmenge konvex ist. Dies erlaubt es uns, anstelle des Schauder’schen Fixpunktsat-
zes eine Variante dieses Satzes fu¨r mengenwertige Abbildungen, den Fixpunktsatz von
Kakutani-Glicksberg-Fan, Theorem A.12, zu verwenden.
Wir wollen zuna¨chst den nun naheliegenden Lo¨sungsbegriff fixieren.
Definition 5.8. Ein Tupel (η,u) heißt schwache Lo¨sung des regularisierten Systems
zum Parameter ǫ auf dem Intervall I, falls η ∈ Y I mit ‖η‖L∞(I×M) < κ und η(0, ·) = η0,
u ∈ XIRǫη mit trRǫη u = ∂tη ν und
−
∫
I
∫
ΩRǫη(t)
u · ∂tϕ dxdt− 1
2
∫
I
∫
M
∂tη ∂tRǫη b γ(Rǫη) dAdt
+
1
2
∫
I
∫
ΩRǫη(t)
(Rǫu · ∇)u ·ϕ dxdt− 1
2
∫
I
∫
ΩRǫη(t)
(Rǫu · ∇)ϕ · u dxdt
+
∫
I
∫
ΩRǫη(t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt+ 2
∫
I
K(η, b) dt
=
∫
I
∫
ΩRǫη(t)
f · ϕ dxdt+
∫
I
∫
M
g b dAdt
+
∫
ΩRǫη0
uǫ0 · ϕ(0, ·) dx+
∫
M
ηǫ1 b(0, ·) dA
fu¨r alle Testfunktionen (b,ϕ) ∈ T IRǫη.
Proposition 5.9. Es existieren ein T > 0 und fu¨r jedes hinreichend kleine ǫ > 0 eine
schwache Lo¨sung (ηǫ,uǫ) des regularisierten Systems zum Parameter ǫ auf dem Intervall
I = (0, T ), die die Abscha¨tzung
‖ηǫ‖2Y I + ‖uǫ‖2XI
Rǫη
≤ c0(T,ΩIRǫη, f , g,uǫ0, η0, ηǫ1) (5.25)
erfu¨llt. Die Zeit T ha¨ngt nur von τ(η0) und der durch (5.25) gegebenen Schranke fu¨r die
Y I-Norm von ηǫ ab.
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Beweis: Wir setzen α := (‖η0‖L∞(M) + κ)/2 und fixieren ein beliebiges, hinreichend
kleines ǫ > 0, unterdru¨cken diesen Parameter jedoch im Rahmen dieses Beweises in der
Notation. Wir wollen Theorem A.12 anwenden. Dazu betrachten wir den Raum
Z := C(I¯ × ∂Ω)× L2(I × R3)
und die konvexe Menge
D := {(δ,v) ∈ Z | δ(0, ·) = η0, ‖δ‖L∞(I×∂Ω) ≤ α, ‖v‖L2(I×R3) ≤ c1}
mit einer hinreichend großen Konstante c1 > 0. Desweiteren betrachten wir die Abbil-
dung
F : D ⊂ Z → 2Z ,
die jedem Tupel (δ,v) die Menge der schwachen Lo¨sungen (η,u) des entkoppelten, re-
gularisierten Systems zum Argument (δ,v) zuordnet, die der Abscha¨tzung
‖η‖Y I + ‖u‖XI
Rδ
≤ c(δ) (5.26)
genu¨gen, wobei c(δ) die rechte Seite von (5.22) bezeichne. Wegen Proposition 5.7 ist
F (δ,v) nichtleer. Es gelte (η,u) ∈ F (δ,v). Aufgrund von (5.26) ist dann ‖u‖L2(I×R3)
durch c1 abgescha¨tzt, und die Norm von η in
Y I →֒ C0,1−θ(I¯ , C0,2θ−1(∂Ω)) (1/2 < θ < 1)
ist beschra¨nkt. Da zudem η(0, ·) = η0 gilt, kann das Zeitintervall I = (0, T ) unabha¨ngig
vom Regularisierungsparameter ǫ so klein gewa¨hlt werden, dass ‖η‖L∞(I×∂Ω) ≤ α. Also
bildet F die Menge D in ihre Potenzmenge ab, F (D) ⊂ 2D. Aufgrund der Linearita¨t der
Gleichung ist F (δ,v) konvex. Zudem ist diese Menge abgeschlossen in Z. Falls na¨mlich
eine Folge (ηn,un) ⊂ F (δ,v) gegen ein (η,u) in Z konvergiert, so gilt wegen (5.26) fu¨r
eine Teilfolge
ηn → η schwach∗ in L∞(I,H20 (M)),
∂tηn → ∂tη schwach∗ in L∞(I, L2(M)),
un → u schwach∗ in XIRδ.
Wir ko¨nnen also in Gleichung (5.21) zum Grenzwert u¨bergehen und erhalten (η,u) ∈
F (δ,v).
Als na¨chstes wollen wir zeigen, dass F (D) relativ kompakt ist in Z. Sei dazu (δn,vn) ei-
ne Folge aus D und (ηn,un) ∈ F (δn,vn). Es ist zu zeigen, dass eine Teilfolge von (ηn,un)
in Z konvergiert. Die gleichma¨ßige Konvergenz einer Teilfolge von (ηn) ist offensichtlich.
Da der Regularisierungsoperator
R : {δ ∈ C(I¯ × ∂Ω)| δ(0, ·) = η0} → C3(I¯ × ∂Ω) →֒→֒ C2(I¯ × ∂Ω)
Kompaktheit erzeugt, konvergiert eine Teilfolge von (Rδn) gegen ein δ in C2(I¯×∂Ω). Der
Beweis der relativen Kompaktheit der Folge (un) in L
2(I×R3) la¨sst sich nun fast wo¨rtlich
von Proposition 5.5 u¨bernehmen. Es ist lediglich die leicht abgewandelte Form (5.21) des
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Systems zu beachten und insbesondere teilweise die Folge (ηn) mit Grenzwert η durch
die Folge (Rδn) mit Grenzwert Rδ zu ersetzen. Aufgrund der Regularisierungen ko¨nnten
natu¨rlich einige Argumente vereinfacht werden. Dieses Argument zeigt zusa¨tzlich die
relative Kompaktkeit der Folge (∂tηn) in L
2(I ×M).
Es bleibt zu zeigen, dass die Abbildung F graphenabgeschlossen ist.16 Wir nehmen
dazu eine Folge (δn,vn) ⊂ D mit (δn,vn) → (δ,v) in Z sowie eine Folge (ηn,un) ∈
F (δn,vn) mit (ηn,un) → (η,u) in Z als gegeben an. Es ist zu zeigen, dass (η,u) ∈
F (δ,v). Aus (5.26) und der soeben gezeigten relativen Kompaktheit folgern wir fu¨r eine
Teilfolge die Konvergenzen
ηn → η gleichma¨ßig und schwach∗ in L∞(I,H20 (M)),
∂tηn → ∂tη in L2(I ×M) und schwach∗ in L∞(I, L2(M)),
un → u in L2(I × R3) und schwach∗ in L∞(I, L2(R3)),
∇un → ∇u schwach in L2(I × R3).
(5.27)
Die zuna¨chst auf ΩIRδn bzw. Ω
I
Rδ definierten Felder ∇un und ∇u werden dabei durch
0 auf I × R3 fortgesetzt. Aus der Unterhalbstetigkeit der Normen bezu¨glich schwacher
bzw. schwach*-Konvergenz folgern wir die Abscha¨tzung (5.26) fu¨r η und u. Die Iden-
tita¨t η(0, ·) = η0 ist aufgrund der gleichma¨ßigen Konvergenz von (ηn) offensichtlich.
Desweiteren gilt
∂tηn ν = trRδn un = wn|∂Ω,
wobei wn := un ◦ΨRδn . Wegen Lemma 2.1 konvergiert eine Teilfolge von (wn) schwach
gegen ein w in L2(I,W 1,1(Ω)), sodass die Identita¨t ∂tη ν = w|∂Ω folgt. Der erste Term
auf der rechten Seite der Abscha¨tzung
‖wn − u ◦ΨRδ‖L1(I×Ω) ≤ ‖(un − u) ◦ΨRδn‖L1(I×Ω) + ‖u ◦ΨRδn − u ◦ΨRδ‖L1(I×Ω)
wird fu¨r große n wegen Lemma 2.1 und (5.27)3 klein, wa¨hrend der zweite Term wegen
Bemerkung 2.2 klein wird. Es folgt w = u ◦ ΨRδ, sodass wir insgesamt die Identita¨t
∂tη ν = trRδ u gezeigt haben. Es bleibt lediglich zu zeigen, dass Gleichung (5.21) erfu¨llt
16Wir fu¨hren die Argumente im Beweis der Graphenabgeschlossenheit so, dass sie auch fu¨r Ra¨nder von
asymptotisch geringer Regularita¨t gu¨ltig sind. Das ist sinnvoll, weil diese Argumente im Beweis von
Theorem 5.3 wiederholt werden mu¨ssen.
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ist. Fu¨r alle n und alle Testfunktionen (bn,ϕn) ∈ T IRδn gilt
−
∫
I
∫
ΩRδn(t)
un · ∂tϕn dxdt−
1
2
∫
I
∫
M
∂tηn ∂tRδn bn γ(Rδn) dAdt
+
1
2
∫
I
∫
ΩRδn(t)
(Rvn · ∇)un ·ϕn dxdt−
1
2
∫
I
∫
ΩRδn(t)
(Rvn · ∇)ϕn · un dxdt
+
∫
I
∫
ΩRδn(t)
∇un : ∇ϕn dxdt−
∫
I
∫
M
∂tηn ∂tbn dAdt+ 2
∫
I
K(ηn, bn) dt
=
∫
I
∫
ΩRδn(t)
f ·ϕn dxdt+
∫
I
∫
M
g bn dAdt
+
∫
ΩRη0
Ru0 · ϕn(0, ·) dx+
∫
M
Rη1 bn(0, ·) dA.
(5.28)
Wir ko¨nnen hier nicht ohne weiteres zum Grenzwert u¨bergehen, weil die Testfunktio-
nen vom Index n abha¨ngen. Fu¨r (b,ϕ) ∈ T IRδ verwenden wir deshalb die speziellen
Testfunktionen (bn,ϕn) := (MRδnb,FRδnMRδnb) ∈ T IRδn wie sie auch im Beweis von
Proposition 5.5 zur Anwendung kamen. Die Zahl α in Propositon 2.13 wa¨hlen wir da-
bei identisch (α+ κ)/2. Mit diesen Testfunktionen ko¨nnen wir wegen der Konvergenzen
(5.27) und wegen Lemma A.18 (1.b), (2.b) in (5.28) zum Grenzwert u¨bergehen, sodass
wir die Gu¨ltigkeit von (5.21) fu¨r (b,ϕ) = (b,FRδb) ∈ T IRδ erhalten. Per Definition von
T IRδ bleibt lediglich zu zeigen, dass (5.21) fu¨r Testfunktionen (0,ϕ) ∈ T IRδ mit ϕ(T, ·) = 0
und suppϕ ⊂ ΩI¯Rδ gilt. Aufgrund der gleichma¨ßigen Konvergenz von (Rδn) gilt fu¨r hin-
reichend große n in diesem Fall aber (0,ϕ) ∈ T IRδn , sodass wir wiederum in (5.28) zum
Grenzwert u¨bergehen ko¨nnen.
Theorem A.12 garantiert uns nun die Existenz eines Fixpunktes von F , d.h. es existiert
ein Tupel (η,u) ∈ D mit (η,u) ∈ F (η,u). Dies zeigt die Behauptung der Proposition.
Wir ko¨nnen nun unsere zentrale Behauptung beweisen, indem wir den Regularisie-
rungsparameter ǫ in Definition 5.8 gegen 0 gehen lassen.
Beweis: (von Theorem 5.3) Wir haben gezeigt, dass ein T > 0 und fu¨r jedes ǫ = 1/n,
n ∈ N hinreichend groß, eine schwache Lo¨sung (ηǫ,uǫ) des regularisierten Systems zum
Parameter ǫ auf dem Intervall I = (0, T ) existieren. Aus Abscha¨tzung (5.25) und der
kompakten Einbettung Y I →֒→֒ C(I¯ × ∂Ω) erhalten wir fu¨r eine Teilfolge die Konver-
genzen
ηǫ, Rǫηǫ → η gleichma¨ßig und schwach∗ in L∞(I,H20 (M)),
∂tηǫ, ∂tRǫηǫ → ∂tη schwach∗ in L∞(I, L2(M)),
uǫ → u schwach∗ in L∞(I, L2(R3)),
∇uǫ → ∇u schwach in L2(I × R3).
(5.29)
Die zuna¨chst auf ΩIRǫηǫ bzw. Ω
I
η definierten Felder ∇uǫ und∇u werden dabei durch 0 auf
I × R3 fortgesetzt. Die Konvergenzen der Folge (Rǫηǫ) schließen wir unter Verwendung
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der Faltungsungleichung aus der Abscha¨tzung
‖Rǫηǫ − η‖L∞(I×∂Ω) ≤ ‖Rǫ(ηǫ − η)‖L∞(I×∂Ω) + ‖Rǫη − η‖L∞(I×∂Ω).
Wir ko¨nnen nun den Beweis von Proposition 5.5 fast wo¨rtlich wiederholen, um die Kon-
vergenzen
∂tηǫ → ∂tη in L2(I ×M),
uǫ → u in L2(I × R3)
(5.30)
zu zeigen. Desweiteren erhalten wir wie im Beweis von Proposition 5.9 die Identita¨t
trη u = ∂tη ν. Weiterhin zeigen wir unter Verwendung von (5.30), der Interpolationsun-
gleichung
‖uǫ − u‖L2(I,L4(R3)) ≤ ‖uǫ − u‖1/6L2(I×R3) ‖uǫ − u‖
5/6
L2(I,L5(R3))
und Korollar 2.4 die Konvergenz
uǫ → u in L2(I, L4(R3)). (5.31)
Es folgt
∂tRǫηǫ → ∂tη in L2(I × ∂Ω),
Rǫuǫ → u in L2(I, L4(R3)).
(5.32)
Aus der Unterhalbstetigkeit der Normen folgern wir die Abscha¨tzung (5.3), und aufgrund
der gleichma¨ßigen Konvergenz von (ηǫ) ist die Identita¨t η(0, ·) = η0 offensichtlich. Fu¨r
alle ǫ und alle (bǫ,ϕǫ) ∈ T IRǫηǫ gilt
−
∫
I
∫
ΩRǫηǫ(t)
uǫ · ∂tϕǫ dxdt−
1
2
∫
I
∫
M
∂tηǫ ∂tRǫηǫ bǫ γ(Rǫηǫ) dAdt
+
1
2
∫
I
∫
ΩRǫηǫ(t)
(Rǫuǫ · ∇)uǫ ·ϕǫ dxdt−
1
2
∫
I
∫
ΩRǫηǫ(t)
(Rǫuǫ · ∇)ϕǫ · uǫ dxdt
+
∫
I
∫
ΩRǫηǫ(t)
∇uǫ : ∇ϕǫ dxdt−
∫
I
∫
M
∂tηǫ ∂tbǫ dAdt+ 2
∫
I
K(ηǫ, bǫ) dt
=
∫
I
∫
ΩRǫηǫ(t)
f · ϕǫ dxdt+
∫
I
∫
M
g bǫ dAdt
+
∫
Ωηǫ
0
uǫ0 ·ϕǫ(0, ·) dx+
∫
M
ηǫ1 bǫ(0, ·) dA.
(5.33)
Fu¨r (b,ϕ) ∈ T Iη verwenden wir wie im Beweis von Proposition 5.9 die speziellen Testfunk-
tionen (bǫ,ϕǫ) := (MRǫηǫb,FRǫηǫMRǫηǫb) ∈ T IRǫηǫ . Die Zahl α in Propositon 2.13 genu¨ge
dabei der Ungleichung supǫ‖ηǫ‖L∞(I×M) < α < κ. Da die Felder (∇FRǫηǫMRǫηǫb) in
L∞(I, L2(Bα)) beschra¨nkt sind, gilt
∇FRǫηǫMRǫηǫb→ ∇FηMηb schwach∗ in L∞(I, L2(Bα)). (5.34)
Unter Ausnutzung von (5.29), (5.30), (5.31), (5.32) und (5.20) sowie von Lemma A.18
(1.b), (2.b) und (5.34) ko¨nnen wir nun in (5.33) den Grenzu¨bergang vollziehen. (5.30)1
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und (5.32)2 werden dabei fu¨r den zweiten Term beno¨tigt, wa¨hrend (5.31), (5.32)3 und
(5.34) den Grenzu¨bergang im dritten Term und vierten Term ermo¨glichen. Wir ko¨nnen
also auf die Gu¨ltigkeit von (5.1) fu¨r (b,ϕ) = (b,Fηb) ∈ T Iη schließen. Der Grenzu¨bergang
fu¨r Testfunktionen (0,ϕ) ∈ T Iη mit ϕ(T, ·) = 0 und suppϕ ⊂ ΩI¯η ist aber jetzt klar.
Das Existenzintervall der konstruierten Lo¨sung ha¨ngt lediglich von der Supremums-
norm von η zum Anfangszeitpunkt sowie der Schranke fu¨r die Ho¨lder-Norm von η ab.
Nach Konstruktion ist ‖η‖L∞(I×M) < κ. Die Gro¨ßen ‖u(t)‖L2(Ωη(t)), ‖η(t)‖H2(M) und
‖∂tη(t)‖L2(M) sind gleichma¨ßig fu¨r fast alle t ∈ I beschra¨nkt. Wenn wir nun fu¨r fast
alle t Lo¨sungen zu diesen Anfangsdaten konstruieren, sind die Ho¨lder-Normen der Aus-
lenkungen des Randes wegen (5.3) unabha¨ngig vom Anfangszeitpunkt t nach oben und
somit die Lebensdauer der Lo¨sungen nach unten beschra¨nkt. Liegt t ∈ I = (0, T ) hin-
reichend nahe bei T , erhalten wir also eine schwache Lo¨sung auf einem Intervall (t, T˜ ),
T˜ > T . Verketten dieser Lo¨sung mit (η,u) an der Stelle t ergibt wegen Bemerkung 5.2
eine Lo¨sung (η˜, u˜) auf dem Intervall (0, T˜ ). Zudem erfu¨llt (η˜, u˜) die Abscha¨tzung (5.3)
auf dem Intervall (0, T˜ ), denn fu¨r t0 < t < T˜ gilt
‖u˜(t, ·)‖2L2(Ωη(t)) +
∫ t
0
‖∇u˜(s, ·)‖pLp(Ωη˜(s)) ds+ ‖∂tη˜(t, ·)‖
2
L2(M) + ‖η˜(t, ·)‖2H2(M)
≤ (‖u(t0)‖2L2(Ωη˜(t0)) + ‖∂tη(t0)‖2L2(M) + ‖η(t0)‖2H2(M))ec(t−t0)
+
∫ t
t0
(‖f(s, ·)‖2L2(Ωη(s)) + ‖g(s, ·)‖2L2(M))ec(t−s) ds+
∫ t0
0
‖∇u(s, ·)‖pLp(Ωη˜(s)) ds
≤ (‖u0‖2L2(Ωη0 ) + ‖η1‖2L2(M) + ‖η0‖2H2(M))ect
+
∫ t
0
(‖f(s, ·)‖2L2(Ωη(s)) + ‖g(s, ·)‖2L2(M))ec(t−s) ds.
Durch Wiederholen dieses Vorgangs erhalten wir eine maximale Zeit T ∗ ∈ (0,∞] und
ein Tupel (η,u), das fu¨r jedes T < T ∗ Lo¨sung auf dem Intervall (0, T ) ist und die
Abscha¨tzung (5.3) erfu¨llt. Ist T ∗ endlich, so ist aufgrund dieser Abscha¨tzung die Ho¨lder-
Norm von η in [0, T ∗] ×M beschra¨nkt, und somit muss ‖η(t, ·)‖L∞(M) ր κ fu¨r t ր T ∗
gelten.
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6 Verallgemeinerte Newton’sche Fluide
Wir wollen in diesem Abschnitt erste Schritte in Richtung einer interessanten und in
hohem Maße nichttrivialen Verallgemeinerung der bisherigen Resultate skizzieren, die
eng mit dem bereits diskutierten Eindeutigkeitsproblem zusammenha¨ngen. Bisher war
der viskose Spannungstensor eine lineare Funktion des Scherratentensors Du. Fu¨r eine
wichtige Klasse von Fluiden, die verallgemeinerten Newton’schen Fluide, die eine scher-
ratenabha¨ngige Viskosita¨t besitzen, gilt dieser lineare Zusammenhang nicht mehr. Ein
wichtiges Beispiel dafu¨r ist Blut. Blut zeigt bei kleinen Scherraten eine hohe Viskosita¨t,
was fu¨r die schnelle Gerinnung wichtig ist. Fließt es aber durch du¨nne Adern, so entstehen
gro¨ßere Scherraten, und die Viskosita¨t wird kleiner, was den Durchfluss bei konstantem
Druck erho¨ht. Fu¨r eine detaillierte Diskussion verallgemeinerter Newton’scher Fluide
verweisen wir auf [MRR95] und die dort angefu¨hrten Referenzen. Typische Beispiele fu¨r
die viskosen Spannungstensoren solcher Fluide sind
S(Du) = µ0(δ + |Du|)p−2Du,
S(Du) = µ0(δ
2 + |Du|2) p−22 Du
mit µ0 > 0, δ ≥ 0 und 1 < p < ∞. Wir sind deshalb an Abbildungen S mit p-Struktur
interessiert, d.h. fu¨r ein 1 < p <∞ und ein δ ≥ 0 gelte
• S :Msym →Msym stetig,
• Wachstum: S(D) ≤ c0(δ + |D|)p−2|D| fu¨r alle D ∈Msym mit c0 > 0,
• Koerzivita¨t: S(D) : D ≥ c1(δ + |D|)p−2|D|2 fu¨r alle D ∈Msym mit c1 > 0,
• Strikte Monotonie: (S(D)− S(E)) : (D − E) > 0 fu¨r alle D,E ∈Msym,D 6= E.
Dabei bezeichnet Msym den Raum der reellen, symmetrischen 3 × 3-Matrizen. Wir
geben Daten genau wie im Falle eines linearen Spannungstensors vor, wobei wir nun
f ∈ Lp′loc([0,∞) × R3) annehmen. Anstelle von (4.1)1 stellen wir die Gleichung
∂tu+ (u · ∇)u = div(S(Du)− π id) + f in ΩIη
auf, wa¨hrend die Kraftdichte F auf der rechten Seite von (4.3)1 die Form
F(t, ·) = (− S(Du(t, ·))νη(t) + π(t, ·)νη(t)) ◦ Φη(t) |det dΦη(t)|
annimmt. Den Rest der Gleichungen u¨bernehmen wir unvera¨ndert. Was die Analysis
der Fluidgleichungen bei festem Rand (bzw. auf dem Torus) betrifft, verweisen wir auf
[DRW10] und die dortigen Referenzen; siehe insbesondere auch [BP07]. Wir wollen uns
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mit einigen knappen Anmerkungen begnu¨gen. Abbildungen S mit p-Struktur definieren
in geeigneten Sobolev-Ra¨umen durch die Zuordnung v 7→ divS(∇v) monotone Operato-
ren. Diese Operatoren spielen als Erzeuger nichtlinearer Halbgruppen eine prominente
Rolle; vgl. [Zei90b], [Ru˚zˇ04], [Bar10]. Allerdings ist die abstrakte Theorie auf die Fluid-
gleichungen nicht direkt anwendbar, weil der Wirbelterm die Monotonie zersto¨rt. Den-
noch la¨sst sich durch Kombination eines Kompaktheitsarguments und eines Arguments
aus der Theorie monotoner Operatoren fu¨r hinreichend große p die Existenz zeitlich
globaler, schwacher Lo¨sungen zeigen. Die Einschra¨nkung an den Exponenten kommt
dadurch zustande, dass das Argument eine Lo¨sung mit Zeitableitung im Dualraum ih-
rer eigenen Regularita¨tsklasse beno¨tigt und der Wirbelterm dabei restriktiv wirkt. Fu¨r
kleinere Exponenten sind deshalb andere Techniken vonno¨ten.
Wir ko¨nnen genau wie zuvor, unter Verwendung der Koerzivita¨t von S, formale Ener-
gieabscha¨tzungen herleiten. Dabei erhalten wir anstelle von (4.10) die Ungleichung
‖u(t, ·)‖2L2(Ωη(t)) +
∫ t
0
‖Du(s, ·)‖pLp(Ωη(s)) ds+ ‖∂tη(t, ·)‖
2
L2(M) + ‖η(t, ·)‖2H2(M)
≤ (‖u0‖2L2(Ωη0 ) + ‖η1‖2L2(M) + ‖η0‖2H2(M)) ect
+
∫ t
0
(‖f(s, ·)‖p′
Lp′ (Ωη(s))
+ ‖g(s, ·)‖2L2(M)
)
ec(t−s) ds.
U¨blicherweise wird der symmetrische Gradient in dieser Abscha¨tzung mit Hilfe einer
Korn-Ungleichung
‖∇u(s, ·)‖pLp ≤ c ‖Du(s, ·)‖pLp
durch den vollen Gradienten ersetzt. Die Korn-Ungleichung ist allerdings in Gebieten,
deren Rand nicht Lipschitz-stetig ist, im Allgemeinen falsch; vgl. [ADLG]. Deshalb sehen
wir davon ab, begnu¨gen uns mit der Abscha¨tzung
‖η‖W 1,∞(I,L2(M))∩L∞(I,H20 (M)) + ‖u‖L∞(I,L2(Ωη(t))) + ‖Du‖Lp(ΩIη) ≤ c(T,Daten)
und setzen fu¨r η ∈ Y I mit ‖η‖L∞(I×M) < κ
Lp(I,W 1,pdiv,s(Ωη(t))) := {v | v,Dv ∈ Lp(ΩIη), divv = 0},
XIη,p := L
∞(I, L2(Ωη(t))) ∩ Lp(I,W 1,pdiv,s(Ωη(t))).
Den Raum T Iη,p der Testfunktionen definieren wir so wie T
I
η , wobei wir den Raum
L2(I,H20 (M)) durch L
max(2,p)(I,H20 (M)) und den Raum H
1(ΩIη) durch
H1(I, L2(Ωη(t))) ∩ Lmax(2,p)(I,W 1,max(2,p)(Ωη(t)))
ersetzen. Durch die Forderung b ∈ Lp(I,H20 (M)) stellen wir sicher, dass die Fortsetzung
Fηb in Lp(I,W 1,p(Ωη(t))) liegt.
Wir geben nun das Analogon von Definition 5.6 an. Wir konstruieren genau wie zuvor
modifizierte Anfangswerte Rǫη0, ηǫ1 und uǫ und geben ein Zeitintervall I = (0, T ), T > 0,
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und Funktionen v ∈ L2(I ×B) und δ ∈ C(I¯×∂Ω) mit ‖δ‖L∞(I×∂Ω) < κ und δ(0, ·) = η0
vor. Zudem setzen wir
Y˜ I := {b ∈ Y I | b ∈ H1(I,H20 (M))}.
Wie zuvor unterdru¨cken wir zuna¨chst den Parameter ǫ in der Notation.
Definition 6.1. Ein Tupel (η,u) heißt schwache Lo¨sung des entkoppelten, regularisier-
ten p-Systems zum Argument (δ,v) auf dem Intervall I, falls η ∈ Y˜ I mit η(0, ·) = η0,
u ∈ XIRδ,p mit trRδ u = ∂tη ν und
−
∫
I
∫
ΩRδ(t)
u · ∂tϕ dxdt− 1
2
∫
I
∫
M
∂tη ∂tRδ b γ(Rδ) dAdt
+
1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)Ru ·ϕ dxdt− 1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)Rϕ · u dxdt
+
∫
I
∫
ΩRδ(t)
S(Du) : Dϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt+ 2
∫
I
K(η + ∂tη, b) dt
=
∫
I
∫
ΩRδ(t)
f ·ϕ dxdt+
∫
I
∫
M
g b dAdt
+
∫
ΩRη0
u0 ·ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA
(6.1)
fu¨r alle Testfunktionen (b,ϕ) ∈ T IRδ,p.
Aufgrund der Wachstumsbedingung an S ist das Integral∫
I
∫
ΩRδ(t)
S(Du) : Dϕ dxdt
endlich. Eine wichtige Modifikation in dieser Definition gegenu¨ber Definition 5.6 ist der
Zusatzterm
2
∫
I
K(∂tη, b) dt,
den man sich mit einem Faktor ǫ versehen denke. Dieser entspricht einem zusa¨tzlichen
Ausdruck gradL2 K(∂tη) in der Schalengleichung. Ein a¨hnlicher Term wird in [CDEG05]
zur Da¨mpfung der Plattengleichung verwendet. Wie bereits angedeutet werden wir die
Eindeutigkeit obiger Lo¨sungen beno¨tigen. Im Anschluss an den Beweis von Propositi-
on 5.7 wurde aber klar, dass ein Eindeutigkeitsbeweis aufgrund des gemischten Cha-
rakters der Gleichungen schwierig sein kann. Der Zusatzterm stellt nun gewissermaßen
eine
”
Parabolisierung“ der Schalengleichung dar. Insbesondere hat er die ho¨here Re-
gularita¨t η ∈ Y˜ I zur Folge, wodurch, zusammen mit der zusa¨tzlichen Regularisierung
der Wirbelterme, nun zumindest formal die Zeitableitung von (∂tη,u) im Dualraum von
L2(I,H20 (M)))×Lp(I,W 1,pdiv,s(ΩRδ(t))), der Regularita¨tsklasse von (∂tη,u), liegt. Das Ziel
ist, die Eindeutigkeit durch Aufstellen einer Energiegleichung, des Analogons von (4.9),
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zu beweisen. Diese Gleichung spielt auch beim Beweis der Existenz obiger Lo¨sungen eine
wichtige Rolle. Augenscheinlich besitzen die schwachen Lo¨sungen unseres parabolisch-
dispersiven Systems nicht genu¨gend Regularita¨t, um der Energieidentita¨t Sinn zu ver-
leihen. Das legt die Vermutung nahe, dass die Energiegleichung fu¨r derartige Lo¨sungen
nicht gilt, was die Nu¨tzlichkeit der Parabolisierung des Systems unterstreicht.
Sei nun (η,u) ein schwache Lo¨sung gema¨ß Definition 6.1, wobei allerdings der Term
S(Du) durch eine beliebige Matrix ξ ∈ Lp′(ΩIRδ) ersetzt sei. Wir mu¨ssen die Ener-
giegleichung ohne Ru¨ckgriff auf die Theorie der Bochner-Ra¨ume und das Konzept der
distributionellen Zeitableitung im Dualraum beweisen. Wie im Beweis von Proposition
5.5 wollen wir stattdessen direkt mit der Gleichung arbeiten. Wir setzen dazu
V := L2(I,H20 (M))) × Lp(I,W 1,pdiv,s(ΩRδ(t)))
und stellen die folgende Behauptung auf.
Behauptung 6.2. Es existieren hinreichend glatte Regularisierungen (ηk,uk)k∈N mit
trRδ uk = ∂tηk ν und
uk → u in L2(ΩIRδ),
(∂tηk,uk)→ (∂tη,u) in V,
(∂2t ηk, ∂tuk)→ Σ in V ′.
(6.2)
Dabei ist die
”
Zeitableitung“ (∂2t ηk, ∂tuk) ∈ V ′ definiert durch
〈(∂2t ηk, ∂tuk), (b,ϕ)〉V :=
∫
I
∫
ΩRδ(t)
∂tuk · ϕ dxdt+ 1
2
∫
I
∫
M
∂tηk ∂tRδ b γ(Rδ) dAdt
+
∫
I
∫
M
∂2t ηk b dAdt,
wa¨hrend Σ ∈ V ′ durch
〈Σ, (b,ϕ)〉V := −1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)Ru ·ϕ dxdt+ 1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)Rϕ · u dxdt
−
∫
I
∫
ΩRδ(t)
ξ : Dϕ dxdt− 2
∫
I
K(η + ∂tη, b) dt
+
∫
I
∫
ΩRδ(t)
f · ϕ dxdt+
∫
I
∫
M
g b dAdt
gegeben ist. Die Konstruktion derartiger Approximationen sollte zwar keine gro¨ßeren
Probleme bereiten, du¨rfte aber aufwa¨ndig und technisch sein. Wir wollen sie in dieser
Arbeit nicht durchfu¨hren. Offenbar gilt fu¨r s, t ∈ I¯, s < t
〈(∂2t ηk, ∂tuk), (∂tηk,uk)χ(s,t)〉V =
1
2
∫
ΩRδ(t)
|uk(t, ·)|2 dx+ 1
2
∫
M
|∂tηk(t, ·)|2 dA
− 1
2
∫
ΩRδ(s)
|uk(s, ·)|2 dx+ 1
2
∫
M
|∂tηk(s, ·)|2 dA.
(6.3)
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Wenn wir in dieser Gleichung ηk durch ηk − ηl und uk durch uk − ul ersetzen und die
resultierende Identita¨t bezu¨glich s integrieren, so folgt∫
ΩRδ(t)
|(uk − ul)(t, ·)|2 dx+
∫
M
|∂t(ηk − ηl)(t, ·)|2 dA
≤ c (‖(∂2t (ηk − ηl), ∂t(uk − ul))‖2V ′ + ‖(∂t(ηk − ηl),uk − ul)‖2V + ‖uk − ul‖2L2(ΩI
Rδ)
)
.
Setzen wir die Felder uk und u durch 0 auf I ×R3 fort, so folgt aus dieser Abscha¨tzung
zusammen mit den Konvergenzen (6.2), dass die Folgen (uk) und (∂tηk) gegen u in
C(I¯ , L2(R3)) bzw. gegen (∂tη) in C(I¯ , L
2(M)) konvergieren. Setzen wir in (6.3) s = 0,
so konvergiert die linke Seite gegen
〈Σ, (∂tη,u)χ(0,t)〉V = −
∫ t
0
∫
ΩRδ(t)
ξ : Du dxds−
∫ t
0
d
ds
K(η) + 2K(∂tη) ds
+
∫ t
0
∫
ΩRδ(t)
f · u dxds+
∫ t
0
∫
M
g ∂tη dAds,
wa¨hrend die rechte Seite gegen die Funktion
1
2
∫
ΩRδ(t)
|u(t, ·)|2 dx+ 1
2
∫
M
|∂tη(t, ·)|2 dA
− 1
2
∫
ΩRδ(0)
|u(0, ·)|2 dx+ 1
2
∫
M
|∂tη(0, ·)|2 dA
konvergiert. Mit der Definition
Eη,u(t) :=
1
2
∫
ΩRδ(t)
|u(t, ·)|2 dx+ 1
2
∫
M
|∂tη(t, ·)|2 dA+K(η(t, ·))
gilt also fu¨r alle t ∈ I¯ die Energiegleichung
Eη,u(t)− Eη,u(0) = −
∫ t
0
∫
ΩRδ(t)
ξ : Du dxds − 2
∫ t
0
K(∂tη) ds
+
∫ t
0
∫
ΩRδ(t)
f · u dxds +
∫ t
0
∫
M
g ∂tη dAds.
Im Unterschied zur Energiebilanz (4.9) tritt hier durch die Parabolisierung des Systems
ein zweiter dissipativer Term auf. Mithin ist der korrespondierende Ausdruck in der
Schalengleichung als Da¨mpfungsterm zu interpretieren. Wir wollen noch zeigen, dass
Eη,u(0) =
1
2
∫
ΩRη0
|u0|2 dx+ 1
2
∫
M
|η1|2 dA+K(η0) (6.4)
gilt. Wir wissen bereits, dass η ∈ C(I¯, H20 (M)) und η(0, ·) = η0 gilt, sodass nur die ersten
beiden Terme zu identifizieren sind. Wenn wir analog zum Beweis von (5.2) vorgehen,
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ko¨nnen wir mit Hilfe der Stetigkeit von u und ∂tη zeigen, dass Gleichung (6.1) mit u(0, ·)
und ∂tη(0, ·) anstelle von u0 und η1 gilt, woraus wir (6.4) folgern.
Um nun die Eindeutigkeit schwacher Lo¨sungen im Sinne von Definition 6.1 einzuse-
hen, bemerken wir, dass die Differenz zweier Lo¨sungen (η,u) und (η˜, u˜) Gleichung (6.1)
mit verschwindenden Daten (f , g,u0, η0, η1) erfu¨llt, wenn wir den Term S(Du) durch
S(Du)− S(Du˜) ersetzen. Es gilt somit fu¨r alle t ∈ I¯ die Energiegleichung
Eη−η˜,u−u˜(t) = −
∫ t
0
∫
ΩRδ(t)
S(Du)− S(Du˜) : (Du−Du˜) dxds− 2
∫ t
0
K(∂tη − ∂tη˜) ds
Die linke Seite ist nichtnegativ, wa¨hrend die rechte Seite aufgrund der Monotonie von
S nichtpositiv ist. Mithin verschwinden beide Seiten und somit auch die Differenz der
Lo¨sungen.
Kommen wir nun zur Existenz schwacher Lo¨sungen. Der Wirbelterm spielt infolge
der Regularisierungen praktisch keine Rolle. Aufgrund der komplexen Struktur des Sys-
tems ist der abstrakte Begriff des monotonen Operators hier dennoch unbrauchbar. Wir
ko¨nnen aber den klassischen Beweis ohne Ru¨ckgriff auf die abstrakte Theorie gewisser-
maßen elementar nachzeichnen. Somit wird die Energiegleichung auch hier eine wichtige
Rolle spielen. Wir gehen zuna¨chst genau wie im Falle des Navier-Stokes-Fluids vor, wobei
die Felder (X̂k)k∈N nun eine Basis von W
1,p
0,div(Ω) bilden. Der Galerkin-Ansatz fu¨hrt uns
auf nichtlineare Systeme gewo¨hnlicher Integro-Differentialgleichungen der in Anhang A.3
behandelten Form, zu denen wir lokale Lo¨sungen (ηn,un) auf Intervallen In erhalten.
Wir ko¨nnen allerdings wie zuvor Energieabscha¨tzungen
‖ηn‖Y˜ In + ‖un‖XIn
Rδ,p
≤ c(T,Daten)
herleiten, die zeigen, dass die Lo¨sungen auf dem ganzen Intervall I existieren. Wegen der
Wachstumsbedingung an S schließen wir zudem, dass die Folge (S(Dun)) in L
p′(ΩIRδ)
beschra¨nkt ist. Somit erhalten wir fu¨r eine Teilfolge die Konvergenzen
ηn → η schwach in H1(I,H20 (M)),
∂tηn → ∂tη schwach∗ in L∞(I, L2(M)),
un → u schwach in Lp(I,W 1,pdiv (ΩRδ(t)))
und schwach∗ in L∞(I, L2(ΩRδ(t))),
S(Dun)→ ξ schwach in Lp′(ΩIRδ).
Bezu¨glich der dritten Konvergenz ist zu beachten, dass wegen des regula¨ren Randes die
Korn’sche Ungleichung, Proposition A.6, und somit
Lp(I,W 1,pdiv,s(Ω
I
Rδ(t))) = L
p(I,W 1,pdiv (Ω
I
Rδ(t)))
gilt. Wie zuvor folgt trRδ u = ∂tη ν. Wenn wir in der Galerkin-Gleichung den Grenzu¨ber-
gang vollziehen, sehen wir, dass das Tupel (η,u) die Identita¨t (6.1) mit ξ anstelle von
S(Du) fu¨r alle Testfunktionen erfu¨llt. Es bleibt also lediglich, das Feld ξ zu identifizie-
ren. Teilfolgen von (un(T, ·)) und (∂tηn(T, ·)) konvergieren schwach gegen Felder u∗ in
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L2(ΩRδ(T )) bzw. η
∗ in L2(M). Wenn wir die FunktionenWj undWj wie zuvor definieren,
folgt daraus die Identita¨t
−
∫
I
∫
ΩRδ(t)
u · ∂t(ϕWj) dxdt− 1
2
∫
I
∫
M
∂tη ∂tRδ ϕWj γ(Rδ) dAdt
+
1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)Ru · (ϕWj) dxdt
− 1
2
∫
I
∫
ΩRδ(t)
(Rv · ∇)R(ϕWj) · u dxdt+
∫
I
∫
ΩRδ(t)
ξ : D(ϕWj) dxdt
+
∫
I
∫
M
∂tη ∂t(ϕWj) dAdt+ 2
∫
I
∫
M
K(η + ∂tη, ϕWj) dAdt
=
∫
I
∫
ΩRδ(t)
f · (ϕWj) dxdt+
∫
I
∫
M
g ϕWj dAdt
−
∫
ΩRδ(T )
u∗ · (ϕ(T )Wj(T, ·)) dx−
∫
M
η∗ ϕ(T )Wj(T, ·) dA
fu¨r alle j ≥ 1 und ϕ ∈ C10 ((0, T ]). Wir ko¨nnen analog zum Beweis von (5.2) vorge-
hen und unter Verwendung der Stetigkeit von u und ∂tη zeigen, dass diese Identita¨t
auch mit u(T, ·) und ∂tη(T, ·) anstelle von u∗ und η∗ gilt, woraus wir u∗ = u(T, ·) und
∂tη(T, ·) = η∗ folgern. Zudem konvergiert eine Teilfolge von (ηn(T, ·)) schwach gegen
η(T, ·) in H20 (M). Fu¨r die Galerkin-Lo¨sungen gilt der Energiesatz
∫
I
∫
ΩRδ(t)
S(Dun) : Dun dxdt+ 2
∫
I
K(∂tηn) dt
= −Eηn,un(T ) + Eηn,un(0) +
∫
I
∫
ΩRδ(t)
fn · un dxdt+
∫
I
∫
M
gn ∂tηn dAdt.
Wenn wir den lim sup dieser Gleichung nehmen und die schwache Unterhalbstetigkeit
der Energie E verwenden,1 so folgt
lim sup
n
∫
I
∫
ΩRδ(t)
S(Dun) : Dun dxdt+ 2
∫
I
K(∂tηn) dt
≤ −Eη,u(T ) + Eη,u(0) +
∫
I
∫
ΩRδ(t)
f · u dxdt+
∫
I
∫
M
g ∂tη dAdt.
1Man beachte, dass jede stetige, nichtnegative quadratische Form, insbesondere also K, schwach unter-
halbstetig ist. Das folgt, wenn man den lim inf der Ungleichung
0 ≤ K(ηn − η, ηn − η) = K(ηn)− 2K(η, ηn) +K(η)
nimmt.
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Man beachte dabei, dass ηn(0, ·) = η0 fu¨r alle n ∈ N gilt. Aus der Energiegleichung fu¨r
die schwache Lo¨sung (η,u) (mit ξ anstelle von S(Du)) folgt
lim sup
n
∫
I
∫
ΩRδ(t)
S(Dun) : Dun dxdt+ 2
∫
I
K(∂tηn) dt
≤
∫
I
∫
ΩRδ(t)
ξ : Du dxdt+ 2
∫
I
K(∂tη) dt.
Unter Ausnutzung dieser Abscha¨tzung und der schwachen Konvergenzen schließen wir
0 ≤ lim sup
n
(∫
I
∫
ΩRδ(t)
(S(Dun)− S(Du)) : (Dun −Du) dxdt
+ 2
∫
I
K(∂tηn − ∂tη, ∂tηn − ∂tη) dt
)
= lim sup
n
(∫
I
∫
ΩRδ(t)
S(Dun) : Dun + S(Du) : Du
− S(Dun) : Du− S(Du) : Dun dxdt
+ 2
∫
I
K(∂tηn, ∂tηn) +K(∂tη, ∂tη)− 2K(∂tηn, ∂tη) dt
)
≤
∫
I
∫
ΩRδ(t)
ξ : Du+ S(Du) : Du− ξ : Du− S(Du) : Du dxdt
+ 2
∫
I
K(∂tη, ∂tη) +K(∂tη, ∂tη)− 2K(∂tη, ∂tη) dt
= 0.
Somit gilt fu¨r eine Teilfolge die Konvergenz
(S(Dun)− S(Du)) : (Dun −Du)→ 0
fast u¨berall in ΩIRδ. Mit Hilfe von Proposition A.13 schließen wir Dun → Du und somit
S(Dun) → S(Du) fast u¨berall in ΩIRδ. Proposition A.14 liefert uns nun die Identifizie-
rung ξ = S(Du). Unter der Annahme der Existenz obiger Approximationen ist damit
die Existenz und Eindeutigkeit schwacher Lo¨sungen des entkoppelten, regularisierten
p-Systems gezeigt.
Auch bei der Durchfu¨hrung des Fixpunktarguments gehen wir zuna¨chst genau wie im
Falle des Navier-Stokes-Fluids vor. Wir ersetzen lediglich die Abscha¨tzung (5.26) durch
‖η‖Y˜ I + ‖u‖XIRδ,p ≤ c.
Fu¨r (δ,v) ∈ D ist die Menge F (δ,v) aufgrund der Eindeutigkeit der schwachen Lo¨sun-
gen einelementig, insbesondere konvex und abgeschlossen. Desweiteren ko¨nnen wir den
Beweis von Proposition 5.5 fast wo¨rtlich u¨bernehmen, um die Kompaktheit von F zu
zeigen. Zusa¨tzlich zu (5.10) verwenden wir dabei die Abscha¨tzung
‖FηnMηnb‖L∞(I,W 1,p(Bα)) ≤ c ‖b‖H20 (M),
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die aus Lemma A.17 und Proposition 2.10 folgt. Zudem ersetzen wir in der Definition
von hσn den Raum H
1
0 (Ω) durch W
1,max(2,p)
0 (Ω), sodass wir zusa¨tzlich zu (5.14) u¨ber die
Abscha¨tzung
‖Tδσϕ‖L∞(I,W 1,p(Bα)) ≤ c ‖ϕ‖W 1,p0 (Ω)
verfu¨gen. Bei der Anwendung von Lemma A.19 tritt die Einschra¨nkung p > 3/2 auf.2
Den Exponenten p in Proposition 2.12 wa¨hlen wir identisch min(2, p). Auch der Beweis
der Graphenabgeschlossenheit von F funktioniert fast genauso wie zuvor. Die Konver-
genz der Folge (FηnMηnb) in Lp(I,W 1,p(Bα)) erha¨lt man dabei wie im Beweis von
Lemma A.18. Fu¨r die Identitfizierung des Grenzwerts der viskosen Spannungstensoren
(S(Dun)) ⊂ Lp′(I × R3) ko¨nnen wir die Argumentation in obigem Existenzbeweis fast
wo¨rtlich u¨bernehmen. Im Wesentlichen ersetzen wir die dortigen Integrale u¨ber ΩIRδ
durch Integrale u¨ber I × R3, wobei wir die entsprechenden Felder durch 0 auf I × R3
fortsetzen.
Unter der Annahme der Existenz der Approximationen und 3/2 < p < ∞ haben
wir somit gezeigt, dass sich ein Intervall I und zu jedem hinreichend kleinen Parameter
ǫ > 0 eine schwache Lo¨sungen des regularisierten p-Systems zum Parameter ǫ auf dem
Intervall I gema¨ß der nachfolgenden Definition finden la¨sst.
Definition 6.3. Ein Tupel (η,u) heißt schwache Lo¨sung des regularisierten p-Systems
zum Parameter ǫ auf dem Intervall I, falls η ∈ Y˜ I mit ‖η‖L∞(I×M) < κ und η(0, ·) = η0,
u ∈ XIRǫη,p mit trRǫη u = ∂tη ν und
−
∫
I
∫
ΩRǫη(t)
u · ∂tϕ dxdt− 1
2
∫
I
∫
M
∂tη ∂tRǫη b γ(Rǫη) dAdt
+
1
2
∫
I
∫
ΩRǫη(t)
(Rǫu · ∇)Rǫu · ϕ dxdt− 1
2
∫
I
∫
ΩRǫη(t)
(Rǫu · ∇)Rǫϕ · u dxdt
+
∫
I
∫
ΩRǫη(t)
S(Du) : Dϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt+ 2
∫
I
K(η + ǫ ∂tη, b) dt
=
∫
I
∫
ΩRǫη(t)
f ·ϕ dxdt+
∫
I
∫
M
g b dAdt
+
∫
ΩRǫη0
uǫ0 ·ϕ(0, ·) dx+
∫
M
ηǫ1 b(0, ·) dA
fu¨r alle Testfunktionen (b,ϕ) ∈ T IRǫη,p.
Um den Grenzu¨bergang ǫ → 0 vollziehen zu ko¨nnen, werden nun allerdings andere
Techniken beno¨tigt. Fu¨r p < 11/5 ist die Energieidentita¨t selbst fu¨r die Fluidgleichun-
2Im Prinzip la¨sst sich die Einschra¨nkung an dieser Stelle auf p > 6/5 absenken, da die Kompaktheit
von (∂tηn) in L
2(I×M) an dieser Stelle noch nicht beno¨tigt wird. Die Einschra¨nkung kommt na¨mlich
dadurch zustande, dass wir die ra¨umliche Regularita¨t der Folge (∂tηn) durch Spurbildung aus der
ra¨umlichen Regularita¨t von (un) gewinnen und somit der Raum W
1−1/r,r(M) fu¨r ein beliebiges
r < p kompakt nach L2(M) einbetten muss. Beim finalen Grenzu¨bergang wird die Einschra¨nkung
(mit dieser Beweismethode) jedoch vermutlich nicht zu umgehen sein.
63
6 Verallgemeinerte Newton’sche Fluide
gen in einem Raumzeitzylinder ohne jegliche Kopplung vermutlich falsch. Dementspre-
chend sind fu¨r kleine p schon in diesem einfacheren Fall andere Techniken vonno¨ten. Da
mit ǫ auch die Parabolisierung verschwindet, ist die Energieidentita¨t fu¨r das gekoppelte,
nichtregularisierte System selbst fu¨r große p vermutlich nicht richtig. Auch die asympto-
tisch geringe Randregularita¨t und das resultierende Versagen der Korn’schen Gleichung
ko¨nnten Probleme bereiten.
Zur Behandlung der Fluidgleichungen fu¨r kleine p in einem Raumzeitzylinder oh-
ne Kopplung haben sich die Methoden der lokalen Druckfelder und der parabolischen
L∞- bzw. W 1,∞-Abschneidungen als besonders leistungsfa¨hig und flexibel erwiesen; sie-
he [DRW10]. Mit Hilfe dieser Techniken la¨sst sich die Existenz schwacher Lo¨sungen fu¨r
p > 6/5 zeigen. Das Ziel ist, auch hier diese Techniken erfolgreich einzubringen. Dies
wird Gegenstand weiterer Forschung sein.
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Der na¨chste Schritt wird der vollsta¨ndige Existenzbeweis im Falle der verallgemeinerten
Newton’schen Fluide sein. Hier ist noch einige Arbeit zu leisten. Zudem ko¨nnte man un-
ter Beibehaltung der Einschra¨nkung der Auslenkungen in Richtung der Normale an ∂Ω
zur Koiter-Energie fu¨r nichtlinear elastische Schalen u¨bergehen. Trotz der Einschra¨nkung
wird dabei allerdings ein Elliptizita¨tsverlust auftreten, da die Entartungsrichtungen im
nichtlinearen Fall ja mit der Lo¨sung variieren und nicht la¨nger tangential an ∂Ω liegen
werden. Interessant ko¨nnte auch die Konstruktion starker Lo¨sungen fu¨r kurze Zeiten
bei Newton’schen wie bei verallgemeinerten Newton’schen Fluiden sein. Insbesondere in
letzterem Fall scheint sich die Technik der maximalen Lp-Regularita¨t anzubieten, wie sie
in [BP07] zur Konstruktion starker Kurzzeit-Lo¨sungen fu¨r verallgemeinerte Newton’sche
Fluide in Raumzeitzylindern ohne zusa¨tzliche Kopplung verwendet wird. Auch bei der
Konstruktion von Kurzzeitlo¨sungen sollte man die Mo¨glichkeit, die Koiter-Energie fu¨r
nichtlinear elastische Schalen zu verwenden, in Betracht ziehen. Eine weitere mo¨gliche
Stoßrichtung besteht darin, die Einschra¨nkung der Schalenauslenkung auf die Norma-
lenrichtung aufzuheben. Hier tritt, wie bereits angemerkt, das Problem auf, dass der
Gradient der Koiter-Energie in tangentiale Richtungen degeneriert ist. Zudem ist der
Rand in diesem Fall im Allgemeinen kein Graph u¨ber ∂Ω mehr.
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A.1 Differentialgeometrie
Details und gegebenenfalls Beweise zu den folgenden Ausfu¨hrungen finden sich in [Lee03],
[Lee97], [Ba¨r01]. Wir nehmen im Folgenden an, dass alle auftretenden mathematischen
Objekte so regula¨r sind, dass die Definitionen sinnvoll und die durchgefu¨hrten Operatio-
nen zula¨ssig sind. Sei M eine kompakte Riemann’sche Mannigfaltigkeit (berandet oder
nicht) endlicher Dimension mit Riemann’scher Metrik g = 〈·, ·〉. Bezu¨glich beliebiger Ko-
ordinaten bezeichnen wir die Komponenten von g mit gαβ , die Koordinatenvektorfelder
mit ∂α und die Koordinaten-1-Formen mit dx
α. Das Skalarprodukt auf dem Tangen-
tialbu¨ndel induziert ein Skalarprodukt 〈·, ·〉 auf sa¨mtlichen Tensorbu¨ndeln; zum Bei-
spiel fu¨r (0, 2)-Tensorfelder T, S in Koordinaten 〈T, S〉 = gαγgβδTαβSγδ. Dabei ist (gαγ)
die inverse Matrix von (gαγ). Fu¨r beliebige Tensorfelder T setzen wir |T |2 := 〈T, T 〉.
Desweiteren la¨sst sich ein Tensorprodukt definieren, das ein (k, l)-Tensorfeld und ein
(r, s)-Tensorfeld auf ein (k + r, l + s)-Tensorfeld abbildet; zum Beispiel fu¨r zwei (1, 1)-
Tensorfelder T, S in Koordinaten (T ⊗S)βδαγ = T βαSδγ . Die Riemann’sche Metrik induziert
einen kanonischen Isomorphismus zwischen Tangential- und Kotangentialbu¨ndel und da-
mit auch zwischen ko- und kontravarianten Tensorfeldern. Zum Beispiel la¨sst sich ein
(0, 2)-Tensorfeld T in ein (1, 1)-Tensorfeld umwandeln; in Koordinaten T βα = gβδTαδ.
Dieser Vorgang nennt sich Indexziehen. Desweiteren ist ein (1, 1)-Tensorfeld T zu einem
skalaren Feld kontrahierbar. Ein solches Feld la¨sst sich na¨mlich auch so interpretieren,
dass punktweise Vektoren linear auf lineare Funktionale abgebildet werden, die Kovekto-
ren aufnehmen. Ein lineares Funktional, das Kovektoren aufnimmt, ist (da jeder endlich-
dimensionale, normierte Raum reflexiv ist) aber ein Vektor. D.h. ein solches Tensorfeld
definiert punktweise einen Endomorphismus des Tangentialraums. Von diesem Endomor-
phismenfeld nehmen wir punktweise die Spur, was ein skalares Feld ergibt; in Koordina-
ten trT = Tαα . Allgemein la¨sst sich die Spur beliebiger Tensorfelder bezu¨glich eines ko-
und eines kontravarianten Index nehmen, was den Rang des Tensorfelds um 2 vermin-
dert; zum Beispiel fu¨r ein (2, 1)-Tensorfeld T in Koordinaten Tαββ . Durch Verknu¨pfen von
Indexziehen und Spurbildung la¨sst sich jedes Tensorfeld u¨ber zwei verschiedene Indizes
kontrahieren; zum Beispiel fu¨r ein (0, 2)-Tensorfeld T in Koodinaten trg T = g
αβTαβ.
Es existiert ein kanonischer linearer Zusammenhang ∇ auf dem Tangentialbu¨ndel, der
Levi-Civita-Zusammenhang, der dadurch charakterisiert ist, dass er symmetrisch und
Riemann’sch ist. Sei X ein Vektorfeld auf M ; in Koordinaten X = Xα∂α. Dann be-
zeichnen wir mit ∇X die totale kovariante Ableitung von X bezu¨glich ∇. Dies ist ein
(1, 1)-Tensorfeld, d.h. es nimmt (punktweise) einen Vektor (die Richtung, in die abgelei-
tet wird) und einen Kovektor (der das Ergebnis der Ableitung aufnimmt) als Argument
auf. In Koordinaten gilt (∇X)(∂α, dxβ) = dxβ(∇∂αX) = ∂αXβ + ΓβαδXδ, wobei die
67
Anhang
Christoffel-Symbole Γγαβ durch Γ
γ
αβ∂γ := ∇∂α∂β definiert sind. Fu¨r skalare Funktionen
f setzen wir zudem ∇f := df mit dem Differential df von f , ein Kovektorfeld; in Ko-
ordinaten df(∂α) = ∂αf . Durch Indexziehen erhalten wir aus ∇f das Gradientenfeld
grad f ; in Koordinaten (grad f)α = gαβ∂βf . Die kovariante Ableitung von Vektorfeldern
induziert eine kovariante Ableitung beliebiger Tensorfelder; fu¨r ein Kovektorfeld ω und
Vektorfelder X,Y zum Beispiel gilt (∇ω)(X,Y ) = ∇X(ω(Y )) − ω(∇XY ), in Koordina-
ten (∇ω)(∂α, ∂β) = ∂αωβ −Γδαβωδ. Der L2-adjungierte Operator der totalen kovarianten
Ableitung ist die Divergenz ∇∗ = tr∇. Dabei wird u¨ber den Index der Ableitung und
einen Index des Tensorfeldes, von dem wir die Divergenz nehmen wollen, kontrahiert;
zum Beispiel fu¨r ein Vektorfeld X in Koordinaten
∇∗X = ∂αXα + ΓααδXδ = (det(gβγ))−
1
2∂α((det(gβγ))
1
2Xα). (A.1)
Zudem setzen wir ∇2 = ∇∇. Fu¨r ein skalares Feld f zum Beispiel ist ∇2f die to-
tale kovariante Ableitung des Differentials, ein symmetrisches (0, 2)-Tensorfeld, und
∆f = ∇∗∇f = trg∇2f der Laplace(-Beltrami)-Operator auf f angewendet. Dieser ist
fu¨r beliebige Tensorfelder durch ∆ = ∇∗∇ = trg∇2 definiert.
Der Integralsatz von Stokes (fu¨r Differentialformen) beinhaltet den Spezialfall∫
M
divX dV = 0, (A.2)
falls das Vektorfeld X auf dem (mo¨glicherweise leeren) Rand vonM verschwindet. Dabei
ist dV das durch die Metrik induzierte Maß. Sind nun T ein (0, k)-Tensorfeld und S ein
(0, k + 1)-Tensorfeld, beide mit verschwindenden Randwerten, so gilt∫
M
〈∇T, S〉 dV = −
∫
M
〈T, trg∇S〉 dV, (A.3)
wobei u¨ber die ersten beiden Indizes von ∇S kontrahiert wird. Diese Aussage folgt, wenn
wir (A.2) auf das Vektorfeld X := (trg)
k T⊗S anwenden, wobei wir den ersten Index von
T mit dem zweiten Index von S kontrahieren, den zweiten mit dem dritten, etc. Dabei ist
lediglich zu beachten, dass die Operatoren∇ und trg ebenso wie Kontraktionen bezu¨glich
verschiedener Indizes kommutieren und dass
∇X = (trg)k (∇T )⊗ S + (trg)k T ⊗ (∇S)
gilt.
Wir definieren fu¨r Vektorfelder X,Y,Z den Riemann’schen Kru¨mmungstensorR durch
R(X,Y )Z := ∇2X,Y Z −∇2Y,XZ
und den Ricci-Tensor Rc durch Kontraktion von R u¨ber den ersten und den letzten
Index; in Koordinaten Rcαβ = R
γ
γαβ . Fu¨r ein skalares Feld f haben wir
[∆,∇]f = Rc(grad f, · ), (A.4)
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denn in lokalen Koordinaten gilt
(∆∇f)(∂γ) = gαβ (∇3f)(∂α, ∂β , ∂γ) = gαβ (∇3f)(∂α, ∂γ , ∂β)
= gαβ (∇3f)(∂γ , ∂α, ∂β) + gαβ 〈R(∂α, ∂γ) grad f, ∂β〉
= (∇∆f)(∂γ) +Rc(grad f, ∂γ).
Fu¨r eine weitere Riemann’sche Mannigfaltigkeit N und eine Abbildung Φ : M → N
bezeichnen wir mit dΦ : TM → TN das Differential von Φ. Dabei sind TM und TN die
Tangentialbu¨ndel von M bzw. N . Ist v ein Tangentialvektor an M und c : t 7→ c(t) ein
Kurve inM mit ddt
∣∣
t=0
c(t) = v, so gilt dΦ v = ddt
∣∣
t=0
Φ◦c(t). Fu¨r Funktionen f : N → R
gilt der Transformationssatz∫
N
f dA =
∫
M
f ◦ Φ |det dΦ| dA. (A.5)
Dabei wird die Determinante von dΦ im Punkt q ∈ M bezu¨glich zweier beliebiger Or-
thonormalbasen von TqM und TΦ(q)N gebildet. Dieser Kunstgriff ist notwendig, weil die
Determinante von Homomorphismen zwischen verschiedenen Vektorra¨umen keine koor-
dinateninvariante Bedeutung besitzt. Die Determinanten bezu¨glich beliebiger Orthonor-
malbasen hingegen ko¨nnen ho¨chstens um den Faktor −1 differieren. Ist T ein Tensorfeld
auf N , so bezeichnen wir mit Φ∗T den Pullback von T oder den zuru¨ckgeholten Tensor.
Ist T ein skalares Feld, so ist dieser durch Φ∗T = T ◦ Φ definiert; fu¨r ein ein (0, 2)-
Tensorfeld T und Vektorfelder X,Y aufM gilt (Φ∗T )(X,Y ) = T (dΦX, dΦY ). Die kova-
riante Ableitung verha¨lt sich natu¨rlich unter Isometrien. Ist Φ eine Isometrie, so bedeutet
das speziell fu¨r die Divergenz eines Vektorfeldes X aufM die Identita¨t ∇∗X = (∇˜∗Y )◦Φ,
wobei ∇˜ der Levi-Civita-Zusammenhang von N und Y := (dΦX)◦Φ−1 der Pushforward
von X unter Φ ist.
Ist (ϕk, Uk)k ein endlicher Atlas (insbesondere Uk ⊂M offen), so existiert eine unter-
geordnete Zerlegung der Eins, d.h. es existieren differenzierbare Funktionen ψk :M → R
mit 0 ≤ ψk ≤ 1, suppψk ⊂ Uk und
∑
k ψk(q) = 1 fu¨r alle q ∈M .
IstM speziell eine kompakte, orientierte Fla¨che in R3, so wird durch Einschra¨nken des
euklidischen Skalarprodukts eine Riemann’sche Metrik aufM definiert. Der Levi-Civita-
Zusammenhang ist in diesem Fall durch Differenzieren von Vektorfeldern (la¨ngs Kurven
aufM) im R3 und anschließende Orthogonalprojektion auf den Tangentialraum gegeben.
Die Kru¨mmung der Fla¨che wird durch die zweite Fundamentalform h, ein symmetrisches
(0, 2)-Tensorfeld, beschrieben. Diese ist fu¨r Vektorfelder X,Y durch h(X,Y ) := ∂Y∂X · ν
definiert, wobei ∂Y∂X die Ableitung von Y in Richtung X im R
3 und ν die Normale an M
bezeichnet. Durch Indexziehen erhalten wir ein Endomorphismenfeld, die Weingarten-
Abbildung W . Fassen wir die Normale ν als Abbildung von M in die 2-Spha¨re auf, so
la¨sst sich das Differential dν als Endomorphismus des Tangentialbu¨ndels von M inter-
pretieren. Dann gilt W = −dν. Die Weingarten-Abbildung ist symmetrisch, und ihre
Eigenwerte heißen Hauptkru¨mmungen. Die Determinante der Weingarten-Abbildung ist
die Gauß-Kru¨mmungG; in Koordinaten G = det(hαβ). Die gemittelte Spur ist die mittlere
Kru¨mmung H; in Koordinaten H = 12g
αβhαβ =
1
2h
α
α. Der Riemann’sche Kru¨mmungs-
tensor la¨sst sich durch die zweite Fundamentalform ausdru¨cken; in lokalen Koordinaten
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Rδαβγ = hβγ h
δ
α − hαγ hδβ . Entsprechend hat der Ricci-Tensor in lokalen Koordinaten die
Form
Rcβγ = hβγ h
α
α − hαγ hαβ . (A.6)
A.2 Sobolev-Ra¨ume
Eine Einfu¨hrung in die Sobolev-Ra¨ume auf euklidischen Gebieten findet sich in [AF03];
siehe auch [BL76], [Tri78], [Tar07]. Fu¨r eine Einfu¨hrung in die Bochner-Ra¨ume sei auf
[Zei90a], [Ru˚zˇ04] verwiesen. Fu¨r d, k ∈ N, Ω ⊂ Rd offen und 1 ≤ p ≤ ∞ bezeichnen wir
mit W k,p(Ω) den Sobolev-Raum der reellwertigen Lp(Ω)-Funktionen, deren distributio-
nelle Ableitungen bis zur Ordnung k in Lp(Ω) liegen. Fu¨r s ∈ (k − 1, k) und 1 ≤ p <∞
setzen wir zudem W s,p(Ω) := Bspp(Ω) := (L
p(Ω),W k,p(Ω)) s
k
,p. Ist Ω der R
d oder ein
beschra¨nktes Gebiet mit Lipschitz-Rand, so ist der Raum W s,p(Ω) isomorph zum (ka-
nonisch normierten) Raum der W k−1,p(Ω)-Funktionen f , fu¨r die die Gro¨ße
|∂αf |pσ,p;Ω :=
∫
Ω
∫
Ω
|∂αf(x)− ∂αf(y)|p
|x− y|d+σp dxdy
fu¨r alle |α| = k − 1 endlich ist; siehe [AF03], [BL76], [Tri78], [Tar07].
Theorem A.1. Es sei Ω ⊂ Rd, d ∈ N, ein beschra¨nktes Gebiet mit Lipschitz-Rand. Fu¨r
1 ≤ p <∞ und s > 0 mit 0 < α := s− d/p < 1 gilt
W s,p(Ω) →֒ C0,α(Ω).
Fu¨r 1 ≤ p, p˜ <∞ und 0 < s˜ < s mit s− d/p > s˜− d/p˜ gilt
W s,p(Ω) →֒W s˜,p˜(Ω).
Fu¨r 1 ≤ p <∞ und s > 0 haben wir die kompakte Einbettung
W s,p(Ω) →֒→֒ Lp(Ω).
Beweis: Die ersten beiden Behauptungen folgen mit Hilfe der in [AF03] konstruier-
ten Fortsetzungsoperatoren aus Theorem 2.8.1 in [Tri78]. Die kompakte Einbettung ist
wegen Theorem 3.8.1 in [BL76] eine Konsequenz der u¨blichen Sobolev-Einbettungen.
Ist N eine geschlossene Ck-Mannigfaltigkeit und M ⊂ N , so bestehe der Raum
W s,p(M), 0 ≤ s ≤ k, 1 ≤ p < ∞ oder s = 0, p = ∞ aus den Funktionen(klassen)
f :M → R, fu¨r die in lokalen Koordinaten (ϕ,U) von N fu¨r alle ψ ∈ Ck0 (U) gilt
(f ψ) ◦ ϕ−1 ∈W s,p(ϕ(U ∩ intM)).
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Wir setzen Lp(M) := W 0,p(M). Ist (ϕk, Uk)k ein endlicher Atlas mit untergeordneter
Zerlegung der Eins (ψk), so ist die Norm von W
s,p(M) durch
‖f‖W s,p(M) :=
∑
k
‖(f ψk) ◦ ϕ−1k ‖W s,p(ϕk(Uk∩intM))
gegeben. Ein Ck-Diffeomorphismus, k ∈ N, zwischen Gebieten Ω und Ω˜ des Rd induziert
Isomorphismen zwischen den Ra¨umen W s,p(Ω) und W s,p(Ω˜), falls 0 ≤ s ≤ k und 1 ≤
p < ∞. Durch Wahl unterschiedlicher Atlanten erhalten wir also a¨quivalente Normen.
Ist s ganzzahlig und N Riemann’sch mit Levi-Civita-Zusammenhang ∇ und induziertem
Maß dV , so definiert auch die Gro¨ße
s∑
j=0
(∫
intM
|∇jv|p dV
)1/p
eine a¨quivalente Norm. Das ist eine simple Konsequenz der Kompaktheit von N . Durch
Verwenden eines endlichen Atlas von N mit untergeordneter Zerlegung der Eins sieht
man leicht, dass
W s,p(M) = (Lp(M),W k,p(M)) s
k
,p
gilt, wenn p, k und s wie zu Beginn des Abschnitts gewa¨hlt sind. Desweiteren seiW s,p0 (M)
der Abschluss von Ck0 (intM) in W
s,p(M). Offenbar gilt
W s,p0 (M) →֒W s,p(N),
wenn wir die Funktionen durch 0 aufN fortsetzen. Eigenschaften wie Vollsta¨ndigkeit, Re-
flexivita¨t, Dichtheit regula¨rer Funktionen, etc. folgen ebenso wie Sobolev-Einbettungen
sofort aus dem euklidischen Fall, wobei der Rand von M gegebenenfalls hinreichend re-
gula¨r oder leer vorausgesetzt werden muss. Aus der L2-Theorie des Laplace-Operators
auf Mannigfaltigkeiten, folgt, dass ‖∆ · ‖L2(M) eine a¨quivalente Norm auf H20 (M) :=
W 2,20 (M) definiert, fallsM einen nichtleeren C
1,1-Rand besitzt; siehe zum Beispiel [Tay11].
Theorem A.2. Es seien Ω ⊂ Rd, d ∈ N, ein beschra¨nktes Gebiet mit Lipschitz-Rand
und 1 < p < ∞. Dann besitzt die Abbildung v 7→ v|∂Ω, die fu¨r v ∈ C1(Ω) wohldefiniert
ist, eine stetige Fortsetzung von W 1,p(Ω) nach W 1−1/p,p(∂Ω).
Ein Beweis findet sich in [KJF77].
Proposition A.3. Es sei ω ∈ C∞0 (Rd), d ∈ N, mit
∫
Rd
ω dx = 1. Fu¨r ǫ > 0 setzen wir
ωǫ := ǫ
−dω(ǫ−1·). Falls 1 ≤ p < ∞ und f ∈ Lp(Rd), so gilt ωǫ ∗ f → f in Lp(Rd) und
fast u¨berall fu¨r ǫ→ 0. Ist f stetig in Umgebung einer kompakten Menge K ⊂ Rd, so gilt
ωǫ ∗ f → f in L∞(K) fu¨r ǫ→ 0. Fu¨r d ≥ 2, 1 ≤ p, r <∞ und f ∈ Lp(R, Lr(Rd−1) gilt
‖ωǫ ∗ f‖Lp(R,Lr(Rd−1) ≤ c ‖f‖Lp(R,Lr(Rd−1)
und ωǫ ∗ f → f in Lp(R, Lr(Rd−1).
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Ein Beweis der Aussagen u¨ber skalarwertige Funktionen findet sich in [Gra08a], Theorem
1.2.19 und Korollar 2.1.17. Fu¨r den Beweis der Aussagen u¨ber vektorwertige Funktionen
verweisen wir auf [Dro].
Proposition A.4. Es seien Ω ⊂ Rd, d ∈ N, ein beschra¨nktes Gebiet mit C0-Rand und
1 ≤ p <∞. Dann ist C∞0 (Rd) dicht in W 1,p(Ω) und in Ep(Ω).
Beweisskizze: Es seien B ⊂ Rd−1 ein offener Ball, g : B → R eine stetige Funktion und
Ω˜ := {(x′, xd) ∈ Rd | x′ ∈ B, g(x′) < xd}. Zudem sei v ∈ W 1,p(Ω˜) eine Funktion, deren
Tra¨ger eine beschra¨nkte Teilmenge von {(x′, xd) ∈ Rd | x′ ∈ B, g(x′) ≤ xd} sei und die
wir durch 0 auf Rd fortsetzen. Wir setzen vt(x) := v(x
′, xd+ t) mit t > 0, sodass in Ω˜ fu¨r
hinreichend kleine ǫ > die Identita¨t ∇(ωǫ ∗vt) = ωǫ ∗∇vt, ωǫ wie in Proposition A.3, gilt.
Aus Proposition A.3 folgt dann fu¨r ǫ→ 0 die Konvergenz von ωǫ ∗vt ∈ C∞0 (Rd) gegen vt
in W 1,p(Ω˜). Die Konvergenz von vt gegen v in W
1,p(Ω˜) ist eine direkte Konsequenz der
Stetigkeit der Translation in Lp(Rd). Die erste Behauptung folgt nun aus Obigem mit-
tels Lokalisierung. Details finden sich in [KJF77], [Dob06]. Fu¨r die zweite Behauptung
ersetzen wir einfach ∇ durch div.
Theorem A.5. (de Rham) Es seien Ω ⊂ Rd, d ∈ N, ein beschra¨nktes Gebiet mit
Lipschitz-Rand und f ∈ (H10 (Ω,Rd))′. Gilt 〈f,ϕ〉 = 0 fu¨r alle ϕ ∈ C∞0 (Ω) mit divϕ = 0,
so existiert genau eine Funktion p ∈ L2(Ω) mit ∫Ω p dx = 0 und f = ∇p.
Fu¨r einen Beweis siehe [BF06].
Proposition A.6. (Korn’sche Ungleichung) Es seien Ω ⊂ Rd, d ∈ N, ein beschra¨nk-
tes Gebiet mit Lipschitz-Rand und 1 ≤ p < ∞. Dann definiert ‖ · ‖Lp(Ω) + ‖D · ‖Lp(Ω)
eine a¨quivalente Norm auf W 1,p(Ω,Rd).
Diese Aussage wird in [Necˇ66] bewiesen.
Proposition A.7. Es seien I ⊂ R ein offenes, beschra¨nktes Intervall und die komplexen
Hilbert-Ra¨ume H0, H1 ein Interpolationspaar. Dann gilt die Einbettung{
v ∈ L2(I,H0)
∣∣ dv
dt
∈ L2(I,H1)
}
→֒ C(I¯ , [H0,H1] 1
2
).
Fu¨r einen Beweis siehe [LM72].
Proposition A.8. Es seien I ⊂ R ein offenes Intervall und die Banach-Ra¨ume B0,
B1 ein Interpolationspaar. Fu¨r 1 ≤ p, r, q ≤ ∞, 0 < θ < 1 und 1s = 1−θp + θr gilt die
Einbettung
Lp(I,B0) ∩ Lr(I,B1) →֒ Ls(I, (B0, B1)θ,q).
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Beweis: Unter Verwendung Ho¨lder-Ungleichung mit Exponenten p˜ = p(1−θ)s und p˜
′ = rθs
erhalten wir∫
I
‖u‖s(B0,B1)θ,q dt ≤
∫
I
‖u‖(1−θ)sB0 ‖u‖θsB1 dt ≤ ‖u‖
(1−θ)s
Lp(I,B0)
‖u‖θsLr(I,B1).
A.3 Gewo¨hnliche Integro-Differentialgleichungen
Es seien d ∈ N, A ∈ C([0,∞) × Rd,Rd) und B ∈ C([0,∞)2 × Rd,Rd). Wir suchen
Lo¨sungen α ∈ C1([0, T ∗),Rd) der Gleichung
α˙(t) = A(t,α(t)) +
∫ t
0
B(t, s,α(s)) ds (A.7)
fu¨r t ∈ [0, T ∗). Wir zeigen nun, dass zu jedem α0 ∈ Rd ein T ∗ ∈ (0,∞] und eine Lo¨sung
auf dem Intervall [0, T ∗) mit α(0) = α0 existieren derart, dass aus T
∗ <∞ die Divergenz
limtրT ∗ |α(t)| =∞ folgt. Sind A und B affin-linear in α, so ist T ∗ =∞.
Die Konstruktion der zeitlich lokalen Lo¨sung folgt de facto wo¨rtlich dem Beweis des
Existenzsatzes von Peano. Der Vollsta¨ndigkeit halber skizzieren wir sie dennoch. Wir
ko¨nnen zuna¨chst ohne Einschra¨nkung annehmen, dass die rechte Seite von (A.7) un-
abha¨ngig von t und α beschra¨nkt ist, da wir sonst die beiden Summanden mit Ab-
schneidefunktionen multiplizieren ko¨nnen, die in einer Umgebung von (t = 0, α = α0)
identisch 1 sind. Die so gewonnene Lo¨sung ist fu¨r hinreichend kleine Zeiten eine Lo¨sung
der urspru¨nglichen Gleichung. Wir definieren Na¨herungslo¨sungen αk, k ∈ N, indem wir
αk(t) := α0 fu¨r t < 0 und
αk(t) := α0 +
∫ t
0
A(s,αk(s− 1/k)) +
∫ s
0
B(s, τ,αk(τ − 1/k)) dτ ds
fu¨r 0 ≤ t ≤ 1 setzen. Aus der Beschra¨nktheit der rechten Seite von (A.7) folgt die
Beschra¨nktheit von (α˙k) in C([0, 1],R
d) unabha¨ngig von k. Der Satz von Arzela-Ascoli
liefert uns einen gleichma¨ßigen Grenzwert α einer Teilfolge von (αk). Aufgrund der
Abscha¨tzung |αk(t − 1/k) − αk(t)| ≤ c/k konvergiert auch die entsprechende Teilfolge
von (αk(· − 1/k)) gleichma¨ßig gegen α. Nun ko¨nnen wir in der Definition von αk den
Grenzu¨bergang vollziehen und erhalten eine Lo¨sung von (A.7) fu¨r kleine Zeiten. Jede
beschra¨nkte Lo¨sung α auf einem Intervall [0, T ), T < ∞, la¨sst sich auf ein Intervall
[0, T˜ ), T˜ > T , fortsetzen. Mit Hilfe von (A.7) folgt na¨mlich die Beschra¨nkheit von α˙ und
mithin die gleichma¨ßige Stetigkeit von α auf [0, T ). Somit existiert der Grenzwertα(T ) =
limtրT α(t), und wir ko¨nnen zum Anfangswert α(T ) eine Lo¨sung konstruieren, die, mit
der urspru¨nglichen Lo¨sung verknu¨pft, die Fortsetzung liefert. Die Behauptung T ∗ =
∞ im affin-linearen Fall folgt mit Hilfe einer Variation des zum Beweis des Gronwall-
Lemmas verwendeten Arguments. Wir wollen uns hier die Details sparen, weil wir die
Langzeitexistenz der Lo¨sungen αkn im Beweis von Proposition 5.7 ebenso gut aus den
dortigen Energieabscha¨tzungen folgern ko¨nnen.
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Proposition A.9. (Gronwall’sches Lemma) Es seien T > 0, α ∈ C([0, T )) und
c ∈ R. Erfu¨llt ϕ ∈ C1([0, T )) fu¨r alle t ∈ [0, T ) die Ungleichung
ϕ′(t) ≤ α(t) + cϕ(t),
so folgt fu¨r alle t ∈ [0, T )
ϕ(t) ≤ ϕ(0) ect +
∫ t
0
α(s) ec(t−s) ds.
Proposition A.10. (Reynolds’sches Transporttheorem) Es seien Ω ⊂ R3 ein be-
schra¨nktes Gebiet mit C1-Rand, I ⊂ R ein Intervall und Ψ ∈ C1(I × Ω,R3) derart,
dass
Ψt := Ψ(t, ·) : Ω→ Ψt(Ω)
fu¨r alle t ∈ I ein Diffeomorphismus ist. Wir setzen Ωt := Ψt(Ω) und v := (∂tΨ) ◦ Ψ−1t .
Dann gilt fu¨r ξ ∈ C1(⋃t∈I{t} × Ωt) und t ∈ I die Identita¨t
d
dt
∫
Ωt
ξ(t, x) dx =
∫
Ωt
∂tξ(t, x) dx+
∫
∂Ωt
v · νt ξ(t, ·) dAt.
Dabei bezeichnen dAt das Fla¨chenmaß und νt die a¨ußere Einheitsnormale von ∂Ωt.
Ein Beweis dieser Aussage findet sich in [BF06].
Wir betrachten nun fu¨r ein beschra¨nktes Gebiet Ω ⊂ R3 das Stokes-System
−∆u+∇π = 0 in Ω,
divu = 0 in Ω,
u = g auf ∂Ω.
Theorem A.11. Es seien Ω ⊂ R3 ein beschra¨nktes Gebiet mit Cmax(2,k)-Rand, k ∈ N,
und 1 < p <∞. Desweiteren sei g ∈W k−1/p,p(∂Ω) mit∫
∂Ω
g · ν dA = 0,
wobei ν und dA Einheitsnormale bzw. Fla¨chenmaß von ∂Ω bezeichnen. Dann existiert
genau eine (sehr schwache) Lo¨sung u ∈W k,p(Ω) des Stokes-Systems, d.h. es gilt divu =
0 und
−
∫
Ω
u ·∆ϕ dx+
∫
∂Ω
g · ∂νϕ dA = 0
fu¨r alle ϕ ∈ C2(Ω) mit divϕ = 0 und ϕ = 0 auf ∂Ω. Die Zuordnung g 7→ u definiert
einen stetigen, linearen Operator von W k−1/p,p(∂Ω) nach W k,p(Ω).
Ist ∂Ω von der Klasse C2,1, so gilt die Aussage auch dann, wenn wir W k−1/p,p(∂Ω)
durch Lp(∂Ω) und W k,p(Ω) durch Lp(Ω) ersetzen.
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Die erste Aussage wird in [Gal94] bewiesen. Die zweite Aussage ist eine direkte Folge-
rung aus Theorem 3 in [GSS05].
Ein Beweis der folgenden Variante des Schauder’schen Fixpunktsatzes fu¨r mengen-
wertige Abbildungen ist in [GD03] nachzulesen. Die endlichdimensionale Version dieses
Theorems, der Kakutani-Fixpunktsatz, wurde von John Nash bei der Beschreibung des
Nash-Gleichgewichts verwendet.
Theorem A.12. (Kakutani-Glicksberg-Fan) Es seien C eine konvexe Teilmenge
eines normierten Raumes Z und F : C → 2C eine oberhalbstetige mengenwertige Abbil-
dung, d.h. fu¨r jede offene Teilmenge W ⊂ C sei die Menge {c ∈ C | F (c) ⊂ W} ⊂ C
offen. Zudem sei F (C) in einer kompakten Teilmenge von C enthalten, und fu¨r alle z ∈ C
sei die Menge F (z) nichtleer, konvex und kompakt. Dann besitzt F einen Fixpunkt, d.h.
es existiert ein c0 ∈ C mit c0 ∈ F (c0).
Es ist nicht schwierig zu sehen, dass die Forderung der Oberhalbstetigkeit a¨quivalent
durch die Bedingung der Graphenabgeschlossenheit ersetzt werden kann. Letztere be-
sagt, dass aus den Konvergenzen cn → c in C und mit F (cn) ∋ zn → z in Z folgt, dass
z ∈ F (c).
Wir bezeichnen mit Msym den Raum der reellen, symmetrischen 3× 3-Matrizen.
Proposition A.13. (Dal Maso-Murat) Sei S : Msym → Msym stetig und strikt
monoton, d.h. es gelte (S(A)−S(B)) : (A−B) > 0 fu¨r A,B ∈Msym, A 6= B. Desweiteren
sei (An)n∈N ⊂Msym eine Folge mit
lim
n
(S(An)− S(A)) : (An −A) = 0
fu¨r ein A ∈Msym. Dann gilt limnAn = A.
Dies wird in [DMM98] gezeigt.
Proposition A.14. (Vitali) Es seien Ω ⊂ Rd, d ∈ N, ein beschra¨nktes Gebiet und
(fn)n∈N ⊂ L1(Ω). Zudem konvergiere die Folge (fn) fast u¨berall in Ω. Dann ist Kon-
vergenz der Folge in L1(Ω) a¨quivalent zu der Aussage, dass zu jedem ǫ > 0 ein δ > 0
existiert derart, dass
sup
n
∫
K
|fn| dx < ǫ
fu¨r alle messbaren Mengen K ⊂ Ω mit |K| < δ gilt.
Fu¨r einen Beweis sei auf [Alt06] verwiesen.
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Bemerkung A.15. Im Kontext von Abschnitt 4 gilt formal, d.h. unter Vernachla¨ssigung
von Regularita¨tsfragen, ∫
Ωη(t)
(∇u)T : ∇ϕ dx = 0,
falls ϕ ein Feld mit trη ϕ = bν fu¨r eine skalare Funktion b ist, insbesondere also falls
ϕ = u. Partielle Integration liefert na¨mlich aufgrund der Divergenzfreiheit von u∫
Ωη(t)
(∇u)T : ∇ϕ dx =
∫
∂Ωη(t)
(ϕ · ∇)u · νη(t) dA.
Es genu¨gt also zu zeigen, dass auf ∂Ωη(t) gilt
((ν ◦ q) · ∇)u · νη(t) = 0.
Um diese Identita¨t zu beweisen, setzen wir e1 := ν ◦q. Zudem wa¨hlen wir auf ∂Ωη(t) zwei
linear unabha¨ngige, tangentiale Vektorfelder1 und setzen diese konstant la¨ngs e1 fort. Die
so konstruierten Felder nennen wir e2 und e3. Per Konstruktion gilt Γ
k
1i ek := ∇e1ei = 0
und somit Γk1i = 0 fu¨r alle i, k. Schreiben wir u = u
i ei, so gilt
((ν ◦ q) · ∇)u = ∇e1u = dui e1 ei + ui∇e1ei = dui e1 ei,
also auf ∂Ωη(t)
((ν ◦ q) · ∇)u · νη(t) = du1 e1 e1 · νη(t). (A.8)
Andererseits gilt
0 = divu = dui ei + u
k Γiik.
Die Komponenten u2 und u3 und ihre tangentialen Ableitungen du2 e2 bzw. du
3 e3 ver-
schwinden auf ∂Ωη(t). Wir folgern, dass auf ∂Ωη(t)
0 = du1 e1 + u
1 Γi1i = du
1 e1
gilt, was zusammen mit (A.8) die Behauptung zeigt.
Bemerkung A.16. Fu¨r δ ∈ C2(∂Ω) mit ‖δ‖L∞(∂Ω) < κ und ϕ : Ω → R3 sei Tδϕ
der Pushforward von (det dΨδ)
−1ϕ unter Ψδ, d.h. Tδϕ :=
(
dΨδ (det dΨδ)
−1ϕ
) ◦ Ψ−1δ .
Die Abbildung Tδ mit der Inversen T −1δ ϕ :=
(
dΨ−1δ (det dΨδ)ϕ
) ◦Ψδ definiert offenbar
Isomorphismen zwischen den Lebesgue- und Sobolev-Ra¨umen auf Ω bzw. Ωδ, solange
die Differenzierbarkeitsordnung kleiner oder gleich 1 bleibt. Zudem erha¨lt die Abbildung
Nullrandwerte.
1Zur Erinnerung: Diese existieren lokal.
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Der Diffeomorphismus Ψδ ist eine Isometrie von Ω mit der Riemann’schen Metrik
h := (dΨδ)
TdΨδ nach Ωδ mit der euklidischen Metrik. Aus der Natu¨rlichkeit des Levi-
Civita-Zusammenhangs unter Isometrien sowie den Identita¨ten
√
det hβγ = det dΨt und
(A.1) folgt
(div Tδϕ) ◦Ψδ = divh((det dΨδ)−1ϕ) = (det dΨδ)−1 divϕ.
Tδ erha¨lt also auch die Divergenzfreiheit und definiert somit Isomorphismen zwischen
den entsprechenden Funktionenra¨umen auf Ω bzw. Ωδ.
Ist δ ∈ C2(I × ∂Ω) mit ‖δ‖L∞(I×∂Ω) < κ, so definiert die Anwendung von Tδ(t) zu
jedem Zeitpunkt t ∈ I Isomorphismen zwischen geeigneten Funktionenra¨umen auf I ×Ω
bzw. ΩIδ, solange die Differenzierbarkeitsordnung wiederum kleiner oder gleich 1 bleibt.
Lemma A.17. Es sei η ∈ Y I mit ‖η‖L∞(I×M) < κ. Dann existiert ein linearer Operator
Mη mit
‖Mηb‖Lr(I×M) ≤ c ‖b‖Lr(I×M),
‖Mηb‖C(I¯ ,Lr(M) ≤ c ‖b‖C(I¯ ,Lr(M),
‖Mηb‖Lr(I,H20 (M)) ≤ c ‖b‖Lr(I,H20 (M)),
‖Mηb‖H1(I,L2(M)) ≤ c ‖b‖H1(I,L2(M))
fu¨r 1 ≤ r ≤ ∞ und ∫
M
(Mηb)(t, ·) γ(η(t, ·)) dA = 0
fu¨r fast alle t ∈ I. Die Konstante c ha¨ngt nur von Ω, ‖η‖Y I und τ(η) ab; sie bleibt
beschra¨nkt, wenn ‖η‖Y I und τ(η) beschra¨nkt bleiben.
Beweis: Wir fixieren eine beliebige Funktion ψ ∈ C∞0 (intM) mit ψ ≥ 0, ψ 6≡ 0 und
setzen
(Mηb)(t, ·) := b− ψ a(b(t, ·), η(t, ·))
a(ψ, η(t, ·))
mit der Abku¨rzung
a(b(t, ·), η(t, ·)) :=
∫
M
b γ(η(t, ·)) dA.
Der Beweis der behaupteten Eigenschaften ist dann sehr einfach zu fu¨hren, wenn wir
beachten, dass die Ungleichung a(ψ, η) ≥ c mit einer Konstante c > 0, die nur von τ(η)
abha¨ngt, gilt. Das folgt aber aus Bemerkung 2.7, da γ eine stetige Funktion von η ist.
Lemma A.18. Fu¨r die Folge (ηn) ⊂ Y I mit supn‖ηn‖L∞(I×M) < α < κ gelten die
Konvergenzen (5.6)(1,2).
(1.a) Ist b ∈ C(I¯ , L2(M)), so konvergiert (Mηnb) gegenMηb in C(I¯ , L2(M)) unabha¨ngig
von ‖b‖C(I¯ ,L2(M)) ≤ 1.
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(1.b) Konvergiert zusa¨tzlich (∂tηn) in L
2(I×M) und ist b ∈ H1(I, L2(M))∩L2(I,H20 (M)),
so konvergiert (Mηnb) gegen Mηb in H1(I, L2(M)) ∩ L2(I,H20 (M)).
(2.a) Ist b ∈ C(I¯ , L2(M)), so konvergiert (FηnMηnb) gegen FηMηb in C(I¯ , L2(Bα))
unabha¨ngig von ‖b‖C(I¯ ,L2(M)) ≤ 1.
(2.b) Unter den Voraussetzungen von (1.b) konvergiert (FηnMηnb) gegen FηMηb in
H1(I ×Bα) ∩ L∞(I, L4(Bα)).
(2.c) Konvergiert (bn) gegen b schwach in L
2(I ×M), so konvergiert die Folge (Fηnbn)
gegen Fηb schwach in L2(I ×Bα).
Beweis: Behauptung (1.a) folgt aus
‖a(b, ηn)− a(b, η)‖L∞(I) =
∥∥∫
M
b (γ(ηn)− γ(η)) dA
∥∥
L∞(I)
≤ c ‖b‖C(I¯ ,L2(M)) ‖γ(ηn)− γ(η)‖L∞(I×M),
der analogen Abscha¨tzung mit ψ anstelle von b und der Ungleichung a(ψ, ηn) ≥ c > 0,
wenn wir beachten, dass (γ(ηn)) gleichma¨ßig gegen γ(η) konvergiert. Behauptung (1.b)
ist klar, wenn wir wissen, dass die Folgen (a(b, ηn)) und (a(ψ, ηn)) gegen a(b, η) bzw.
a(ψ, η) in H1(I) konvergieren. Der Beweis dieser Konvergenzen ist aber sehr einfach zu
fu¨hren.
Kommen wir zu (2.a). Wir schließen aus (2.8) und (1.a), dass (FηnMηnb) in C(I¯ , L2(Sα))
unabha¨ngig von ‖b‖C(I¯ ,L2(M)) ≤ 1 konvergiert. Ebenso konvergiert die formale Spur
exp
( ∫ −α
ηn(t,q)
β(q + τ ν ◦ q)) dτ
)
(Mηnb)(t, q)ν ◦ q
von FηnMηnb auf I × ∂(Ω \ Sα) in C(I¯ , L2(Ω \ Sα)) unabha¨ngig von ‖b‖C(I¯ ,L2(M)) ≤
1. Aus den Stetigkeitseigenschaften des Lo¨sungsoperators des Stokes-Systems folgt die
Behauptung; vgl. Bemerkung 2.11. Vollkommen analog erhalten wir (2.c).
Wir zeigen nun (2.b). Aus (2.8), (1.b) und der Einbettung
H1(I, L2(M)) ∩ L2(I,H20 (M)) →֒ C(I¯ , H1(M)) →֒ L∞(I, L4(M))
schließen wir die Konvergenz von (FηnMηnb) in L∞(I, L4(Sα)). Um die Konvergenz
in H1(I × Sα) einzusehen, folgern wir zuna¨chst aus Proposition A.8 mit θ = 2/3 und
Theorem A.1 die Einbettung
L∞(I, L2(M)) ∩ L2(I,H20 (M)) →֒ L3(I,H4/3(M)) →֒ L3(I, L∞(M)). (A.9)
Die Konvergenz in L2(I,H1(Sα)) schließen wir nun aus (2.9), (1.b), (A.9) und der kom-
pakten Einbettung
Y I →֒→֒ L6(I,H10 (M)),
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die aus Proposition 5.4 folgt. Die Konvergenz in H1(I, L2(Sα)) ist eine Konsequenz von
(2.16), (1.b), (A.9) und der Konvergenz von (∂tηn) in L
6(I, L2(M)). Letztere folgt aus
der Interpolationsungleichung
‖∂tηn − ∂tη‖L6(I,L2(M)) ≤ ‖∂tηn − ∂tη‖2/3L∞(I,L2(M)) ‖∂tηn − ∂tη‖
1/3
L2(I×M)
.
Ebenso zeigen wir die Konvergenz der Spur in H1(I×∂(Ω\Sα))∩L∞(I, L4(∂(Ω\Sα))).
Wie zuvor genu¨gt es nun, die Stetigkeitseigenschaften des Lo¨sungsoperators des Stokes-
Systems zu beachten, um die Behauptung zu erhalten.
Wir verwenden im Folgenden die zeitunabha¨ngige Variante des Operators M, die auf
naheliegende Weise definiert ist.
Lemma A.19. Fu¨r alle N ∈ N, 3/2 < p ≤ ∞ und ǫ > 0 existiert eine Konstante c
derart, dass fu¨r alle η, η˜ ∈ H20 (M) mit ‖η‖H20 (M)+ ‖η˜‖H20 (M)+ τ(η)+ τ(η˜) ≤ N und alle
v ∈W 1,p(Ωη), v˜ ∈W 1,p(Ωη˜) die Abscha¨tzung
sup
‖b‖L2(M)≤1
(∫
Ωη
v · FηMηb dx−
∫
Ωη˜
v˜ · Fη˜Mη˜b dx
+
∫
M
trη v · ν Mηb− trη˜ v˜ · ν Mη˜b dA
)
≤ ǫ (‖v‖W 1,p(Ωη) + ‖v˜‖W 1,p(Ωη˜))+ c sup
‖b‖
H2
0
(M)
≤1
(∫
Ωη
v · FηMηb dx−
∫
Ωη˜
v˜ · Fη˜Mη˜b dx
+
∫
M
trη v · ν Mηb− trη˜ v˜ · ν Mη˜b dA
)
gilt.
Ebenso existiert fu¨r alle N ∈ N, 6/5 < p, r ≤ ∞ und ǫ > 0 eine Konstante c derart,
dass fu¨r alle η, η˜ ∈ H20 (M) und δ ∈ C4(∂Ω) mit
‖η‖H20 (M) + ‖η˜‖H20 (M) + ‖δ‖C4(∂Ω) + τ(η) + τ(η˜) + τ(δ) ≤ N
und alle v ∈W 1,p(Ωη), v˜ ∈W 1,p(Ωη˜) die Abscha¨tzung
sup
‖ϕ‖H(Ω)≤1
(∫
Ωη
v · Tδϕ dx−
∫
Ωη˜
v˜ · Tδϕ dx
)
≤ ǫ (‖v‖W 1,p(Ωη) + ‖v˜‖W 1,p(Ωη˜))+ c sup
‖ϕ‖
W
1,r
0,div
(Ω)
≤1
(∫
Ωη
v · Tδϕ dx−
∫
Ωη˜
v˜ · Tδϕ dx
)
gilt.
Beweis: Wir beweisen diese Aussagen vom Typ des Ehrling-Lemmas mittels des u¨bli-
chen Widerspruchsarguments. Wir zeigen zuna¨chst die erste Behauptung. Wa¨re diese
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falsch, so ga¨be es ein 3/2 < p ≤ ∞, ein ǫ > 0, beschra¨nkte Folgen (ηn), (η˜n) ⊂ H20 (M)
mit supn
(
τ(ηn) + τ(η˜n)
)
<∞ sowie Folgen (vn), (v˜n) mit
‖vn‖W 1,p(Ωηn ) + ‖v˜n‖W 1,p(Ωη˜n ) = 1
und
sup
‖b‖L2(M)≤1
(∫
Ωηn
vn · FηnMηnb dx−
∫
Ωη˜n
v˜n · Fη˜nMη˜nb dx
+
∫
M
trηn vn · ν Mηnb− trη˜n v˜n · ν Mη˜nb dA
)
> ǫ+ n sup
‖b‖
H2
0
(M)
≤1
(∫
Ωηn
vn · FηnMηnb dx−
∫
Ωη˜n
v˜n · Fη˜nMη˜nb dx
+
∫
M
trηn vn · ν Mηnb− trη˜n v˜n · ν Mη˜nb dA
)
.
(A.10)
Wegen Korollar 2.3 sind die Folgen (trηn vn), (trη˜n v˜n) in W
1−1/r,r(M) fu¨r ein r > 3/2
und wegen Theorem A.1 insbesondere in Hs(M) fu¨r ein s > 0 beschra¨nkt. Es existieren
also Teilfolgen mit
trηn vn · ν → d, trη˜n v˜n · ν → d˜ in L2(M),
ηn → η, η˜n → η˜ schwach in H20 (M), insbesondere gleichma¨ßig.
Lemma 2.1 und die u¨blichen Sobolev-Einbettungen zeigen, dass eine Teilfolge von (wn :=
vn ◦Ψηn) gegen eine Funktion w in L3(Ω) konvergiert. Setzen wir alle beteiligten Funk-
tionen durch 0 auf R3 fort, so folgt aus der Abscha¨tzung
‖vn −w ◦Ψ−1η ‖L2(R3) ≤ ‖(wn −w) ◦Ψ−1ηn ‖L2(R3) + ‖w ◦Ψ−1ηn −w ◦Ψ−1η ‖L2(R3),
Lemma 2.1 und Bemerkung 2.2, dass die Folge (vn) gegen v := w ◦ Ψ−1η˜ in L2(R3)
konvergiert. Ebenso konvergiert die Folge (v˜n) gegen ein v˜ in L
2(R3). Aus Lemma A.18
(1.a), (2.a) schließen wir zudem, dass die Folgen (Mηnb), (Mη˜nb) in L2(M) und die
Folgen (FηnMηnb), (Fη˜nMη˜nb) in L2(R3) unabha¨ngig von ‖b‖L2(M) ≤ 1 konvergieren.
Somit strebt das Supremum auf der rechten Seite von (A.10) gegen
sup
‖b‖
H20 (M)
≤1
(∫
Ωη
v · FηMηb dx−
∫
Ωη˜
v˜ · Fη˜Mη˜b dx+
∫
M
d Mηb− d˜ Mη˜b dA
)
.
Da die linke Seite von (A.10) beschra¨nkt ist, muss dieser Grenzwert jedoch verschwinden.
Aufgrund der Dichtheit von H20 (M) in L
2(M) muss dann aber auch der Grenzwert
sup
‖b‖L2(M)≤1
(∫
Ωη
v · FηMηb dx−
∫
Ωη˜
v˜ · Fη˜Mη˜b dx+
∫
M
d Mηb− d˜ Mη˜b dA
)
der linken Seite von (A.10) identisch 0 sein; im Widerspruch zu ǫ > 0.
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Der Beweis der zweiten Behauptung geht vollkommen analog. Wir wollen hier deshalb
lediglich zeigen, dass fu¨r beschra¨nkte Folgen (ηn) ⊂ H20 (M), (δn) ⊂ C4(∂Ω) und eine
Folge (vn) mit supn
(‖vn‖W 1,p(Ωηn )+τ(ηn)+τ(δn)) <∞ fu¨r eine Teilfolge die Konvergenz∫
Ωηn
vn · Tδnϕ dx →
∫
Ωη
v · Tδϕ dx
fu¨r n→∞ unabha¨ngig von ‖ϕ‖H(Ω) ≤ 1 gilt. Wie zuvor finden wir Teilfolgen mit
vn → v in L2(R3),
ηn → η schwach in H20 (M), insbesondere gleichma¨ßig,
δn → δ in C3(∂Ω).
Durch Nulladdition erhalten wir die Abscha¨tzung∣∣ ∫
Ωηn
vn · Tδnϕ dx−
∫
Ωη
v · Tδϕ dx
∣∣ ≤ ‖vn − v‖L2(R3) ‖Tδnϕ‖L2(R3)
+ ‖v‖W 1,p(Ωη) ‖Tδnϕ− Tδϕ‖(W 1,p(Ωη))′ .
Wir mu¨ssen also lediglich zeigen, dass die Folge (Tδnϕ) gegen Tδϕ in (W 1,p(Ωη))′ un-
abha¨ngig von ‖ϕ‖H(Ω) ≤ 1 konvergiert. Wa¨re dies nicht der Fall, so ga¨be es aber ein
ǫ > 0 und eine Folge (ϕn) ⊂ H(Ω), die schwach gegen ein ϕ in H(Ω) konvergiert, und
fu¨r die
‖Tδnϕn − Tδϕn‖(W 1,p(Ωη))′ > ǫ
gilt. Das steht aber im Wiederspruch zur Abscha¨tzung
‖Tδnϕn − Tδϕn‖(W 1,p(Ωη))′ ≤ ‖Tδn(ϕn −ϕ)‖(W 1,p(Ωη))′ + ‖Tδnϕ− Tδϕn‖(W 1,p(Ωη))′ .
(A.11)
Die Folgen (Tδϕn) und (Tδnϕ) konvergieren na¨mlich schwach bzw. stark in L2(R3) gegen
Tδϕ. Die starke Konvergenz von (Tδnϕ) la¨sst sich leicht durch Approximation von ϕ
durch glatte Funktionen einsehen; vgl. Bemerkung 2.2. Zudem zeigt die Identita¨t∫
R3
Tδn(ϕn −ϕ) h dx =
∫
Ω
dΨδn(ϕn −ϕ) h ◦Ψδn dx
fu¨r h ∈ L2(R3), dass (Tδn(ϕn − ϕ)) schwach in L2(R3) gegen 0 konvergiert. Aus der
kompakten Einbettung
L2(Ωη) →֒→֒ (W 1,p(Ωη))′,
siehe Korollar 2.4, folgt nun, dass die rechte Seite von (A.11) fu¨r große n klein wird.
Lemma A.20. Fu¨r alle N ∈ N, s > 0 und ǫ > 0 existiert eine kleine Zahl σ > 0 derart,
dass fu¨r alle η ∈ H20 (M) mit ‖η‖H20 (M)+τ(η) ≤ N und alle ϕ ∈ H(Ωη) mit ‖ϕ‖L2(Ωη) ≤ 1
ein ψ ∈ H(Ωη) existiert mit suppψ ⊂ Ωη−σ, ‖ψ‖L2(Ωη) ≤ 2 und ‖ϕ−ψ‖(Hs(R3))′ < ǫ.2
2Bei der Konstruktion von Ωη−σ wird zuerst η durch 0 auf ∂Ω fortgesetzt und anschließend σ subtra-
hiert. Zudem sei nochmals explizit darauf hingewiesen, dass wir die Felder ϕ,ψ wie immer durch 0
auf R3 fortsetzen.
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Anhang
Beweis: Wa¨re die Behauptung falsch, so ga¨be es s, ǫ > 0, eine Nullfolge (σn)n∈N posi-
tiver Zahlen, eine beschra¨nkte Folge (ηn) ⊂ H20 (M) mit supn τ(ηn) <∞ und eine Folge
(ϕn) ⊂ H(Ωηn) mit ‖ϕn‖L2(Ωηn ) ≤ 1, ‖ϕn − ψ‖(Hs(R3))′ ≥ ǫ fu¨r alle ψ ∈ H(Ωηn) mit
‖ψ‖L2(Ωηn ) ≤ 2 und suppψ ⊂ Ωηn−σn sowie
ηn → η schwach in H20 (M), insbesondere gleichma¨ßig,
ϕn → ϕ schwach in L2(R3).
Aus der kompakten Einbettung
L2(B) →֒→֒ (Hs(B))′,
siehe Theorem A.1, fu¨r einen geeigneten Ball B ⊂ R3 folgt die Konvergenz von (ϕn) in
(Hs(R3))′ unter Verwendung der in [AF03] konstruierten Fortsetzungsoperatoren. Ist ψ
eine C1-Funktion in einer Umgebung von Ωη, so folgt aus Proposition 2.8∫
Ωη
ϕ · ∇ψ dx = lim
n
∫
Ωηn
ϕn · ∇ψ dx = 0,
da jedes Folgenglied verschwindet. Somit gilt trnη ϕ = 0, sodass gema¨ß Proposition 2.9
ein ψ ∈ H(Ωη) mit suppψ ⊂ Ωη und ‖ϕ−ψ‖L2(Ωη) < ǫ/2 existiert. Es folgt
‖ϕn −ψ‖(Hs(R3))′ ≤ ‖ϕn −ϕ‖(Hs(R3))′ + ‖ϕ−ψ‖L2(Ωη) < ǫ,
falls n hinreichend groß ist. Das ist ein Widerspruch, sofern ‖ψ‖L2(Ωηn ) ≤ 2 gilt. Diese
Abscha¨tzung ist aber eine Konsequenz von ‖ϕ−ψ‖L2(Ωη) < ǫ/2, falls ǫ hinreichend klein
ist. Letzteres kann ohne Einschra¨nkung angenommen werden.
Bemerkung A.21. Wir zeigen nun, dass fu¨r η ∈ Y I , ‖η‖L∞(I×M) < α < κ und
(b,ϕ) ∈ T Iη die Fortsetzung von ϕ durch (bν) ◦ q auf I×Bα in H1(I, L2(Bα)) liegt. Wir
approximieren dazu ϕ durch Funktionen (ϕk) ⊂ C∞0 (R4) in H1(ΩIη) und η durch (ηn) ⊂
C4(I¯ × ∂Ω) derart, dass die Folgen (ηn) gegen η in L∞(I × ∂Ω) und (∂tηn) gegen ∂tη in
L2(I × ∂Ω) konvergieren; vgl. Definition (5.19). Unter Verwendung des Reynolds’schen
Transporttheorems mit v = (∂tηnν) ◦ Φ−1ηn(t) und ξ = ϕk ψ, ψ ∈ C∞0 (I × R3), erhalten
wir die Identita¨t
0 =
∫
I
d
dt
∫
Ωηn(t)
ϕk ψ dxdt =
∫
I
∫
Ωηn(t)
∂tϕk ψ +ϕk ∂tψ dxdt
+
∫
I
∫
∂Ω
trηn(ϕk ψ) ∂tηn γ(ηn) dAdt.
Lassen wir zuna¨chst n und anschließend k gegen unendlich gehen, so ergibt sich∫
I
∫
Ωη(t)
ϕ ∂tψ dxdt = −
∫
I
∫
Ωη(t)
∂tϕψ dxdt−
∫
I
∫
∂Ω
bν trη ψ ∂tη γ(η) dAdt.
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A.5 Ausgelagertes
Analog zeigen wir∫
I
∫
Bα\Ωη(t)
(bν) ◦ q ∂tψ dxdt = −
∫
I
∫
Bα\Ωη(t)
(∂tb ν) ◦ q ψ dxdt
+
∫
I
∫
∂Ω
bν trη ψ ∂tη γ(η) dAdt.
Die Addition der letzten beiden Gleichungen zeigt die Behauptung.
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