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Introduction
Recently, Vladimir Novikov [13] found a new integrable equation:
(1.1)
It is derived that Eq. (1.1) possesses a Lax pair, many conserved densities, a Hamiltonian structure and peakon solutions u(x, t) = ± √ ce −|x−ct−x 0 | , c > 0, where x 0 is a constant, as well as the explicit formulas for multipeakon solutions [10, 9] . The Littlewood-Paley decomposition and nonhomogeneous Besov spaces which were introduced in [16, 3] have been used to establish the well-posedness of the Euler equations and the Navier-Stokes equations as well as the Camassa-Holm equation [2] [3] [4] [5] [6] [7] . By using the Littlewood-Paley decomposition and nonhomogeneous Besov spaces as well as Kato's theory [11] , Ni and Zhou [12] proved that the Cauchy problem for the Novikov equation is locally well-posed in the Besov spaces B 3/2 2,1 and in the Sobolev spaces H s (R) with s > 3/2 and also considered the persistence properties of the solution. Jiang and Ni [14] established some results about blow-up phenomena of the strong solution to the Cauchy problem for (1.1). Tiglay [15] investigated the Cauchy problem for the periodic Novikov equation. Very recently, Yan, Li and Zhang [18, 19] considered the Cauchy problems for the Novikov equation and weakly dissipative Novikov equation.
Since y = u − u xx , (1.1) can be rewritten as y t + u 2 y x + 3 yu x u = 0, t > 0.
We will consider the Cauchy problem for the Novikov equation:
2) (1.6)
The structure of the Novikov equation is complicated by comparison with the structure of equations appearing in [2, 8, 17] . Thus in this paper, we need to overcome some difficulties. By using the Littlewood-Paley decomposition and nonhomogeneous Besov spaces, Gui and Liu [8] considered the Cauchy problem for the two-component Camassa-Holm system. By using the Littlewood-Paley decomposition and nonhomogeneous Besov spaces, Yan and Yin [17] considered the Cauchy problem for the two-component Degasperis-Procesi system in the Besov spaces. In [8] which is (2.13) on page 963 in [2] . The reason is that the nonlinear terms of the equations in [2, 8, 17] are quadratic. In addition, in [2, 8, 17] , the authors also used the S −1 multiplier property 
(1.11)
By using (1.11), we can overcome the difficulty caused by
In this paper, motivated by [2, 4] , by using the Littlewood-Paley decomposition and nonhomogeneous Besov spaces, we prove that the Cauchy problem for (1. 
The main results of this paper are as follows: 
Remark. Yan, Li and Zhang [19] proved that the Cauchy problem for the Novikov equation is not locally well-posed in the Sobolev spaces H s (R) with s < 3 2 in the sense that its solutions do not depend uniformly continuously on the initial data and presented two blow-up results of strong solution to the Cauchy problem for the Novikov equation in H s (R) with s > 3/2.
The remainder of this paper is organized as follows. In Section 2, we give some preliminaries. In Section 3, we establish local well-posedness of the Cauchy problem for the Novikov equation in the Besov spaces. In Section 4, we prove Theorem 1.2. In Section 5, we prove Theorem 1.3.
Preliminaries
In this section, we will recall some conclusions on the properties of the Littlewood-Paley decomposition, the nonhomogeneous Besov spaces and the theory of the transport equation which can be seen in [1] [2] [3] [4] 16] . } and φ is supported in the ring C = {ξ ∈ R n , 3 4 |ξ | 8 3 }. Moreover,
Then for u ∈ S (R), the nonhomogeneous dyadic blocks are defined as follows:
Remark. The low frequency cut-off S q is defined by
It is easily checked that
with the aid of Young's inequality, where C is a positive constant independent of q. 
Definition 2.1 (Besov spaces). Let
s ∈ R, 1 p +∞. The nonhomogeneous Besov space B s p,r (R n ) is defined by B s p,r R n = f ∈ S (R): f B s p,r = 2 qs q f l r (L p ) = 2 qs q f L p q −1 l r < ∞ .1 p 1 − 1 p 2 ) p 2 ,(i) For s > 0, f g B s p,r C f B s p,r g L ∞ + f L ∞ g B s p,r . (ii) ∀s 1 1 p < s 2 (s 2 1 p if r = 1) and s 1 + s 2 > 0, we have f g B s 1 p,r C f B s 1 p,r g B s 2 p,r . (6) Complex interpolation: f B θ s 1 +(1−θ)s 2 p,r f θ B s 1 p,r g 1−θ B s 2 p,r , ∀ f ∈ B s 1 p,r ∩ B s 2 p,r , ∀θ ∈ [0, 1]. (7) Fatou's lemma: if (u n ) n∈N is bounded in Bstant C α , s.t. |∂ α f (ξ )| C α (1 + |ξ |) m−|α| for all ξ ∈ R n ). Then the operator f (D) is continuous from B s p,r to B s−m p,r .
Lemma 2.3 (A prior estimates in Besov spaces). Let 1 p, r ∞ and s
then there exists a constant C depending only on s, p, r such that the following statements hold: 
Lemma 2.4 (Existence and uniqueness). Let p, r, s, f 0 and F be as in the statement of Lemma
2.3. Assume that v ∈ L ρ (0, T ; B −M ∞,∞ ) for some ρ > 1 and M > 0 and v x ∈ L 1 (0, T ; B s−1 p,r ) if s > 1 + 1 p or s = 1 + 1 p and r = 1 and v x ∈ L 1 (0, T ; B 1/p p,∞ ∩ L ∞ ) if s < 1 + 1 p . Then the problem (2.1), (2.2) has a unique solution f ∈ L ∞ (0, T ; B s p,r ) ∩ ( s <s C ([0
Proof of Theorem 1.1
In this section, we define
Now we are in a position to prove Theorem 1.1. We will finish the proof of Theorem 1.1 with the aid of the following seven steps.
First step: Approximate solution
We use a standard iterative process to construct a solution. Starting from u 0 := 0, by induction we define a sequence of smooth functions (u n ) n∈N by solving the following linear transport equation:
Since all the data belong to B ∞ p,r , Lemma 2.4 enables us to show by induction that for all n ∈ N, the above equation has a global solution which belongs to C (R + , B ∞ p,r ).
Second step: Uniform bounds
We claim for all n ∈ N: 
where where (1 j 6, j ∈ N), respectively.
Since
thus
(3.20) 
It is easily checked by induction
, by using (6) of Lemma 2.2, we have
where 1) and (3.2) , we conclude that u is indeed a solution of (1.5), (1.
the right-hand side of the following equation 
When s − 1 < s < s, by using (6) of Lemma 2.2 and (3.41), we have 
