ABSTRACT Mobile data offloading through Wi-Fi is a promising solution to alleviate the explosive data increase in cellular network. While extensive attempts have been made at mobile data offloading, previous studies have rarely paid attention to network characteristics (e.g. Wi-Fi deployment density) and its effect on overall mobile offloading performance. In this paper, we propose a stochastic geometry model for the performance analysis of delay-tolerant offloading with mobility prediction. We aim to understand how the network parameters, such as network size and channel condition, affect the long-term offloading potential in the dense Wi-Fi sitting. The deployment of Wi-Fi is modeled as an independent Poisson point process (PPP) to take the effect of interference and CSMA/CA-based medium access control protocol into account. Then the semi-Markov process is used to model the user's movement taking the sojourn time into account. Based on the PPP deployment and semi-Markov process, we can obtain the potential offloading traffic. Through the above proposed analytical studies, the network providers can easily obtain a rough estimation on the average offloading performance from a given dense network.
I. INTRODUCTION
Due to the considerable penetration of smartphones in the markets, as well as the data hungry mobile applications which require high-bandwidth demands, the mobile data traffic is experiencing an unprecedented worldwide growth. According to Cisco's forecast, global mobile data traffic will increase nearly by 8-fold between 2015 and 2020, and will climb to 30.6 exabytes per month by 2020, with approximately 11.6 billion mobile users [1] . However, the mobile cellular network capacity is growing at a much slower speed. Consequently, the growth rate of users' data traffic demand is expected to exceed the network capacity in a short term. This combination of exploding demand and limited capacity paint a bleak picture of the future for cellular services. To cope with such mobile data explosion, mobile data offloading [2] , where the traffic originally targeted towards the cellular network is delivered to the complementary networks (such as femtocells [3] , Wi-Fi [5] ), is a cost-effective solution to ease the increasingly congestion problem in the cellular network.
Compared with data offloading through femtocells, WiFi offloading becomes more popular due to its merits, like lower infrastructure cost and higher data rates [4] . Also, most user terminals both have cellular and WiFi modules without requiring any user equipment upgrading. Most important, no licensed spectrum is required because WiFi devices operate in unlicensed spectrum 2.4GHz and 5GHz bands. Consequently, these advantages of WiFi offloading have attracted a lot of attentions from operators.
A growing number of studies have been devoted to the potential performance benefits of mobile data offloading and the optimal offloading strategies [5] - [13] . The authors in [5] and [6] investigate the benefit of macro-cellular data offloading through WiFi networks and quantitative study using real data traces. The results in [5] show that WiFi can offload about 65% of total mobile data traffic and save 55% battery power for mobile users. The performance gain can be further enhanced by using the delayed transmission and prediction of WiFi available [7] , [8] . Due to its additional flexibility and promising potential offloading performance gains to both operators and users, the delayed offloading is becoming the mainstream approaches for mobile data offloading. To increase the potential of WiFi offloading, the authors provide the economical incentives to motivate users to leverage their delay tolerance for cellular data offloading [9] - [12] . A twostage sequential game is used to analyze how much economic benefits can be generated due to delayed WiFi offloading [13] . Meanwhile, to better understand the benefits of delayed offloading, the authors in [12] present a queue analytic model to derive the mean delay, offloading efficiency as a function of the user's ''patience''. However, the results above focus on the benefits of WiFi offloading without considering the increasing density of WiFi network condition today. For example, given the low cost of WiFi, it was suggested to be widely used with a high density of access points (APs) to offload the cellular data. However, we should note that the the cumulative interference from the concurrent transmissions should not be ignored when the deployment of APs becomes dense. Therefore, when we analyze the benefits of delayed offloading, we need to take the effect of cumulative interferences into account. Stochastic geometry is proved to be a powerful tool to model dense wireless networks adopting random MAC protocols such as CSMA and capture physical layer effects, like cumulative interferences [14] .
In this paper, we propose a stochastic geometry based performance analysis model for delay mobile data offloading with mobile prediction in dense IEEE 802.11 network. Our key idea is that the moving area for each user is divided into several small areas with different AP deployment density. A semi Markov process is used to model the transition probabilities between different areas. In each area, the deployment of APs is modeled as an independent Poisson point process (PPP) and a modified hard-point point process is used to model the CSMA/CA based contention process. Then, we can obtain the expression of cover probability and data rate for each area. Then under the Semi Markov process, we can obtain the potential delayed offloading performance in dense setting. Our contributions can be summarized as following:
(1) To formulate the cover probability and average achievable data rate of the WiFi network, we use the stochastic geometry to model the CSMA/CA based MAC layer and consider the cumulative interference from the concurrent transmission of WiFi nodes.
(2) We use semi-Markov process to model the transient behavior of user mobility. Based on the prediction of mobility, we can predict the offloading potential as the function of cover probability and average achievable data rate of each area.
The rest of this paper is organized as follows. Related works are surveyed in Section II and system model is presented in Section III. In Section IV, the coverage and average rate is derived. Section V presents the potential data offloading based on Semi-Markov process. Numerical results are illustrated in Section VI. Finally, Section VII concludes this paper.
II. RELATED WORKS
To maximize the volume of offloading data through WiFi, offloading policies for mobile data have been extensively studied in the literature. In [6] , the authors predict the availability and offloading performance of the WiFi, and then these predictions were used to determine whether to defer applications for the WiFi connectivity instead of using cellular networks immediately. The works in [7] and [15] use the mobility prediction and prefetching to enhance delayed and on-the-spot offloading. The mobility prediction provides knowledge of WiFi available and throughput of WiFi hotspots and the mobile network. Using these information, the data is prefetched to local caches in WiFi hotspots to enhance the mobile offloading. In [16] , the authors present the spatialtemporal model to predict the WiFi throughput and network usage. In addition to the prediction of the WiFi availability, incentive mechanisms have been used to encourage users to deliver data via the third part networks [9] - [12] . In [9] , a reverse auction is presented to let users proactively express their delay tolerance by submitting bids. In [10] , the authors establish a reverse auction market to let mobile operator lease the bandwidth made available by third parties WiFi. In [11] , a multi-leaders multi-follower non-cooperative data offloading game is presented, where operators (leaders) propose market prices and corresponding APs (followers) determine the traffic volumes they are willing to offload. On the contrary, the authors in [12] propose one-to-many bargaining cooperative game among operators and APs to determine the volumes of traffic offloaded to APs. Different approaches to implement WiFi offloading and improve the performance of WiFi offloading are investigated in [17] - [21] . In [17] , a network-assisted user-centric WiFi-offloading model is presented to maximize per-user throughput by utilizing the network information such as the number of users in WiFi networks and their traffic load. The authors in [18] formulate the WiFi offloading problem as a utility maximization problem to determine the optimal offloading policy for users in heterogeneous wireless networks. In [19] , Delay-aware WiFi offloading and network selection (DAWN) algorithm is proposed taking the deadline of its application into account. In [20] , a Lyapunov optimization framework based algorithm, called DNS, is designed to optimize the cost-delay tradeoff of the mobile offloading users. In [21] , a dynamic and self-adaptive network selection algorithm based on attractor selection is presented to improve the efficiency of mobile data offloading.
In addition, a series of efforts on the characterization of WiFi offloading performance have been investigated. In [5] , a quantitative study illustrates that WiFi offloading can significantly reduce the cellular network overload. In fact, the offloading performance can be further enlarged by using delayed offloading. In [22] and [23] , a queueing analytic model is proposed to analyze the WiFi offloading performance. However, these analysis model assume that the WiFi always have good performance without considering VOLUME 5, 2017 bursty interference caused by other APs. The works in [24] develop radio access technology (RAT) offloading in heterogeneous networks, where users are offloaded to small cells using an association bias. The authors use stochastic geometry theory to analyze the optimum probability that user is associated with network, namely the fraction of traffic offloaded, to maximize SINR coverage. The main difference between [24] and ours lies in the definition of offloading data traffic. [24] assumes delivering data traffic from cellular to WiFi is an example of inter-RAT offloading, while we would like to obtain a approximate formula as to the benefits of delayed offloading in a general and tractable model. Furthermore, we evaluate the performance of offloading by combining both cumulative interference and CSMA/CA based MAC protocol in WLAN.
III. SYSTEM MODEL
In this paper, we assume a target area is composed of M small areas with a fixed size, denoted as A = {A 1 , A 2 , . . . , A M }, where A i represents the i-th area, as shown in Fig. 1 . The WiFi density in each area is denoted as the set of = {λ 1 , . . . , λ M }. For area A i , the APs arrange according to some homogeneous Poisson point process i with intensity λ i in the Euclidean plane. Assume that the APs are uniformly and independently located in its domain, and that the coverage areas of any two APs are non-overlapping. The mobile user usually travels with a specific destination in mind and the movements of mobile user have the feature of frequent stop-and-go interruptions. We use the GaussMarkov process [25] to model user's movement since it captures the mobility feature of temporal dependency behavior. On the other hand, We define the location sojourn time as the time during which a mobile user stays a area in a given location, and it is dependent on the mobility of the user. We assume that the location sojourn time for user in each area obeys an exponential distribution with parameter λ u . Assume that the channel between user and APs experience Rayleigh fading with unit average power. The random variable, h x y , representing the fading and shadowing effects between the tagged AP located at a point x and the tagged users located at a point y, follows an exponential distribution with parameter u, which denotes as h ∼ exp(u). The downlink desired and interference signals experience path loss with path loss exponent α > 2. The path loss between x and y is l(x, y) = A(d(x, y)) −α , where d(x, y) is the Euclidean distance between x and y and A is constant [31] . P is the transmitted power. Therefore, the receive power at point y from a transmitter located at point x is Ph x y l(x, y). Moreover, for all Aps in A i located at x 1 , x 2 , . . . ,, and for user located at y, the random variables h A basic access method, which uses CSMA/CA and slotted binary exponential backoff (BEB), is adopted to access the shared wireless channel in a distributed manner. Before data transmission, APs sense channel status. If the channel is sensed busy, APs defer transmissions until the end of the current transmission. If the channel is sensed idle, APs set up a random backoff counter and keep backoff counter counting down while sensing the availability of the wireless channel. The APs are triggered to transmit when the backoff counter becomes zeros. This process can prevent multiple APs from transmitting data at the same time and effectively avoid collisions in the contention domain. Generally speaking, two APs x 1 and x 2 can transmit at the same time if they do not belong to the same contention domain. The contention domain is defined as the received power above carrier sensing threshold P 0 . When multiple APs transmit together, the transmitted signals produce mutual interference. The interference power at the typical receiver I r is the sum of the received powers from all other APs among different contention domain other than the home AP. Moreover, the massive deployment increases the amount of interferences between different WiFi networks due to the pursuit of high spatial reuse for higher capacity. The noise power is assumed to be additive and constant with value σ 2 . For analysis simplicity, a case that σ 2 → 0 is considered, which we term 'no noise'. The main tool we employ for modeling the medium share and determining the coverage probability is based on a homogeneous PPP [26] .
IV. COVERAGE AND AVERAGE RATE
A hard-core point process is a point process in which the constituent points are forbidden to lie closer together than a certain positive minimum distance [26] . Considering the feature of CSMA/CA, a AP will be granted a transmission opportunity if this AP has the minimal backoff timer among all APs in its contention domain. For a area A k , the points of k are marked independently by random numbers uniformly distributed over (0, 1). The contention domain of a given point x is denoted by B(x), which is defined as the set of neighborhood of x (namely the given AP receives a power from k larger than the carrier sensing threshold). To model the MAC contention process, a modified hardcord point process is used, where a point x of k with mark m(x) ∈ (0, 1) is selected if the B(x) contains no points of i with marks smaller than m(x) [27] . Therefore, the set k that the APs transmit simultaneously at a given time, can be defined as
The points of k are the locations of APs and the marks are instants which normalize the backoff time at time t. Then k consists of the positions x of those APs which are the minimal back-off time in their contention domain B(x). According to the results in [27] , the modified model gives a accurate result on the probability for an AP to be granted successful access to the share medium without considering the collisions.
According to the hard-core point process, the intensity of k , γ k , is given by [26] 
where p k is the Palm retaining probability of the typical point at x of k . We can obtain the probability for a typical access point to be retained as follows [26] :
where It's worth pointing out that the signals from simultaneous transmission are still received by the AP, which are treated by AP as interferences [29] .
A. SINR COVERAGE PROBABILITY
Assume that each user is associated with their closest AP. In other words, the users associated with the AP are in the Voronoi Cell of it, as shown in Fig. 2 . Let x * be the typical AP in the area A k . For a user located at y, the SINR of the mobile user at a random distance r from its associated AP can be expressed as:
where h x * y is the channel gain from the tagged AP located at a point x * , r = d(y, x * ) denotes the distance between the tagged AP and the tagged user located at y, and I r illustrates the cumulative interference from other simultaneous transmitted APs. 
For a mobile user located at y, when associated with x * , the probability that it can be successful reception by x * , is defined as
where β x * is the SINR threshold of the typical node. Since we assume that each mobile user is associated with its closest AP, the probability density function (PDF), f d(x * ,y) (r), of the distance d(x * , y) between a typical user and the tagged AP can be given by the following formula [30] :
We now state our main and most general result for coverage probability as the following lemmas:
Lemma 1: For a typical AP x * , the probability that a node successful reception can be given by
where
And

L I r (2iπ sβ)
where K (α) = , and B(a, b) is the complete beta function.
Proof: The proof is given in Appendix A.
B. AVERAGE ERGODIC RATE
According to [30] , almost any type of modulation, coding, and receiver structure can be easily treated by adding a gap approximation to the rate expression as R → ln(1 + SINR/G) where G ≥ 1 is the gap. However, for a typical user where adaptive modulation/coding is used, the rate can be set as the Shannon bound with their instantaneous SINR, i.e., ln(1 + SINR). In this section, we use the Shannon bound to achieve the ergodic rate of a typical AP in the downlink transmission. For a typical AP x * with a distance r at the mobile users, the average ergodic rate of a user associated with typical AP x * can be given by [30] 
where L I r (s) is the Laplace transform of variable I r evaluated at s, which can be given by (20) in Appendix.
V. THE POTENTIAL OF DATA OFFLOADING
The main problem in this paper is to characterize the mobile data offloading via the WiFi networks within the user's tolerant delay d. We assume that all the users work in saturation conditions. To analyze the potential data offloading performance in this scenario, a semi-Markov model is used to model the transform between different areas. To do this, each area is denoted as a Markov state, denoted as S = {1, 2, . . . , M }. We consider a pair of random variables (X n , T n : n ≥ 0) to model the semi Markov state. X n ∈ S is the state of node's n-th transition, and T n is the accumulated time of this transition. For example, when a node's n-th transition is in state j and the accumulated time is T n , the (n + 1)th transition occurs and the accumulated time is T n+1 . Then the node's sojourn time in state j is T n+1 − T n . Then the associated time homogeneous semi Markov kernel Q can be expressed by
where P jk = Pr[X n+1 = k|X n = j] = lim t→∞ Q jk (t) is the state transition probability from state j to k without considering the sojourn time. F jk (t) = P[T n+1 − T n ≤ t|X n+1 = k, X n = j] is a cumulative distribution function (CDF) of a random variable which is denoted by T jk and it is called a holding time in state j, if the next state will be k.
Let S j (t) be a CDF of a random variable W j that is called a waiting time in state j without taking a successor state into account. Since the sojourn time of mobile user in each state obeys exponential distribution with parameter λ u , then S j (t) can be given by
For the Markov process, holding times T jk (j, k ∈ S) and waiting time W j (j ∈ S) have the identical exponential distributions that do not depend on state k [34] . Then we can have
Then, (10) becomes
For a target user, the change of location is model as Markov Chain with possible transition probabilities P = (P jk ), where P jk for j, k ∈ S denotes the element of this matrix at row j and column k. We use a especially simple, yet often effective model called fictitious play [32] to learn the transition matrix P. A node keeps two counts N j and N j,k , for each ∀j, k ∈ S, where N j and N j,k denote as the number of times the node encounter state j without considering the next transition state and the number of transitions from state j to state k, respectively. After training, a node enters state j and transits state k with probability P jk = N jk /N j .
Let U oj (t) be the CDF of time spent in the initial state X 0 = j and its corresponding probability density function (pdf) can be denoted by q oj (x). From above results, q oj (x) can be computed by
Then, U oj (t) can be given by
For convenience, we divide time into discrete units of length τ seconds each. In general, we normalize the length τ to be one, denoted as T = {1, . . . , T }. We introduce the new state Z = (Z t , t ∈ T ), which describes the state of node at discrete time t [9] . The node may never leave X 0 = j with probability U oj (t). On the other hand, the node stays state j for τ units of time, then enters state k at time (τ, τ + dτ ). Let w jl (t) be the probability that node transits from state j to state l at time t. Then sum over all possible values of τ ∈ {1, . . . , t − 1} and transient states, we have (15) where δ jk is the indicator, which equals to 1 if and only if j = k; otherwise it is 0; and
Let D jk (t) denote the data traffic that can be transmitted within time t from initial state j to final state k. As in [9] , the expected offloading traffic that the node transmits within delayed t can be expressed as:
where p c j and R j are the cover probability and average ergodic rate of area A j , which is given in Section IV.
In the above analysis, the expected offloading traffic is presented as a function of coverage probability and mean rate of each area. In principle, it is important to analyze the effect of these parameters and hence set optimal parameters of the network to obtain the optimal fraction of offloaded traffic via WiFi network.
VI. NUMERICAL ANALYSIS
In this section, the target is on achieving the average offloading efficiency in dense network size taking the interference among nodes into account. In all simulation results, we consider a square which consists of multiple small square window with 2 × 2 km 2 in the geometric area. The parameter λ u is set to 0.05. The carrier sensing threshold P 0 and transmitted power are set to −80dBm and 90mW , respectively. The path loss model is l(r) = Ar −α with A = 0.0001. The user location's transition matrix P is obtained by 10 5 MonteCarlo trials. In each MonteCarlo trials, we use GaussMarkov mobility model to model the user's movement. Without specific illustration, we assume each area have the same deployment density, denoted as λ a .
In Fig. 3 we plot the comparison results, in which the solid lines are the expected traffic that can be offloaded as predicted by our model, and the dashed lines are the actual traffic that has been offloaded as derived by the Monte-Carlo simulations. The figure indicates that our predicted model provides a close approximation to the actual results, especially in the case of low deployment density.
To evaluate the impact of AP's density on the offloading performance, we plot the offloading throughput with different value of AP's density, where the channel condition α is set to 2.5, 3, 3.5 and the deadline is set to 30. We assume all areas have the same deployment density with λ a . The results are shown in Fig. 4 . When the network is very sparse, such as λ a = 0.2, interference to the desired nodes can be less because the number of APs simultaneously transmission is small. Consequently, the path loss exponent does not improve the offloading performance. When the network become very dense, the expected offloading traffic increases as the path loss exponent λ a increases. The reason is that the interference becomes serious due to the larger number of concurrent transmissions while the large path loss exponents contribute to weaken the interference because the distance between the interference node and the target node is large. Meanwhile, the increasing density of the APs gives target users an increasing chance of being served via WiFi, which further improves the performance of offloading. It is interesting to note that the expected offloading traffic almost keeps steady in dense environment when the path loss exponent is smaller, such as α = 2.5. This is because the increase in obtaining WiFi service is exactly counter-balanced by the increase in the cumulative interference from all the other concurrent transmissions.
In Fig. 5 , the variation of offloading traffic for different values of SINR threshold and intensity of APs is shown, where deadline and path loss exponent are set to 30 and 2.5, respectively. We can observe that the properly configure of intensity and SINR threshold can achieve the maximum offloading traffic. For a high density of deployment of APs, such as λ a = 0.8, the offloading traffic decreases as the increase of the SINR threshold, the reason being that users in high dense environment have poor mean SINR, and high VOLUME 5, 2017 FIGURE 5. The expected offloading traffic against different SINR threshold β and different value of λ a , where deadline is set to 30 and path loss exponent α is set to 2.5. SINR threshold prevents them from being in coverage. However, in low density, the SINR threshold hardly affects the expected offloading traffic due to the less interference from other APs.
Then, the effect of different network parameters on the expected offloading traffic for different value of deadline is illustrated. From Fig. 6 and Fig. 7 , it is obvious that when the deadline (delay tolerance) becomes large, more traffic can be offloaded. In Fig.6 , given the large scale of the network, larger path loss exponent α can effectively decrease the interference and result in high value of SINR and improve the offloading performance. From Fig.7 , the expected offloading traffic versus the deadline for different value of intensity of APs is presented. The path loss exponent is set to α = 3. We can see that, with the increase of the deadline, the increase of the expected offloading traffic become large in the case that the intensity of APs is large. Because the large intensity of APs increases the probability that user encounters the APs, which results in the increase of the cover probability. Although the dense deployment of APs leads to the serious interference, the path loss exponent can effectively deteriorate the interference signals due to the large distance among the interference signals and the destination signals.
VII. CONCLUSIONS
In this paper, we aim to understand the effect of WiFi deployment density on the mobile offloading performance. The basic idea is to use the stochastic geometry to analysis the coverage probability and mean data rate taking interference into account. Then, a semi Markov process is presented to evaluate the user mobility process among each area, where sojourn time obeys exponential distribution. Then the potential offloading data can be predicted considering the effect of the WiFi deployment density. Extensive results show that the offloading performance can be greatly effected by the WiFi deployment density. The results can give an insight on optimizing the offloading problem associated with planning questions.
APPENDIX PROOF OF LEMMA 1
Condition that the mobile user is at a distance r from the nearest AP x * in the area, the probability of coverage average over the plane is
where f r (r) is the probability density function (PDF) of r and hence (a) follows from the Subsection III-B. 
Exploiting the Plancherel-Parseval theorem [31] , we can obtain
According to Fubini's theory, exchanging the two integrals follows (1 − L h (sAv −α ))vdv (19) where (a) follows from the i.i.d distribution of h x j y and its further independence from the point process , and (b) follows from the probability generating functional (PGFL) [29] Using (17) and (20), the coverage probability can be derived as (21) . And thus 
