Abstract. In this paper we show that for every linear toral automorphism, especially the non-hyperbolic ones, the entropies of ergodic measures form a dense set on the interval from zero to the topological entropy.
Introduction
Let f be a diffeomorphism on a compact manifold. f has some ergodic invariant measures. By Variational Principle, the supremum of their metric entropies equals the topological entropy of f . But only few results have been obtained about the structure of the set E(f ) = {h µ (f )|µ is an ergodic invariant measure of f }.
Katok conjectures E(f ) ⊃ [0, h(f )) if f has enough regularity. He proved that this is the case for C r (r > 1) diffeomorphisms on surfaces [1] . Recently we extended Katok's result to certain skew product cases [8] .
In this paper we deal with linear toral automorphisms, especially the non-hyperbolic ones. Precisely, let f A be a linear toral automorphism induced by A ∈ GL(2, Z). We have Theorem 1.1. For any linear toral automorphism f A , E(f A ) is dense in [0, h(f A )].
In fact, we believe that E(f ) ⊃ [0, h(f )). However, we are not able to carry through it at the moment. The critical obstacle is the discontinuity of entropy map on invariant measures.
To prove the theorem, we only need to show the following proposition. When f A is reducible, it can be decomposed into a direct product of irreducible automorphisms. Proposition 1.2. Let f A be an irreducible linear automorphism of the torus. For every β 1 , β 2 ∈ [0, h(f )] and β 1 < β 2 , there is a compact invariant set M β1,β2 such that
As f A is C ∞ , the map µ → h µ (f A ) is upper-semicontinuous on the set of all f Ainvariant measures [7] . So every such M β1,β2 supports a measure of maximal entropy.
As we know, when A is a hyperbolic matrix, i.e. none of the eigenvalues lies on the unit circle, f A is Anosov (uniformly hyperbolic) and
The result of this paper makes sense when f A is non-hyperbolic. Irreducible nonhyperbolic toral automorphisms have drawn some interests and similar problems have been considered. The basic geometric structure and dynamical properties of these maps has been discussed in [3] . In [4] and [5] some properties that holds for all ergodic measures are shown using harmonic analysis and algebraic methods. For the entropy of ergodic measures, the case that A is a companion matrix of a Salem number has been discussed, where the stable foliation is one-dimensional and there is no repeated complex eigenvalues. Another notable result from [5] is that non-hyperbolic automorphisms do not have Markov partitions. So the way of constructing ergodic measures from symbolic spaces, as for hyperbolic automorphisms, does not work for non-hyperbolic ones. In this paper, we use a geometrical argument due to Mañé that works mainly with unstable leaves to achieve our result.
Basic Facts
Let X = T l . We fix f = f A : X → X and assume that A is irreducible. Denote [y] = y+Z l , the image under the covering map R l → T l . Let χ 1 > χ 2 > · · · > χ u > 1 be the absolute values of the eigenvalues of A larger than 1, each with multiplicity ζ i . Denote ζ = 1≤i≤u ζ i and ζ u+1 = l − ζ. Let W i be the i-th unstable foliation corresponding to χ i and W be the whole unstable foliation.
For
or every Jordan block has the form like
, where χ denotes a real eigenvalue, or a 2 × 2 matrix corresponding to a complex eigenvalue, in which case the ε's denote matrices whose norms are less than ε.
For r i ≥ 0, i = 1, 2, . . . , u, letr = (r 1 , r 2 , . . . , r u ), and
2 ) ζ , where π ζ : R l → R ζ is the projection to the first ζ coordinates. Consider
Unless ε is specified and has to be taken into consideration, it is usually omitted for convenience. K(r) is compact. For every x, Φ −1
is the union of infinitely many copies of D(r) centered at points in a lattice Γ x = Γ x,ε ⊂ R, obtained by translation. We call these copies "cells". R ∼ = R ζ is tiled by copies of the fundamental domains centered at points in Γ x . We call these fundamental domains "blocks". Every block contains exactly one cell. Let α = α(ε) = diam(R/Γ x ) and C 1 = C 1 (ε) = vol(R/Γ x ) be the diameter and volume of a block. They are independent of x.
The number of J-cells that intersect it is at most
Proof. As α is the diameter of a block, then if a block intersects D(r 1 −α, . . . , r u −α), then it is fully covered by D(r). The number of blocks intersecting D(r) is at least the volume of itself divided by the volume of a block. Since every block contains one cell, the number of J-cells covered by D(r) is at least the number of blocks covered by it, which is at least g − (r). Proof of the other statement is analogous.
Constructions along Unstable Foliation
We define
Then for every x ∈ K(r), V k (r, x) is a Cantor set and
Proof. The idea of the following argument is due to Mañé [6] . Since K(r, x) = Φ zx (D(r)) ⊂ W (x), by Corollary 2.2,
By Lemma 2.3, f k (K(r, x)) covers at least g − (k,r, ε) full blocks. So f k (K(r, x)) ∩ K(r) consists of at least g − (k,r, ε) cells. By induction,
consists of at least (g − (k,r, ε)) m connected components, each of which is a copy of f −mk (K(r, x) ). So finally we know that V k (r, x) is a Cantor set. For every m and δ sufficiently small, every connected component of V m k (r, x) intersects V k (r, x). From each of such an intersection we can take a point such that these points form an (m, δ)-separated set, whose cardinality is at least (g − (k,r, ε) ) m . We have
Proof of the other side is analogous.
Proposition 3.3. If for every j,
Proof. Under the assumption, we can find r
For every m ≥ 0, we have
, and hence
From the bounds of r
So finally we obtain
Proof. As U k (r) is compact and f k -invariant, it is enough to show that for every ergodic measure µ of f k supported on U k (r), h µ (f k ) ≤ log g + (k,r, ε). Define a measurable partition ξ such that ξ(x) = K(r, x). Then ξ is subordinate to the foliation W u with respect to µ. Moreover, ξ is increasing and f −mk ξ generates as m → ∞. Let µ x be the conditional measure associated with ξ. By Proposition 3.1 for every x ∈ U k (r) (hence for µ-a.e. x), ξ(x) is covered (mod 0) by at most g + (k,r, ε) non-null elements of f −k ξ, denoted by η j (x), j = 1, 2, . . . , q(x). We have
Apply the result of Ledrappier and Young [2] :
Density of the Estimates
We make the following assumptions:
We take τ > 0 such that
Then everyr ∈ Ω k satisfies the assumptions. 
Lemma 4.2. For every γ > 0, there is ε γ > 0 and k γ such that if 0 < ε ≤ ε γ and k ≥ k γ , then for everyr ∈ Ω k , log g + (k,r, ε) − log g − (k,r, ε) < γk.
Proof. Note that
is a continuous function ofr ∈ Ω k and is decreasing for each r j . So
The result follows. Proposition 1.2, hence our main theorem, is a trivial corollary of the following one, by taking
for β 1 , β 2 , k,r, ε as in the proposition.
Proposition 4.3. For every β 1 , β 2 ∈ [0, h(f )], β 1 < β 2 , there is ε 0 and k 0 such that for 0 < ε ≤ ε 0 and k ≥ k 0 , there isr ∈ Ω k,ε such that h(f k , U k (r, ε)) ∈ [log g − (k,r, ε), log g + (k,r, ε)] ⊂ [kβ 1 , kβ 2 ].
Proof. g − (k,r) is continuous inr and increasing for each r j . We have 1 k min{log g − (k,r, ε)|r ∈ Ω k,ε } = 1 k log g − (k, ( 3α 0 (x 1 − ε) k , . . . ,
ζ j log(χ j − ε) as k → ∞ → h(f ) as ε → 0.
From Proposition 4.2, there is ε 0 > 0 and k 0 such that for 0 < ε < ε 0 and k ≥ k 0 , ψ k (ε) < k(β 2 − β 1 ) and 1 k log g − (k, Ω k,ε , ε) ⊃ [β 1 , β 2 ]. Hence there isr ∈ Ω k,ε such that log g − (k,r, ε) = kβ 1 . By Corollary 4.1, h(f k , U k (r, ε)) ∈ [log g − (k,r, ε), log g + (k,r, ε)] ⊂ [kβ 1 , kβ 2 ].
