In this paper we derive a theory for a linearly elastic residually stressed rod through an asymptotic analysis based on -convergence.
Introduction
The theory of linear elasticity with residual stress goes back to Cauchy in 1829, but for a long time the attention of researchers was almost exclusively given to the so-called linear theory of elasticity. In recent years, instead, the theory with residual stress has been studied and used quite extensively, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and references therein.
The aim of the present paper is to deduce, by means of -convergence, a variational model for slender rods with residual stress. Beam theories for a linear elastic material without residual stress have been derived, by -convergence, in [14] [15] [16] [17] [18] [19] [20] . The presence of residual stress introduces in the constitutive equation for the Piola-Kirchhoff stress tensor a dependence from the displacement gradient and not simply on the strain as in the case without residual stress. Precisely, the Piola-Kirchhoff stress tensor S is given by
where Du denotes the gradient of the displacement u, Eu is the symmetric part of Du,T is a second-order symmetric tensor representing the residual stress in the reference configuration and L is a fourth-order tensor called the incremental elasticity tensor. The term DuT, that comes into play because of material frame indifference, makes the theory quite different from the elastic theory without residual stress; for instance, the elastic energy density is no longer convex.
In our analysis we do not impose any material symmetry on the incremental elasticity tensor L and we allow it to depend on the longitudinal variable y 3 , i.e. the cross-sections of the beams are assumed to be homogeneous. By assuming the rod to be clamped to one of its bases, we find that the elastic energy of the limit problem (see Theorem 6.2 and (47)) is I 1d (ξ , ϑ) = 1 2 0 Q(y 3 , ξ 1 , ξ 2 , ξ 3 , ϑ ) + tr T ϑ 2 + T (ξ 1 , ξ 2 ) · (ξ 1 , ξ 2 ) dy 3 ,
where ξ is a Bernoulli-Navier displacement and ϑ is a scalar field representing the twist of the cross-section around the longitudinal axis. The energy density Q is defined by a minimum problem on the cross-section, see (45), involving the incremental elasticity tensor L, and
where ω denotes the cross-section. The paper is organized as follows. In Section 2 we introduce the equilibrium problem for an elastic rod with residual stress and state some properties implied by the equilibrium equations on the residual stress. The reference configuration of the body is assumed to be a cylinder with small ratio between the diameter of the cross-section and length. To find a one-dimensional approximation of this problem, in Section 3 we introduce a sequence of three-dimensional problems on cylinders whose diameters are proportional to a parameter approaching zero. The existence of a solution is also discussed. In Section 4, following the idea of Ciarlet and Destuynder [21] , we re-scale the sequence of three-dimensional problems to a fixed domain. In Section 5 we study the compactness properties of sequences of displacements with equi-bounded energy and in Section 6 we state and prove the -convergence result and the convergences of minima and minimizers. The paper ends with a small section in which we discuss the problem of defining Q.
Notation
Repeated Latin indices are summed from 1 to 3 while repeated Greek indices are summed from 1 to 2. The gradient (i.e. the Jacobian matrix) is denoted by D and D i will denote the derivative with respect to the ith variable. The notation used for Lebesgue and Sobolev spaces is standard (see Adams [22] ) while the notation used to describe the operations on tensorial quantities is similar to that used by Gurtin [23] . Convergence in the norm will be denoted by → while weak convergence is denoted by .
Elastic rods with residual stress
In this section we introduce the equilibrium problem for an elastic rod with residual stress and we study some of the restrictions imposed by the equilibrium equations on the residual stress; this characterization will be of some use in Section 6.
where ω is a connected, simply connected, bounded, open subset of R 2 with Lipschitz boundary. We use the notation S(x 3 ) := ω × {x 3 } for any x 3 ∈ [0, ]. Hereafter we take x 1 , x 2 as central principal axes of inertia.
We shall refer to as a residually stressed reference configuration of an elastic body, that is: there is a (residual) stressT not identically equal to zero that satisfies the equilibrium equations in the absence of external actions
where n is the outward unit normal to the boundary of .
In what follows we consider a fully anisotropic material which is also allowed to be inhomogeneous along the x 3 -axis, so that the first Piola-Kirchhoff stress field S can be expressed (see [4, 5, 9, 10] ) as
where Du denotes the gradient of the displacement u,
is the strain, and L(x 3 ) is the incremental elasticity tensor evaluated at the cross-section of coordinate x 3 .
We assume L to be essentially bounded,
to have the major and minor symmetries,
and to be positive definite,
for all A ∈ R 3×3 sym := {A ∈ R 3×3 : A = A T } and for almost every x 3 ∈ (0, ). We denote by C L the largest of all
. From this assumption and from the first equation of (1) we deduce thatT and divT are square integrable fields, hence (see Girault and Raviart [24, equation (2, 17) ]) the normal trace to the boundary ofT is well defined and in particular the third equation of (1) makes sense.
We consider the body clamped on S(0), and subjected to dead body forcesb ∈ L 2 ( ; R 3 ). The weak form of the equilibrium problem is: find u ∈ H 1 ( ; R 3 ) such that
for all v ∈ H 1 ( ; R 3 ), where
We conclude this section by deducing some properties of the residual stress field which will be used in Section 6. These properties follow from (1) and from the particular (cylindrical) geometry of the reference configuration.
) be a field that satisfies the equilibrium equations 
Using text functions depending on x 3 only, that is with the choice ϕ(x) = ϕ(x 3 ), we have
Let us now fix i ∈ {1, 2, 3} and, for every g ∈ C ∞ c (0, ), we take ϕ i (x 3 ) = x 3 0 g ds and set the other two components of ϕ to be identically equal to 0, to deduce that 0 ωT
This implies ωT 3i dx 1 dx 2 = 0 for almost every x 3 ∈ (0, ), and hence claim 1 follows by symmetry. To prove claim 2, having fixed i ∈ {1, 2}, we take in (4) text functions of the form ϕ i = x α f (x 3 ) with f ∈ C ∞ c (0, ), α ∈ {1, 2} and we set the other two components of ϕ to be identically equal to 0. This leads to
where δ denotes the Kronecker's symbol. We therefore have deduced that 0 ω
and an integration by parts concludes the proof.
A sequence of problems
The aim of our investigation is to provide a one-dimensional model that approximates the problem laid down in Section 2 when the ratio [diameter of ω]/ is small. To this aim, we introduce in this section a sequence of three-dimensional problems parametrized by a parameter ε ∈ (0, 1] such that the element of the sequence corresponding to ε = 1 coincides with the problem of Section 2. The sequence chosen will -converge as ε → 0, the asymptotic analysis will be the aim of the subsequent sections, and the -limit will be the one-dimensional approximate problem.
For all ε ∈ (0, 1] and > 0 let
On each domain ε we consider a problem of the same kind of (3), precisely:
, where
and where the sequencesT
and b ε ∈ L 2 ( ε ; R 3 ) will be specified in the next section.
According to the promise made at the beginning of the section we shall haveT 1 =T and b 1 =b. We will not assume the sequence of tensor fieldsT ε to be divergence-free. This will leave us more freedom in the choice of the scaling of this term, which will be done in Section 4. The effect of a different choice, i.e. the introduction of a divergence-free condition onT ε , will be discussed in Remark 6.5. Let us now discuss the existence of a solution u of (5) following the lines traced in [7] . To this aim, a crucial role is played by Korn's inequality (see Anzellotti et al. [14, Theorem A.1] , and for a simpler proof see [8] ).
Theorem 3.1. There exists a constant C
for every u ∈ H 1 ( ε ; R 3 ) and for every ε ∈ (0, 1].
We denote by C K the smallest constant for which the inequality
holds true for every u ∈ H 1 ( ε ; R 3 ) and for every ε ∈ (0, 1]. 
Proof. It is sufficient to write down the components of S and A in the orthonormal basis
of R 3 that diagonalizes S. Let λ i be the eigenvalues of S, and A ij be the components of A in the basis
denote the essential infimum of the smallest eigenvalue ofT ε . Of course, for a genericT
) the bilinear form in the first member of (5) is not H 1 -coercive. This lack of coercivity occurs also ifT ε has the physical meaning of a residual stress tensor, that is, if it satisfies (1); indeed, in the latter case, it can be shown thatτ ε m is either identically equal to 0 or that it also takes negative values (see [7] ). Therefore, to prove the existence and uniqueness of the solution of problem (5), we shall suppose that the absolute value ofτ ε m is small enough, that is, the compressions due toT ε are not too large.
Then there exists a unique solution u
Proof. From (2), (7), (8) and Lemma 3.2 we have, for
Using Theorem 3.1 in the last term of the previous inequality, the existence and uniqueness of the solution of problem (5) follow from an application of Lax-Milgram's lemma.
Hereafter, we will always assume inequality (9) to hold. Moreover, by Theorem 3.3, we have that for any ε > 0 the energy functional
admits a unique minimizer among all displacements u ∈ H 1 ( ε ; R 3 ).
The rescaled problem
In order to study the behaviour of the energy functionals (10), as ε → 0, following the idea of Ciarlet and Destuynder [21] , we rescale the problem on a fixed domain. We consider the map p ε : → ε defined by
and introduce the rescaled energy
Note that now the domain of the displacement u is and no longer ε . We denote by E ε u := sym(H ε u) the rescaled strain, where
and D i u denotes the column vector of the partial derivatives of u with respect to y i , i = 1, 2, 3. Furthermore we also denote
and denote byτ m the smallest eigenvalue ofT. We note that, under the change of variable x = p ε (y), the inequality (7) becomes
for every u ∈ H 1 ( ; R 3 ) and for every ε ∈ (0, 1]. Let us assume that
Note that by (11) this is equivalent to asking that the inequalities (9) be satisfied for any ε. We consider the following splitting of the body forcesb introduced in Section 2:
with
2 ) dy 1 dy 2 the polar moment of inertia of the section ω, and we define the sequence of body force densities b ε , mentioned in Section 3, to be
With these choices, and by performing the change of variable x = p ε (y), the rescaled energy F ε turns out to be
and where we have set Remark 4.1. It is worth noting that (13) is satisfied whenever the magnitude of the compressions 'produced' byT ε are small enough. Together with the choice of scaling ofT ε made in (11), assumption (13) ensures equicoercivity of the sequence of the scaled energy functionals, as will be proven in Lemma 6.1. That proof shows that assumption (11) is suggested by the scaled Korn's inequality (Theorem 5.1). Another thing to note is that, by the composition with p ε , the scaling (11) transforms the assumption divT = 0 into
ε is not a divergence-free tensor field, but it is still symmetric and the normal trace at the boundary is still zero. It will be seen toward the end of the paper (see Remark 6.5) that if we further impose a divergence-free assumption onT ε , then the average on the cross-section ofT vanishes and, as a consequence, the residual stress tensor would disappear in the limit problem, meaning that the divergence-free condition is, in some sense, not compatible with the chosen scaling.
Compactness lemmas
The following scaled Korn inequality will be used to prove compactness. 
for every u ∈ H 1 ( ; R 3 ) and every ε ∈ (0, 1].
Proof. Setting v = (u 1 , u 2 , u 3 /ε) and noticing that |E ε u| ≥ ε|Ev| and applying the standard Korn's inequality to v on (see, for instance, Oleinik et al. [25, Theorem 2.7] ) we obtain that there exists a positive constant K such that
Using inequality (12) we conclude the proof.
The following standard two-dimensional Korn's inequality will also be useful:
for all w ∈ H 1 (ω; R 2 ), where ℘ denotes the projection of L 2 (ω; R 2 ) on the subspace
of the infinitesimal rigid displacements on ω (see [25, Theorem 2.5 and Corollary 2.6] and [16] ). It is easy to see that R 2 is a closed subspace of
where E αβ denotes the Ricci's symbol. 
where
In the remaining part of this section we assume u ε to be a sequence of functions in
for some constant C and for every ε. The next lemma summarizes and improves some results proven in [15, 16] . 
2.
ϑ ∈ H 1 ( ). 
Proof. 1. It is convenient to set v
and taking also into account (23) we have
Since (W ℘w ε ) 12 = −ϑ ε (u ε ) and (Ww ε ) 12 = (W ε u ε ) 12 , we obtain claim 2 from the identity
From this last identity, using (28) and the scaled Korn's inequality Theorem 5.1 we also obtain claim 3. The weak convergence in claim 4 follows by taking the limit as ε → 0 in (29) by using (25) . Since ϑ ε (u ε ) does not depend on y 1 
Proceeding as in [16] we can prove thatθ
) and thatθ ε ϑ in H 1 ( ), which implies the claimed strong convergence and claim 6.
Claim 5 follows from claims 2 and 4 and the fact that (
We now characterize the components of the limit strain E. Hereafter, we denote by
Lemma 5.3. Let (23) hold for a sequence u ε . Then there exist a subsequence, not relabeled, and a E ∈
Moreover, there exist
such that E 11 = (Ew) 11 , E 22 = (Ew) 22 , 
Hence, up to subsequences, (ū
for α, β = 1, 2, and hence (30) has been proven. Equation (32) follows from (24) . We now prove (31). Note that
in the sense of distributions. Hence, for ψ ∈ C ∞ c ( ) we obtain
Passing to the limit in the previous equality we find
in the sense of distributions. We can rewrite this equation as
in the sense of distributions. By the weak version of Poincaré's lemma (see Girault and Raviart [24 Theorem 2.9]) there exists a function ϕ ∈ Q 1 such that
which concludes the poof.
From (30), (31) and (32) we have that the limit strain can be written as
The convergence result
Let F ε = I ε − L ε be the energy functionals defined by (16) 
Then (23) holds for some constant C > 0 and for every ε.
Proof. It is convenient to set v
By assumption (13), we have R > 0. With this notation and by using (2) and Lemma 3.2, for any ε we find
where (12) has been used in the last inequality. From claim 3 of Lemma 5.2, the Young's inequality and Theorem 5.1 we obtain 1
where C 1 and C 2 are arbitrary positive constants. By choosing, for instance, C 2 = R/2 and
from which we obtain estimate (23).
Lemma 6.1 and claim 1 of Lemma 5.2 imply that the family of functionals (1/ε 2 )F ε is coercive in the space H 1 ( ; R 3 ) × L 2 ( ; R) with respect to the weak convergence of the sequence q ε (u 12 ), uniformly with respect to ε. Hence, for any sequence u ε which is bounded in energy, that is (1/ε 2 )F ε (u ε ) ≤ C for a suitable constant C > 0, and satisfies the boundary conditions u ε = 0 on S(0), the corresponding sequence q ε (u ε ) is weakly relatively compact in
Theorem 6.2 ( -convergence). Let F : H
if v ∈ H BN ( ; R 3 ) and D 1 ϑ = D 2 ϑ = 0, and +∞ otherwise, where
) and H(v, ϑ) and E(v, ϑ, ϕ, w) are defined by (27) and (33). As ε → 0, the sequence of functionals (1/ε 2 )F ε -converges to the functional F, in the following sense:
1.(liminf inequality) for every sequence of positive numbers ε k converging to 0 and for every sequence {u
as k → ∞, we have
2.(recovery sequence) for every sequence of positive numbers ε k converging to 0 and for every
as k → ∞, and
Proof. 1. To prove the liminf inequality we can assume, possibly passing to subsequences, that
Then Lemma 6.1 applies to the sequence u k and thereby the results of Lemmas 5.2 and 5.3 hold. In particular, v ∈ H BN ( ; R 3 ) and D 1 ϑ = D 2 ϑ = 0; moreover, in addition to (37) we have that
and
Assumption (37) implies that
mϑ dy 3 and, therefore, we only have to prove that lim inf
we can write
Owing to (37), (38) and (39), the last six lines in the inequality above converge to
Indeed, in terms of u k the third line is written
which, as k → ∞, goes to zero strongly in L 1 ( ) by (38). Analogously, the fourth line can be written
and strongly converges toT 11 ϑ 2 in L 1 ( ) due to (38) and (39), and so on. Let us introduce now the following auxiliary quadratic functional
) and ψ ∈ W 1,2 ( ; R 3 ). Then the first two lines in (40) are given by G(
, and we have
since G( (2) , the definitions of C L andτ m , Lemma 3.2, the standard Korn's inequality and assumption (13), we have
Hence, taking the limit as k → ∞ in (40) and (41), we obtain lim inf
The existence of the minimum in the previous inequality follows by a standard application of the direct method of the Calculus of Variations. Hence, we have proven the liminf inequality. 2. Let us now find a recovery sequence. Let F(v, ϑ) < +∞, since otherwise there is nothing to prove. Then v ∈ H BN ( ; R 3 ) and ϑ ∈ H 1 ( ; R) with F(v, ϑ) .
For any δ > 0, we can find, by density, functions
which are all equal to zero near by y 3 = 0 and such that
For any δ > 0, let u δ,k be the sequence defined by
We have that u δ,k is equal to zero in y 3 = 0 and it is easily checked that, setting v 
This implies that lim
Moreover, it is easy to check that, taking the limit as k → ∞ and then as δ → 0 + , we have
By (43) and (44) then we have
Thus, there exists a sequence of positive numbers δ k → 0 such that the sequence u k := u δ k ,k is a recovery sequence. (W εũε ) 12 → −θ in L 2 ( ); 3.
(1/ε 2 )F ε (ũ ε ) converges to F(ṽ,θ).
By using the Bernoulli-Navier structure of the domain, we show that the -limit functional can be rewritten as a functional on (0, ). To this aim, let Q : (0, ) × R 4 → [0, +∞) be defined by which are conditions much stronger than divT = 0, see (1) . The last equality implies thatT i3 is a function of x 1 and x 2 only and, in fact,T i3 ∈ H 1 (0, ; L 2 (ω)). SinceTn = 0 on ∂ , we have that the trace ofT i3 on the basis x 3 = 0 vanishes and therefore we obtainT i3 = 0, (i = 1, 2, 3).
By claim 2 of Lemma 2.1 we immediately get ωT αβ dy 1 dy 2 = 0, (α, β = 1, 2), and the residual stress tensor would completely disappear in the limit problem.
Remarks on the explicit computation of Q
This section is devoted to shed some light on the problem (45) where (e 1 , e 2 , e 3 ) is the orthonormal basis associated with the axes x 1 , x 2 and x 3 . In the above, ⊗ denotes the dyadic product and is the associated symmetric product. The minimizers w ∈ H 
where in computing Eη we consider η as a three-component vector field with third component equal to 0 and, similarly, we consider ψ as a function of three variables. We note that if
then L(y 3 )E ϕ · Eη = L(y 3 )E w · Dψ e 3 = 0, hence (50) decouples into two separate problems, one for w and one for ϕ. If, moreover, also 
from which we deduce that the unknown ϕ depends only on the constant d, i.e. on D 3 ϑ, and not on a, b, c.
