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Введение
Дифференциальными уравнениями описываются многие процессы
в технике, химии, экономике, биологии, психологии и т.д. С помощью
диффернециальных уравнений можно смоделировать большое количе-
ство физических задач. Чаще всего эти методы имеют ограниченное
применение, или настолько сложны, что для упрощения решения ис-
пользуют методы приближенного численного решения. Математиче-
ские модели реальных процессов иногда получаются довольно слож-
ными, и могут не иметь аналитического решения. В данном случае ис-
пользуется решение с использованием приближенной модели или же
приближенных (численных) методов. Внедрение в научную деятель-
ность современных ЭВМ, а также их вычислительная мощность дало
возможность решать трудные уравнения, достаточно точно описываю-
щие исследуемые явления, а также моделировать всевозможные систе-
мы.
С середины 80-х годов оживленно развивается теория краевых за-
дач для линейных дифференциальных уравнений 2 порядка с сильным
вырождением. Этот тип задач поевляется при построении математиче-
ских моделей ряда физических процессов, иследованием которых зани-
маются такие области науки, как физика плазмы и газового разряда,
ядерная физика. В нелинейной оптике исследуется задача о самофоку-
сировке лазерного луча. В данной задаче сутью является то, что из-за
качеств среды световой пучок собирается в точку и плотность энергии
в данной точке становиться бесконечной. Точное решение задачи не
найдено и асимптотика поведения решения неизвестна. Определение
точного решения вышеописанной задачи и задач, ей подобных, вероят-
но только в маленьком числе частных случаев. В остальных случаях
обобщённое решение определить невозможно.В связи с этим, актуаль-
ным является изучение аналогичных задач в общей постановке, а еще
создание эффективных действенных методов численного анализа.
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1. Цель работы
Целью данной дипломной работы является разработка алгоритма
и написание программы для решения краевой задачи вариационным
методом. Для достижения этой цели в рамках работы были сформули-
рованы следующие задачи.
• Изучить построение базисных сплайнов.
• Изучить методы решения краевой задачи вариационным методом.
• Разработать алгоритм решения краевой задачи вариационным ме-
тодом.
• Составить последовательную программу и распараллелить ее.
• Получить результаты и провести анализ численного счета.
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2. Обзор
2.1. О базисных сплайнах
Пусть функция u 2 C2(R1), fxjg – сетка упорядоченных узлов
a = x0 < x1 < : : : < xN = b:




где !j(x) – интерполяционный базис. [11] При построении сплайнов
!j(x) предполагаем, что
supp!j(x) = [xj 1; xj+1]:
Считая, что кратность накрытия произвольной точки x носителями ба-
зисных сплайнов !j(x) ограничена числом 2, нетрудно заметить, что в
сумме выражения (1) небольшое количество слагаемых:
eu(x) = u(xj)!j(x) + u(xj+1)!j+1(x): (2)





xj   xj 1 ; x 2 [xj 1; xj];
x  xj+1
xj   xj+1 ; x 2 [xj; xj+1];
0; x /2 [xj 1; xj+1]
(3)
Построенные таким образом сплайны !j(x) имеют следующие свой-
ства:
1) !j(xj) = 1,
2) u  eu  0 для u = 1; x,
3) supp !j = [xj 1; xj+1],
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4) ju  euj  h2C, где h = maxj(xj+1   xj), C = const.
2.2. О вариационных методах
На промежутке (0, 1] будем решать следующую краевую задачу
( k(x)u0(x))0 + q(x)u(x) = f(x) : u(1) = 0; (1)
где
k(x) = xa(x);  2 (1; 2);
a(x) > 0; q(x)  0; f 2 L2:
Приближенное решение eu будем искать в виде [3]
eu(x) =X
j
cj!j(x); x 2 [xj; xj+1] (2)
где !j(x) – базисные сплайны [5], а cj - некоторые параметры, опреде-




[k(x)u02(x) + q(x)u2(x)  2f(x)u(x)]dx: (3)
Задача на минимум функционала (3) на пространстве функций вида
(1) приводит к следующей системе уравнений [9]:
NX
i=1
cigij = fj; j = 1; : : : ; N; (4)












( xu0(x))0 + u(x) = f(x); (1)
u(1) = 0;
на промежутке (0, 1], где  2 [1; 2]:
Тогда при
f(x) =
x3    2(3  )x  1
3   (2)




Приближенное решение eu будем искать в виде
eu(x) =X
j
cj!j(x); x 2 [xj; xj+1]; (4)
где !j(x) – базисные сплайны, а cj –некоторые параметры, определяе-




[xp(x)u02(x) + q(x)u2(x)  2f(x)u(x)]dx: (5)
Будем строить приближённое решение вариационно-сеточным мето-
дом. [8] На промежутке ["; 1]; " > 0 построим сетку узлов




где n - натуральное число.




xj   xj 1 ; x 2 [xj 1; xj];
x  xj+1
xj   xj+1 ; x 2 [xj; xj+1];
0; x /2 [xj 1; xj+1]
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cigij = fj; j = 1; : : : ; N; (6)










3.1. Вычисление правой части









xj   xj 1 ; x 2 [xj 1; xj];
x  xj+1
xj   xj+1 ; x 2 [xj; xj+1];












xj   xj+1dx: (1)






(f0+4(f1+f3+ :::+fn 1)+2(f2+f4+ :::+fn  2)+fn);
где n - количество частей, на которые разбит отрезок [a, b].
Программу для вычисления интеграла по формуле Симпсона с ис-
пользованием параллельных секций [2] можно найти в приложении A.
10
3.2. Вычисление элементов матрицы
g =
0BBBBBB@
g00 g01 0 : : : 0
g10 g11 g12
. . . ...
0 . . . . . . . . . 0
... . . . g(n 1)(n 2) g(n 1)(n 1) g(n 1)n
0 : : : : : : gn(n 1) gnn
1CCCCCCA





xj   xj 1 ; x 2 [xj 1; xj];
1
xj   xj+1 ; x 2 [xj; xj+1];
0; x /2 [xj 1; xj+1]:
При вычисление элементов gij можно различать два случая:
а) диагональные элементы g00; gnn, и остальные диагональные эле-
менты gii,
б) остальные элементы.





Если ji   jj > 1, то носители функций !i и !j не пересекаются, и
наша матрица имеет трехдиагональный вид. Так как эта матрица еще
и симметричная, то достаточно вычислить gii+1.














Ax = f (1)




b0 c0 0 : : : 0
a1 b1 c1
. . . ...
0 . . . . . . . . . 0
... . . . an 1 bn 1 cn 1
0 : : : : : : an bn
1CCCCCCA
Перепишем систему в следующем виде:
aixi−1 + bixi + cixi+1 = fi; i = 1::n:
Метод прогонки основывается на предположении, что искомые неиз-
вестные связаны рекуррентным соотношением:
xi = i+1xi+1 + i+1: (2)
Отсюда получаем выражение для коэффициентов:
8<:i+1 =  ciaii+bi ;i+1 = fi aiiaii+bi (3)
Так как значения a0 и cn равны 0, то
8<:1 =  c0b0 ;1 = f0b0 (4)
После нахождения прогоночных коэффициентов  и  , используя
рекуррентное соотношение(2), получим решение системы (1). При этом,






4.2. Метод втречной прогонки
Рассмотренный в предыдущем пункте метод прогонки, определяе-
мый соотношениями (3)-(5), называют правой прогонкой. Аналогично




















Метод втречной прогонки получается комбинированием левой и ра-
вой прогонки,и допускает распараллеливание на два потока. . [10]
Пусть p = n2 . Будем вычислять xi,где i 2 [0; :::p], методом правой
прогонки в первом потоке, а во втором потоке xj, где j 2 [p + 1; :::n],
методом левой прогонки. Значение xp находим из системы:8<:xp = p+1xp+1 + p+1;xp+1 = p+1xp + p+1
Найдя указанное значение xp, в первом потоке можно по формуле
(5) найти все xi, при i 2 [0; :::p], а во втором - по формуле (8) – все xj,
при j 2 [p+ 1; :::n]. [6]
Реализацию параллельного алгоритма метода встречной прогонки




Вариационно-сеточный метод был применен к уравнению
( xu0(x))0 + u(x) = x
3    2(3  )x  1
3   ;
на сетке узлов xj = " + j  1 "100 , при значениях " = 0:01;  = 1; 1:5; 1:8; 2:
Ниже представлены графики, на которых изображено точное (красным
цветом) и приближённое (синим цветом) решения. 5
Рис. 1: при  = 1 Рис. 2: при  = 1:5
Рис. 3: при  = 1:8 Рис. 4: при  = 2
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Заключение
• Были изучены методы решения краевой задачи вариационным ме-
тодом.
• Разработан алгоритм решения краевой задачи с помощью сплай-
нов.
• Составлена программа решения краевой задачи.
• Получены графики, иллюстрирующие численное решение задачи,
для различных значений параметров.
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double func(double x) //Функция f(x)
{





const int n = 6;
double a = 0.;
double b = 1.;
long float h = b/n;
double x[n+1];
double oddSum = 0;
double evenSum = 0;
double f[n+1];
double integral = 0;
for(int i = 0; i <=n; i++)
{
x[i] = a +i*h;
}







#pragma omp sections //Будем параллельно вычислять




for(int i = 1; i < n; i= i+2)
{





for(int j =2; j<n; j= j+2)
{





integral = ((b-a)/(3*n))*(f[0]+f[n]+4*oddSum + 2*evenSum);
printf(”Result = %.2f\n”, integral );
}
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double* a = new double[n];
double* b = new double[n];
double* c = new double[n];
double* f = new double[n];
void forright(int p, double *a, double *b, double *c, double *f,
double *alpha, double *beta) //коэффициенты для правой прогонки
{
alpha[1] = -c[0] / b[0];
beta[1] = f[0] / b[0];
for (int i = 2; i <= p+1; i++)
{
alpha[i] = (-c[i - 1]) / (b[i - 1] + a[i - 1] * alpha[i - 1]);
beta[i] = (f[i - 1] - a[i - 1] * beta[i - 1]) / (a[i - 1] * alpha[i - 1] + b[i - 1]);
}
}
void forleft(int p, double *a, double *b, double *c, double *f,
double *xi, double *eta) //коэффициенты для левой прогонки
{
xi[n] = -a[n] / b[n];
eta[n] = f[n] / b[n];
for (int i = n-1; i > p; i--)
{
xi[i] = (-a[i])/(b[i] + c[i] * xi[i + 1]);




void right(int p,double *x, double *alpha, double *beta)
//правая прогонка
{
for (int i = p - 1; i >= 0; i--)
{
x[i] = alpha[i + 1] * x[i + 1] + beta[i+1];
}
}
void left(int p, double *x, double *xi, double *eta)
//левая прогонка
{
for (int i = p; i <= n-1; i++)
{





int p = (n+1) / 2;
double* x = new double[n];
double* alpha = new double[n];
double* beta = new double[n];
double* xi = new double[n];
double* eta = new double[n];









forleft(p, a, b, c, f, xi, eta);
}
}
x[p] = (beta[p + 1] + alpha[p + 1] * eta[p+1]) / (1 - alpha[p + 1] * xi[p+1]);








left(p, x, xi, eta);
}
}
return 0;
}
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