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FROBENIUS FUNCTORS OF THE SECOND KIND
S. CAENEPEEL, E. DE GROOT, AND G. MILITARU
Abstract. A pair of adjoint functors (F,G) is called a Frobenius pair
of the second type if G is a left adjoint of βFα for some category equiv-
alences α and β. Frobenius ring extensions of the second kind provide
examples of Frobenius pairs of the second kind. We study Frobenius
pairs of the second kind between categories of modules, comodules, and
comodules over a coring. We recover the result that a finitely generated
projective Hopf algebra over a commutative ring is always a Frobenius
extension of the second kind (cf. [27], [17]), and prove that the integral
spaces of the Hopf algebra and its dual are isomorphic.
Introduction
Let R → S be a ring homomorphism; it is well-known that the restriction
of scalars functor has a left adjoint (the induction functor) and also a right
adjoint (the coinduction functor). Morita [24] observed that the left and
right adjoint are isomorphic if and only if the morphism R→ S is Frobenius
in the sense of [19]. He calls a pair of functors (F,G) a strongly adjoint
pair if G is at the same time a right and left adjoint of F . In this case
F and G have nice properties: F and G are exact, preserve limits and
colimits, and injective and projective objects. Recently, strongly adjoint
pairs of functors have been reconsidered under the name Frobenius pairs. In
[12], general properties of Frobenius pairs are given, and a characterization
is given of Frobenius pairs between categories of (co)modules. In [10] and
[3] Frobenius pairs between categories of Doi-Koppinen Hopf modules and
entwined modules are studied. In [7], the relation between Frobenius and
separability properties is studied.
In this note, we study a weaker version of Frobenius pair: a pair of functors
(F,G) is called a Frobenius pair of the second type if G is a right adjoint
of F , and a left adjoint of βFα, for some category equivalences α and β.
It turns out that Frobenius pairs of the second type have the same nice
properties as the original ones, which we now call Frobenius pairs of the
first type. In Section 2, we give a generalization and a new proof of a result
of Morita [24], and use this to characterize Frobenius pairs of the second
kind between categories of modules over rings. We also show that Frobenius
ring extensions of the second kind ([16], [25]) provide examples of Frobenius
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pairs of the second kind. We use this machinery in Section 3 to give a
generalization of the Larson-Sweedler result that a finite dimensional Hopf
algebra over a field k is a Frobenius extension of k ([21]): we show that a
finitely generated projective Hopf algebra over a commutative ring is always
Frobenius of the second type; as a consequence, we obtain that the integral
spaces of the Hopf algebra and its dual are isomorphic.
The results of Section 2 can be dualized to functors between categories of
comodules; following Takeuchi’s approach [30], we give a coalgebra version
of Morita’s result, and use this to characterize Frobenius pairs of the second
kind between categories of comodules. In the final Section 5, we show that
the methods developed in [3] can be adapted easily to decide when the
functor forgetting the coaction of a coring is Frobenius of the second kind.
1. Frobenius functors of the second kind
Let C and D be categories, and F : C → D and G : D → C covari-
ant functors. Recall that (F,G) is called an adjoint pair of functors if the
functors
HomD(F(•), •) and Hom C(•,G(•))
are naturally isomorphic. It is well-known (see e.g. [22] or any other intro-
duction to the theory of categories) that this is equivalent to the existence
of natural transformations
η : 1C → GF and ε : FG→ 1D
such that
(1) εF (C) ◦ F (ηC) = IF (C) and G(εD) ◦ ηG(D) = IG(D)
for all C ∈ C and D ∈ D. We say that G is a right adjoint of F . A typical
example from ring theory is the following: let i : R→ S be a morphism of
rings. The restriction of scalars functor
G : SM→ RM
has a left adjoint, the induction functor
F = S ⊗R • : RM→ SM
and a right adjoint, the coinduction functor
F ′ = RHom (S, •) : RM→ SM
If the induction and coinduction functor are naturally isomorphic, then ob-
viously
S ∼= RHom (S,R)
Conversely, if S and RHom (S,R) are isomorphic rings, and S is finitely
generated projective as a left R-module, then we can show that F and F ′
are naturally isomorphic. In other words, F and F ′ are naturally isomorphic
if and only if S/R is Frobenius in the sense of Kasch (see [18], [19]). From the
uniqueness of the adjoint, it follows also that the induction and coinduction
functor are naturally isomorphic if and only if the induction functor is not
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only a left but also a right adjoint of the restriction of scalars functor. Morita
[24] calls a pair of functors (F,G) a strongly adjoint pair if G is at the
same time a right and left adjoint of F (or, equivalently, F is at the same
time a left and right adjoint of G). In [10] and [12], strongly adjoint pairs
were reconsidered and were called Frobenius pairs of functors. We will now
generalize this definition.
Definition 1.1. Consider functors F : C → D, G : D → C, α : C → C
and β : D → D.
(F,G) is called an (α, β)-Frobenius pair of functors if G is a right adjoint
of F and a left adjoint of βFα.
A (1C , 1D)-Frobenius pair is called a Frobenius pair of the first kind, or a
Frobenius pair of Functors.
An (α, β)-Frobenius pair, with α and β equivalences of categories, is called
a Frobenius pair of the second kind.
If (F,G) is an adjoint pair, then F preserves coproducts, colimits, initial
objects and cokernels, and G preserves products, limits, final objects and
kernels. Therefore, if (F,G) is an adjoint pair between two abelian cate-
gories, then F is right exact and G is left exact (see for example [1, I.7.1]).
If, moreover, G is right exact, then F preserves projectives. If F is left ex-
act, then G preserves injectives. If (F,G) is a Frobenius pair of the second
kind, then F and G are at the same time the left and the right adjoint in
an adjoint pair, and we conclude:
Proposition 1.2. Let (F,G) be a Frobenius pair of the second kind between
two categories C and D.
1) F and G preserve limits and colimits, and, in particular, products and
coproducts, kernels and cokernels, initial and final objects.
2) If C and D are abelian categories, then F and G are exact, and preserve
injective and projective objects.
2. Modules over rings
Let R and S be rings, and consider bimodules Λ ∈ SMR and X ∈ RMS .
Then we can define four other bimodules, in the following fashion
Λ∗ = Hom R(Λ,R) ∈ RMS (rϕs)(λ) = rϕ(sλ)
∗Λ = SHom (Λ,S) ∈ RMS (λ)(rϕs) = ((λr)ϕ)s
Hom R(Λ,Λ) ∈ SMS (sϕs
′)(λ) = sϕ(s′λ)
SHom (Λ,Λ) ∈ RMR (λ)(rϕr
′) = ((λr)ϕ)r′
The induction functor
F = Λ⊗R • : RM→ SM, F (M) = Λ⊗R M
has a right adjoint, the coinduction functor
G = SHom (Λ, •) : SM→ RM, G(N) = SHom (Λ,N)
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with the left R-action on G(N) = SHom (Λ,N) given by
(λ)(rf) = (λr)f
for all λ ∈ Λ, r ∈ R and f ∈ SHom (Λ,N). The unit and counit of the
adjunction are
ηM : M → GF (M) = SHom (Λ,Λ ⊗R M) ; (λ)(ηM(m)) = λ⊗m
εN : FG(N) = Λ⊗R SHom (Λ,N)→ N ; εN(λ⊗ f) = (λ)f
The converse also holds: if (F,G) is an adjoint pair between RM and SM,
then F andG are additive (see [1, I.7.2]). F has a right adjoint, and preserves
therefore cokernels and arbitrary coproducts (see [1, I.7.1]), and from the
Eilenberg-Watts Theorem (see [1, II.2.3]), it follows that F ∼= Λ ⊗R • for
some Λ ∈ SMR. From the uniqueness of the adjoint, if follows that G ∼=
SHom (Λ, •).
We also consider the functor
G1 : SM→ RM ; G1(N) =
∗Λ⊗S N
We have a natural transformation γ : G1 → G given by
γN :
∗Λ⊗S N → SHom (Λ,N) ; (λ)(γN(f ⊗ n)) = (λ)fn
If Λ is finitely generated and projective as a left S-module, then γ is a
natural isomorphism.
Now consider the functor
G2 : SM→ RM ; G2(N) = X ⊗S N
When is (F,G2) an adjoint pair? From the uniqueness of the adjoint, we
can see that an equivalent question is: when is G ∼= G2? Or, in other words,
when is the induction functor G2 representable? The clue to the answer is
the following Lemma, where we also consider the functors
G′2 = • ⊗S Λ : MS →MR and F
′ = • ⊗R X : MR →MS
We use the following notation: for two functors F,G : C → D. Nat(F,G)
is the class consisting of all natural transformations from F to G. For
a commutative ring, and an R-bimodule M , CR(M) = {m ∈ R | rm =
mr, for all r ∈ R}.
Lemma 2.1. Let R,S,Λ,X, F,G,G1 , G2 be as above. Then we have iso-
morphisms
Nat(1
RM, G2F )
∼= Nat(1MR , G
′
2F
′)
∼= RHom R(R,X⊗S Λ) ∼= CR(X⊗S Λ)
= {
∑
i
xi ⊗S λi ∈ X ⊗S Λ |(2)
∑
i
rxi ⊗S λi =
∑
i
xi ⊗S λir, for all r ∈ R}
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Nat(FG2, 1SM)
∼= Nat(F ′G′2, 1MS )
∼= SHom S(Λ⊗R X,S) ∼= RHom S(X, SHom (Λ,S))(3)
Proof. For a natural transformation α : 1
RM → G2F , consider
∑
i xi ⊗S
λi = αR(1R). The naturality of α implies that
∑
i xi ⊗S λi ∈ CR(X ⊗S Λ).
Conversely, given
∑
i xi⊗Sλi ∈ CR(X⊗SΛ), we consider α ∈ Nat(1MR , G2F )
given by
αM : M → G2F (M) = X ⊗S Λ⊗R M, αM (m) =
∑
i
xi ⊗S λi ⊗Rm
Given a natural transformation β : FG2 = Λ⊗R X ⊗S • → 1SM, we take
β˜ = βS : Λ⊗R X → S
β˜ is right S-linear because β is natural. Conversely, given an S-bimodule
map β˜ : Λ⊗R X → S, we define a natural transformation β by
βN : Λ⊗R X ⊗S N → N ; βN = β˜ ⊗S IN
The (R,S)-bimodule map ∆ : X → SHom (Λ,S) corresponding to an (S, S)-
bimodule map β˜ : Λ⊗R X → S is given by
∆(x)(λ) = β˜(λ⊗ x)

The following is an extended version of [24, Theorem 2.1]. We include a
very short proof, based on Lemma 2.1.
Theorem 2.2. Let R and S be rings, Λ ∈ SMR and X ∈ RMS. Then the
following are equivalent.
i) (F = Λ ⊗R •, G2 = X ⊗S •) : RM → SM is an adjoint pair of
functors;
ii) (F ′ = • ⊗R X,G
′
2 = • ⊗S Λ) : MR → MS is an adjoint pair of
functors;
iii) G = SHom (Λ, •) and G2 = X ⊗S • are naturally isomorphic;
iv) G′ = Hom S(X, •) and G
′
2 = • ⊗S Λ are naturally isomorphic;
v) Λ is finitely generated projective as a left S-module, and
X ∼= SHom (Λ,S) in RMS
vi) X is finitely generated projective as a right S-module, and
Λ ∼= Hom S(X,S) in SMR
vii) there exists z =
∑
i xi⊗S λi ∈ CR(X ⊗S Λ) and ω : Λ⊗RX → S in
SMS such that
λ =
∑
i
ω(λ⊗ xi)λi(4)
x =
∑
i
xiω(λi ⊗ x)(5)
for all x ∈ X and λ ∈ Λ;
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viii) the same condition as vii), but with z =
∑
i xi ⊗S λi ∈ X ⊗S Λ;
ix) there exist ∆ : R→ X ⊗S Λ in RMR and ε : X → SHom (Λ,S) in
RMS such that, with ∆(1R) =
∑
xi ⊗ λi,
λ =
∑
i
(λ)(ε(xi))λi(6)
x =
∑
i
xi(λi)(ε(x))(7)
for all x ∈ X and λ ∈ Λ;
x) there exist ∆ : R→ X ⊗S Λ in RMR and ε
′ : Λ→ Hom S(X,S) in
SMR such that, with ∆(1R) =
∑
xi ⊗ λi,
λ =
∑
i
ε′(λ)(xi)λi(8)
x =
∑
i
xiε
′(λi)(xi)(9)
for all x ∈ X and λ ∈ Λ;
xi) the same as ix), but we require that ε is an isomorphism;
xii) the same as x), but we require that ε′ is an isomorphism;
xiii) there exists
∑
i xi ⊗S λi ∈ CR(X ⊗S Λ) such that the map
ε˜ : SHom (Λ,S)→ X, ε˜(g) =
∑
i
xi((λi)g)
is an isomorphism in RMS, and the following condition holds for
λ, λ′ ∈ Λ:
g(λ) = g(λ′), for all g ∈ SHom(Λ, S) =⇒ λ = λ
′
xiv) there exists
∑
i xi ⊗S λi ∈ CR(X ⊗S Λ) such that the map
ε˜′ : Hom S(X,S)→ Λ, ε˜
′(g) =
∑
i
g(xi)λi
is an isomorphism in RMS, and the following condition holds for
x, x′ ∈ X:
g(x) = g(x′), for all g ∈ Hom S(X,S) =⇒ x = x
′
Proof. i)⇒ vii). Let (F,G2) be an adjoint pair, and let η : 1RM → G2F
and η : FG2 → 1SM be the unit and counit of the adjunction, and take∑
i xi ⊗S λi as in Lemma 2.1. Equations (4) and (5) follow immediately
from equation (1).
i)⇔ iii) follows from the uniqueness of adjoints.
vii)⇒ i). The natural transformations η and ε corresponding to
∑
i xi ⊗ λi
and ω are the unit and counit of the adjunction.
iii)⇒ v). Equation (4) tells us that {λi, ω(• ⊗R xi)} is a finite dual basis
for Λ as a left S-module.
Let γ2 : G2 → G be a natural isomorphism. Obviously γ = γ2,S : X →
SHom (Λ,S) is an isomorphism in RM, and we are done if we can show that
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γ is right S-linear. This follows essentially from the naturality of γ. For any
t ∈ S, we consider the map ft : S → S, ft(s) = st. ft ∈ SM, and we have
a commutative diagram
X = X ⊗S S
IX ⊗S ft
✲ X = X ⊗S S
SHom (Λ,S)
γ
❄
SHom (Λ, ft)
✲
SHom (Λ,S)
γ
❄
Now observe that (IX ⊗S ft)(x) = xt, and SHom (Λ, ft) = ft ◦ -, and the
commutativity of the diagram implies that
(λ)(γ(xt)) = (λ)(ft ◦ γ(x)) = ((λ)(γ(x)t) = (λ)γ(xt)
and γ is right S-linear.
v)⇒ iii). Λ is finitely generated and projective as a left S-module, so we
have a natural isomorphism
γ : SHom (Λ,S)⊗ • → SHom (Λ, •)
and from v) it also follows that
SHom (Λ,S)⊗ • ∼= X⊗S •
vii)⇒ viii) is trivial.
viii)⇒ vii). For all r ∈ R, we have
rz =
∑
i
rxi ⊗S λi
(5) =
∑
i,j
xjω(λj ⊗R rxi)⊗S λi
=
∑
i,j
xj ⊗S ω(λjr ⊗R xi)λi
(4) =
∑
j
xj ⊗S λjr = zr
vii)⇒ ix). ε is defined by (λ)(ε(x)) = ω(λ ⊗S x). It is easy to show that
ε is left R-linear and right S-linear, and equations (6) and (7) follow from
equations (4) and (5).
ix)⇒ xi). The inverse of ε is given by
ε−1(g) =
∑
i
xi((λi)g)
xi)⇒ vii). Define ω by ω(λ⊗S x) = (λ(ε(x)) and put
∑
i xi⊗R λi = ∆(1R).
ix)⇒ xiii). It is clear that ε˜ is a morphism in RMS , and from the proof of
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ix)⇒ xi), it follows that ε is the inverse of ε˜. Assume that (λ)g = (λ′)g for
all g ∈ SHom (Λ,S). Using equation (6), we find
λ =
∑
i
(λ)(ε(xi))λi =
∑
i
(λ′)(ε(xi))λi = λ
′
xiii)⇒ ix). Assume that ε˜ has an inverse, and call it ε. Then for all x ∈ X,
we have
x = ε˜(ε(x)) =
∑
i
xi((λi)ε(x))
and equation (6) follows. For all g ∈ SHom (Λ,S), we have
(λ)g = (λ)
(
ε(ε˜(g))
)
= (λ)
(
ε(
∑
i
xi((λi)g))
)
=
∑
i
(
(λ)
(
ε(xi)
))
(λi)g
=
(
(λ)(ε(xi))λi
)
g
and equation (7) follows also.
The proof of the implications ii)⇔ vii) ⇒ x)⇒ xii)⇒ vii), iii)⇔ iv)⇔ vi
and x)⇔ xiv) is similar. 
Remarks 2.3. 1) At the beginning of this Section, we have already men-
tioned that a functor F with a right adjoint between RM and SM is isomor-
phic to Λ⊗R • for some (S,R)-bimodule Λ, and of course we have a similar
property for functors beween MS and MR. If we combine this observation
with Theorem 2.2, then we see that there is a one-to-one correspondence
between adjoint pairs between RM and SM, and between MS and MR.
2) The adjunctions in Theorem 2.2 are equivalences if and only if the unit
and counit are natural isomorphisms, and, using Lemma 2.1, we see that
this means that the maps ω : Λ ⊗R X → S and ∆ : R → X ⊗S Λ from
part vii) of Theorem 2.2 have to be isomorphisms. Using equations (6) and
(7), we see that (R,S,X,Λ,∆−1, ω) is a strict Morita contex (recall that
the Morita context (R,S,X,Λ,∆−1, ω) is strict if the maps ∆−1 and ω are
isomorphisms). Thus we recover the classical result due to Morita that (ad-
ditive) equivalences between module categories correspond to strict Morita
contexts.
Take U ∈ RMR and V ∈ SMS , and consider the functors
α = U ⊗R • : RM→ RM ; β = V ⊗S • : SM→ SM
α′ = • ⊗R U : MR →MR ; β
′ = • ⊗S V : MS →MS
Theorem 2.2 allows us to determine when the pair of functors (F,G) is
(α, β)-Frobenius. This is equivalent to one of the 14 equivalent conditions
of the Theorem, combined with one of the 14 equivalent conditions of the
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Theorem, but applied to the functors (X ⊗S •, V ⊗S Λ ⊗R U ⊗R •), that
is, with R replaced by S, S by R, Λ by X and X by V ⊗S Λ ⊗R U . Thus
we obtain 196 equivalent conditions. Moreover, we know from Remark 2.3
2) that autoequivalences of RM and of SM correspond to strict Morita
contexts. Thus we obtain the following structure Theorem for Frobenius
functors of the second kind between categories of modules.
Theorem 2.4. Let R and S be rings. There is one-to-one correspondence
between
• Frobenius functors of the second kind between RM and SM;
• Frobenius functors of the second kind between MR and MS;
• Fourtuples (X,Λ, U , V ) where
X ∈ RMS ; Λ ∈ SMR
and
U = (R,R,U,U ′, f, f ′) and V = (S, S, V, V ′, g, g′)
are strict Morita contexts satisfying one of the following equivalent condi-
tions:
i) X is finitely generated projective on the two sides, and we have (S,R)-
bimodule isomorphisms
Λ ∼= Hom S(X,S) ∼= V
′ ⊗S RHom (X,R) ⊗R U
′
ii) Λ is finitely generated projective on the two sides, and we have bimodule
isomorphisms
X ∼= SHom (Λ,S) ∼= Hom R(V ⊗S Λ⊗R U,R)
Remarks 2.5. 1) From Theorem 2.4, we immediately recover the structure
Theorem for Frobenius functors of the first kind between module categories
(cf. [12, Theorem 2.1], [23, Theorem 3.8]): it suffices to take V = S and
U = R.
2) If (X,Λ, U , V ) satisfy the conditions of Theorem 2.4, then we will say
that (X,Λ) is a (U, V )-Frobenius pair of bimodules.
Proposition 2.6. Let (X,Λ) be a (U, V )-Frobenius pair of bimodules, and
consider two other strict Morita contexts U˜ and V˜ on R and S.
(X,Λ) is a (U˜ , V )-Frobenius pair of bimodules if and only if Λ⊗RU ∼= Λ⊗RU˜
in SMR.
(X,Λ) is a (U, V˜ )-Frobenius pair of bimodules if and only if V ⊗SΛ ∼= V˜ ⊗SΛ
in SMR.
Proof. Assume that (X,Λ) is (U˜ , V )-Frobenius. From condition 1) in The-
orem 2.4, it follows that
V ⊗S Λ⊗R U ∼= RHom (X,R) ∼= V⊗S Λ⊗R U˜
in SMR, and
Λ⊗RU ∼= S⊗SΛ⊗RU ∼= V
′⊗S V ⊗SΛ⊗RU ∼= V
′⊗S V ⊗SΛ⊗R U˜ ∼= Λ⊗R U˜
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in SMR. The converse follows in the same way from condition 1) in Theo-
rem 2.4. The proof of the second statement is similar. 
Application to ring extensions. Let R and S be rings, and i : R → S
a ring homomorphism. We take Λ = S considered as an (S,R)-bimodule,
and X = S considered as an (R,S)-bimodule. Then F = S ⊗R • is the
induction functor, andG2 is the restriction of scalars functor. The conditions
of Theorem 2.2 are trivially fulfilled, reflecting the well-known fact that the
induction functor is a left adjoint of restriction of scalars.
Theorem 2.7. Let i : R→ S a ring homomorphism. The induction functor
F = S⊗R • : RM→ SM and the restriction of scalars functor SM→ RM
form a Frobenius pair of the second kind if and only if there exist Morita
contexts U and V (with notation as in Theorem 2.4) such that one of the
following equivalent conditions hold:
i)
V ⊗R U ⊗R • ∼= RHom (S, •)
ii)
• ⊗R S ∼= Hom R(V ⊗R U, •)
iii) S is finitely generated and projective as a left R-module and
V ⊗R U ∼= RHom (S,R) in SMR
iv) S is finitely generated and projective as a right R-module and
S ∼= HomR(V ⊗R U,R) in RMS
v) there exist z =
∑
i vi⊗Rui⊗Rsi ∈ CS(V ⊗RU⊗RS) and ω : V ⊗RU → R
in RMR such that ∑
i
ω(vi ⊗R ui)si = 1(10)
∑
i
vi ⊗R uiω(siv ⊗R u) = v ⊗R u(11)
for all u ∈ U and v ∈ V .
vi) as v), with z ∈ V ⊗R U ⊗R S and (10) replaced by∑
i
ω(svi ⊗R ui)si = s
for all s ∈ S.
We will call the extension S/R (U, V )-Frobenius.
Remarks 2.8. 1) Taking U = R and V = S in Theorem 2.7, we find
necessary and sufficient conditions for the induction and restriction of scalars
functors form to be a Frobenius pair. In particular, this shows that S is a
Frobenius extension of R (in the sense of e.g. [16, Definition 2.1]) if and
only if the induction functor is Frobenius.
2) From Proposition 2.6, we immediately obtain the following: assume that
S/R is a (U, V )-Frobenius extension. Then S/R is (U˜ , V )-Frobenius if and
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only if S ⊗R U ∼= S ⊗R U˜ in SMR.
S/R is (U, V˜ )-Frobenius if and only if V ∼= V˜ in SMR.
Example 2.9. Let µ and ϕ be ring automorphisms of R. For every R-
bimoduleM , we introduce a new R-bimodule µMϕ as follows: µMϕ =M as
an abelian group, but with left and right R-action
r ·m · r′ = µ(r)mϕ(r′)
If µ and/or ϕ is the identity, then we omit the index, for example µMIR =
µM . It is easy to show that ϕµM ∼= ϕ(µM), and thatMϕ⊗RN ∼=M⊗Rϕ−1N .
Furthermore, we have a strict Morita context (R,R, µR,Rµ, f, g).
Now let µ : R→ R and ν : S → S be ring automorphisms. In Theorem 2.7,
we take U = µR and V = νS. We then have
V ⊗R U ∼= νSµ−1 and Hom R(V ⊗R U,M) ∼= Hom R(νS,Rµ)
An (Rµ, Sν)-Frobenius extension will also be called a (µ, ν)-Frobenius ex-
tension. From Theorem 2.7, we see that this is equivalent to each of the
following equivalent conditions.
i)
νS ⊗R µ(•) ∼= RHom (S, •)
ii)
• ⊗R S ∼= Hom R(νS, (•)µ)
iii) S is finitely generated and projective as a left R-module, and νSµ−1 ∼=
RHom (S,R) in SMR.
iv) S is finitely generated and projective as a right R-module, and S ∼=
HomR(νS,Rµ) in RMS .
v) There exist xi, si ∈ S and ω : νSµ−1 → R in RMR such that
s =
∑
i
ω(ν(s)xi)si =
∑
i
xiµ
−1(ω(ν(si)s))
for all s ∈ S.
In this case
∑
i xi ⊗ si ∈ CS(νSµ−1 ⊗R S).
If ν = IS, then we recover the definition of Frobenius extension of the second
kind from [16, Ch. 7] and [25].
Let S/R be a (µ, S)-Frobenius extension, and consider another automor-
phism µ˜ of R. Then S/R is (µ˜, S)-Frobenius if and only if
S ⊗R µR ∼= S ⊗R µ˜R or Sµ−1 ∼= Sµ˜−1 in SMR
Let α : Sµ−1 → Sµ˜−1 be the connecting (S,R)-isomorphism, and let α(1S) =
u, α−1(1S) = v ∈ S. Then
1S = α(v1S) = vα(1S) = vu and 1S = α
−1(u1S) = uα
−1(1) = uv
so v = u−1. Furthermore
µ−1(r)u = µ−1(r)α(1S) = α(µ
−1(r)1S)
= α(1Sµ
−1(r)) = α(1S)µ˜
−1(r) = uµ˜−1(r)
12 S. CAENEPEEL, E. DE GROOT, AND G. MILITARU
and
µ−1(r) = uµ˜−1(r)u−1 and µ(r) = uµ˜(r)u−1
so µ and µ˜ are equal up to an inner automorphism. Compare this to [16,
Prop. 7.3].
3. Application to Hopf algebras
Let k be a commutative ring, H a Hopf algebra, and I a projective k-module
of rank one. We will apply the results of the Section 2 in the situation
where R = k, S = H, U = I and V = H. If the induction functor and the
restriction of scalars functor form a (U,H)-Frobenius pair, we say that H/k
is I-Frobenius. Using Theorem 2.7, we find the following characterization.
⊗ will be a shorter notation for ⊗k.
Theorem 3.1. Let H be a Hopf algebra over a commutative ring k, and I
a projective rank one module. Then the following assertions are equivalent:
i) H/k is I-Frobenius;
ii) H is finitely generated and projective as a k-module, and
H ⊗ I ∼= H∗ in HM
iii) H is finitely generated and projective as a k-module, and
H ∼= (H ⊗ I)∗ in MH
iv) There exist z = e1 ⊗ x1 ⊗ e2 ∈ CH(H ⊗ I ⊗ H) and ω ∈ (H ⊗ I)
∗
such that
ω(e1 ⊗ x1)e2 = 1
e1 ⊗ x1ω(e2 ⊗ x) = 1H ⊗ x
for all x ∈ I.
Note that e1 ⊗ x1 ⊗ e2 is a formal notation for an element
∑
i ei ⊗ xi ⊗ e
′
i ∈
H ⊗ I ⊗H.
We will give more equivalent conditions for H/k to be I-Frobenius. First
recall the notion of (left and right) integral in H and on H:∫ l
H
= {t ∈ H | ht = ε(h)t, for all h ∈ H}∫ r
H
= {t ∈ H | th = ε(h)t, for all h ∈ H}∫ l
H∗
= {ϕ ∈ H∗ | h∗ ∗ ϕ = 〈h∗, 1〉ϕ, for all h∗ ∈ H∗}∫ r
H∗
= {ϕ ∈ H∗ | ϕ ∗ h∗ = 〈h∗, 1〉ϕ, for all h∗ ∈ H∗}
Recall that the multiplication on H∗ is given by the convolution:
〈h∗ ∗ k∗, h〉 = 〈h∗, h(1)〉〈k
∗, h(2)〉
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The following result follows from the Fundamental Theorem for Hopf mod-
ules. The proof may be found in [29] if k is a field, and it can be adapted
easily to the situation where k is a commutative ring.
Theorem 3.2. For a finitely generated projective Hopf algebra H, we have
an isomorphism
α :
∫ l
H∗
⊗H → H∗, 〈α(ϕ ⊗ h), k〉 = 〈ϕ, kS(h)〉
α is left H∗-linear and right H-linear; the left H∗-action on
∫ l
H∗
⊗H, and
the right H-action on H∗ are given by
k∗ · (t⊗ h) = 〈k∗, h(2)〉t⊗ h(1) and 〈h
∗↼h, k〉 = 〈h∗, kS(h)〉
Consequently
∫ l
H∗
is finitely generated projective of rank one.
Proposition 3.3. Let H be a finitely generated projective Hopf algebra, and
I a projective rank one k-module. We then have maps
p : CH(H ⊗ I ⊗H)→
∫ l
H
⊗I, p(e1 ⊗ x1 ⊗ e2) = ε(e2)e1 ⊗ x1
p′ : CH(H ⊗ I ⊗H)→ I ⊗
∫ r
H
, p′(e1 ⊗ x1 ⊗ e2) = ε(e1)x1 ⊗ e2
i :
∫ l
H
⊗I → CH(H ⊗ I ⊗H), i(t⊗ x) = t(1) ⊗ x⊗ S(t(2))
i′ : I ⊗
∫ r
H
→ CH(H ⊗ I ⊗H), i
′(x⊗ t) = S(t(1))⊗ x⊗ t(2)
i and i′ are sections for p and p′.
Proof. The multiplication on H induces a right H∗-coaction on H:
ρr(h) = h[0] ⊗ h[1] ∈ H ⊗H
∗ ⇐⇒ kh = 〈h[1], k〉h[0], for all k ∈ H
Then
∫ l
H
is the kernel of ρr − IH ⊗ ηH∗ . I is projective, and flat, so
∫ l
H
⊗I
is the kernel of the map ρr ⊗ II − IH ⊗ ηH∗ ⊗ II , i.e.∫ l
H
⊗I = {
∑
i
ui⊗xi ∈ H⊗ I |
∑
i
hui⊗xi =
∑
i
ε(h)ui⊗xi for all h ∈ H}
We use this to prove that p(e1 ⊗ x1 ⊗ x2) ∈
∫ l
H
⊗I:
hε(e2)e1 ⊗ x1 = ε(e2h)e1 ⊗ x1 = ε(h)ε(e2)e1 ⊗ x1
Now take t⊗ x ∈
∫ l
H
⊗I. Then i(t⊗ x) ∈ CH(H ⊗ I ⊗H) since
ht(1) ⊗ x⊗ S(t(2)) = h(1)t(1) ⊗ x⊗ S(t(2))S(h(2))h(3)
= (h(1)t)(1) ⊗ x⊗ S((h(1)t)(2))h(2)
= (ε(h(1))t)(1) ⊗ x⊗ S((ε(h(1))t)(2))h(2)
= t(1) ⊗ x⊗ S(t(2))h
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We leave it to the reader to prove that i is a section of p. The proof for p′
and i′ is similar. 
We can now state and prove the main result of this Section. In the situation
where I = k is free of rank one, we recover a result of Pareigis [26]. It
follows from Theorem 3.4 that a finitely generated projective Hopf algebra
is a Frobenius extension of k of the second kind, a result that goes back to
Pareigis [27], and that has been revived recently by Kadison and Stolin, see
[17, Prop. 3.5].
Theorem 3.4. Let H be Hopf algebra over a commutative ring k and I a
projective k-module of rank one. Then the following assertions are equiva-
lent.
i) H/k is I-Frobenius;
ii) H is finitely generated and projective and H∗/k is I∗-Frobenius;
iii) H is finitely generated and projective and
∫ l
H
∼= I∗;
iv) H is finitely generated and projective and
∫ r
H
∼= I∗;
v) H is finitely generated and projective and
∫ l
H∗
∼= I;
vi) H is finitely generated and projective and
∫ r
H∗
∼= I.
Proof. i)⇒ iii). Take z =
∑
e1⊗x1⊗e2 ∈ CH(H⊗I⊗H) and ω ∈ (H⊗I)
∗
as in Theorem 3.1, and put
t = p(z) = ε(e2)e1 ⊗ x1 ∈
∫ l
H
⊗I
For an arbitrary u =
∑
i ui ⊗ xi ∈
∫ l
H
⊗I, we have
ω(u)t = ω(
∑
i
ui ⊗ xi)ε(e
2)e1 ⊗ x1
= ω(
∑
i
ε(e2)ui ⊗ xi)e
1 ⊗ x1
= ω(
∑
i
e2ui ⊗ xi)e
1 ⊗ x1
= ω(
∑
i
e2 ⊗ xi)uie
1 ⊗ x1
= uie
1 ⊗ x1ω(
∑
i
e2 ⊗ xi)
(12) =
∑
i
ui ⊗ xi = u
This means that the map k →
∫ l
H
⊗I sending y ∈ k to yt is surjective. This
map is also injective: if
yt = yε(e2)e1 ⊗ x1 = 0
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then
0 = ω(yε(e2)e1 ⊗ x1) = yω(e1 ⊗ x1)ε(e2) = yε(1) = y
where we used (12). We have shown that
∫ l
H
⊗I ∼= k, which is equivalent to∫ l
H
∼= I∗.
v)⇒ ii). Consider the isomorphism
α :
∫ l
H∗
⊗H → H∗
from Theorem 3.2. This induces an isomorphism
β : H → H∗ ⊗ I∗
β is left H∗-linear, so it follows from ii) of Theorem 3.1 (with H replaced
by H∗) that H∗/k is I∗-Frobenius.
v)⇒ i). Remark that the antipode of a finitely generated projective Hopf
algebra is always bijective [26], and consider β ◦S−1 : H → H∗ ⊗ I, with β
as above. Then β ◦ S−1 is bijective, and we are done if we can show that it
is also left H-linear, if the left H-action on H∗ ⊗ I is given by
h · (k∗ ⊗ x) = h · k∗ ⊗ x, with 〈h · k∗, k〉 = 〈k∗, kh〉
Using the right H-linearity in Theorem 3.2, we compute
(β ◦ S−1)(hk) = β(S−1(k)S−1(h)) = β(S−1(k))S(S−1(h)) = β(S−1(k))h
as needed.
ii)⇒ v) follows after we apply i)⇒ iii) with H replaced by H∗.
iii)⇒ ii) and iii)⇒ i) follow after we apply v)⇒ i) and v)⇒ ii) with H∗
replaced by H.
iii)⇔ iv). Observe that S :
∫ l
H
→
∫ r
H
is a bijection; in the same way
v)⇔ vi) follows. 
It is well-known that, for a finitely generated projective Hopf algebra, the
integral space is a projective module of rank one. From Theorem 3.4, it
follows that the integral spaces of H and H∗ are isomorphic, i.e. they
represent the same element in the Picard group of k. Of course this is
trivial in the case where k is a field, because then every rank one projective
module is free, but, as far as we could figure out, it is a new result in the
case where k is a commutative ring.
Corollary 3.5. Let H be a finitely generated projective Hopf algebra over a
commutative ring k. Then we have isomorphisms of k-modules∫ l
H∗
∼=
∫ r
H∗
∼=
(∫ l
H
)∗
∼=
(∫ r
H
)∗
.
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4. Comodules over coalgebras
Let C and D be coalgebras over a field k, and consider two bicomodules
Λ ∈ DMC and X ∈ CMD. The functor
G : MD →MC ; G(N) = NDΛ
has a left adjoint F if and only if Λ is quasifinite as a right C-comodule, this
means that Hom C(V,Λ) is finite dimensional for every finite dimensional
right C-comodule V . If Λ is finitely cogenerated as a C-comodule, then Λ is
quasifinite. If C is finite dimensional, then every C-comodule is quasifinite.
The functor F can be given an explicit description, which is complicated,
and we will not need it. Details can be found in [30, Sec. 1]. The functor F
is called the co-Hom functor, and we write
F (M) = hC(Λ,M)
hC is covariant in M and contravariant in Λ. Essentially every adjoint pair
of functors is of this type: assume that (F,G) is an adjoint pair of k-linear
functors between MC and MD. Then G is left exact and preserves direct
sums, and by [30, Prop. 2.1], G ∼= •DΛ for some bicomodule Λ ∈
DMC . It
follows that Λ is then quasifinite as a right C-comodule, and F ∼= hC(Λ, •).
Lemma 4.1. Consider two (D,C)-bicomodules Λ and Λ′, and the functors
G = •DΛ and G
′ = •DΛ
′. then
Nat(G,G′) ∼= DHomC(Λ,Λ′)
Proof. Essentially this is [30, 2.2]. We include more detail for the sake of
completeness. First a natural transformation α : G → G′. We will show
that α is determined completely by αD and that αD is bicolinear.
For any k-module M , M ⊗D ∈ MD, with coaction induced by the comul-
tiplication on D. For any m ∈ M , fm : D → M ⊗ D, fm(d) = m ⊗ d, is
right D-colinear, and the naturality of α gives a commutative diagram
G(D) = Λ
αD
✲ G′(D) = Λ′
G(M ⊗D) =M ⊗ Λ
G(fm)
❄ αM⊗D
✲ G′(M ⊗D) =M ⊗ Λ′
G′(fm)
❄
Clearly G(fm)(λ) = m⊗ λ, and it follows that αM⊗D=IM ⊗ αD.
Now consider an arbitrary M ∈ MD. The coaction map ρrM : M →M ⊗D
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is in MD, so we find a commutative diagram
MDΛ
αM
✲ MDΛ
′
M ⊗ Λ
G(ρrM )
❄ IM ⊗ αD
✲ G′(M ⊗D) =M ⊗ Λ′
G′(ρrM )
❄
G(ρrM ) is the inclusion map, and we find that αM = IMDαD, proving that
α is completely determined by αD. αD is right C-colinear, and the naturality
of α implies that αD is also left D-colinear. Indeed, the comultiplication
∆D : D → D ⊗D is a map in M
D, and G(∆D) = ρ
l
Λ, G
′(∆D) = ρ
l
Λ′ , the
left D-coaction on Λ and Λ′. The naturality of α implies that we have a
commutative diagram
Λ
αD
✲ Λ′
D ⊗ Λ
ρlΛ
❄ IDαD
✲ D ⊗ Λ′
ρlΛ′
❄
and it follows that αD is left D-colinear.
Given α˜ ∈ DHom C(Λ,Λ′), we define α : G → G′ by αM = IMDα˜. It is
then clear that α is natural. 
Let Λ ∈ DMC be quasifinite as a right C-comodule. By [30, 1.9], hC(Λ,C) ∈
CMD, and we can consider the functor
F1 : M
C →MD, F1(M) =MChC(Λ,C)
For all M ∈ MC , we have isomorphisms
HomD(F(M),F1(M)) ∼= Hom
C(M,GF1(M)) = Hom
C(M,MChC(Λ,C)DΛ)
hence
Nat(F,F1) ∼= Nat(1MC , •ChC(Λ,C)DΛ)
and, using Lemma 4.1,
Nat(F,F1) ∼=
CHomC(C,hC(Λ,C)DΛ)
Applying the unit of the adjunction (F,G) to C ∈ MC , we find a bicolinear
map
ηC : C → GF (C) = hC(Λ,C)DΛ
and associated to this is a natural transformation
γ : F → F1
which can be considered as the dual version of the natural transformation
γ : G1 → G introduced in Section 2; the difference is that the γ from
Section 2 could be described explicitely, while here we have to make use of
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the adjunction properties. It follows from [30, Prop. 1.14] that γ is a natural
isomorphism if Λ is injective as a right C-comodule.
Now let Λ ∈ DMC and X ∈ CMD, and consider the functors
G = •DΛ : M
D →MC ; F2 = •CX : M
C →MD
G′ = XD• :
DM→ CM ; F ′2 = ΛC• :
CM→ DM
If Λ is quasifinite as a right C-comodule, then we also consider
F = hC(Λ, •), F1 = •ChC(Λ,C) : M
C →MD
and if X is quasifinite as a left C-comodule, then we consider
F ′ = Ch(X, •), F
′
1 = Ch(X,C)D• :
CM→ DM
and we have a natural transformation γ′ : F ′ → F ′1 that is a natural
isomorphism if X is injective as a left C-comodule. The following result is
then the coalgebra version of Morita’s Theorem 2.2.
Theorem 4.2. Let C and D be coalgebras over a field k, Λ ∈ DMC and
X ∈ CMD. Using the notation introduced above, we consider the following
properties.
i) (F2 = •CX,G = •DΛ) is an adjoint pair of functors;
ii) (F ′2 = ΛC•, G
′ = XD•) is an adjoint pair of functors;
iii) Λ is quasifinite as a right C-comodule, and the functors F2 and F
are naturally isomorphic;
iv) X is quasifinite as a left C-comodule, and the functors F ′2 and F
′
are naturally isomorphic;
v) there exist bicolinear maps
ψ : C → XDΛ and ω : ΛCX → D
respectively in CMC and DMD such that
(ωDIΛ) ◦ (IΛCψ) = IΛ
(IXDω) ◦ (ψCIX) = IX
vi) Λ is quasifinite and injective as a right C-comodule and X ∼= hC(Λ,C)
in CMD;
vii) X is quasifinite and injective as a left C-comodule and Λ ∼= Ch(Λ,C)
in DMC .
The conditions i) to v) are equivalent. vi) and vii) imply i-v). i-v) ⇒ vi)
holds if X is quasifinite as a right D-comodule. i-v) ⇒ vii) holds if Λ is
quasifinite as a left D-comodule.
Proof. i)⇔ v) is a dual version of the proof of i)⇔ vii) in Theorem 2.2.
i) ⇔ iii). If G has a left adjoint, then Λ ∈ MC is quasifinite; then we use
the uniqueness of the adjoint.
vi) ⇒ iii). If X ∼= hC(Λ,C), then F2 ∼= F1. If Λ ∈ M
C is quasifinite and
injective, then F1 ∼= F .
iii) ⇒ vi). Assume that X is quasifinite as a right D-comodule. Then F2
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has a left adjoint, namely hD(X, •), and a right adjoint, namely G. Thus F2
is exact, and G preserves injective objects, and it follows that G(D) = Λ is
an injective object of MC .
The proof of the other implications is similar (observe that v) is left-right
symmetric). 
Using Theorem 4.2, we can characterize all (k-linear) Frobenius pairs of
the second kind between categories of comodules. From [30], we know that
category equivalences between MC and MD correspond to strict Morita-
Takeuchi contexts. A strict Morita-Takeuchi context between C and D is a
sixtuple (C,D,Λ,X, ψ, ω−1) as in part 5) of Theorem 4.2, with the additional
condition that ψ and ω are bijective. Now let U = (C,C,U,U ′, f, f ′) and
V = (D,D, V, V ′, g, g′) be strict Morita-Takeuchi contexts, and consider the
corresponding autoequivalences α = •CU and β = •DV ofM
C andMD.
Using Theorem 4.2, we can characterize when (G = •DΛ, β ◦ F2 ◦ α) =
•CUCXDV ) is an adjoint pair. Combining this with Theorem 4.2 in its
original form, we find necessary and sufficient conditions for (F2, G) being
(α, β)-Frobenius. We obtain the following result:
Theorem 4.3. Let C and D be coalgebras over a field k. Then we have a
one-to-one correspondence between
• k-linear Frobenius functors of the second kind betweenMC andMD;
• k-linear Frobenius functors of the second kind between CM and DM;
• fourtuples (X,Λ, U , V ) where Λ ∈ DMC , X ∈ CMD, and U =
(C,C,U,U ′, f, f ′) and V = (D,D, V, V ′, g, g′) strict Morita-Takeuchi
contexts, such that one of the following equivalent conditions hold:
i) Λ and X are quasifinite and injective, respectively as a right C-
comodule and a right D-comodule, and we have bicolinear isomor-
phisms
X ∼= hC(Λ,C) and Λ ∼= hD(UCXDV,D)
ii) Λ and X are quasifinite and injective, respectively as a left D-
comodule and a left C-comodule, and we have bicolinear isomor-
phisms
Λ ∼= Ch(X,C) and UCXDV ∼= Dh(Λ,D)
Remark 4.4. If we take U = C, V = C in Theorem 4.3, then we find the
structure Theorem for Frobenius functors of the first kind betweenMC and
MD, see [12, Theorem 3.3].
5. Comodules over corings
Let A be a ring (with unit). An A-coring C is an (A,A)-bimodule together
with two (A,A)-bimodule maps
∆C : C → C ⊗A C and εC : C → A
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called a coproduct and a counit respectively, such that the usual coassocia-
tivity and counit properties hold, i.e.
(∆C ⊗A IC) ◦∆C = (IC ⊗A ∆C) ◦∆C(12)
(εC ⊗A IC) ◦∆C = (IC ⊗A εC) ◦∆C = IC(13)
Corings were first introduced by Sweedler in [28], and revived recently by
Brzezin´ski in [2]. They can also be viewed as coalgebras in the monoidal
category AMA.
A right C-comodule is a right A-module M together with a right A-module
map ρr : M →M ⊗A C called a coaction such that
(ρr ⊗A IC) ◦ ρ
r = (IM ⊗A ∆C) ◦ ρ
r(14)
(IM ⊗A εC) ◦ ρ
r = IM(15)
In a similar way, we can define left C-comodules and (C, C)-bicomodules.
We will use the Sweedler-Heyneman notation for corings and comodules
over corings:
∆C(c) = c(1) ⊗A c(2) ; ρ
r(m) = m[0] ⊗Am[1] ∈M ⊗A C
etc. A map f : M → N between (right) C-comodules is called a C-comodule
map if f is a right A-module map, and
ρr(f(m)) = f(m[0])⊗A m[1]
for all m ∈ M . MC is the category of right C-comodules and C-comodule
maps. In a similar way, we introduce the categories
CM, CMC , AM
C
For example, AM
C is the category of right C-comodules that are also (A,A)-
bimodules such that the right C-comodule map is left A-linear. The mor-
phisms between right C-comodules are denoted by Hom C(•, •). Takeuchi has
observed that entwined modules (see [4]) can be viewed as particular cases
of comodules over a coring. A fortiori, the Doi-Koppinen Hopf modules ([13]
and [20]) are special cases, and consequently Hopf modules, relative Hopf
modules, graded modules, modules graded by G-sets and Yetter-Drinfel’d
modules (see [13] and [9]), and we can apply the results we present below
to all these types of modules.
Let A be a ring, C an A-coring, and look at the forgetful functor
F : MC →MA.
Proposition 5.1. ([2]) For an A-coring C, the forgetful functor
F : MC →MA
has a right adjoint G. For N ∈ MA, G(N) = N⊗AC, with structure induced
by the structure on C:
(n⊗A c)a = n⊗A ca and ρ
r(n⊗A c) = n⊗A c(1) ⊗A c(2)
For a morphism f ∈ MA, G(f) = f ⊗A IC.
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Proof. We only give the unit and counit of the adjunction:
η : 1MC → GF ηM = ρ
r : M →M ⊗A C ηM (m) = m[0] ⊗A m[1](16)
ε : FG→ 1MA εN = IN ⊗A εC : N ⊗A C → N εN (n ⊗A c) = nεC(c)(17)

We will investigate when (F,G) is an (α, β)-Frobenius pair, with α and β of
the following type:
α = IMC : M
C →MC : M →M
β = • ⊗A Q : MA →MA, β(N) = N ⊗A Q
where Q is an (A,A)-bimodule.
As before, we need a description of V = Nat(GβFα, 1MC ) andW = Nat(1MA , βFαG).
First we need a Lemma.
Lemma 5.2. Take ν ∈ V , and N ∈ MA, G(N) = N ⊗A C. Then
νN⊗AC = IN ⊗A νC
Proof. For n ∈ N , we consider fn : C → N ⊗A C, fn(c) = n ⊗A c. fn is a
morphism in MC , and the naturality of ν produces a commutative diagram
C ⊗A Q⊗A C
νC
✲ C
N ⊗A C ⊗A Q⊗A C
fn ⊗A IQ ⊗A IC
❄ νN⊗AC✲ N ⊗A C
fn
❄
and we find
νN⊗AC(n⊗A c⊗A q ⊗A d) = n⊗A νC(c⊗A q ⊗A d)

Proposition 5.3. Let C be an A-coring and V = Nat(GβF, 1MC ). We
define
V1 :=
CHom C(C ⊗A Q⊗A C, C)
V2 := {θ ∈ AHom A(C⊗AQ⊗AC,A) | c(1)θ(c(2)⊗Aq⊗Ad) = θ(c⊗Aq⊗Ad(1))d(2) for all c,d ∈ C, q ∈ Q}.
Then
V ∼= V1 ∼= V2.
Proof. We define α : V → V1, α(ν) = ν = νC . By definition, ν is a
morphism in MC and thus a right C-comodule map. The properties on the
left-hand side follow from the naturality of ν: for all a ∈ A, we consider
the map fa : C → C, fa(c) = ac, which is a morphism in M
C since ∆C is
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an (A,A)-bimodule map, so that the naturality of ν gives a commutative
diagram.
C ⊗A Q⊗A C
ν
✲ C
C ⊗A V ⊗A C
fa ⊗A IQ ⊗A IC
❄ ν
✲ C
fa
❄
Applying the diagram to c⊗A q ⊗A d ∈ C ⊗A Q⊗A C, we find
ν(ac⊗A q ⊗A d) = aν(c⊗A q ⊗A d)
and ν is left A-linear.
The left C-comodule structure map on C⊗AV ⊗A C is ∆C⊗ IV ⊗ IC, and this
map is a morphism in MC , so that we have another commutative diagram
C ⊗A Q⊗A C
ν
✲ C
C ⊗A C ⊗A Q⊗A C
∆C ⊗A IQ ⊗A IC
❄ νC⊗AC✲ C ⊗A C
∆C
❄
The above diagram tells us that ν is a left C-comodule map, and so, α is
well-defined.
Next, we define α1 : V1 → V2:
α1(ν) = θ = εC ◦ ν
It is obvious that θ is an (A,A)-bimodule map. From the fact that ν is a
C-bicomodule map, we find
c(1) ⊗A ν(c(2) ⊗A q ⊗A d) = ∆C(ν(c⊗A q ⊗A d)) = ν(c⊗A q ⊗ d(1))⊗A d(2)
Applying IC ⊗A εC to the first equality and εC ⊗A IC to the second one, we
find
(18) ν(c⊗A q ⊗A d) = c(1)θ(c(2) ⊗A q ⊗A d) = θ(c⊗A q ⊗A d(1))d(2)
and it follows that α1 is well-defined.
We define α−11 (θ) = ν defined by (18). We will prove that ν is a left C-
comodule map.
(IC ⊗A ν) ◦
lρ(c⊗A q ⊗A d)
= c(1) ⊗A ν(c(2) ⊗A q ⊗A d)
= c(1) ⊗A c(2)θ(c(3) ⊗A q ⊗A d)
= ∆(c(1))θ(c(2) ⊗A q ⊗A d)
= ∆
(
c(1)θ(c(2) ⊗A q ⊗A d)
)
= lρ(ν(c⊗A q ⊗A d))
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Right C-colinearity can be proved in the same way.
(18) also tells us that α−11 (α1(ν)) = ν. Conversely,
α1(α
−1
1 (θ))(c⊗A q ⊗A d) = εC(c(1))θ(c(2) ⊗A q ⊗A d) = θ(c⊗A q ⊗A d)
We still need to show that α is invertible. For ν ∈ V1, and θ = α1(ν), we
define
ν = α−1(ν) : GβFα→ 1MC
by
νM : M ⊗A Q⊗A C →M ; νM (m⊗A q ⊗A c) = m[0]θ(m[1] ⊗A q ⊗A c)
ν is natural, since for every morphism f : M →M ′ in MC , we have that
νM ′(f ⊗A IQ ⊗A IC)(m⊗A q ⊗A c)
= νM ′(f(m)⊗A q ⊗A c) = f(m)[0]θ(f(m)[1] ⊗A q ⊗A c)
= f(m[0])θ(m[1] ⊗A q ⊗A c) = f
(
m[0]θ(m[1] ⊗A q ⊗A c)
)
= f(νM (m⊗A q ⊗A c))
It is clear that α(α−1(ν)) = ν, since
νC(c⊗A q ⊗A d) = c(1)θ(c(2) ⊗A q ⊗A d) = ν(c⊗A q ⊗A d)
Finally, let us show that α−1(α(ν)) = ν. The map ρr : M → M ⊗A C is in
MC . From Lemma 5.2, we know that νM⊗AC = IM ⊗A ν, so the naturality
of ν generates a commutative diagram
M ⊗A Q⊗A C
νM
✲ M
M ⊗A C ⊗A Q⊗A C
ρr ⊗A IQ ⊗A IC
❄ IM ⊗A ν
✲ M ⊗A C
ρr
❄
and we find
ρr(νM (m⊗A q ⊗A c)) = m[0] ⊗A ν(m[1] ⊗A q ⊗A c)
Apply εC to the second factor:
νM (m⊗A q ⊗A c) = m[0]θ(m[1] ⊗A q ⊗A c)
This means precisely that α−1(α(ν)) = ν. 
Proposition 5.4. Let C be an A-coring and W = Nat(1MA , βFαG). We
define
W1 = AHom A(A, C ⊗A Q)
and
W2 = (C⊗AV )
A = {z =
∑
zC⊗Az
Q ∈ C⊗AQ | a·(
∑
zC⊗Az
Q) = (
∑
zC⊗Az
Q)·a, for all a ∈ A}.
Then
W ∼=W1 ∼=W2.
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Proof. We give the definitions of the connecting maps; other details are left
to the reader.
β : W →W1 ; β(ζ) = ζA = ζ
β1 : W1 →W2 ; β1(ζ) = ζ(1)
β−1 : W1 →W ; β
−1(ζ) = ζ
with
ζN : N → N ⊗A C ⊗A V ; ζN (n) = n⊗A ζ(1)

We can prove now the main result of this section: for an A-coring C, F :
MC →MA will be the forgetful functor and G = • ⊗A C its right adjoint.
Theorem 5.5. Let C be an A-coring, Q an A-bimodule and β = • ⊗A Q :
MA →MA the induction functor. The following statements are equivalent:
(1) (F,G) is an (IMC , β)-Frobenius pair;
(2) There exists θ ∈ V2 and z =
∑
zC ⊗A z
Q ∈W2 such that
(19)
∑
θ(c⊗A q ⊗A z
C)zQ = εC(c)q and
∑
θ(zC ⊗A z
Q ⊗A c) = εC(c)
for all c ∈ C, q ∈ Q.
Proof. G is also a left adjoint of βFα if and only if there exist natural
transformations ν ∈ V and ξ ∈W such that
βFα(νM ) ◦ ξβFα = IβFα(20)
νG(N) ◦G(ξN ) = IG(N)(21)
for all M ∈ MC and N ∈ MA. Now Propositions 5.3 and 5.4 give us the
corresponding elements in V2 and W2. Now taking (20) with M = C and
applying εC leads to
θ(c⊗A q ⊗A z
C)zQ = εC(c)q
In a similar way, (21) with N = A implies∑
θ(zC ⊗A z
Q ⊗A c) = εC(c)

If we apply the above Theorem with Q = A (i.e. β = IMA), we can add
one more equivalent condition to the four equivalent conditions given in [2,
Theorem 4.1], without the assumption “C is projective over A”.
Corollary 5.6. Let C be an A-coring. The following statements are equiv-
alent:
(1) The forgetful functor F : MC →MA is Frobenius (i.e. (F,G) is a
Frobenius pair of the first kind);
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(2) There exists a pair (z, θ), with z ∈ CA and θ : C ⊗A C → A is an
A-bimodule map such that
c(1)θ(c(2) ⊗A d) = θ(c⊗A d(1))d(2), θ(c⊗A z) = θ(z ⊗A c) = εC(c)
for all c, d ∈ C.
Remark 5.7. As explained before, the categories of comodules over a coring
generalize various kinds of Hopf modules. Moreover, the category of descent
data asociated to a ring extension S/R can be also viewed as the category
of comodules over “the canonical coring” associated to the extension (see
[8] for details). Therefore Theorem 5.5 can be applied in many situations.
Perhaps, the most interesting application is the one where Q = Aµ, where
µ : A→ A is an automorphism of the ring A, i.e. the category equivalence
β is induced by a ring automorphism of A.
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