トランザクション消滅を考慮した待ち行列系の確率的最適制御に関する研究 by 白井 健二
トランザクション消滅を考慮した
待ち行列系の確率的最適制御に関する研究
2000年 6月
白井 健二
論文要旨
近年,産業界における製造業,電気通信業さらに社会システムとしての交通システム
において,それぞれの分野でシステムの性能低下を引き起こす要因としてトランザクシ
ョン消滅が問題となっている｡
例えば,電気通信業では,テレフォンショッピングにおいて通販会社に商品購入の電
話をかけた際,話中状態で顧客が商品購入を諦めるという事態が発生する｡この様な辛
態が起きる要因としては,予測を超える急激な呼量が同時にある交喚機に集中すること
が考えられる｡このことにより通販会社にとっては, ｢不利益｣をもたらす結果となる｡
また,通信システムにおける構内 LAN(LocalAreaNetwork)上でのトランザクション同
士の衝突により,ユーザ端末から送出された情報が通信先に届かないことが問題となっ
ている｡
トランザクション消滅とは,入力されたトランザクションが期待される出力の以前に,
系外に出力されるトランザクションのことをいう｡
本論文では,製造業における ｢不良品発生｣,電気通信業における ｢電話が話中にな
り,顧客が商品購入を諦めること｣,また ｢ユーザ端末から送出された情報が通信先に
届かないこと｣ さらに,交通システムにおける ｢本来目的とする出口とは異なる出口で
降りること｣等を, ｢トランザクション消滅｣という事象で統一的に扱うことにした｡
本研究では,トランザクション消滅を考慮した待ち行列系を確率システムとして取り
扱い,さらに系全体を一つの ｢バーチャルパイプライン｣という仮想的な待ち行列とし
て取り扱った｡
まず,トランザクション消滅を考慮した待ち行列系について,計数過程を用いてモデ
ル化を行った｡このモデルをもとに定常状態において, トランザクション消滅がシステ
ムにどの様な影響を与えるかについて解析した｡その結果,システム定常分布(幾何分
布)を求め,その唯一存在条件も併せて求めた｡さらに,この定常分布を利用すること
により,入力されたトランザクションの定常処理時間(システム処理時間)を求めた｡
本システムの性能に与える要因は,トランザクション消費に費やされる時間が最も大
きく影響することを明らかにした｡さらに,シミュレーション実験により確かめた｡こ
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のことにより,トランザクション消滅を考慮した待ち行列系に対し,その容量設計のた
めの有用な手法を示すことが出来た｡
, つぎに,トランザクション消滅を有限個に限定した場合のモデル化に,ジャンプ型確
率微分方程式を導入した｡有限個のトランザクション消費に要する処理を考慮したシス
テム処理時間は,現実のシステム設計に有力な結果を示した｡
さらに,トランザクション消滅を考慮した待ち行列系のシステム評価として ｢収益｣
(収益率)が考えられる｡本論文では, ｢収益｣(収益率)をシステム評価として表現する
ために,ファイナンス論的評価関数を導入した｡評価関数を表現するのに,マルコフ性
を維持したジャンププロセスを導入した｡これは,ジャンププロセスが資産の変動を表
現するのに有効な手法であると考えられるからである｡
その結果,収益率の高いルー トに,より多くの入力トランザクションを配分すれば良
いことを示し,本システムに対する最適制御方策は, ｢切換え制御方式｣になることを
示した｡さらに,このシステムを構築するにあたっては,トランザクション消滅を考慮
した待ち行列系の待ち行列容量制限値が最適制御関数を拘束することも示した｡
最後に,トランザクション消滅を考慮した並列Ⅳ個の待ち行列系に対して,入力トラ
ンザクションの獲得確率の平均と分散が与えられている場合,トランザクション流通量
を最大にするための最適配分を決定する問題を提示した｡本論文では,トランザクショ
ン消滅を考慮した〃個の並列待ち行列系を考え,入力トランザクションのロス確率及び
獲得確率を定義した｡この獲得確率の変動が,伊藤型確率微分方程式により表されるこ
とをある条件のもとで示し,適当な評価関数のもとで最適配分係数は,獲得確率(ロス
確率)の確率的性質にのみ依存することを明らかにし,さらに,定常モデルに対する最
適配分係数を求め,数値実験により妥当性を確かめた｡
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第 1章
序論
1.1 研究背景と目的
本論文では, ｢トランザクション消滅｣を考慮した待ち行列系を確率的なシステムと
して扱うことにより,システム全体の最適化という課題について検討した結果を述べる｡
近年,産業界における製造業,電気通信業さらに社会システムとしての交通システム
において,それぞれの分野でシステムの性能低下を引き起こす要因としてトランザクシ
ョン消滅が問題となっている｡
例えば ｢不良品の発生｣をトランザクション消滅と考える場合においては,その要因
として ｢原材料の不良｣, ｢生産設備システムの不具合｣および ｢人的ミス｣等が考え
られる｡一般に,晶質管理者は,晶質評価基準のもとに,ある時間間隔毎に不良品発生
率を管理している｡ところが,不良品の発生要因が一定していないことより,不良品発
生率が不確実性を有する事象となり,確定的に基準値を管理することが困難である場合
が多い｡このように, ｢不良品の発生｣は製造業者にとって大きな ｢不利益｣をもたら
すことになる｡
一方,電気通信業では,テレフォンショッピングにおいて通販会社に商品購入の電話
をかけた際,話中状態で顧客が商品購入を諦めるということ態が発生する｡この様な事
態が起きる要因としては,予測を超える急激な呼量が同時にある交換機に集中すること
が考えられる｡このことにより通販会社にとっては, ｢不利益｣ をもたらす結果となる｡
また,通信システムにおける構内 LAN(LocalAreaNetwork)上でのトランザクション同
士の衝突により,ユーザ端末から送出された情報が通信先に届かないことが問題となっ
ている｡
この間題の要因としては,システムのクライアント端末からのトランザクションが,
同時にかつ急激に発生することが考えられる｡あるいは,構内 LANの通信容量自身に問
題がある場合も考えられる｡これらの問題は,システム利用者に ｢不利益｣をもたらす
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結果となる｡
さらに,交通システムにおいては,高速道路本線上の ｢渋滞｣が同様の問題として存
在する｡この ｢渋滞｣の原因としては,急激な交通量が高速道路に流入することが考え
られる｡また,他の要因としては,高速道路本線上での ｢車両事故｣, ｢車両故障｣等
が考えられる｡
それゆえ,高速道路の利用者は,本来目的とする出口とは異なる出口で降りて,一般
街路を利用する場合がある｡やはり,この ｢渋滞｣という問題は,高速道路利用者に ｢不
利益｣をもたらす結果となる｡
本研究では,製造業における ｢不良品発生｣,電気通信業における ｢電話が話中にな
り,顧客が商品購入を諦めること｣,また ｢ユーザ端末から送出された情報が通信先に
届かないこと｣さらに,交通システムにおける ｢本来目的とする出口とは異なる出口で
降りること｣ 等を, ｢トランザクション消滅｣という事象で統一的に扱うことにする｡
以上, ｢トランザクション消滅｣が起きる要因が不確実性を有していることより, ｢ト
ランザクション消滅｣ そのものも当然,不確実な事象となる｡それゆえ, ｢トランザク
ション消滅｣を確率事象と認識し,システム性能へどの様な影響を与えるかを解析する
ことが,システム全体の最適化を実現することになるからである｡
1.2 研究の位置付け
過去の研究において,確率システムとしての待ち行列系の最適制御問題を扱った研究
は数多く成されている｡システムの最適化を扱うためには,最初にシステムの動作を表
現するための数学的な確率モデルが必要となる｡そのために,確率過程における点過程,
計数過程を用い,マルチンゲール理論を導入して動的な点過程システムのモデルが提案
ヽ
されている｡ このモデルをもとに動的計画法を活用して入出力レー トを制御変数とす
ることにより,ある評価関数のもとに最適制御法則が求められている[1]～[15]｡
対象システムとしては,一般的な待ち行列系を意識したもの,あるいはコンピュータ
ーシステムとネットワークシステムを意識したものがある｡ただし,-トランザクション
消滅を扱った報告はない｡
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また,製造業のシステムを対象とした報告がある｡これらも同様に,点過程,計数過
程,マルチンゲール理論を活用してモデル化を行っている｡最適解を求める制御手法と
しては,ラグランジュの未定定数法を用いて最適制御法則を求めている[16]～[18]｡こ
れは,製品の受発注業務における最適在庫,製造工程における最適問題等を扱った研究
である｡これらの研究での評価関数としては,システムの性能に着目した評価関数であ
り,システム全体の収益を評価対象としてファイナンス理論[19]～[21]を応用した評価
関数を用いた報告はない｡
一方,通信システムにおいては,呼損を考慮した通信 トラフィックの最適配分に関す
る研究がある[22]｡また,通信ネットワークに関するトラフィック配分に関して,通信
遅延を考慮した研究が報告されている[23]｡いずれも,過去の研究においては,トラン
ザクション消滅を取り扱った研究はない｡また,入力トランザクションの平均 ･分散が
与えられた場合,ある ｢期｣毎の入力トランザクションの最適配分に関する研究もない｡
以上のような背景から本論文では,トランザクション消滅を考慮した待ち行列系を確
率システムとして取り扱うことにする｡また,本研究の中で,トランザクション消滅を
考慮した待ち行列系全体を一つの ｢バーチャルパイプライン｣ という仮想的な待ち行列
として取り扱っているが,これは,システム内に存在する複数の待ち行列を一つの待ち
行列として仮想的に扱い,かつ本来の機能をそこなうことなく,システム全体のモデル
化がわかり易く出来るからである｡
まず,本論文では,トランザクション消滅を考慮した待ち行列系に対してのモデル化
を行い,しこのモデルより,システム定常分布及び,その存在条件を求める｡また,その
定常分布は,幾何分布であることも明らかにする｡
つぎに,トランザクション消滅を有限個に限定した場合のモデル化に,ジャンプ型確
率微分方程式を導入し,システム定常分布および定常時における平均処理時間を求める｡
また,有限個のトランザクション消費に要する処理を考慮したシステム処理時間は,現
実のシステム設計に有力な結果であることを示す｡
さらに,システムの機能･性能だけではなく, ｢設備も含めたシステム全体としての
収益がどれだけ得られるのか｣と言う新たな命題に対して,ア●ァイナンス理論の考え方
を評価関数に導入することで,この間題を解決する｡
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最後に,トランザクションを並列ルートに分配する際, ｢入力トランザクションの獲
得確率の平均と分散が与えられている｣という場合を想定し,ファイナンス理論を活用
することにより,システムを流通するトランザクション数が最大となるような最適配分
法を理論的に求める｡
1.3 本論文の構成
本論文の構成を以下に述べる｡
第 2章では,トランザクション消滅を考慮した待ち行列系のモデル化を行う｡モデル
化の手法としては,確率過程における点過程論をベースに,計数過程を活用する｡モデ
ル化の前提条件として,入出力過程及びトランザクション消滅過程を各々独立したポア
ソン過程とした｡
まず,定常状態において,トランザクション消滅がシステムにどの様な影響を与える
かについて解析する｡つぎに,その解析結果より,システム定常分布(幾何分布)および
その唯一存在条件を求める｡さらに,この定常分布より,入力されたトランザクション
の定常滞留時間(システム滞留時間)を求める｡
以上より,本システムの性能に与える要因は,トランザクション消費に費やされる時
間が最も大きく影響することを明らかにする｡さらに,シミュレーション実験により定
常状態での解析結果を検証する｡
第 3章では,有限個のトランザクション消滅を考慮した待ち行列系のモデル化を行う｡
モデル化の手法としては,第 2章と基本的には同じ手法であるが,有限個のトランザク
ション消滅のモデル化にはジャンプ型確率微分方程式を導入する｡モデル化の前提条件
として,入出力過程及びトランザクション消滅過程を各々独立したポアソン過程とした｡
まず,定常状態において,有限個のトランザクション消滅がシステムにどの様な影響
を与えるかについて解析する｡つぎに,解析結果より,システム定常分布(幾何分布)お
よびその唯一存在条件を求める｡さらに,この定常分布より,入力された有限個のトラ
ンザクションの定常処理時間(システム処理時間)を求める｡
以上より,本システムの性能に与える要因は,有限個のトランザクション消費に費や
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される時間が最も大きく影響することを明らかにし,第 2章で述べた結果より現実のシ
ステムに近い結果を示す｡さらに,シミュレーション実験により定常状態での解析の検
証も行っている｡
第 4章では,トランザクション消滅を考慮した待ち行列系のシステム評価として ｢収
益｣という観点から見た場合の最適性の条件を求める｡本章では,評価関数として,あ
る時間的幅を有した期間内での資産の最大化として定式化する｡評価関数には,マルコ
フ性ジャンププロセスを導入し,制御変数には, ｢収益率｣を採用する｡
また,収益を最大とする最適問題を解くことにより,収益率の高いルー トに,より多
くの入力トランザクションを配分すれば良いことを示し,本システムに対する最適制御
方策が, ｢切換え制御方式｣であることを述べる｡さらに,トランザクション消滅を考
慮した待ち行列系の待ち行列容量制限値が,最適制御歯数を拘束することも示す｡
第 5章では,トランザクション消滅を考慮した並列Ⅳ個の待ち行列系に対して,入力
トランザクションの獲得確率の平均と分散が与えられている場合,トランザクション流
通量を最大にするための最適配分を求める｡本章では,出力側から入力側に注目した場
令,各ルー ト上のトランザクションレー トそのものの変動,上記のゲー トウェイでの破
秦,トランザクション消滅及び各ルー ト固有の特性で出力側が影響を受けることを明ら
かにする｡
つぎに,各ルー トの変動は,伊藤型確率微分方程式で表されることをある条件のもと
で確認する｡また,システムの最適問題としては,対象システムに流入するトランザク
ションが出力側へ最大限に送出される制御問題を定式化し,最適制御関数を導く｡
その結果,入力トランザクションのロス確率及び獲得確率を定義することにより,獲
得確率の変動が伊藤型確率微分方程式に従うものとすれば,最適配分係数は,獲得確率
(ロス確率)の確率的性質にのみ依存することを明らかにし,定常モデルにおいて最適な
配分係数を求める｡最後に,数値実験により本提案の有効性を確認する｡
最後に第 6章で本研究を総括する｡
図 1.1に,第 2章から第 5章での記述内容と各研究分野の関係を示す｡
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第 2章
トランザクション消滅のある待ち行列系の定常解析
2.1 まえがき
第 1章で述べたように,トランザクション消滅とは,入力されたトランザクショ
ンが期待される出力の以前に,系外に出力されるトランザクションのことをいう｡ト
ランザクション消滅が,システム性能全体に大きな影響を与えることは良く知られて
いる｡トランザクション消滅が,システム全体にどのように影響されるかを解析する
ことは重要である｡
近年,確率過程における点過程,計数過程を用いた研究には,待ち行列システムに
対するモデル化,これをもとにした解析がなされている｡さらに,最適制御問題に対
して,現代制御理論を用いて最適制御解を求めている【1]～【8】｡特に,マルチンゲー
ル理論を待ち行列系に適用したことは,定常状態におけるシステム解析の分野に貢献
をもたらした｡
待ち行列系のモデル化に関しては,P.BR加AUDは,確率過程における点過程,計
数を用いて待ち行列系のモデル化を行っている｡さらに,最適制御問題に対して,入
出力レートを制御することにより,ある評価関数のもとに制御理論における動的計画
法を適用することにより最適解を求めている【1】｡
一方,箕輪は, トー クンリング型ネットワークに対してモデル化を提案している｡
モデル化の手法としては,データの入力と出力は点過程,計数過程を用い, トー クン
そのもののモデル化にジャンプ型確率微分方程式を導入している｡ トー クンそのもの
が消失した場合,局のフレームが滞留することになる｡独立性の仮定については,到
着とサービス開始時刻が独立でかつポアソン過程として解析している【9】｡
本研究では,システムの入出力過程全体を !`バーチャルキュー"(無限大キュー)と
いう新しい考え方を導入して,トランザクション消滅を考慮した待ち行列系のモデル
化及び定常解析を試みる【10】～【131｡
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本章では,システム性能向上を目的としたシステム容量設計につながるものとして,
計数過程を用いることによりシステム上に発生する待ち行列の定常分布を明らかにす
る｡その時,消滅したトランザクションの論理的扱いとしては,出力構造を持つ独立
した計数過程モデルとして定義する｡さらに,定常時における分布とその解析,およ
びシミュレーション結果を示す｡ただし,定常時におけるトランザクションとは,そ
れぞれ独立した定常ポアソン過程と仮定することにより求められる定常分布である｡
本章で定義した "ポテンシャルインプット"とは,システムに入るまでのトランザ
クション点列をいう｡つまり,トランザクション消滅が全く発生していない状態であ
り,文献【141での "ポテンシャルインプット"とは,意味が異なる｡また,"アクチ
ュアルアウトプット"とは,システム上での トランザクション消滅が原因で,"ポテ
ンシャルインプット"から消滅 トランザクションが減算された出力トランザクション
点列をいう｡
2.2 確率過程について
2.2.1 計数過程について
計数過程とは,ランダム現象の起こった回数を表す連続時間型の確率過程である｡
哩 )を時間間隔【0,弓に起こったランダムな事象の回数とする｡ただし,有限時間内
には有限回の事象しか起こらないとする｡このとき,N(i)は,0≦t<+∞に対して,
次の条件を満たす【151｡
(1) 〟(0)-0
(2) 〟(りは非負の整数を値にとり,Jについて単調増加である｡
(3) N(t)は右連続である｡
上記(1)-(3)の条件を満たす連続時間型の確率過程(N(i))を計数過程と呼ぶoなお,
条件(3)はN(i)の増加点(不連続点)での値を確定するためのものである｡N(t)の標本
路は,図2.1より,その増加点は事象が変化したことを表すp
ll
TI T2 T3 T4T5 T6 (時間)
図2.1 計数過程(N(i))の標本路
Figure2.1:SamplepassofCountingーProcess
図 2.1からわかるように,計数過程はN(i)の増加時刻Tl,T2,･･･により表すことも
できる｡計数過程の例は,高速道路上を通過する車両台数を計量する,駅の自動改札
を通過するお客様の数を計測する,製造業における検査晶の数を数える等の事象があ
る｡
つぎに,確率測度について述べる｡確率測度を定めるためには,任意のnと任意の
0≦u.≦u2≦･･≦u"に対する,N(u.),N(u2),･･N(un)の結合分布,､またはそれと同
等な
Ⅳ(〟1),〟(〟2)-〟(〟1),-,〟仇)-〟(〟〝_1) (2･1)
の結合分布を与える必要がある｡(2.1)式は,区間【0,〟1),【〟1,〟2),-,【〟〝ー1,〟〃)での
N(i)の増分を表している｡一方,N(i)の起こった事象は,時刻の列iTn)ニ1によって
12
定まるから,離散時間型確率過程(Tn)の結合分布により,iN(i))の確率測度を定め
ることもできる｡
いま,計数過程(N(i))の確率モデルをm(i)-E(N(i))とおくと,m(i)は平均累積
個数であり,計数過程を表す量となる｡m(i)が=こついて微分可能ならば,
A(i)-lhiw
m(i+h)-m(i)/ーd(=÷m(t)h ､dt (2.2)
により,A(i)を定義することができる｡A(i)は時刻tでの単位時間当たりの平均関数
を表し,時刻Jでの強度という｡(2.2)式より,
m(i)-か(u)du
である｡
【定義】
(2.3)
計数過程fN(i))は,その増分の結合分布が時刻に依存しないとき,すなわち任意
のSに対して,任意のnと任意の0≦ul≦u2≦･･･≦unに対する,N(ul+S)-N(S),
N(u2+S)-N(ul+S),,N(u〝+S)-N(un_1+S)の結合分布がSによらないとき,定
常であるという【15】｡
このとき,ltiTE(N(i)-0であるから,有界収束定理より,1,ilTE(N(i)-0が成
り車つ｡したがって,m(i)はt-0で連続である｡一方,佳意のS,t≧0に対して,
m(S+i)-E(N(i+S))
-E(N(i+S)-N(S))+E(N(S))
-E(N(i))+E(N(S)
-m(i)+m(S) (2.4)
である｡m(S+i)-m(i)-m(S)-m(0)であるから,任意のtでm(t)は連続である｡整
数kに対 して,(2.4)式で,S=1/k,t=j/k(j=1,2,･･,k)､とすれば,帰納的に
m(1/k)-m(1)/kが得られる｡
13
同様にして,整数j,kに対して,m(j/k)-m(j/k)m(1)が成り立つ｡したがって･
m(i)の連続性より,m(i)-m(1)tであり,A(i)-m′(i)-m(1)となる｡すなわち,定
常な計数過程の強度は一定である｡
【定義】
計数過程が2つの条件
(4)(2.1)式が互いに独立な確率変数である(このとき,(〟(り)独立増分を持つという)｡
(5) N(i)-N(S)(0≦S<t)がパラメータ (^i)-A(S)のポアソン分布に従う｡
を満たすとき,iN(i))は,平均測度iA(i))を持つポアソン過程と呼ばれる｡A(i)は
連続で非減少な実数値関数で,A(0)-0とする｡また,特に,A(i)=ALである場合,
(〟(翔 は,強度人を持つ定常ポアソン過程と呼ばれる【15】｡
パラメータαのポアソン分布の平均はαであるから,m(i)-E(N(i)-A(i)である｡
したがって,A(i)が微分可能ならば,ポアソン過程の強度は,A(i)-孟A(t)である｡
また,iN(i))が定常ポアソン嘩程であるならば,定義より,N(i+S)-N(S)の分布
はパラメータ加 のポアソン分布で Sに依存 しない｡したがって,条件(5)より,
iN(i))は定常計数過程である｡
2.2.2 非定常ポアソン過程について
はじめに,iN(i))は強度fA(i))を持つポアソン過程であるとする｡このとき,次の
式が成り立つ｡任意のJ>0に対して,
limp
h10(N(i･h)-N(i)≧2lN(i･h)-N(i)≧1)-0 (2･5)
が成り立つ｡(2.5)式は非定常ポアソン過程でも同時に 2つ以上の事象が起こらない
ことを表している｡
次に,慧t"をiN(u)Io≦u≦tHこよって生成されたO -集合体 とするoこのとき,
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iN(i))はiSr)に適合する確率過程である｡
M(i)-N(i)-か (u)du (2.6)
によって,確率過程iM(t))を定義する｡明らかに,tM(i))はiSr)に適合している｡
一万,0≦∫くJに対して,ポアソン過程の定義の条件(4)より,
E(N(i)-N(S)Isy)=E(N(i-N(S))
か (u)du
E(M(坤㌘)
-E(N(i)-N(S)･N(S畔 )-か (u)du
-N(S)･LA(u)du-か(u)du
-N(S)-か (u)du'M(S)
であるから
(2.7)
(2.8)
である｡したがって,iM(i))は(StNlに適合したマルチンゲールである｡
【定理(渡辺の定理)】
点過程iN(i))は,すべての増加点において 1だけ増加する｡このとき,非負値関
数 (^i)8こ対して,(2.6)式で定義された(M(i))が(3円 に適合するマルチンゲールで
あることは,(N(i))が強度iA(i))を持つポアソン過程であるための必要十分条件で
ある【151｡
iM(i))が(3円 に適合するマルチンゲールであることは,(2･7)式が成り立つことに
等しい｡(2.7)式はiN(i))が独立増分ならば成り立つので,定理(渡辺の定理)から,独
立増分を持ち,1点での増加量が 1である計数過程はボアソシ過程である｡すなわち,
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ポアソン過程とは定常性がなくても,独立増分の条件によってほとんど決まってしま
う｡
2.3 対象システム及び解析モデルについて
2.3.1 入出力および,消滅トランザクションの計数過程について
ある待 ち行列系 において,システムに到着す る トランザ クシ ョンは,時刻
′ヽ
iTq,q=1,2,･･･ト レー トa(i)(,0)で到着するポアソン点過程,本システム中に消滅
す る トランザ クシ ョンは,時刻 tC,,r-1,2,･･･)で消滅 し,かつそ の レー トを
C'(i)(>0)で与えられるポアソン点過程,システムの出力 トランザクションは,時刻
iTq,q=1,2,-)で出力し,かつそのレー トが,a(i)で与えられるポアソン点過程と
する｡
システムに入力されるトランザクションは,システム内に蓄積される｡この蓄積さ
れた トランザクションを待ち行列と呼び,特刻t(≧0)におけるその個数をQ(i)とす
る｡本システムの解析モデルを連続時間パラメータの確率過程としてモデル化する｡
′ヽ ′ヽ
(A(i);t≧0)をポテンシャルインプットを表す計数過程(確率過程)とする時,A(i)の
計数過程は
A(i)=Z l{i.St,, q-1,2,･･ (2.9)
で与えられるもの と し,また,アクチュアル アウ トプッ トA (i)の計数過程は
A(i)=∑1.T.吋 q-1,2,･･q≧
と表されるものとする｡消滅 トランザクションの点過程は
iCJ∈tCl,C2,C3,----)≡C
であることから,消滅 トランザクションの計数過程は
C (i)-芸 1･C,≦t,, r=1,2,･･･
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(2.10)
(2.ll)
(2.12)
A(t)
C(i)
図2.2システム概念図
Figure2.2SystemConcept
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と書ける｡ ここで,上記指示関数11.1は,集合(･)上で 1,それ以外では 0の値をと
る指示関数である｡例えば,1御 )は,時刻0≦Tq≦tで(Tqlの個数をカウントして
いる｡
本システムのモデル式は,
′ヽ
Q(t)-Q(0)+A(t)-C(i)-A(t) (2･13)
である｡この解析モデルでは,ポテンシャルインプット,アクチュアルアウトプット
およびトランザクション消滅をそれぞれ独立した確率過程として待ち行列を表現して
いる｡連続時間下でのトランザクション消滅をより忠実に表現出来るところに,計数
過程の利点がある｡
2･3･2 入出力および消滅トランザクションF,-強度
確率空間(E2,F,P)上で一般的な考察を行う｡(2.13)式に対してF,⊂F,t≧0を増大
ロ ー加法族
ノヽ
F1-a(Q(S),A(S),A(S),C(S);0≦S≦tl (2.14)
とする｡消滅 トランザクションをシステムから見た場合,出力構造を持った計数過程
として定義しているところに特徴がある (図2.2参照)｡
ノヽ
ここで,(2･13)式についてF,一強度を定義する｡A(i)には,Ft一強度ia(t)),C(i)
には,Ft一強度iC事(i))が,存在するものとする｡また,任意の非負のF,一可予測過
程(X(i);t≧0)に対して入力強度ia(i))を持ち,その時の出力強度が,(C'(i))である
様なシステムと考える｡
ElI.wx(syC(S)]-El/.aX(sr'(S)ds] (2.15)
が成 り立つFE一可予測過程(C'(i);t≧0)が存在する時,このiC*(i))を計数過程
ic(i);t≧o)のFt一強度と呼ぶ｡よって
C(i)-Lc'(S)ds
はFE一局所マルチンゲールとなる【1】｡
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(2.16)
【独立性の仮定】
任意の確率過程y(りに対し
Xt(n)-liy(,)=nl, n-0,1,･･･
と定義する時,y(りの確率分布を
PE(n)=ElXt(n)], n=1,2,･･･
と表すことにする｡確率過程iC(i))に対し
ElX,(n)･C(i)]=ElX,(n)]･ElC(i)]
-P,(n)･ElC(i)]
が成立する時,〈X,(n)),〈C(i))は独立であるという｡
以下では,
ElC(i)]-kc(i), t≧0
と書くことにする｡
2.4 システム定常分布
ここで,確率過程
Zt(n)EllQ(,)叫, n-0,1,2,･･･
と定義する｡この時Q(i)の確率分布は
P(n)-ElZt(n)], n=0,1,2,--
と.書ける｡ここで,
iZt(n),i≧0),n-0,1,2,･･･
は,入出力のジャンプにより定まるから【11
zt(n)-Z｡(n)･Lfsds･m,
(2.17)
(2.18)
(2.19)
(2.20)
(2.21)
(2.22)
(2.23)
(2.24)
と書ける｡ただし,I,は,あるF,一更新過程,m,は,ある局所マルチンゲールで
ある｡かつ,入出力過程およびトランザクション消滅過程は,マルコフ性を仮定して
いるので,(2.24)式のft(n)は具体的に書くことができて,下記の様になる【1】｡
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I,(n)-iZ,(n-1)･1(n).)-Z,(n))(a(t)-C'(i)
+iZ,(n+1)-Zt(n)･1(n).))α(i)
n=0,1,2{･･
Zt(n)-Z.(n)+
L(zs(n-1)･1(n,.,-Zs(n))
(a(S)-C'(S)ds
･Lizs(n･1)-Zs(n)･1(n,0,)α(S)ds･m,
mE(n)=M,A(n)+M,A(n)
M,A(n)=直zs-(n-1)･1(柵 -Zs-(n))
′ヽ
(dA(S)-(a(S)-C+(S)Ps)
M,A(n)-Lizs-(n･1)-Zs-(n)･1(n,.,)
(dA(S)-α(S)･1(A(S).))ds
ただし,
(2.25)
(2.26)
(2.27)
(2.28)
(2.29)
【付録A参照】
ただし,(2.28),(2.29)式において∫~は,各時点∫の直前の値であり,各被積分項は
S-によって定まるF,一可予測過程であり,しかも有界であることを意味している｡
すなわち,各(M,A),iM,AIは,F,-マルチンゲールとなる【15】｡
ここで,(2.26)式の右辺第 2項および第 3項に対してE(･)演算を実行すると,独立性
の仮定【91より
孟【p(n)]
=-(α･1(n,.)･a-C')I:(n)
･(a-C')p,(n-1)･1(n,.)
+α･P,(n+1)
t≧0,〟 -0,1,2,･･
が得られる 【付録B参照】｡
(2.30)式のコルモゴロフの方程式【151に対する定常分布は,
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(2.30)
･ p(n,- (隻 )np(0,
n=0,1,2,･･･
となり,P(0)は,
niop(n)=1
となる様に定めた定数である｡この時の存在条件は
(2.31)
(2.32)
(2.33)
α
である｡すなわち,(2.33)式は(2.31)式の定常分布が唯一存在するための条件である｡
C'-Oの時は, トランザクション消滅が発生しない場合である｡これは,通常の
〟/〟/1型の待ち行列系である｡
C書芸∂の時は,トランザクションがすべて消滅している状態である｡
C'<&の時は,入出力およびトランザクション消滅を,それぞれ独立した確率過
程とした構造が, マルコフ過程における〟/〟/1型の待ち行列の法則に従うことを
示している｡
2.5 システム定常解析
システムから見た場合,トランザクション消滅を"消費過程"と認識できる｡そこで,
入埠力過程を次の様に考える｡トランザクション消滅が発生するまでの過程を消費過
程とし,この時点で処理するトランザクションの待ち行列をQl(i),トランザクショ
ン消滅が発生した後の過程を後過程とし,この時点で処理するトランザクションの待
ち行列をQ2(i)の二つに分けて考える｡ただし,消費過程には,流通過程を含む｡流
通過程とは,-.Ql(i)から出力されたトランザクションがそのまま後過程への入力とな
る｡
トランザクション消滅に要する時間が,本システムにどのような影響度を持ってい
るかについて解析を試みる｡入力から出力までに要する時間をシステム処理時間と考
21
え,定常時での平均処理時間をリトルの公式【9日16日171を用いて求める｡
(2.13)式は,図2.3より下記の式の様に二つのキューの分けて考察する｡
Q(i)-Q.(i)+Q2(i)ノヽ
-A(i)-C(t)-A(i)
流通過程D(i)のF,-強度をβ(i)とすると
-p(i)=k(a(i)-C'(i))
ただし,0≦k≦1である｡
ここで,刀(弓は,流通過程で,
′ヽ
Ql(i)-Ql(0)+(A(i)-C(i)-D(i)
Q2(i)-Q2(0)+D(i)-A(i)
Q(0)-Ql(0)+Q2(0)
(2.34)
(2.35)
となる･すなわち,Ql(i),Q2(i)の定常分布は,同型の幾何分布となり,このシステ
ムにおけるトランザクションの平均処理時間は
WR=WRl+WR2
と定義できる｡いま,リトルの公式【9日16日17]によれば,
WRl
WR2
ninpl,n,
ninp2(n)
(2.39)
(2.40)
(2.41)
ただし,βは流通過程の出力過程におけるF,一強度β(i)の期待値である｡また,
Pl(n),P2(n)はそれぞれQl(i),Q2(t)の定常分布である｡ここで月(n),P2(n)に関して
分布そのものは,同一形態の分布を示すが,ここでは,以下の様に仮定する｡
Pl(n)#P2(n) (2.42)
よって,システム処理時間WRは,
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図2.3入出力過程
Figure2.3Input/OutputProcess
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????
???
wR=(i･i)ninpl(n,
? ? ? ??? ?
･(弓)
? ? ? ? ???〞?〕
WRl-L･WRl
(2.43)
ここで,上(>2)はシステム処理時間に対する流通係数と呼ばれる定数である｡
pl(n,≡(1-隻 )(隻 )n,n,o
nionpl(n)-
a_C●
a a-C'
1-
コ■
a-C+ a-(a-C')
(2.44)
(2.45)
と書ける｡
α
が得られる｡それゆえ,(2.45)式より(2.46)式を用いれば,wRlは
W Rl-
(∂-C●)
(2.46)
となる｡すなわち,(2.43)式,(2.46)式によりシステム処理時間WRが求められる｡
2.6 シミュレーション括果およびその考察
(2.43)式で示した不等式は,本システムに与える影響はWRlによるところが大きい
ことを示す｡この近似式の妥当性について検証する｡図 2.4-図 2.6はシミュレーシ
ョン開始後しばらく計算値とかい離があるのは,元々,計算値ではシステム上のバー
チャルキューQ(i)が存在しているためである｡シミュレーション開始時では,消費
過程のQl(i)と後過程のQ2(i)は,いずれもQl,Q2の待ち行列数がいずれも存在しな
い状態で始めていることに起因する｡言い替えれば,過渡状態である｡
図 2.4-図 2.6においてシステム処理時間は,このWRlに大きく依存していると考
えられる｡かつ,流通係数Lは,図 2.7で示す様にトランザクション消滅のレー ト
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C書をある程度変化させても,ほぼ一定の値を示していることが分かる｡つまり,(2.43)
式での流通係数上を用いて近似を行ったことが,定常時においては,妥当性がある｡
シミュレーション条件は,下記の通りです｡
● トランザクション生成
トランザクション長 :100バイト(固定)
発生分布 :指数分布(分布のパラメータとして平均値を与える(a)
●トランザクションの処理時間(正常処理分)
処理時間 :処理速度から算出(α-40(pk/see)として一定)
●トランザクション消滅
C'は･C'とαの比率によ｡算出(C'/(C'･a))した｡ただし･C'は定数′てラ
メータとした｡
●シミュレーション時間
20000秒
●平均処理時間
上記シミュレーション時間中に,処理対象となった各トランザクションの処理処
理時間の平均値(秒)
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図2.4平均処理時間に関するシミュレーション
および数値計算結果
Figure2.4Thecomparisonbetweensimulationresultsand
辛
calculation(C -20pk/see)resultsforthetransit
time-laglnStationary
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図2.7トランザクション消滅(C')とパラメータ(L)
との関係
Figure2.7 Therelationshipbetweenthetransactionlost(C)
andparameter(L)
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2.7 まとめ
本章は,入出力およびトランザクション消滅を独立した確率過程として定義し,点
過程を活用することにより,システムモデル式を提案した｡ここでは,入出力過程及
びトランザクション消滅過程を各々独立したポアソン過程であると仮定した上で,シ
ステムの定常確率分布(幾何分布)を求め,その唯一存在条件も併せて求めた｡
さらに,この定常分布を利用することにより,入力されたトランザクションの定常
処理時間(システム処理時間)をリトルの公式を応用して求めた｡
以上,本システムに与える要因は,トランザクション消費に費やされる時間が最も
大きく影響することがシミュレーションで確認された｡よって,本研究の方法は,ト
ランザクション消滅が存在するようなシステムに対し,システム容量設計のための有
力な手法になると考える｡
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第 3章
有限個のトランザクション消滅を考慮した
待ち行列系の定常解析
-トランザクション消滅過程の定常系内処理時間について-
3.1 まえがき
第 1章で述べたように, トランザクション消滅とは,入力されたトランザクショ
ンが期待される出力の以前に,系外に出力されるトランザクションの事をいう｡第 2
章では,トランザクション消滅が,システム全体にどゐように影響されるかを解析し,
トランザクション消滅が,システム性能全体に大きな影響を与える事を示した｡
近年,確率過程における点過程,計数過程を用いた研究には,待ち行列システムに
対するモデル化,これをもとにした解析がなされている｡さらに,最適制御問題に対
して,現代制御理論を用いて最適制御解を求めている【11-【8】｡特に,マルチンゲー
ル理論を待ち行列系に適用した事は,定常状態におけるシステム解析の分野に貢献を
もたらした｡
待ち行列系のモデル化に関しては,P.BR加AUDは,確率過程における点過程,計
数を用いて待ち行列系のモデル化を行っている｡さらに,最適制御問題に対して,入
出力レートを制御する事により,ある評価関数のもとに制御理論における動的計画法
を適用する事により最適解を求めている【11｡I
一方,箕輪は, トー クンリング型ネットワークに対してモデル化を提案している｡
モデル化の手法としては,データの入力と出力は点過程,計数過程を用い, トー クン
そのもののモデル化にジャンプ型確率微分方程式を導入している｡到着とサービス開
始時刻が独立でかつポアソン過程として解析されている｡ トー クンリング型ネットワ
ークに対して,点過程,計数過程を用いてモデル化した報告である【9】｡
本研究では,第 2章と同様に,システムの入出力過程全体を "バーチャルキュー"
(無限大キュー)という新しい考え方を導入して,トランザクション消滅を考慮した待
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ち行列系のモデル化及び定常解析を試みている【101-【13】｡
第 2章との大きな違いは,トランザクション消滅が,第 2章では無限個存在出来
るのに対し,この章では有限個という制限を付加した点にある｡トランザクション潤
滅を,有限個に制限することによりシステムモデル式も第 2章とは異なる｡ここで
は,新たにジャンプ型確率微分方程式を導入する【14】｡
システムモデルの定式化,定常時における分布とその解析,併せてシミュレーショ
ン結果を示す｡ただし,定常時におけるトランザクションは,それぞれ独立した定常
ポアソン過程と仮定し,システムの定常分布を求めた｡
最後に,有限個のトランザクション消滅のある待ち行列系に対して,厳密な平均処
理時間を求め,シミュレーション結果と数値計算結果との比較により上述の解の検証
を行う｡
3.2対象システム及び解析モデルについて
3.2.1入出力および,消滅トランザクションの計数過程について
図 3.1において,システ与に到着する トランザクションの到着時点列は,
ノヽ
(Tq,q-1,2,-)である｡また,本システム中に消滅するトランザクションの有限消滅
時点列は, iC,,r-1,2,-,kIであるとする｡システムからの出力トランザクション
時点列は･iTq,q-1,2,･･･)で出力される｡ここで,システムに入力されるトランザク
ションは,システム内に蓄積されるものとする｡この蓄積されたトランザクションを
待ち行列と呼び,･時刻t(≧0)におけるその個数をQ(i)とする｡いま,Q(i)を消費過
程Ql(i)と後過程Q2(i)の二つに分けて考える事にする｡この時,図 3･1での流通過
程とは､消費過程と後過程を接続する等価的な過程である｡流通過程には､遅延時間
が発生しない｡消費過程とは,k個のトランザクション消滅が発生する過程を考慮し
た〟/〟/1型の待ち行列である｡
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? ?
????
?
????
図3.1 入出力過程
Figure.3.1 Input/OutputProcess
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A(t)
A(i)-;l廟 , q-1,2,-
また,アクチュアルアウトプットA(i)の計数過程は
A(i)=∑ 1{T.st}, q-1,2,-q≧1
と表される｡消滅 トランザクションの点過程は
(C,)E(Cl,C2,C3,････････CkI-C
と表すことにする｡
(3.1)
(3.2)
(3.3)
消滅トランザクションの計数過程は,k個の互いに独立したポアソン分布に従う定
′＼
常過程の和であり,(A(i))とも独立である｡C(i)の定義を
C(i,-皇Ll(Q"S-,≧idC･(S, i-L2,･･k (3･4,
と表す｡C(t)は,k個におけるトランザクション消滅を表す定義式である｡この式
の意味は,消費過程の待ち行列数Ql(i-)が,現在時刻tの直前の時刻t-で存在してい
ればその待ち行列数の総和をカウントしているということである｡さらに,これらは
送出遅延時間(Ei(i),i-1,2,･･･,k,t≧0)を経て,系内 トランザクションを系外へ送出
するためのものとする｡また,(3.4)式で定義される消滅 トランザクションは,シス
テムから見た場合,出力構造を持った計数過程として定義する(図 3.1参照)｡
iC.I(i),i-1,2,.･･,klは, トランザクション消滅がf個における計数過程を表す｡次式
のようになる｡
ci(i)-芸'{cr≦吋,r-1,2,･･ (3･5)
また,上述の前提より,その平均は定常性より時間Jに比例するが,ここでは
ElCi(i)]-C-･t,i≧0,i=1,2,･･･,k (3.6)
が成立するものとする｡但し,El･】は期待値演算を表している｡C-は､ トランザク
ション消滅の平均値を表す｡ここで･上記指示関数1(.)は･集合(･)上で 1,それ以外
では0の値をとる指示関数である｡
本システムのモデル式を,
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Q(i,-Q(0,･A(i,一皇Ll(Q(S-,i,･dCL･(S,-A(t,
i=1,2,･･,k
と表す｡図3.1に従いシステムを
Q(i)=Ql(i)+Q2(i)
と表す｡この時,Ql(i),Q2(i)iま各々
Ql(i,-Ql(0,･A(i,一蓋Ll(Ql(S-,≧i,dCL･(S,-D(i,
Q2(i)=Q2(0)+D(i)-A(i)
Q(0)=Ql(0)+Q2(0)
(3.7)
(3.8)
で表される等価なシステムのモデル式である｡但し,(3.9),(3.10)式の(D(i))は,疏
′＼
通過程【101を表しており,(A(t)-C(i))と等価であるものとする｡(3.8)～(3･11)式で
表現される系は,(3.7)式の等価系と考える事が出来る【10】｡
このモデルは,ポテンシャルインプット,アクチュアルアウトプットおよびトラン
ザクション消滅をそれぞれ独立した確率過程として表す事により,待ち行列を表現し
ている｡これにより,連続時間下でのトランザクション消滅を考慮した待ち行列系が
忠実に表現出来た事になる｡
3.2.2入出力および消滅トランザクションのレー ト
各々のトランザクションのレー トについて確率空間(E2,F,P)上で一般的な考察を
行う｡(3.7)式に対してFt⊂F,t≧0,槽大o-加法族を
A
F,-oiQ(S),A(S),A(S),C(S);0≦S≦i) (3.12)
と定義する｡-.
(3.7)式で記述されているモデル式で,入出力およびトランザクション消滅を表し
ノヽ
ている計数過程のレー トを定義する｡iA(i),t≧0)はレー ト@(i)のポアソン過程,
ノヽ
(D(i),t≧0)は (A(t)-C(i))と等価 な ポ ア ソ ン過 程 で あ･り,そ の レー トは
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ノヽ
(a(t)-C事(i))とする｡ただし,(A(t),t≧0),(A(i),t≧0),iC(t),t≧0)には,それ
ぞれレー ト(a(i)),(α(i)),(C*(i))が存在するものとするo
入出力および トランザクション消滅を表している計数過程のレー トid(i)),(α(t)),
(C'(i))は,任意の非負の可予測過程X(i)に対して
iElfx(sW (S)]-ElI.wx(sD(S)ds]
El.wx(S担 (S)]=ElI.ax(sMs)ds]
ElI.wx(S)dC,･(S)]-ElIowx(S)C'(S)ds]
ノヽ
が,iA(i),t≧0),(A(i),t≧0),iC'(i);t≧0)に対して成立する｡
【独立性の仮定】:
任意の確率過程Y(i)を
X,(n)-1(Y(t)=nI, n-0,1,･･････
と定義する時,Y(i)の確率分布を
P,(n)-ElXt(n)],n-1,2,･･････
と表せば
ElXE(n)･C.･(i)]-ElXE(n)]･ElC,I(i)]
-PE(n)･ElCi(i)]
(3.13)
(3.14)
(3.15)
(3.16)
Jヽ
が成立する時,〈Xt),iC,･(i))は独立であるとい う｡同様 に,iA(i)),iA(t))ち
(Xt(n))とは独立である｡
3..2.3 システム定常分布
確率過程
Z ,(n)- 1(Q(E)=n),n-0,1,2,･･････
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(3.17)
を定義する｡Q(i)の確率分布は
P,(n)-ElZt(n)], n-0,1,2,･･････
と書ける｡ここで,
iZ,(n),ia0) n-0,1,2,･･････
は,入出力のジャンプにより定まるから【11【付録 C参照】
Z,(n)IZ｡(n)･hsds･m,
(3.18)
(3.19)
(3.20)
は,計数過程である｡ただし,ftはF,一更新過程,mtは,局所マルチンゲールであ
る｡入出力過程および トランザクション消滅過程は,マルコフ性を仮定している(1)｡
よって,I,,m,は下記の様になる【1】｡
ft(n)-(Z,(n-1)I(n).)-Z,(n)桓(i)
k
一芸iz t(n-1)-Zt(n)li{Q(S-,≧i,C'(i)
+(Z,(n+1)-Z,(n)･1(n)0))α(i)
n-0,1,2{･･
Z,(n)-Z.(n)+
Lizs(n-1)･1(",.,-Zs(n)ld(S)ds
一蓋L{zs(n-1,-Zs(n,･1{Q(slZ.･,C'(S,ds
J:izs(n･1)-Zs(n)･l("I.,)α(S)ds･m(i)
(3.21)
(3.22)
ただし,
mt(n)-M,A(n)+M,A(n)
M,A(n)=Lizs-(n-1)･1(n'o'-Zs-(n)I
′ヽ
(dA(s)-a(s)ds)
-蓋L{zs-(n-1,-Zs-(n,}･1･Q(S-,デ}
(dC.･(S)-C'(S)ds)
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MtA(n)-i(Z,-(n･1)-Zs-(n)･1(n,.,)
(dA(S)-α(S))･lfA(,).I)ds
(3.25)
但し,(3.24),(3.25)式において∫~は,各時点∫の直前の値であり,各被積分項は∫~
によって定まるFt一可予測過程であり,しかも有界である事を意味している｡即ち,
各iMtA),iM,A)は,F,-マルチンゲールとなる【4】｡
(3.22)式の右辺第 2項および第 3項に対して E(･)演算を実行すると,独立性の仮定
【31より
flpt(n)]
=-[α･1(".)+ia-C'inf(n,k)]Pt(n)+
la-C'inf(n,k)]PE(n-1)･1(",.)
+α･P,(n+1) t≧0,〟-0,1,2,･･
が得られる 【付録D参照】｡
ここで,(3.26)式のコロモゴロフの方程式に対する定常分布は,
p(n,-li]･gla-C'inf(j,k,,P(0,
j=0,1,2,･･,n,k≦n
となる｡ここで,P(0)は
ni.p(n)-1
となる様に定めた定数である｡
(3.26)
(3.27)
(3.28)
以上のように,トランザクション消滅過程は,遅延に要する処理を必要とし,有限
個の互いに独立した定常ポアソン過程として拘束した場合,(3.27)式に示す定常分布
を求めた｡
第 2章におけるトランザクション消滅を考慮したモデル式に対して,本章では,そ
の消滅を有限個で近似した場合の近似式を与えており,k>1の場合は,この近似式
を用いる方がトランザクション消滅数の制限に関する情報を正確に表現している｡
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3.2.4 定常時における平均処理時間
トランザクション消滅をシステムから見た場合,'消費過程"と認識する【10】｡ここ
では,k個のトランザクション消滅数の場合について平均処理時間を求めることにす
る｡
そこで,入出力過程を次の様に考える｡バーチャルキューをトランザクション消滅
が発生するまでの過程を消費過程とし,この時点で滞留するトランザクションのキュ
ーをQl(i),トランザクション消滅が発生した後の過程を後過程とし,この時点で滞
留するトランザクションのキューをQ2(i)の二つに分けて考える事にする｡
入力から出力までに要する時間をシステム処理時間と考える｡システムにおけるト
ランザクション処理時間を次式の様に表す｡
WF(i)=WR(i)+SR(i) (3.29)
ただし,
WF(i):系内トランザクション処理時間
WR(i):待ちトランザクション処理時間
SR(i):消滅 トランザクションの系外送出時間
である｡図3.1より,このシステムにおけるトランザクションの平均処理時間は
WR=WRl+WR2
と定義できる｡今,リトルの公式【15】【161によれば,
W Rl
WR2
蓋npl(n)
蓋np2(n)
(3.30)
(3.31)
(3.32)
(X
p.(n),p2(n)は,それぞれ消滅過程,後過程の定常分布である｡ここで,Pl(n),P2(n)
に関して
Pl(n)-P2(n)
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(3.33)
を仮定する｡よって,システム処理時間WRは,第2章の解析より
WR-L･WR2
と表すことができる｡
ここで,エ(>2)はシステム処理時間に対する流通係数と呼ぶ｡
(3.29)式右辺第2項を次の様に定義する｡
k
sR(i)-芸篭i(i)I.Q(S-'≧0}
(3.34)
(3.35)
lei(i),i-1,2,-･,klは,k個の消滅 トランザクション処理時間を表している｡系外送
出時間i吉i(i),i-1,2,･･･,klと待ち行列数iQl(i))とは独立であると仮定する｡この仮定
は,製造業において,不良品の処理は入荷量とは独立に処理されるものと考えると妥
当性のあるものである｡
この仮定と定義のもとで(3.35)式の両辺に期待値演算を実行すると
A
ElSR(i)]-El∑!i(i)1.Ql'S-'≧0}】
ts(i)･ElliQ(S-,i.1]
(X)
=S(i)'芸inf(k,n)P(n)
(3.36)
と書ける｡
(3.29),(3.34),(3.36)式より,本システムの平均トランザクション処理時間は
CO
wF(i)-L'WR2+S(i)'芸inf(k,n)P(n),i-1,2,-,k (3･37)
と表される｡ただし,(3.36),(3.37)式において
ElE,･(i)]-S(i),i=1,2,･･･,k
と置いた｡
(3.7)式の両辺の平均をとると
ノヽ
E[A(i)-A(t)]
-Elail{Q(S-,i.･}dCi(S,,
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(3.38)
(3.39)
となる｡(3.39)式は,両辺共に独立した定常ポアソン過程であるので,(3.6)式を用い
れば
Ei
la-a]'t-C-'t'芸inf(k,n)P(n)
と変形出来る｡
(3.40)式より,
芸inf(k,n)P(n,-宇
CO
となる｡
(3.37),(3.41)式より
WF-L･WR2+
(苧 )
･(a-α)
i-1,2,･･,k
が得られる｡ただし,等価系の考えによれば
WR2 ninp2(n)
である｡(P.(n)#P2(n)の仮定より)
この等価系の考え方に基づき,(3.27)式を形式的に
p(n,- lir･Bla-C',p(0,
皇 [誓r･p(0,
〝>0
と変形する｡ただし,生 亡 <1である｡
α
(3.40)
(3.41)
(3.42)
(3.43)
(3.44)
0
それゆえ , (3･44'式よ り 嘉p(n) -1となる様にP(0)を定めPt'3 ･44'式 は
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p(n,-[1-等日等r
n>0
と書ける｡(3.45)式を用いると(3.43)式よりWR2は
WR2= (a-C')
aiα-(a-C')
と求まる｡
(3.42),(3.46)式より,系内トランザクション平均処理時間は
WF -L･ (a-C1
a【α-ia-C1]
(3.45)
(3.46)
･[掌 ]･(叫 (3･47,
i=1,2,･･,k,k≦n,n>0
と表される｡
(3.47)式を用いれば,系内 トランザクションの平均処理時間が求められる｡
3.3 シミュレーション括果およびその考察
(3.47)式における流通係数上は,参考文献(13)のシミュレーション結果で得られた
近似値を数値計算に適用した｡以下の表は, トランザクション消滅C●に対する上の
値である｡
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表 3.1 トランザクション消滅C書と流通係数上の関係
Table3･1Therelationshipoftransactionlost(C■(メ /sらc))
withtransportationparameter(エ)
トランザクション消滅(C●) 流通係数¢)
20 2.02921
25 2.44997
30 2.33040
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さらに,トランザクション消滅の計数過程の期待値をC-=1,トランザクション消滅
に要する処理時間をS(k)-0.001(Sec)とする｡
シミュレーション条件は,下記の通りである｡
●トランザクション生成
トランザクション長 :100バイト(固定)
発生分布 :痛数分布(分布のパラメータとして平均値を与える(a)
●トランザクションの処理時間(正常処理分)
処理時間 :処理速度から算出(α-40(メ /sらc)として一定)
●トランザクション消滅
C書とαの比率により算出C◆/(C●+α)●シミュレーション時間
20000秒
●平均処理時間
上記シミュレーション時間中に,処理対象となった各トランザクションの処理時
間の平均値(秒)
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WF (see)
+ シミュレー ション値I有限個値
α-40(メ /sec)C'-20(pk/see)
-1ヽ.
I.----I
20 25 30 35 40 45 50 55
a(pk/see)
図 3.2平均処理時間に関するシミュレーションおよび数
値計算結果
Figure･3･2Thecomparisonbetweensimulationresults
andcalculation(C'-20pk/see)resultsforthe
transittime-laglnStationary
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WF
シミュレー ション使有限個値
?
α-4qpk/sec)C*-2qpk/see)
●
I
0
:..ら
I一′ 三;-i
一■
ノー ･:I.:,Tp.･L
25 30 35 40 45 50 55 60
0ー.2
a(pk/see)
図 3.3平均処理時間に関するシミュレーションおよび数
値計算結果
Figure.3.3Thecomparisonbetweensimulationand
calcu,lation(C'=25pk/see) results for the
transittime-laglnStationary
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WF rSeC)
1.6
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0
-0.2
ー シミュレー ション値
- -有限個値
α-4qpk/see)C*-3qpk/se)
-.三一 ll7~. Illlfl=.i二_:.i.-≡l I llltt1l暮ltl.I)ll
30 35 40 45 50 55 60 65
abk/sec)
図 3.4平均処理時間に関するシミュレーションおよび
数値計算結果
Figure･3･4Thecomparisonbetweensimulationand
calculation(C' -30pk/see) results forthe
transittime-laglnStationary
49
図 3.2-図 3.4について記述する｡図 3.2はポテンシャルインプット&の値が,
30(pk/see)以下では平均処理時間が負の値となる｡これは,入出力レー ト,トラン
ザクション消滅レートがそれぞれ独立したポアソン過程であると仮定している事に起
因している｡シミュレーション時間が 20000秒なのでトランザクション消滅の個数
は,400000個である｡
図 3.3は,図 3.2と同様にポテンシャルインプット丘の値が 30(pk/sec)以下では
平均処理時間が負の値となる｡これは,入出力レート,トランザクション消滅レート
がそれぞれ独立したポアソン過程であると仮定している事に起因している｡シミュレ
ーション時間が20000秒なのでトランザクション消滅の個数は,500000個である｡
図 3.4は,図 3.2と同様にポテンシャルインプット丘の値が 35(pk/see)以下では
平均処理時間が負の値となる｡これは,入出力レート,トランザクション消滅レート
がそれぞれ独立したポアソン過程であると仮定している事に起因している｡シミュレ
ーション時間が20000秒なのでトランザクション消滅の個数は,600000個である｡
図 3.2-図 3.4までの数値計算結果が,シミュレーション結果と同じ傾向を示して
いることより,(3.47)式は意味のある解析結果と判断した｡
3.4 まとめ
本章では,有限個のトランザクション消滅を,ジャンプ型確率微分方程式を用いた
システムモデル式を提案した｡ただし,入出力過程及びトランザクション消滅過程を
各々独立したポアソン過程であると仮定した｡
また,有限個のトランザクション消滅の場合についても平均処理時間を求め,本シ
ステムに与える要因は,トランザクション消費に費やされる時間が最も大きく影響す
る事を示した｡
以上,有限個のトランザクション消滅を考慮した意義は,より現実に近づけたシス
テムを検討した点にある｡
よって,本章で示した系内処理時間は,容量設計のためのシステム評価手法として
活用できる結果を示すことができたと考える｡
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第4章
ファイナンス論的評価による待ち行列系の最適制御
一収益レー トに対する最適任の条件-
4.1 まえがき
前章では,トランザクション消滅のあるシステム全体をバーチャルパイプラインと
見なして解析したことにより,ある条件のもとで定常分布,および定常分布が存在す
る条件を示した｡また,本システムに与える要因の中では,トランザクション消費に
費やされる時間が最も大きということを明らかにした｡
一方,最適制御問題に関して,LODILI[1]は製造業において,商品の入庫数及び出
庫数は,ポアソン過程を前提にすることにより,点過程,計数過程を用いてモデル化
している｡制御変数としては,商品の入庫レー トと出庫レー トを選んでいる｡マルチ
ンゲールの理論を活用して,入庫レー ト,出庫レートの制御問題につなげている【1】｡
つぎに,最適制御問題として,入庫数と在庫数の和をシステムの トー タルコストとし,
また,出庫数を出荷高(売上高)と考えることにより,その積分を評価関数として定義,
これを最大にする制御変数の条件を求めた｡評価関数には,出庫レー トを変数とした
収益,入庫数と在庫数の和を トー タルコストと見なし,価格とコストの差を最大にす
る最適制御問題を解析している｡その結果,最適制御方策は,Bang-Bang制御にな
ることが確かめられた【1】｡
いままでの研究において,ファイナンス理論を活用した評価関数を,待ち行列系の
最適制御問題に適用した報告は他にない｡
本章では,ファイナンス理論における資産評価のためのボー トフォリオ選択という
資産配分の理論を活用することを試みる【2】～【51｡すなわち,ボー トフォリオ選択の
考え方を待ち行列系の最適制御問題に適用し,待ち行列容量及びシステム財の上限に
制限を加えた制御システムを考察する｡この時 "システム財(Wealth)"とは,ファイ
ナンスで言う資産であり,システムに収益をもたらす源泉であり,本システムを構成
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する設備と各入出力設備におけるトランザクションから派生する収益の蓄積である｡
また,"収益(Revenue)"とは,本システムから出力されるトランザクション量か
ら派生するシステム財であり,ある期間毎のシステム財の評価を行うことにより,シ
ステムの最適化条件を求める｡ここでは,システム財が,負になることはないと言う
前提に立っている｡ただし,システム財の評価関数は,マルコフ性をもつジャンププ
ロセス【6】～【11]を導入し,かつ上方向ジャンプのみを考慮して記述されている｡つま
り,システム財は常に増大するという考え方を基本にしている【12日131｡
対象システムのモデル化手法としては,確率過程における計数過程を用いる｡また,
消滅 トランザクションを,システム上で出力構造を持つ独立した計数過程モデルとし
て定義する｡ただし,本章でも,このバーチャルパイプラインに対して,"バーチャ
ルキュー"という前章で提案した考え方を活用する｡すなわち,バーチャルパイプラ
イン上で発生するトランザクション消滅を,本システムでの損失(LossCost)と考え,
さらに損失の中には,システムを維持するための損失も含めることにし,ある "期
(periodicalTime)"単位でシステム評価を行うこととする｡ただし,"期"とは,あ
る時間的幅を持った期間を言う｡また,収益は,システム財に比例することになり,
収益が伸びれば,得られた収益をシステム財に投資出来ることになる｡
一方,このシステムが保有する任意の期におけるシステム財は,各入力設備に対し
て,ある配分率で投資されるものとし,配分率は次期のシステム財が,最大となる様
に決定される｡それゆえ,本システムの評価関数は,システムにおけるある期のシス
テム財の最大化として表される｡ ′
4.2 対象システム及び解析モデルについて
4.2.1 対象システム及び最適条件について
図 4.1は,トランザクション消滅のある待ち行列系で,バーチャルキュ｣に容量制
限があるシステムである｡また,刀(りは,カスタマー要求に対する,システムから
顧客への トランザクション供給である｡ここで,N個ある入力設備の中で,i番目
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の設備から発信されるトランザクションの計数過程を(A,.(i),t≧o)とし･ただし,
〟
A(i)=芸Az.(i)とする｡システムに入力されるトランザクションは･システム内に蓄
積され,蓄積されたトランザクションを待ち行列と呼ぶ｡時刻J(≧0)におけるその個
数をQ(i)とする｡ただし,Q(i)には上限があるものとする｡ (4.1)式は,図4.1の計
数過程モデル式である｡
′ヽ
Q(i)=Q(0)+A(i)-(C(i)-D(i) (4.I)
ノヽ ′＼
(4.1)式で,A(i),C(i),D(i)はポアソン過程とする｡また,A(i),C(t),D(t)は,それ
ぞれ独立した確率過程とする｡さらに,Q(0)は初期値である｡
この時,Ⅳ個の入力設備から入力されるトランザクションの点過程を
【J L)U【J
(TqlE(Tl,T2,T,･･･1-f (4･2)
ノヽ
とすると,入力トランザクションA(i)の計数過程は,N個の入力設備から入力され
たトランザクションの総和であることより,つぎのように表される｡
A (i) -;11 ･抑 q- 1,2 ,･･･
(4.3)
また,カスタマからの需要要求に対するシステム供給出力トランザクションの点過程
を
iT:lEiT:,T2',T;,･･････)-T'
とすると,出力されるトランザクションの計数過程は,
D (i)=芸 1{T:SE', r = 1,2,-
と表される｡つぎに,消滅トランザクションの点過程を
iCr)∈iCl,C2,C3,--I-C
とすると,消滅トランザクションの計数過程は
C(i)-芸 1{C,51,,r- 1,2,'''
(4.4)
(4.5)
(4.6)
(4.7)
と表される｡ここで,上記指示関数lt.Iは,集合(･)上で 1,それ以外では0の値をと
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る指示関数である｡次に,収益について記述するにあたり,収益I:(i)の存在する確
率空間を定義する｡
いま,(),F)iま可測空間であり,Iは,[0,∞)として時間区間を定義する｡又,確
率空間は(Z,F,Pk∈Iと表され,P は(E2,F)kおける確率測度,(FE)は増大する
a-集合体の族であり,(Zt)は(F,)に適合するランダム変数の族である｡
図 4.1全体における任意の上期におけるシステム財をⅣ(弓と表すと,各入力設備
に対してJ期に
〟
k･(i)W(i-),言kz･(i)-1
(4.8)
の様に投資される｡この時,k.･(t),i-1,2,･･･,Nを各入力設備に対する投資配分率と
呼ぶ｡
(4.1)式で定義した本システムの計数過程モデルと収益/システム財の関係につい
て述べる｡いま,本システムにおけるシステム財W(i)は,次式の様に表す｡
ノヽ
W(i)IalD(i)-(a2A(i)-a,C(i)-a.Q(i) (4･9)
ただし,81,-,α4>0であり,各系の単位係数を表す｡
この時,D(i)≧0,A(i)≧0,C(i)≧0,Q(t)≧0であり,D(i)は出荷高,A(i)tま入荷高,
A A
C(i)は損失高,Q(i)は在庫高を意味する｡
つぎに,(4.1)式で表現される計数過程に対して,単位時間当たりに供給されるト
ランザクション数に応じた収益をiB･(t~)),i-1,2,･･･,Nと表す｡ここで,現在の過
程(月(i))は,直前の過程iP(i-))にのみ依存している｡ただし,月(i-)=lim月(S)でSTE
ある｡また,tは,tEl0,T]の間での連続した値をとる｡さらに,Tは,期末での時
刻を表す｡この時,任意の期全体での収益を(P(i))とすると,任意の期全体での収
益は,
月(i)-月(i-)+巧(i)月(t~)
-I:(i-)(1+巧(i))
(4.10)
ただし, q(i)≧-1である｡
この不等式は,月(i)≧0のための条件である｡この時, 7(i)はある確率分布関数
n(li(i),t)の存在を仮定している｡
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つぎに,ジャンププロセスの確率過程JpT(dyli,dt)は,以下の様に定義するO
と表す｡ここで,
JpT(dyli,dt)
ノヽ
-A(dyli,i,ki(i)pJ･(t)dt
ノヽ
冶(dyli,i,k,･(S))に関して
A A
滋(dyli,i,ki(i))-A(dyli,i,ki(t),W(i-)
pL(i)-Pi(i,W(i-)
ノヽ ′ヽ
ki(i)-ki(i,W(i-)
(4.ll)
と仮定する｡ただし,A(.)は,(･)･内の変数に対する分布関数である｡
すなわち,(4･12)～(4･14)式によれば現在のシステム財W(i)は,過去の直前のシス
テム財W(i-)にのみ依存する｡このように定義すると確率過程W(i),JpT)はマルコフ
過程となる 【14】｡
上述の7i(i),W(i)はyli(i)∈Ztであり,W(i)∈FEである｡また,入力設備から供給
されるトランザクションの収益率は
dR･(i)/R･(t~) (4.15)
と表せる｡それゆえ,この様な収益の変化に対応して各入力設備における収益も変化
する｡これにより,システム財の変化分は
〟
dW(i,-芸 k.I(i,W(i-,器
〟
=昌k^i(i)W(i-)dP(i)
(4.16)
′ヽ
と表せる｡ki(i)は,(4･8)式で定義されている｡ただし,ki(i)-ki(i)/13(i-)である｡
また,W(i-)はある期の直前の入力設備全体へのトランザクション数(システム財)で
ある｡dP(i)は,期における収益の変化分を表すo
ここで,N個の収益レー トip.I(i),t≧0),i-1,2,-,Nの拘束条件を次の様に決め
る｡
0≦p,･(i)≦九l(W(i) (4･17)
(Li(W(i);t≧0)は,非負の値であり,待ち行列容量の制限に伴う上限値であるoこ
の時,制御変数としてp.･(i)を考えると,この制御変数のもとで次式を最大にするこ
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図4.1各入力設備から中央設備への トランザクション流
通概念図
Figure4･1Theconceptofvirtualqueuefrominputsto
output
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とが本システムの目的である｡
E,I.ae-"dW(i) (4.18)
Exは条件付期待値である｡r(>0)はディスカウントファクターである｡(4.17)式の
拘束条件の下で,(4.18)式に(4.16)式を代入すると次式を得る｡.〟
ExI.we-r`芸k^i(i)W(i-VP(i) '4･19'
さらに,ファイナンス制御問題における評価関数は,次式のように定義出来る
【付録E参照】｡
〟
vB(x)-ExI.we-r`芸k^L.(i)W(t一柳 (t)dt '4･20'
ただし,(4･20)式は,制御変数である収益レート(pi(i),t≧0)が,(4.17)式の拘束条件
のもとで,最適上限値(拷(Ⅳ(i)))をとる｡これは,待ち行列Q(i)∈【0,B]における待
ち行列上限値βの存在を前提とすれば,システム全体の収益を最大にするには,収
益の最適上限値を取れば良いことになる｡
4.2.2 切り替え制御とその評価関数について
制御変数ip.･(i))の拘束条件をQ(i)の拘束のもとで,非負の整数B(待ち行列数の最
大値)に閑して
pi(i,=‡誓 言'訟(i,if,誓 ≦B-1 (4･21,
の様に表す｡(4.21)式の制御変数〈p.･(i))は,待ち行列の最適上限値 Bにより決定さ
れる切り替え制御である｡また切り替え制御(pi(i),t≧01は,(4.17)式より最適上限
値として下記の値を取る｡
p,.(i)-拷(肝(i) (4･22)
即ち,(4.21)式は,切り替え制御ipL(i),t≧01のもとで,収益は,待ち行列上限値B
を超過すると,そのレー トは0になる｡
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【命題】
評価関数VB(x)は,切り替え制御のもとで次の差分方程式を満足する｡
〟
[言k^i(x)W(xIM (x)･rJVB(x)
〟
-芸k^i(x)W(x-N (x)[1･VB(x･1)]
ただし,x=0,1,2,･･･である｡
【証明】
(4.23)
切り替え制御ipi(t),t≧01のもとで,(4.20)式の評価関数の期待値は,以下のよう
にな る｡ T(y)=inf(t≧0,W(i)≠W(0)lw(o)-xIは , y≠Jで あ る最 初 の 状 態
〟
y-W(i)に到達する時刻である｡この時,T(y)tま,レ~ ト唱 k^i(x)W(x-)i?(x))を
持つ指数分布と仮定する【151｡この時,r(γ)はマルコフス トッピングタイムと呼ば
れる｡さらに,参考文献【15】より次式を得る｡
vB(x,-Exf'y'蓋k^L(i,W(i-わーr仰 (t,dt
〟
･Exl∑k^i(i)W(i-わーrT'y'V(W(T(y))]
ここで,(4.24)式の第一項の期待値は
〟
∑k^i(x)W(xl･Lf(x)iE(1-e-,T'y')l r
〟
∑k^i(x)W(x-)拷(x)l
(4.24)
(4.25)
.〟
∑k^i(x)W(x明 (x)･rt
となり,(4･24)式第二項は上述r(γ)の性質を利用することにより次式を得る｡
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〟芸k^L(x)W(x-)E(e-T'y')･
EiE,lVB(T(y))lw(T(y))])
〟
芸k^Z･(x)W(xIM(x)
〟
∑k^L･(x)W(x-)i?(x)･r
lvB(x+1)]
(4.26)
(4.25),(4.26)式を(4.24)式に右辺に代入すれば,(4.24)式が得られる｡
【証明終り】
4.2.3 最適条件
与えられた制御変数である収益レー トfp,･(i),t≧0)に関して,時刻tに関する制御
を考える｡この時,制御変数ip,･(i),t≧0)は,期の中では(4.21)式の様な切り替え制
御となる｡よって,評価関数は次式で与えられる【15】｡
〟
vEP･'(x)-ExLe~"a k^Z･(S)W(S~)pi(sVs
+Exle-"vB(W(i)]
ここで,E,le-"vB(肝(i))]を求めるために次の積分を考える｡
(4.27)
〟
Le-rs芸k^L(S)W(S-W B(W(S)
〟
-e-rt芸k^L(i)W(i-yBw(i)-vB(W(o) (4･28)
･rie-rsvBw (S))ds
ただIL,,VB(肝(0))は積分初期値を意味する｡
両辺に期待値を取ると,(4.28)式は次式になる｡
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〟
ExLeイ∫言k^i(S)W(S-W B(W(S)〟
-Exle-rt芸k'i(t)W(i-yBw(i))卜 VB(xo) (4･29)
･ExlrJ:e~rsvBw(S)ds]
ただし,初期値x-W(0)とする｡
(4.9)式においてシステム財W(i)の条件としてW(i)>0とおくことによりジャンプ
プロセスfW(i),t≧0)は,上方向だけのジャンプを考えれば良い｡よって,次式を得
る｡
E,ie-rsdVBw (S))
=E,lJ:e~"pi(S)AVB(W(S)･1)Ps
ただし,AVB(W(S)+1)-VB(肝(S)+1)-VB(W(S))である｡
(4.29)と(4.30)式により次式を得る｡
Exle-"vB(W(i)]
〟
=vB(x)IExlie-rs芸k^i(S)W(slpi(S)
･AVBw(S)･1)ds]-Exlire-'svBw(S)ds]
ここで, (4.23)式より次式を得る｡
/
rv B(Ⅳ(i)
〟
-芸k^Z･(i)W(i-)LIW(i)l･VBw(i)I1)]
〟
一芸k^i(i)W(i-)柵 (i)VBw(i)
よって､期中の評価関数(4.27)式に(4.31)式を代入すれば次式を得る｡
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(4.30)
(4.31)
(4.32)
vtpL(x,-yB(x,･EELak^i(S,W(S-,pz･(sVs
･EELak^i(S,W(S-,pi(S,AVBw(S,･1,ds
-ExlLreイtvBw(i)]
(4.33)式右辺第四項に(4.32)式を代入すれば次式を得る｡
vtp･(x,-vB(x,･ExLak^t･(S,W(slpi(sVs
･ExLak^L･(S,W(S-,pi(S,AVBw(S,･lps〟
-ExlLe-'sZk^i(S)W(sW w (S)
×(1+VB(町(S)+1)
〟
一芸k^i(S)W(S-)hI(W(S))VBw(S)lds]
(4.34)式を整理すれば次式を得る｡
vtpi(x,-VB(x,･EELak^E(S,W(S-,
･p.･(S)(1+AVB(Ⅳ(S)+1)ds
〟
-ExlLe~'sZk^i(S)W(SI仰 (S)
×(1+AVB(肝(S)+1))ds]
vtpi(x,-VB(x,IEELak^i(S,W(S-,
×(pi(S)-拷(肝(S))(1+AVB(Ⅳ(S)+1))ds
(4.33)
(4.34)
(4.35)
(4.36)
これより,i- ∞においてV,P･'(x)≦VB(x)となる条件は,0≦pi(i)≦AF(肝(i)かつ
ki(S)≧0｡即ち,(4.27)式のt期中の最適問題においては,この様な評価関数を最大
にする制御変数は
o≦pi(i)≦持(肝(i),k.･(i)≧0
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(4.37)
の中で求まる｡
4.3 まとめ
本章では,ファイナンス理論におけるボートフォリオの考え方を活用することによ
り,(4.19)式の様な収益最大問題における最適解が存在する条件を求めた｡
制御変数として収益率を選んだ理由は,システム維持 ･管理の評価として待ち行列
系に対応するシステムにどれだけ収益をもたらすかが,企業にとって見れば最終的な
評価に繋がるからである｡さらに,最適問題を考慮する上で,本章で取り扱っている
様なシステムのパイプライン容量を拘束条件として認識しておけば良いことが明らか
になった｡
もし,最適な投資配分係数ki(i)が存在するものとすれば(4.36)式において,
ki(i)<0である時は,(4･37)式のような最適解は存在しないことになるが,ki(i)の条
〟
件は,芸kt.(i)-1であるから,ki(i)<0はこの条件を満足している｡このことは,
収益率の悪いかつ分散の大きな設備(ルー ト)が存在する場合,このようなki(i)が選
択される場合もある｡
しかし,最適な投資配分係数を決定するには,ファイナンス理論における平均 ･分
散モデルを活用しないと言及出来ない｡それ故,少なくとも,本システムでは,
k.･(i)<0の場合にはその設備(ルー ト)に対しては入力をさせないことになる｡ファイ
ナンスでは,投資配分率が ｢負｣という値を取り得るが,本システムでは,投資配分
率が ｢負｣という値を取り得ない｡この点が,ファイナンスと待ち行列系との違いで
あることが明らかになった｡
それゆえ,このような設備ルート(投資配分率が負と計算される様な設備)は,収益
を大きくip,･(i)>AF(Ⅳ(i))し,かつその分散を小さくすることがなければ,システ
ム財全体の最大化の要素から外されることになる｡
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第 5章
トランザクション消滅のある待ち行列系の最適配分法
-ファイナンス論的アプローチー
5.1 まえがき
前章では,ファイナンス理論におけるボートフォリオの考え方を待ち行列系の最適
制御問題に適用し,待ち行列容量及びシステム財の上限に制限を加えた制御システム
を考察した｡その結果,最適制御方策は,切り替え制御になることを明らかにした｡
さらに,収益最大問題における最適解が存在する条件を求めた｡
しかし,最適な投資配分係数を決定するには,ファイナンス理論における平均 ･分
散モデルを活用する必要がある【11-【4】｡
本章では,トランザクション消滅を考慮したⅣ個の並列〟/〟/1型の待ち行列系
に対して,トランザクションの流通量を最大にするための最適配分を決定することを
提案する｡本章での前提は,トランザクション消滅は,入力に依存することである｡
前章までの研究では ｢トランザクション消滅は,入力とは独立した計数過程であ
る｡｣と論じた｡本章でもちいている手法は,ファイナンス理論の中で用いられてい
る平均 ･分散モデルである｡
入力トランザクションの獲得確率の平均 ･分散が既知の場合,〃個の並列な待ち
行列の出力側から上流過程に注目している｡また,最初のゲートウェイで破棄される
トランザクションが発生する｡さらに,Ⅳ個のルー トで トランザクション消滅が発
生する｡つまり,出力側から入力側に注目した場合,各ルート上のトランザクション
レートそのものの変動,ゲートウェイでの破棄,トランザクション消滅及び各ルート
固有の問題で出力側に影響が受ける結果となる｡
各ルートでのトランザクション消滅及び損失は,システムパラメータと見なし,各
ルートを流通するトランザクションレートの変動を,ジャンププロセスを応用して動
的モデルを定義する｡この動的モデルの中で各レー トの変動は,入力トランザクショ
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ンのロス確率及び獲得確率に依存している｡
さらに,各レー トの変動は,伊藤型確率微分方程式【51で規定されるものと仮定す
る｡最適制御問題としては,制御区間の終端値で獲得入力レートを最大にする問題を
考え,分岐ルートに対する最適な配分係数を求める 【6】｡
以上のことを踏まえた上で,入力トランザクションの獲得レートの変動が伊藤型確
率微分方程式に従うものとすれば,ある適当な評価汎関数のもとで最適配分係数は,
獲得レートの確率的性質にのみ依存することを明らかにする｡
5.2 対象システム及び動的配分係数の決定について
5.2.1 システム記述
図 5.1は,ある待ち行列系において,システムのゲー トに到着するトランザクショ
ンが一部ゲートでリジェクションされることを考慮している｡ゲートを通過したトラ
ンザクションはⅣ個の並列〟/〟/1の待ち行列系に分配される｡各 トランザクショ
ンは,〃個の並列ルー トではトランザクション消滅が発生する｡ゲー トまでの入力
トランザクションを"ボテンシャ_ルインプット"と,ゲー トを通過したトランザクショ
ンを"アクチュアルインプット"と言うことにする｡
図 5･2は,図 5･1のトランザクションをレートで表現したものである｡¢.･(i)は,
ルートi番目におけるトランザクション配分係数である｡本システムでの評価目的は,
このポテンシャルインプットの獲得量が最大になる様に,各システムルートにおける
配分係数垂(i)を決定している｡ある待ち行列系において,システムに到着するトラノヽ
ンザクションは,時刻iTq,q-1,2,-･)で到着する｡この時点列は,レー ト&(i)(,0)
のポアソン点過程に従うものとする｡また,リジェクトされるトランザクションは,
時刻(T:,r-1,2,-)でシステム外にリジェクトされる｡この時,その時点列は,レー
トr(り(>0)のポアソン点過程に従うものとする｡システムの出力トランザクション
は,時刻(Tq,q-1,2,･･･)で出力され,かつ,その時点列は,レートα(i)(>0)のボア
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図5.1システム概念図
Figures.1Systemconfiguration
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a(t)
ゲートウェイ
ルーティング
iQ:-(t,
q(t)
二
図5.2システム等価図
Figure5.2EquivalentsystemforFigure5.1
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ソン点過程に従うものとする｡
ノヽ
ここで,iA(t);t≧0)はポテンシャルインプットを表す計数過程(確率過程)とする
時,A(i)の計数過程はA(i)-∑1{iqst,, q-1,2,-q≧1
また,アクチュアルインプットA(i)の計数過程は
A(i)-∑1.TqsO, q-1,2,･･q≧
と表される｡ ただし,各ルー トにおける入力は
A(i,-蓋A･(i,
と表される｡リジェクトされるトランザクションの点過程は
(T:)E(T:,T2',T,.,･･･ ･･1-T'
であることから,リジェクトされるトランザクションの計数過程は,
∩(
R(i)-芸1{T:so, r-1,2,･･･
と書ける｡ 消滅 トランザクションの点過程は
fCr)∈iCl,C2,C3,--･)-C
であることから,消滅 トランザクションの計数過程は
C (i)-芸 1.cr≦1,,r-1,2 ,･･･
(5.1)
(5.2)
(5.3)
(5.4)
(5.5)
(5.6)
(5.7)
上記指示関数11.)は,集合(･)上で 1,それ以外では 0の値をとる指示関数である｡
例えば,芸1･TqSt,は,時刻〈0`Tq` りでくTqlの個数をカウントしている｡
一本システムのモデル式は,
′ヽ
A(i)-A(i)-R(i)-C(i) (5･8)
である｡ここに,R(i)は入力側で制御されるリジェクション｡C(i)は,各ルー トに
おけるトランザクションの消滅を表している｡
この解析モデルは,ポテンシャルインプット,アクチュアルアウトプットおよびリ
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ジェクトされるトランザクションをそれぞれ独立した確率過程として待ち行列を表現
している｡連続時間下でのトランザクションの動作をより忠実に表現できるところに,
計数過程の利点がある｡入出力過程とリジェクトされるトランザクションの確率過程
を,それぞれ独立したポアソン過程と仮定している｡
ここで,各ルー トにおける消滅 トランザクションのレー トをCi'(t)と置くと,この
C:(i)は各ルー トにおける待ち行列のパラメータ(例えば,deadtimeTi, サービスレ
ー トFL,･･･)に依存するものとし,その消滅確率(ロス確率)をP(q)i(i))と表す｡ただし,
q'i=iT"FL"･･),i-1,2,･'･･,N と置 く｡ この時, 施 i(i)]に対応 して獲得確率 を
filq'i(i)]と表し,
filq',･(i)]=1-1弛'i(i)]
を定義する｡ただし,i-1,2,･--,Nである｡
(5.9)
ここで,アクチュアル入力過程A(i)のレー トα(i)の変動をとらえることにより,そ
の動的モデルを 〟
da(i)=言Qi(i)α(i-)dfi.lpi(i)]
と表す｡ただし,α(i-)=limα(S)である｡sTt
〟
言oz･(i)岩1,i-1,2,･･,N
(5.10)
(5.ll)
この時,filq'i(i)]は,伊藤型確率微分方程式に従い変動するものとする｡
df,･lq'i]-ai(i)filq,iセf
'b.･(i)I,.lq',･bzi(i) (5.12)
と表すことができる｡ただし,i-1,2,･･･-,Nである｡
【付録F参照】
(512)式のZ.･(i)は,独立増分dZi(i)を持つウィナー過程であり【81,平均は零,分
散はdtを持つものとする｡
以上の様に,各ルー トに入力されるトランザクションの獲得レー トの変動を表すモ
デルが(5.8)～(5.12)式の様に表された｡
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5.2.2 動的配分係数の決定
(5.8)～(5.12)式のモデルに対して,最適制御問題における終端値制御問題として,
制御区削 岩(0,r】における評価関数を中 (∫)]と表す｡即ち,制御区間の終端時刻に
おけるアクチュアル入力レー トの最大を目的とした汎関数である｡それ故,この評価
関数に対する任意の時刻t<Tに対して,V(W,i)を
V(W,i)-SupE4Ti()f≦≦rlJ(a(T)la(i)-wl]
と定義する｡ただし,El･]は期待値演算を表す｡
この時,次の命題を得る｡
【命題】
(5.13)
(5.8)～(5.12)式により表されるシステムにおいて,制御区間の終端値でアクチュア
ル入力レー トを最大にする制御問題に対して,アクチュアル入力レー トの最適配分
(Routing)係数は,各分岐ルー トにおけるトランザクション獲得確率の特性にのみ依
存する｡ただし,(5.13)式は,時間項が独立した関数と仮定する｡つまり,変数分離
法を用いて,解析解が求められることを前提としている｡
【証明】
今,(5.13)式で定義された評価関数に対して最適化方程式は
Supi£wV(W,i))-0
~ただし,
･wv(W,i,-芸･芸[蓋α(i-,Qi(i,al(i,]
･霊芝la(i-,Qi(,bt･(i,f
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(5.14)
(5.15)
である【31｡この時,
.〟
Jla(T)]-V(W,T),∀芸 QE･(i) - 1
となる｡さらに,(514)～(5.16)の拘束のもとでラグランジェ関数は
LlQ(i),入]-£wV(W,i)'入
と定義できる｡それ故,(5.16)式より最適性の条件は
ゼ旦 =o
∂Q.･
.〟些-1-∑Qi(i)-0∂A i一l
が得られる｡ここで,(5.18)式によれば
些 一里 α(i-)a,I(i).
∂Qi ∂a
α2(i-)bi2(t)Qi(i)-A≡0
が得られる｡(5.20)式よりQ,･(i)を求めると
Qi(i)-
A-Vac(i-)ai(i)
vaα2(lb.･2(i)
Abi~2(i)-vaα(i-)b了2(i)ai(i)
(5.16)
(5.17)
(5.18)
(5.19)
(5.20)
(5.21)
Vaα2(i-)
が得られる｡ただし,(5.21)式において
va-∂V/a,voa=∂27fa2
と置いた｡ここで,(5.21)式の両辺においてf-1～〟までの和をとり,(5.19)式を満
足する様に人を求めると
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=^
〟
vaa｡2(i-).Vac(t-)芸bz･-2(th i(t)
蓋bL･-2(i, 蓋bz･-2(i,
となる｡この時,(5･21),(5･22)式より最適なQi(i)は
〃
¢:(i)≡
bi-2(i) va 芸bi12(th･(i)
〟 ~▼′_′.-ヽ 〟
芸bi-2(i,-vaaα`t-'bi-2(i,芸bLl2(i,
Va a,A(i)
vaaa(i-)bi-2(i)
と求まる｡ここで,V(W,i)は,(5.23)式を(5･14)式に代入すると
〟
筈･va芸α(i-)Q:(i)aL･(i)
･ivaa蓋[α(i-,Q:(i,bi(,]2-0
(5.22)
(5.23)
(5.24)
を満足する｡この時,(5.23)式においてQi(i)がr(a,i)に依存しない様に決定するも
のとする｡
まず,命題の仮定より,V(α,i)は,変数分離法を用いれば,
′ヽ
V(α,i)-V(cL)G(i),G(T)-1
と書ける｡(5.23)式において,VaとVaaとの比に関して
Vaaa(i-)
と置くと簡単な計算により
V(a)-cofaE
ノヽ
ただし,0<;<1が得られる｡
それゆえ',(5.23),(5.27)式より
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(5.25)
(5.26)
(5.27)
〟¢:(i)- +b,.-2(i) 1 言bt･-2(i)at･(i)N -> 1 N
言bi-2(i,-冒 ~1 bi2(t,∑bL･-2(i,
1 2ai(i)- ■･.･.●.ll.･.ll.･_
E-1b,･2(i)
が得られる｡
(5.28)
【証明終り】
′ヽ
以上の様に,最適ルーティング係数折 ま,(5.27)式の様にV(a)が選ばれるものと
すると,獲得レー トの変動を規定する伊藤型確率微分方程式の係数にのみ依存するこ
とが確認出来た｡
すなわち,評価関数が変数分離により時間項が独立の関数として扱え,適当な関数
を選ぶと最適ルーティング係数を決定することができた｡獲得レート,獲得確率の確
率的性質にのみ依存することが確認できた｡
以下では定常問題にこの考え方を応用する｡前章において,最適ルーティング係数
は,ファイナンス理論を応用することにより最大利益問題に対して定常問題を考えた
時,得られた配分係数が最適であることを明らかにした｡
それゆえ,本章では動的モデルに対して,トランザクション流通量を最大にする評
価関数に対して最適な動的配分係数を求めた｡
5.2.3 定常モデルに対する配分係数の決定
図 5.1の様なシステムに対して,定常的な最適配分係数の決定について考察する｡
定常状態では,前記命題で仮定した評価関数の変数分離法は適用していない｡つまり
ノヽ
評価関数は,V(α,i)=V(α)となる｡すなわち,この間題は,入力レー トの増大に対
して獲得レー トを最大にする様な分岐ルー トの配分係数を決定する問題と等価である｡
今,i-kにおけるポテンシャル入力レー トをakと置く｡この時,ポテンシャル入
力レー トが増大するものとすれば,t>kにおける増分は
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〟
芸QL.lak-rlfi(p･) (5.29)
と表される｡ここでrは,リジェクトされたトランザクションのレー トを表す｡簡単
のためにr-0と置くことにする｡
(5.29)式に対する評価関数として,獲得レー トを最大にする問題を考え,次式の様
に定義する｡
V(0)=MaxE¢EeZ)
=MaxEQ,･eZ?
と置と,(5.30)式は
V(0)-MaxE41.･日夕
[草fi'pL･']
芸Qiakfi(pi)
laQJz･(pi,αk]
(5.30)
(5.31)
･SaxElf(a)a]
と変形出来る｡ただし,
f(0)=(fi(q,i)¢i;i-1,2,--･,Nl
である｡この時,獲得確率ベクトルf(♂)の期待値と分散を次の様に表す｡
Elf'o']-ENla fL･'pt･'Qi
-言gi(pi)Qi
=K
(5.32)
すなわち,ベクトルKは,各ルー トにおけるアクチュアル入力トランザクションのレ
ー トα∫に対する獲得確率の平均値
a=(gl(q,1)¢1,･･･,gN(q,N)QN)
fl(q)1妙1,f2(q72妙2,･･-,fN(q)NWN
を表している｡また,分散を
〟
varlf(a)]-.蔓¢zIQjOij-I2
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) (5･33)
(5.34)
と定義すれば,ベクトル∑は
∑≡ ? ?
? ?
?
??
?? ? ? ?? ?
1)lvar(f2(
? ????
2)l･････,var(fN
? ? ?
?? ? ?
,j-1,2,･････,N
【 ? ? ? ? ????? ?
と表される｡
この時,I(¢)に関する,ある汎関数を坤 (¢)]と定義し,(5.33),(5.35)式を用い
ると,このシステムに対する平均･分散モデルとして(5.31)式を考慮すると
V(K,2 2)-ElU(f(¢)]
と表すと,(5.36)式に対するラグランジェ関数は
£[4,人]-V(K,2 2).A
と表せる｡ここで,最適性の条件は
諾 =vr･KQ･Vz2･22鴻 lA (1 -a Qz･) ]
=0
些 =1_∂Å 豊中i=0
となる｡それゆえ,(5.33),(5.34)式を用いると(5.38)式は
Er.'gi'6i'･2VI20ijQi･紳 aQi)]
(5.36)
(5.37)
(5.38)
(5.39)
(5.40)
Jヽ ′ヽ
となる｡ただし,以上の式においてV(･)は,添え字(･)に関するV(･)の偏微分を表し
ている｡
この時,(5.36)式を用いて,坤 (¢)]を
Ulf(¢)]--expLnf] (5.41)
と選ぶことにする｡ただし,7>0である｡これは,f(o)に対して単調増加でかつ,
凹関数であり,題意に沿っているからである｡さらに,I(¢)は正規分布に従うもの
ノl
と仮定すると簡単な確率積分の計算により,V(K,2 2)は
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V(K,2 2)-ElU(f)]
-expl-in22 2]
が得られる｡それゆえ,(5.40)式より
ノヽ ′ヽ
Vr･g,A(q'i)+2Vz20.･Q,･-A-0
i-1,2,･･･,N
が得られる｡ただし,C,,i-0(iu')と置いた｡
これより折 ま,(5.43)式を用いると
¢:-
Ao ,I;1-VKfi(q'.I)o i;1
ノ1
2VE2
(5.42)
(5.43)
(5.44)
が得られる｡ここで,(5.44)式の両辺をiについて和をとり,(5.39)式の条件を満足
すると,人に関して
? ?
? vr蓋fi(P･,0方1
蓋oL･;
が得られる｡ただし･oil-0(i≠ノ)と置いた 【付録 G参頗】｡
さらに,(5.45)式を(5.44)式に代入すると
oiIl
¢: =一万-
芸oL･;10,.Il=l一･-
蓋 o L･Il
ノl
-iE ･'oih
-
蓋gi(pi,oiI1
蓋oi;1
-gi(q).･)
(5.45)
[1-;(蓋gL･(pi"iI1-gL･(pL･,aoiIlI] (5･46,
i-1,2,･･･,N
ノヽ
ただし,_丁=土と置いた｡VK
2Vz2 17
この時,仮にⅣ個のルートの統計的性質が同じなら,(5.46)式より
79
空 を '(oi"(
〃
一価 ,) (5.47,
となり,入力レー トは各ルー トに等分配される｡以上の様に,平均･分散モデルによ
れば,最適配分係数は,(5.46)式の様に求まる｡
次に,各ルートにおけるレー トαに対する定常ロス確率を次の様に定義する0
P- P (q(α)<可
- 1-I.W q(q)hT(i)dqd t
- 1-I.wHq(i)hT(i)dt
(5.48)
ここで,Hq(i)は,QueuingTimeの分布関数,hT(i)はDeadLineTの確率密度関数
であり,指数分布を持つものとする｡いま,αはポアソン分布のレー トであり,〟
は分岐ルー トのサービスレー トであり,指数分布とする｡さらに,γは Dead-Line
のレー トとして表すと,Hq(i)は
Hq(i)-1-(α-C/P)expl-(p-α･C')t]
又,h,(i)は
h,(i)-γexp(-)4)
と表せる｡
それゆえ,(5.49),(5.50)式を(5.48)式に代入すると
p=1-I.wi1-(α-C/P)expl-(p-α･C')t]
×γexp(-p)dt
-'α~C''施p_α.C減 ,α<p
が得られる｡ただし,以上の展開の中で添え字iは省略している｡
ゆえに,獲得確率は(5.9)式を用いると
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(5.49)
(5.50)
(5.51)
I,.(q,･)-令-I:(q',･)∫
=[1-'αi-CL'yL,.(pL-ai.C.Y)] (5.52)
が得られる｡
すなわち,(5.52)式は,各ルー トの獲得確率を表している｡それゆえ,t=kにお
ける分岐ルー トの平均値をa-,ft置くと,(5.52)式に従えば,fi(67)-fi(p-ik)と置く
ことにより
fL･(p-ik,-[1-`a-L'k-C:'施 .(p,.-ai.C:.γ)]
として,i-kにおけるf,A(α.･)の平均値が計算できる｡
これより,(5.46)式を用いれば,
¢:-(oiI1)A
(5.53)
[1-;‡蓋g- 1,k一gi(pi,a(ot･"k)](5･54,
i-1,2,･･････,N
の様に最適配分係数が求められる｡ただし,(a.･;1)kはt=kにおけるgi(甲i)の分散を
表している 【付録G参照】｡
以上の様に,定常モデルとして平均･分散モデルを考えた時,最適配分係数は図5.2
のルーチンにより求めることが出来る｡
5.3 数値計算例
図5.3は,-2経路時の入力トランザクションαに対する配分係数である｡
(例 1)2経路の例
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〝1=20,〝2=10
Cl/α1=0.1,C2/α2=0.2
¢1初期値=0.5,¢2初期値=0.5
7=0.00001,7=0.001
?
?
? ?
??
?
?
?
?
?
筒 /∩
＼J
0 10 20 30 40
入力トランザクション数α
図5.3 2経路時の配分係数
Figures.3Thetransactionportfolioparameterin
caseoftworoutes
図 5.4は,2経路時の入力トランザクションαに対する獲得確率及びシステムから
の出力トランザクション数である｡図 5.3及び図 5.4より獲得確率に対応した配分係
数に変化している｡決定された配分係数により,出力トランザクションが増加してい
ることが確認できる｡
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入力トランザクション数α
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?
??
? ??
?
? ?
?? ?
?
図5.4 2経路時の獲得確率及び出力トランザクション数
Figure5.4 The probability ofcustomerprofitand the
numberofoutputtransactionincaseoftwo
routes
図5.5は,3経路時の入力トランザクションαに対する配分係数である｡
(例2)3経路の例
〝1=20,〝2=10,〝3=5
C1/α1=0.05,C2/α2=0.1,C3/α3=0･2
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め1初期値=0.333333333
¢2初期値=0.333333333
¢3初期値=0.333333334
7=0.000001,7=0.0001
?
?
?
?? ?
??? ??
10 20 30
入力トランザクション数α
40
図5.5 3経路時の配分係数
Figures.5Thetransactionportfolioparameterin
caseofthreeroutes
図 5.6は,3経路時の入力トランザグションαに対する獲得確率及びシステムから
の出力トランザクション数である｡図 5.5及び図 5.6より獲得確率に対応した配分係
数に変化している｡決定された配分係数により,出力トランザクションが増加してい
ることが確認できる｡
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図5.6 3経路時の獲得確率及び出力トランザクション数
Figure5.6Theprobabilityofcustomerprofitandthe
numberofoutputtransactionincaseofthree
routes
5.4 まとめ
本章では,Ⅳ個の〟/〟/1型待ち行列系が並列に存在するシステムに対して,各
ルートのトランザクション消滅および各ルート固有の問題によるトランザクション損
失をロス確率と定義することにより最適配分問題を考察した｡本章では,トランザク
ション獲得確率及びそのレートを定義し,獲得レートの最大問題を定式化し,あるコ
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ス ト関数のもとで各分岐レー トの動的配分係数を決定した結果,配分係数の最適値は,
獲得レー トの確率的性質にのみ依存することを明らかにした｡
その結果,本章では,評価関数に依存しない様に評価関数の時間項に関する独立を
仮定すれば,最適配分係数が厳密な形で求められた｡
同様の問題に対して,定常最適問題を定式化した結果,獲得確率の平均及び分散を
パラメータとして持つ最適配分係数の厳密な解を求めた｡
最後に,数値計算をした結果,本研究により求められた最適配分係数の有用性を確
かめた｡
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第 6章
結論
本論文では, トランザクション消滅を考慮した待ち行列系の定常解析において,入出
力過程及び トランザクション消滅過程を各々独立したポアソン過程であると仮定した上
で,システムの定常確率分布(幾何分布)を求め,その唯一存在条件も併せて求めた｡そ
の結果,本システムに与える要因は, トランザクション消費に費やされる時間が最も大
きく影響する事を明らかにした｡
つぎに, トランザクション消滅を有限個と限定した場合のモデル化にジャンプ型確率
微分方程式を導入した｡本システムに与える要因は,有限個のトランザクション消費に
費やされる時間が最も大きく影響する事を明らかにした｡有限個のトランザクション消
滅を考慮したシステム処理時間は,より現実のシステムを設計するための有力な結果を
示したといえる｡
さらに,システムの収益に着目して,ファイナンス理論におけるボー トフォリオの考
え方を活用することにより,収益最大問題における最適解が存在する条件を求めた｡
最後に,〃個の M/M/1型待ち行列系が並列に存在するシステムに対して,あるコ
スト関数のもとで各分岐レー トの最適な動的配分係数を決定した｡最適配分係数は,獲
得レー トの確率的性質にのみ依存する事も明らかにした｡同様の問題に対して,定常泉
適問題を定式化した結果,獲得確率の平均及び分散をパラメータとして持つ最適配分係
数の厳密な解を求めた｡
第 2章では,トランザクション消滅の~あるシステムの定常状態において,トランザク
ション消滅がシステムにどの様な影響を与えるかについて論じた｡確率過程における点
過程論~をベースに,計数過程を活用して,入出力過程及びトランザクション消滅過程を
各々独立したポアソン過程であると仮定した上で,システム定常確率分布(幾何分布)を
求め,その唯一存在条件も併せて求めた｡
さらに,この定常分布を利用する事により,入力されたトランザクションの定常滞留
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時間(システム滞留時間)をリトルの公式を応用して求めた｡その結果,本システム性能
に与える要因は, トランザクション消費に費やされる時間が最も大きく影響する事を明
らかにした｡
第 3章では,有限個のトランザクション消滅をモデル化した方法としてジャンプ型確
率微分方程式を導入した｡定常状態における有限個のトランザクション消滅が,システ
ムにどの様な影響を与えるかについて解析した｡
第 2章と同様に,本システム性能に与える要因は, トランザクション消費に費やされ
る時間が最も大きく影響する事を明らかにした｡ただし,現実のシステムにおいては,
トランザクション消費が有限個である以上,有限個のトランザクション消滅を考慮した
システム処理時間は,システム設計のための有力な結果を示した｡
第 4章では,ファイナンス理論におけるポー トフォリオの考え方を活用することによ
り,システムがもたらす収益に関して,収益の最大化における最適解が存在する条件を
求める事が出来た｡この時,制御変数として収益率を選んだ事の意味は,システム維持 ･
管理の評価として待ち行列系に対応するシステムにどれだけ収益をもたらすかが,企業
にとって見れば最終的な評価に繋がるからである｡さらに,最適問題を考慮する上で,
本研究で取り扱っている様なシステムのパイプライン容量を拘束条件として認識してお
けば良い事になる｡また,ファイナンスには,投資配分率が ｢負｣という値を取り得る
が,本システムでは,投資配分率が ｢負｣という値を取り得ない｡この点が,ファイナ
ンスと待ち行列系との違いがある事も明らかになった｡
今後の課題としては,自設備に入力される製造部品等の入力レー トと自設備内に存在
するトランザクション消滅レー トの両方を制御する事により,自設備そのものに製造許
､容制限がある場合,自設備に入庫される製造部晶等の入庫状況をも含めたシステムの ｢製
造流通収益最大化｣という課題が残されている｡
第 5章では,Ⅳ個の〟/〟/1型待ち行列系が並列に存在するシステムに対して,評
価関数に依存しない様に評価関数の時間項に関する独立性を仮定すれば,最適配分係数
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が厳密な形で求められた｡同様の問題に対して,定常最適問題を定式化した結果,獲得
確率の平均及び分散をパラメータとして持つ最適配分係数の厳密な解を求めた｡この獲
得確率の変動が伊藤型確率微分方程式に従うものとすれば,ある適当な評価汎関数のも
とで最適配分係数は,獲得確率(ロス確率)の確率的性質にのみ依存する事を明らかにし
た｡
今後の課題としては,本システムに関して,提案した伊藤型確率微分方程式の ｢非定
常状態｣において,モデル式のパラメータ値を決める問題が残されている｡
以上;本論文では, トランザクション消滅を考慮した待ち行列系においては,システ
ムに与える要因として,トランザクション消滅に費やされる時間が最も大きく影響する
事を明らかにした｡また,トランザクション消滅に費やされる時間が,システム全体の
収益にどう影響を与えるか,ファイナンス理論におけるボー トフォリオの考え方を活用
することにより,システムがもたらす収益に関して,収益の最大化における最適解が存
在する条件を求めた｡さらに,Ⅳ個の〟/〟/1型並列待ち行列系に対して,獲得確率
の変動が伊藤型確率微分方程式に従うものとすれば,ある適当な評価汎関数のもとで最
適配分係数が厳密な形で求められた｡また,定常最適問題においても,獲得確率の平均
及び分散をパラメータとして持つ最適配分係数の厳密な解を求めた｡かつ,最適配分係
数は獲得確率(ロス確率)の確率的性質にのみ依存する事も明らかにした｡
今後,工学的システムのモデル化に時,点過程,計数過程をもとにマルチンゲールを
活用する事が有力である｡さらに,最適制御に関して,ファイナンス理論が積極的に活
用される事で,様々な問題が解決されるであろう｡
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付録
【付録 A】
(2･21)式で定義したZf(坤 こ関して以下の式が成り立つ｡
Z,(n)-zt(o)･∑(zt(n)-Z,-(n)0≦S<t
-oS<,(zs(n)-zs-(n)(his-ACs)
'ogd(Zs(n)-Zs-(n)AAs
i(zs(nl1)･1(A,0,-zs-(n)(das-dCs)
･L(zs-(n･1)-Zs-(n)･1(n,.,))dAs
IZ.(n)
･直zs(n-1)-Zs(n)la(i)ds
-Lizs(n-1)-Zs(n))･1.Q(S-,0,C'(S)ds
･L(zs(n･1)-Zs(n)･1)α(S)ds･m(t)
(A.1)
(A.2)
(A.3)
(A.4)
(A.3)式から(A.4)式への展開にマルチンゲール理論を適用している｡
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【付録 B】
ElL(zs(n-1)･1(n'.,-Zs(n))(a(S)-C'(S)ds]
=J:lps(n-1)･1(n,.,-Ps(n))
Ela(S)-C'(S)】ゐ
となる｡次に,第 3項は
ElLizs(n･1)-Zs(n)･1(n,.,)α(S)ds]
=J:lps(n･1)-Ps(n)･I(n'.,)Ela(S)]ds
となる｡ゆえに,(2.26)式のE(･)を実行すると
P,(n)-Pt(0)
･L(ps(n-1)･1(n'.,-Ps(n))Ela(S)-C'(S)]ds
･Lip,(n･1)-Ps(n)･1(ni.JEla(S)]ds
(B.1)
(B.2)
(B.3)
ノヽ
が得られる｡次に,(A(i)),iA(i)),(C(i))の各レー ト(a),(a),(C1が,ある非負の
El¢&]<∞,El¢a]<∞,El¢C]<∞を満たす確率変数 ¢&,¢a,¢Cによって,
∂≦¢占,α≦¢α,C暮≦¢｡, 但し,J≧0を満たすなら定常性から余り離れないと仮
定する｡よって,(B.3)式に微分演算を実行すると
ilpt(n)]-2lpt(o)]
d+-dt
d+-dt
Lips(n-1)･1(n,0-Ps(n)Eld(S)-C'(S)]ds
i(ps(nI1)-Ps(n-)･1(a,0,)Ela(S)]ds (B･4)
となる｡ここで,(2.19)式に関して
ElC(i)]-kc(i)=C'(const.)
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(B.5)
とおく｡(B.5)式を用いると(B.4)式は
孟【p(n)]=ip(n-1)･.(A,.,-P (n))(a-C')
+iI:(n+1)-Pt(n)･1(n,.))α
が得られる｡
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(B.6)
【付録 C】
(3･17)式で定義したZ,(n)に関して以下の式が成り立つ｡
zt(n)-zt(o)I.;<,(Z,(n)-zs-(n)
=.S<,(zs(n)-zs-(n)(AIs-ACs)
二g.I(zs(n)-zs-(n)AAs
i(zs(n-1)･1(n,0,-zs-(n)(武 一dCs)
･J:(zs-(n･1)-Zs-(n)･1(n,.,)dAs
=Z.(n)
･L(zs(n-1)-Z,(n)ld(i)ds
一蓋 L{zs(n-1,-Z s(n,, ･..Q(S-,i.･,C '(S,ds
(C.1)
(C.2)
(C.3)
･直zs(n･1)-Zs(n)･1)α(S)ds･m(i) (C･4)
(C.3)式から(C.4)式への展開にマルチンゲール理論を適用している｡
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【付録 D】
(3.22)式右辺第2項は
E lL iz s(n-1)･1(A,.,-Z s(n))a (S)ds ]
-Lips(n-1)･1(n,0,-Ps(n))Ela(S)]ds
右辺第 3項において
EliL{zs(n-1,-Zs(n,,･1.Q(S-,2,･C･(S,ds･
=皇L{ps(n-1,･.(nltL,-Ps(n,･.(-i,ElC･(S,･ds
-aL{ps(n-1,･.(n-1ti,-Ps(n,･l(n>i,,ElC･(S,,ds
i(imf(n-Lk)Ps(n-1)-inf(n,k)Ps(n)ElC書(S)]ds
となる｡次に,第 4項は
ElL(zs(n･1)-Zs(n)･1(n,.,)α(S)ds]
Lfps(n･1)-Ps(n)･1(A,.JEla(S)]ds
(D .1 )
(D.2)
となる｡第 5項はマルチンゲールだから,期待値Elm(i)]-0である｡
ゆえに,(3.22)式のE(･)を実行すると
Pt(n)-P(0)
･直ps(n-1)･1(n'.,-Ps(n))Ela(S)]ds
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-I.(imf(n-1,k)P,(n-1)-inf(n,k)Ps(n)ElC'(S)]ds
･L(ps(n･1)-P,(n)･1(a,0)Ela(S)]ds
(D.3)
ノヽ
が得られる｡次に,(A(t)),(A(i)),(C(i))の各定常レー ト(a),(a),(C1が,ある非負
のEl¢d]<∞,El¢a]<∞,El¢C]<∞を満たす確率変数4･&,¢a,¢Cによって,
&≦4･&,α≦¢a,C≦¢C, 但し,t≧0を満たすなら定常性から余り離れないと仮定
する｡よって,(D.3)式に微分演算を実行すると
ilpt(n)]=
+(Pt(n-1)･1(n,o)-pt(n)a
-C'･inf(n,k)Pt(n-1)+C'･inf(n,k)Pt(n)
+iPt(n+1)-I:(n)･1(n,.))α
孟【p(n)]--la･.(A,0,雄 一C'･inf(n,k))]PE(n)
･ld-C'･inf(n,k)]I:(n-1)･1(n,.)
+α月(n+1)
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となる｡よって
が得られる｡
(D.4)
(D.5)
【付録E】
〟
ExI.oe-"芸 kL･(i)W(t-卿 ) (E.1)
に対して,収益率iP(i))のレー トをip,･(i))と表すとe-'Eの様な右連続な関数に対し
て 〟
ExI.ne-rr言k^i(i)W(i-VP(i)
〟
-ExI.oe-r芸kAi()W(t一柳 (i))dt
が定義できる【4】｡
それゆえ,(E.2)式を用いれば(4.20)式が得られる｡
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(E.2)
【付録 F】
一般に,消滅確率(ロス確率)が
pLp,γ,α(-),t｣
=1-LHq(i)hT(i)dt
と表されるものとすると,獲得確率は
fLp,γ,α(r),tJ
…iHq(t)hr(i)dt
(F.1)
(F.2)
と表せるoここで,Hq(i)は:･QueuingTimeの分布関数,h,(i)は,deadtimeの確率密度
関数である.α( )は,i-t一時のa(i)の値,FLは分岐ルートのサービスレート,γは,dead
timeのレー トを表す｡ ここで,(F.2)式を一般に
fLp,γ,α(i-),t｣
-炉lFLM (i-),tkt
(F.3)
と表す時,各種パラメー タの確率変動による確率積分を確率過程症,γ,α(リ,∫｣に対して
fsLp,γ,α(i-),tJ-fsLp｡,γ｡,a(i-),o｣
-iolFLM (T-),壷 ¢)
…Lolp･Y,a(T-)凍 +Lb(T)dZ(T)
と表す時,確率過程fsLFL,-Y,α(i-),t｣は
dfsLp,Y,a(i-),tJ
-alp,γ,α(i-),th 'b(i)dZ(i)
(F.4)
(F.5)
の様な確率微分方程式で表すことが出来るものとする｡ただし,Z(i)はウィナー過程である.
ここで,作用素のalu,Y,α(i-),t]に関しては,
【Ⅰ】:
alp,γ,α(t-),t]-alp',γ■,a(i-),t]J
･KIlp,Y,a(i-)]-lp',γ',α(i-)]l
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(F.6)
【Ⅱ】:
Ialp,Y,α (tl ,t] I2 ≦K 7(1･Il-,α(i-)] L2)
ただし,Kは定数である｡
(F .7 )
が成立するものとする｡以上の様な仮定のもとで(F.5)式は,伊藤型確率微分方程式となる｡さ
らに,(5.10)式の動的モデル〟da(i)-芸Qz･(i)α(i-)df(S,ilp,Y,α(t-),t]
〟
α(i)-芸Qi(t榊 ~)I(S,L･[']
において原式は
(F.8)
(F.9)
と表される｡
この時,α(i)はポアソン過程のレートであるからFt"を桓(i)Lo≦,≦小 こより生成されたO -
加法族とする.この時,b(i))は,Ft"に適合する確率過程であり
M(i)=A(i)-α(i-)iI(,[･h (F.10)
によりマルチンゲ-ルを定義する｡
ここで,I(S,[･]は,(F･5)式の解過程である.さらに,b(i))はポアソン過程であるから
Eh(i)-A(て)JF,")-E(A(i)-A(,))
-ja(T~)fl･匝
E(M(i)fFt")-E(A(i)-A(I)IA(T)1F,")
-La(T~)fl･匝
-A(I)･Lα(I-)fl･PT
-La(i-)fl･P,
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(F.ll)
となる｡これより
-A(T)-ja(T-)fl･k,
-A(T)-α(T-)jfl･PT
(F.12)
が成り立つ｡このことは,(F.5)式の伊藤型確率微分方程式の解過程は連続であることから判
る｡
以上の様に(F.12)式によれば,匝(i))は F,"に適合したマルチンゲールであることが判る.
すなわち,(F.9)式の両辺はポアソン過程のレー トを表していることになる｡
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【付録 G】
本論において(5･45)I(5･54)式は･各ルートの獲得確率ベクトルの共分散α誹 ≠力
を無視したが,これを考慮すると先ず(5.45)式は
◎･-ユ[ETl･qF(a)HFo(&｡)D
¶
と表せる｡ただし,各ベクトルは
〇㌧ coli01',0'2,-･･･,¢L)
lE]-I
Ol･･････････････････01N
●●●●●●
●●●
ONl･････････ONN
(G.1)
(G.2)
(G.3)
DF(a)]=col(fl(q,1),f2(q'2),--･･,fN(q,N) (G.4)
DF.(&｡)]≡col(I.(q'.),fo(恥),-･-･,I.(q'.)) (G.5)
次に,(5.54)式は,
･･-品 一言lETlIDFSa2tgEl;lTl-DF(a,]) (G･6,
と表される｡ただし,detlETlはマトリックス[可1のマトリックス演算を表してい
る｡
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