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Abstract
Since many desirable properties about ﬁnite-state model are expressed as a reachability problem,
reachability algorithms have been extensively studied in model checking. On the other hand,
reachability algorithms play an important role in game solving since reachability games are often
described as a ﬁnite state model. In this sense, reachability algorithms are located in the intersection
of the research areas of Model Checking and Artiﬁcial Intelligence.
This paper interests in solving the reachability games called Push-Push. However, both exact and
approximate reachability algorithms are not suﬃcient to the games since its state space is huge
and requires lots of iterations such as 338 steps in the reachability computation. Thus we devise
the new algorithm called relay reachability algorithm. It divides the global state space into several
local ones. And exact reachability algorithm is applied on each local state space one by one. With
these reachability algorithms, we solve all of the games.
Keywords: Reachability algorithm, Model checking, State explosion problem
1 Introduction
Many desirable properties about ﬁnite-state model are expressed as a reach-
ability problem such as safety and liveness. To verify a given a ﬁnite state
model with some designated states called bad or good, it is needed to answer
the question “are these states reachable?” Thus, reachability algorithms have
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been extensively studied in Model Checking [1,2]. On the other hand, reacha-
bility games are often represented as a ﬁnite state model. Given a reachability
game with a designated state called goal, it is needed to answer the question “is
the goal state reachable?”. Reachability algorithms have been also thoroughly
studied in Artiﬁcial Intelligence [3,4]. In this sense, reachability algorithms
are located in the intersection of the research areas of Model Checking and
Artiﬁcial Intelligence.
This paper interests in solving Push-Push, a reachability game. Firstly,
exact reachability algorithm solves 43 of 50 games; but 7 ones failed due to
the state explosion problem. To mitigate this notorious problem, approximate
reachability algorithm is used. As a result, 49 of 50 games are solved but the
last one failed.
Since the unsolved game has a huge state space and requires lots of itera-
tions in reachability computation(later, we found that 338 steps are required
to solve it), both exact and approximate algorithms are not suﬃcient to deal
with it. Thus we devise the new technique called relay reachability algorithm.
It divides the global state space to be explored into several local ones. And
exact reachability algorithm is applied on each local state spaces one by one.
As a result, we ﬁnd a solution for the unsolved game.
To do exact reachability analysis, we use NuSMV, the model checker de-
signed for exact reachability [5]. Approximate reachability is performed by
exact model checking with abstraction. And relay reachability is done with
relay model checking which applies model checking sequentially. While many
state space reduction techniques exist for mitigating the state explosion prob-
lem, the relay model checking is diﬀerent from them in that it uses sequential
information in the property to be veriﬁed; that is, goal ordering [6,7]. With
this proposed technique, the unsolved game with traditional model checking
techniques is solved in the end.
The rest of the paper is organized as follows: ﬁrstly, we formulate the
games by ﬁnite state model. Afterwards, we describe the reachability game
solving framework via model checking. Then we explain the relay reachability
analysis and then how the case game is solved with our approach. Finally,
conclusions are given in Section 5.
2 Problem Formalization
In the area of Artiﬁcial Intelligence, reachability games are a challenging prob-
lem for both man and machine to ﬁnd out a minimal solution for the games
[8]. Figure 1 shows an instance of such games. The playing area consists of
squares, laid out on a rectangular grid. Boxes (shown as circles) and goals
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Fig. 1. Push-Push game and robot-motion planning
(shown as shaded squares) are given throughout the playing area. There is
an agent whose job is to move each box to a goal square. The agent can only
push one single box at a time and must push from behind the box. A square
can only be occupied either a box or agent at any time. Pushing all the given
boxes to the goal squares can be quite challenging. Doing this in the minimum
number of moves which is called a minimal solution is much more diﬃcult for
both man and machine. In fact, it can be regarded as a robot-motion plan-
ning in which a minimal length of plans is crucial for a robot to complete its
missions with less cost and time.
Push-Push games can be considered to play on an graph and the eﬀect of
the moves consists in state transitions in the graph. Thus it can be represented
as ﬁnite state model as follows (many deﬁnitions in this section are borrowed
from [4]).
Deﬁnition 2.1 A game is a 5-tuple G = 〈Q,A, δ, qi, qt〉 , where Q is a set of
states, A = {left, right, up, down} is the set of move actions, δ : Q×A −→ Q
is the partial state transition function, qi and qt is the initial and goal state of
Q.
For convenience, we use q and q′ to denote a current state and a next one
of Q, and a ∈ A to denote an action. By deﬁnition, δ(q, a) = q′ holds iﬀ when
executing the action a in the current state q the next state q′ is a possible
outcome. We say that an action a is applicable in q iﬀ there is a state q′ such
that δ(q, a) = q′. Traces are ﬁnite sequence of actions that is an element of
A∗. We use ε for the 0-length trace, α and β for generic traces, αβ , for trace
concatenation and | ρ | for the length of the trace ρ; i.e., | ε |= 0. The notion
of applicability and image generalize to traces as follows.
Deﬁnition 2.2 A trace α ∈ A∗ is applicable in q iﬀ one of the following
holds:
1. α = ε is applicable in any state q ∈ Q;
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2. α = 〈a〉β and a is applicable in q and β is applicable in δ(q, a).
Deﬁnition 2.3 Let α = 〈a〉β. The image of α in q written Img(α, q) is
deﬁned as:
1. Img(ε, q) = q;
2. Img(〈a〉β, q) = Img(β, δ(a, q)).
Our goal is to ﬁnd out a trace that is a sequence of actions and served as a
solution for the game. The notion of a solution trace and a minimal solution
trace are deﬁned as below.
Deﬁnition 2.4 The sequence α is a solution trace for the game G iﬀ the
following conditions hold:
1. α is applicable in qi;
2. Img(α, qi) = qt.
In addition, α is called a minimal solution trace if |α| ≤ |β|, where β
denotes any possible trace.
3 Problem Solving
3.1 Exact reachability algorithm
The above deﬁnition 2.4 says that the goal state qt is reachable from the initial
one qi. Thus the sequence α is computed as a reachability problem. Since our
objective ﬁnds out an optimal solution, its state space must be traversed with
breadth ﬁrst search and its direction can be backward. Let pre be the function
to compute its predecessor state and [[goal]] the set of all reachable states to
qt
pre(X) = {q ∈ Q|∃a ∈ A · ∃q′ ∈ Q · δ(q, a) = q′ ∧ q′ ∈ X}
[[goal]] = pre∗({qt})
where pre∗ denotes the transitive closure of pre; that is, the ﬁxed point of qt.
Then, reachability problem is easily determined as a simple checking
qt is reachable iﬀ qi ∈ [[goal]]
Otherwise, it is not reachable. In this sense, reachability games can be re-
garded as the model checking problem [9]; that is, M  EFqt , where EFqt
means the goal state qt is reachable and the game model M is obtained from
G as follows:
Deﬁnition 3.1 Amodel M = 〈S, I, R, L〉 is constructed from G = 〈Q,A, δ, qi,
qt〉, where S = {(q, a)|q ∈ Q, a ∈ A} is a state space, I = {(qi, a)|a ∈ A}
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is the set of initial states, R(s, s′) holds iﬀ there is an action a′ such that
s = (q, a)∧ s′ = (q′, a′)∧ δ(q, a) = q′, and L(q) = {q|s = (q, a)} is the labeling
function.
By deﬁnition, a transition function δ in G is mapped to several transi-
tion relations in M . Given δ(qi, left) = qj , the corresponding relation R =
{((qi, left), (qi, left)), ((qi, left), (qi, right)), ((qi, left), (qi, up)), ((qi, left), (qi,
down))}. A path is an inﬁnite sequence of states in which each consecutive
pair of states belongs to R. A state is reachable if it appears on some path
starting from some initial state. Thus a solution path is deﬁned as follows.
Deﬁnition 3.2 Let [[qt]] = {s|qt ∈ L(s)} be a set of goal states in M . The
path π = 〈s1, . . . , sn〉 is a solution path for the game iﬀ the following condi-
tions hold:
1. s1 ∈ I,
2. sn ∈ [[qt]],
3. sn is reachable.
In addition, π is called a minimal solution path if |π| ≤ |ω|, where ω
denotes any possible path. Given the model M , the path π is obtained with
model checking MC as follows:
MC(M,AG¬qt) =
⎧⎨
⎩
ε if M  AG¬qt
π if M  AG¬qt
where the property AG¬qt means that there is no reachable path to the goal
state qt. Since each game has its own solution path, model checking generates
a counterexample π = 〈s1, . . . , sn〉 which is a dual of EFqt and satisﬁes the
deﬁnition 3.2. Moreover, it is the shortest one since model checking traverses
its state space with breadth ﬁrst search. Thus, the following holds.
Theorem 3.3 If MC(M,AG¬qt) = π , then π is the minimal solution path
for the game model M. (Proof is skipped for saving spaces)
Theorem 3.3 says that our approach is adequate; that is, whenever the
counterexample π = MC(M,AG¬qt) is generated, it is an optimal solution for
the games. Figure 2 shows the schematic view of the implementation. Trans-
lator automatically translates each game into the input language NuSMV and
extracts the CTL formula from M . Since each game has its own solution,
NuSMV generates a counterexample as a solution. Simulator takes coun-
terexample, parses them, and moves agent according to the counterexample.
In this way of exact model checking, 43 Push-Push games are solved; but
7 games failed since the state explosion problem occurs.
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Fig. 2. Implementation
Fig. 3. Lower approximation
3.2 Approximate Reachability Algorithm
As shown in Figure 3, let [[goal]]L be a lower approximation of [[goal]]. Assume
that the relationship [[goal]]L ⊆ [[goal]] holds. Then, approximate reachability
algorithm uses [[goal]]L instead of [[goal]] to determine the reachability problem;
that is,
qt is reachable if qi ∈ [[goal]]
L
Otherwise, we don’t know whether it is reachable. Approximation is widely
used to mitigate the state explosion problem since an approximate set is
smaller than the exact one [10].
To compute a lower approximation [[goal]]L , we remove deadlock positions
at which boxes never be moved as shown in Figure 4. Since these positions
are not contributed to an optimal solution at all, we can abstract away them
to save the state space to be explored.
Given a model M , let M ′ be its lower approximation which is used for
formal falsiﬁcation for ACTL formula. Since there is a preorder relation M ′ 	
M , it is easy to see that an ACTL formula is failed in the original model M in
case that it is failed in the reduced model M ′ [11]. Thus the following theorem
holds:
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Fig. 4. X denotes deadlock positions
Theorem 3.4 M ′  AG¬qt ⇒ M  AG¬qt
Proof.
1. M ′ 	 M
2. M ′  AG¬qt
3. M ′  EFqt
4. M ′  EFqt ⇒ M  EFqt
5. M  EFqt
6. M  AG¬qt

Thus we can do model checking MC(M ′, AG¬qt) instead ofMC(M,AG¬qt);
that is, M is replaced with its lower approximation M ′. As a result, 49 games
in Push-Push are solved; but the last one failed due to the state explosion
problem. The unsolved game has a huge state space and requires lots of itera-
tions in reachability computation which is far beyond of contemporary model
checker.
4 Relay Reachability Algorithm
Since the unsolved game has a huge state space, it computes neither [[goal]]L
nor [[goal]] in one time. Thus we devise the new technique called relay reach-
ability algorithm as shown in Figure 5. It divides the global state space into
several local ones R1, . . . , Rn. And exact reachability algorithm is applied on
each Ri
The reachable path to the goal state qt can be obtained with the set
[[goal]]∞ = R1 ∪ . . . ∪ Rn which is also a lower bound of [[goal]] with the
following characteristics:
1. Ri ∩ Ri+1 = ∅
G. Kwon / Electronic Notes in Theoretical Computer Science 149 (2006) 19–31 25
Fig. 5. Relay reachability algorithm
Fig. 6. The unsolved game with both exact and approximate reachability algorithms
2. qi ∈ Rn
3. qt ∈ R1
This paper proposes relay model checking to realize relay reachability al-
gorithm within NuSMV. Rather than traditional state reduction techniques
such as abstraction and partial order reduction, it uses sequential information
in the property to be veriﬁed; that is, goal ordering.
The tail operation is used to get a whole sequence except for the ﬁrst state
from a sequence and the last operation to get the last state from a sequence.
For example π = 〈s1, s2, . . . , sn〉, tail(π) = 〈s2, . . . , sn〉 and last(π) = sn. The
concatenation symbol  is used for combining two sequences. For example,
〈s1〉
〈s2, . . . , sn〉 = 〈s1, s2, . . . , sn〉.
Theorem 4.1 Given two models Mi = (S, Ii, R, L), Mj = (S, Ij , R, L), where
|Ii| = |Ij | = 1, the following formula holds:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
MC(Mi, AG¬φi) = πi
∧
Ij = last(πi)
∧
MC(Mj , AG¬(φi ∧ φj)) = πj
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⇒
⎧⎪⎪⎪⎪⎩
MC(Mi, AG¬(φi ∧ φj))
= πi
tail(πj)
⎫⎪⎪⎪⎪⎭
Proof. Let (x, u) ∈ R and (v, w) ∈ R. If u = v, then (u, w) ∈ R. We
can prove it using a simple relation theory. Given a counterexample πi =
〈si1, . . . , s
i
n−1, s
i
n〉, the following equations are hold:
1. si1 = Ii
2. (sik, s
i
k+1) ∈ R, k ≥ 1
3. (sin−1, s
i
n) ∈ R
4. last(πi) = s
i
n = Ij
Similarly the following equations are also hold for a counterexample πj =
〈sj1, s
j
2, . . . , s
j
n〉 :
5. sj1 = Ij
6. (sj1, s
j
2) ∈ R
7. (sjk, s
j
k+1) ∈ R, k ≥ 1
8. sjn ∈ [[φi ∧ φj ]]
In 3 and 6, (sin−1, s
i
n) ∈ R, (s
j
1, s
j
2) ∈ R is true respectively. And by 4
and 5, (sin, s
j
2) ∈ R is true if s
i
n = s
j
1 is true. Therefore the sequence
〈si1, . . . , s
i
n−1, s
i
n, s
j
2, . . . , s
j
n〉 = πi
tail(πj) exists.

Theorem 4.2 Let n be the number of models Mi = (S, Ii, R, L), where |Ii| =
1. Then the implication holds:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
MC(M1, AG¬φi) = π1
∧
I2 = last(π1)
∧
MC(M2, AG¬(φ1 ∧ φ2)) = π2
∧
...
∧
In = last(πn−1)
∧
MC(Mn, AG¬(φ1 ∧ φ2 ∧ · · · ∧ φn))
= πn
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⇒
⎧⎪⎪⎪⎪⎪⎩
MC(M1, AG¬(φ1 ∧ φ2 ∧ · · · ∧ φn))
= π1
tail(π2)
 · · ·tail(πn)
⎫⎪⎪⎪⎪⎪⎭
The unsolved game is shown in Figure 6. For convenience, two digits are
used to represent its positions and can be regarded as Boolean variable. For
example, a Boolean variable 42 represent that there is a box at the position.
However, ¬42 represent that there is no box over there. Then the full CTL
formula for this game is as follows since it has 10 goal positions:
φ = AG¬(41 ∧ 42 ∧ 51 ∧ 52 ∧ 61 ∧ 62 ∧ 71 ∧ 72 ∧ 81 ∧ 82)
However, it cannot be handled with both exact and approximate reacha-
bility algorithms. Thus the formula is partitioned into four sub-formulas going
from inside to outside, and model checking them one by one.
φ1 = AG¬(42)
φ2 = AG¬(52 ∧ 62)
φ3 = AG¬(72 ∧ 41 ∧ 51)
φ4 = AG¬(61 ∧ 71 ∧ 81 ∧ 82)
Figure 7 shows the overall process of relay model checking. Firstly, we
place a box at the position 42; secondly, two boxes at the positions 52 and
62; thirdly, three boxes to the positions 72, 41, and 51. Lastly, we push all
remaining boxes to the positions 61, 71, 81, and 82. As a result it is solved in
338 steps.
Note that relay model checking is an approximation technique since it
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Fig. 7. Sequences of relay model checking for the unsolved game
Fig. 8. Success in solving XSokoban 51 game with relay model checking
explores on local state spaces not the global one. It does not guarantee an
optimal solution. For instance, it turns out that 338 steps in the above game
are not optimal. Thus, we devise the path optimization algorithm so that the
above game is solved in 322 steps, which is an optimal solution [12].
We applied our techniques to XSokoban 3 which is widely used as a bench-
mark for search algorithms in Artiﬁcial Intelligence. Figure 8 shows XSokoban
51 game, but not solved with the extended A∗ algorithm due to the state space
explosion. It is solved with the proposed technique in 371 steps; however, it
is not an optional solution.
3 http://www.cs.cornell.edu/andru/xsokoban.html
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5 Conclusions
Reachability algorithms have extensively studied in both Model Checking and
Artiﬁcial Intelligence since many desirable properties about ﬁnite-state model
are expressed as a reachability problem. Exact reachability algorithm is the
most well-known one. However, it always suﬀers from the state explosion
problem. To avoid the notorious problem, approximate reachability algorithms
are used so that the state space to be considered can be greatly reduced.
This paper regards Push-Push as a reachability problem and exploits exact
and approximate reachability algorithms to solve it. As a result, 49 of 50
games are solved but 1 game failed due to the huge state space. In the end,
the unsolved game is solved with the relay reachability algorithm.
The basic idea of relay reachability algorithm is to divide the global state
space into several local ones and performs exact reachability analysis on each
local state space one after another. Since the relay reachability algorithm
is conservative, it gives a correct result if it is succeed. However, it does not
guarantee an optimal solution since the state space is explored in several times
not in a time as a name suggests. Thus it can be considered as an alternative,
in case both exact and approximate reachability algorithms are failed.
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