We present an efficient and accurate numerical method for solving a ratio-dependent predatorprey model with a Turing instability. The system is discretized by a finite difference method with a semi-implicit scheme which allows much larger time step sizes than those required by a standard explicit scheme. A proof is given for the positivity and boundedness of the numerical solutions depending only on the temporal, but not on the spatial step sizes. Finally, we perform numerical experiments demonstrating the robustness and accuracy of the numerical solution for the Turing instability. In particular, we show that the numerical nonconstant stationary solutions exist.
Introduction
A predator-prey model which considers the predator's growth rate as a function of the ratio of prey to predator abundance ratio is called the ratiodependent model which seems more appropriate theoretically and empirically [Arditi & Ginzburg, 1989; Kuang & Beretta, 1998; Wang et al., 2007] . We consider a ratio-dependent model, especially having a Turing instability. The Turing instability means that the equilibrium solution is asymptotically stable in the kinetic system (without diffusion), however it is unstable with a diffusion term. The Turing instability has been extensively investigated for biological and chemical processes [Tapaswi & Chattopadhyay, 1993; Shiferaw & Karma, 2006; Nakao & Mikhailov, 2010] . Moreover, pattern formation from the Turing instability in nonlinear complex systems is actively investigated in the fields such as social networks, molecular computing, and mathematics [Medvinsky et al., 2002; Calude & Pǎun, 2004; McGehee et al., 2008] . In this paper, we focus on the efficient and accurate numerical scheme for a reaction-diffusion system, especially a ratio-dependent model with a Turing instability.
The typical model for a predator-prey system is a simple Holling Type II [Holling, 1959; Peng et al., 2009] which has a constant mortality of the predator. McGehee et al. [2008] introduced a more realistic model which considers the predator mortality as an increasing function of the predator's abundance. We use the modified Cavani and Farkas model [Cavani & Farkas, 1994a , 1994b proposed by Aly et al. [2011] , which is a ratio-dependent model with diffusion and without delay.
Let N (x, t) and P (x, t) be the prey and predator population densities for space x on the one-dimensional domain Ω = (0, l) and time t, respectively. The governing equations are:
where a, b, r, m, γ, δ, D 1 , D 2 and K are positive constants. Subscripts denote partial differentiation with respect to the variables. The prey grows with the intrinsic growth rate r and the constant carrying capacity K. The presence of the predator reduces the prey's growth rate with a capturing rate a and a capturing time related to a factor mP . The predator's mortality is (γ + δP )/ (1+ P ), where γ and δ are the minimal and limiting mortalities of the predator, respectively. Naturally, we can assume that 0 < γ ≤ δ. Also, the prey's contribution to the predator's growth rate is bNP/ (mP + N ), where b is a conversion rate. Assume that the prey and predator diffuse by Fick's law with constant diffusions D 1 and D 2 . The boundary conditions satisfy the homogeneous Neumann boundary conditions:
and initial conditions are given by N (x, 0) > 0, P (x, 0) > 0, x ∈ (0, l). The governing Eqs. (1) and (2) can be nondimensionalized by introducing dimensionless variables
After omitting tilde notation, we get the following nondimensional system:
on the one-dimensional space domain Ω = (0, 1) with the positive initial conditions and the boundary conditions
In this paper, we present an efficient and accurate numerical method for solving Eqs. (3) and (4). The scheme preserves the positivity and boundedness of the numerical solutions depending only on the temporal, but not on the spatial step sizes. We perform numerical experiments to demonstrate the robustness and accuracy of the numerical solution for the Turing instability.
This paper is organized as follows. In Sec. 2, we briefly review the model analysis in the kinetic system and the diffusion-reaction system to observe the stationary solution. In Sec. 3, we propose the efficient and accurate numerical scheme for the predator-prey model. Moreover, we analyze and prove the positivity and boundedness of numerical solutions. In Sec. 4, we illustrate the numerical solutions with respect to the Turing instability region and we carry out some evidences for the numerical nonconstant stationary solution with amplitudes as time evolves. And we calculate the stability constraint for an explicit scheme comparing with our semi-implicit scheme. Conclusions are drawn in Sec. 5.
Preliminaries
In this section, we review the equilibrium solution in the kinetic system, the necessary conditions for the Turing instability, and the nonconstant stationary solution in reaction-diffusion systems.
In the kinetic system (i.e. d 1 = d 2 = 0), we get the equilibrium points by setting the time derivative term as zero. Then the equilibrium points are (0, 0), (1, 0), and at least one point has positive values which is the point of intersection of the nullclines as shown in Fig. 1 . The prey and predator's null-clines are
respectively. Let (N, P ) be an equilibrium point with positive values, then (N, P ) is in the Allée effect zone [Stephens et al., 1999] as shown in Fig. 1 . To observe the local stability near (N, P ), let u = N − N and v = P − P . Then when we let
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with the Jacobian matrix A, the linearized kinetic system forms
Therefore in the kinetic system, (N, P ) is locally asymptotically stable when trace A < 0 and det A > 0, that is, a 11 + a 22 < 0 and a 11 a 22 − a 12 a 21 > 0. Then, we consider the Turing instability occurring conditions and the nonconstant stationary solutions. Let the two-dimensional vector u = (N, P ) T , the diagonal matrix D = diag(d 1 , d 2 ), and (5) can be rewritten as
The equilibrium u = (N, P ) is called Turing unstable, if it is an asymptotically stable equilibrium of the kinetic system but it is unstable with diffusion term [Cavani & Farkas, 1994a , 1994b . Here, a linear analysis is reviewed as a general method for deriving the necessary condition of the Turing instability [Cavani & Farkas, 1994a , 1994b Lizana & Marín, 2005; Aly et al., 2011] . Using a method of separation variables and eigenvalue problem, the eigenvalues are λ n = (nπ) 2 , n = 0, 1, 2, . . ., and their corresponding eigenfunctions are ψ n (x) = cos(nπx), n = 0, 1, 2, . . . of the linearlized system of Eqs. (6) and (7).
With the stable condition in the kinetic system, the equilibrium solution (N, P ) is Turing unstable when
Let d * be the critical value for a Turing bifurcation.
We say that u undergoes a Turing bifurca- 
When d 2 = d * , the eigenvalues are zero and trace B n . Since trace B n < 0, we consider the zero eigenvalue. Denote a unit eigenvector corresponding to the zero eigenvalue by (η 1 , η 2 ) T . Then a Turing unstable solution of the linearlized system of Eqs. (6) and (7) forms
For the nonlinear Eqs. (6) and (7), by the bifurcation from a simple eigenvalue theorem [Smoller, 1991] , d * is a bifurcation point and there exists a
Then such u(x) is the nonconstant stationary solution of the nonlinear parabolic system. If we rewrite
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the above equation in the component form, then
By the theorem in [Smoller, 1991; Aly et al., 2011] , Eqs. (6) and (7) have no other stationary solutions except (N, P ) and Eq. (9).
Numerical Approach
In this section, we propose an efficient and accurate numerical scheme. Moreover, we prove the positiveness and boundedness of the scheme which depends only on temporal not on spatial step sizes.
Proposed numerical scheme
Let us first discretize the given computational space domain Ω = (0, 1) as a uniform grid with a space step h = 1/N x and a time step ∆t = T/N t . The numerical approximation to the solution (N, P ) is denoted by
where i = 1, 2, . . . , N x and n = 0, 1, . . . , N t . We will solve Eqs. (3) and (4) using the semi-implicit scheme in time and a centered difference scheme in space. Since fully explicit schemes may have restriction of time step by diffusion term and fully implicit schemes may be expensive [Ruuth, 1995] , it is efficient to use the semi-implicit scheme. We write the schemes as follows:
for i = 1, . . . , N x and n = 0, . . . , N t − 1. Assume that the initial condition of N satisfies 0 < N(x, 0) ≤ 1 and P satisfies 0 < P (x, 0) ≤ L for all x, where L = max(1/γ, Q) for some positive Q > 1/γ. For the boundary condition, Neumann condition is applied:
Since we discretize the system as a nonlinear term explicitly and a linear term implicitly, it is convenient to split the scheme into following two steps.
Step 1
Step 2
The positiveness and boundedness of the solution under certain condition of ∆t
Now we will show the positiveness and boundedness of the solution under the certain condition of ∆t. Suppose that 0 < N n i ≤ 1, 0 < P n i ≤ L for i = 1, . . . , N x , and L = max(1/γ, Q) for some positive Q.
Firstly, for the nonlinear term of Step 1, we show the positiveness and boundedness of N * i and
when ∆t < 1/α. And with ∆t ≤ 1
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For P * , we have
when ∆t < (1+β)/( γ + δβ). And using 0 < γ ≤ δ, we get
for all ∆t. By these results, for Eqs. (12) and (13),
Secondly, for the linear term of Step 2, we need to show the boundedness and positiveness of N n+1 i and P n+1 i for i = 1, . . . , N x . So we need to show the following:
To show the first inequality of Eq. 
). Therefore we have N ≤ M * . For the case of i = 1 and N x , we can show the inequality applying the same argument as before. Also, using the similar argument the third and the fourth inequalities of Eq. (14) can be proved. Collecting all the above results, we get the following theorem:
.
Then the numerical solutions N n+1 i
and P
n+1 i
obtained from the schemes (10) and (11) satisfy the positiveness and boundedness:
and n = 0, 1, . . . .
Numerical Results
In this section, we investigate the numerical solutions with stable and unstable bifurcation parameters d 2 . Then we perform numerical experiments for nonconstant stationary solutions with small amplitudes. Moreover, we exhibit the effect of amplitudes on the equilibrium solutions. we compare our proposed method with a standard explicit scheme.
Numerical solutions with Turing instability
In numerical tests, we use the same parameters as in [Aly et al., 2011] For diffusion coefficients, we can consider d 1 as an activator and d 2 as an inhibitor in the activatorinhibitor system. In terms of the activator-inhibitor mechanism by Murray [2003] , the inhibitor must diffuse faster than the activator, that is d 1 < d 2 . Therefore we take a small value for d 1 = 0.005. The initial conditions are given as N (x, 0) = N + 0.0214 cos(πx), (17) P (x, 0) = P + 0.0066 cos(πx), (18) where (N , P ) = (0.113585, 0.471397) is the unique stable equilibrium point. We compare the numerical solutions with d 2 in the stable and unstable regions as shown in Fig. 3 . We use the spatial mesh size h = 0.005, the time step ∆t = 0.9, and the total time T = 1000. In case of 
Nonconstant stationary solution
In this section, we investigate numerically nonconstant stationary solutions with small amplitudes. Let (η 1 , η 2 ) T be the unit eigenvector corresponding to the zero eigenvalue of B 1 . We use the spatial mesh size h = 0.01 with the time step ∆t = 0.01, and the final time T = 100. Initial conditions are taken close to the nonconstant stationary solutions, Here, each marker represents the initial condition depending on s. small amplitude s, the pattern of the numerical solution goes to the stationary solution. The procedure is repeated until the relative change with respect to a time step ∆t is smaller than a tolerance , namely
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N (x, 0) = N + sη 1 cos(πx),(19)P (x, 0) = P + sη 2 cos(πx),(20)
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Effect of the amplitudes
In this test, we use time step ∆t = 0.9, space step h = 0.01, tolerance = 1.0E−6, and the other parameters as the same values as in the previous tests, with initial conditions as Eqs. (17) 
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Stability test
Finally, we investigate the stability constraint for an explicit and the proposed schemes. We calculate the maximum ∆t corresponding to different spatial grid sizes h so that stable solutions can be computed up to the total iteration 10 000. We use the following parameters: d 1 = 0.005, d 2 = d * = 0.271, and s = 0.032 with initial conditions Eqs. (19) and (20). The results in Table 1 indicate that the explicit scheme has a stability restriction of the time step, ∆t ≈ O(h 2 ). Whereas the proposed scheme is only restricted by the time step, ∆t given in Sec. 3.2 is as follows:
∆t ≤ min 1, 1 α , 1 + β (γ + δβ) ≈ 0.9091, which is independent of spatial step sizes h. Therefore, the proposed semi-implicit scheme is practically more stable than the explicit scheme.
Conclusions
We have presented an efficient and accurate numerical method for solving a ratio-dependent predatorprey model with a Turing instability. The system was discretized by a finite difference method with a semi-implicit scheme which allows much larger time step sizes than those required by a standard explicit scheme. We have proved the positivity and boundedness of the numerical solutions depending only on the temporal, but not on the spatial step sizes. We performed numerical experiments demonstrating the robustness and accuracy of the numerical solution for the Turing instability. In particular, we showed that the numerical nonconstant stationary solutions exist. We also performed numerical stability test and the result showed that our proposed scheme is a practically unconditionally stable scheme. That is, it has only a time step size constraint. Since our proposed scheme assures the stability, we expect that the proposed scheme is useful to investigate the biological system numerically with very fine spatial grids.
