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Abstract
List decoding of insertions and deletions is studied. A Johnson-type upper bound on the
maximum list size is derived. The bound is meaningful only when insertions occur. The result
implies that there are binary codes list-decodable from a 0.707-fraction of insertions. For non-
binary code, for any constant τI ≥ 0 and τD ∈ [0, 1), there exist codes that are list-decodable
from a τI-fraction of insertions and a τD-fraction of deletions. Efficient encoding and decod-
ing algorithms are also presented for codes with list-decoding radius approaching the above
bounds. Based on the Johnson-type bound, a Plotkin-type upper bound on the code size in the
Levenshtein metric is derived.
1 Introduction
This work addresses the problem of constructing codes for correcting insertions and deletions. The
problem was first studied in 1960’s by Levenshtein [16]. Such codes are useful for correcting errors
in DNA storage and DNA sequencing [13].
Levenshtein [16] showed that the code proposed by Varshamov and Tenengolts [24] can be used to
correct a single insertion or deletion. Multiple insertions and deletions were considered in [1,12,18].
Codes for correcting a constant fraction of insertions and deletions have been studied in [3,7,8,22].
Bounds on codes correcting insertions and deletions have been investigated in [5, 15,17].
In this work, we consider list decoding, in which the decoder outputs the list of all codewords
that lie within some radius of a given word. Regarding list decoding of insertions and deletions,
Guruswami and Wang [8] construct a binary code that can be list-decoded from a (1/2−ε)-fraction
of deletions for any ε > 0. Recently, Wachter-Zeh [25] derived a Johnson-type upper bound on the
maximum list size in the presence of insertions and deletions. However, we found that there are
flaws in the arguments of [25]. (See Appendix A for details.) Thus, the bound presented in [25] may
not hold in general. In this paper, we reconsider a Johnson-type bound for insertions and deletions.
The notion of list decoding was introduced by Elias [6] and Wozencraft [26] in the Hamming
metric. A code is called (t, `)-list decodable if, for any given word v, the number of codewords within
Hamming distance t from v is at most `. List decoding is meaningful if a large list-decoding radius
t is attainable for a small list size `. Since unique decoding is possible for t < d/2, where d is the
minimum Hamming distance of the code, the list-decoding radius t should be at least d/2. For list
size `, we usually require ` should be a polynomial in the code length. This is because if ` is greater
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than polynomials, it is impossible to guarantee a polynomial-time list decoding. As an upper bound
on the list size in the Hamming metric, the Johnson bound [14] guarantees polynomial-size list
decoding. Specifically, it implies that the list size is polynomial in n as long as the list decoding
radius is less than n−√n(n− d), where n is the code length.
Recently, Haeupler, Shahrasbi, and Sudan [11] presented construction of list-decodable codes for
insertions and deletion by using an object called synchronization strings [4, 9, 10].
Our Results
We derive a Johnson-type bound for insertions and deletions. Let tI be an upper bound on the
number of insertions and tD be an upper bound on the number of deletions occurring in the trans-
mitted codeword. We show that the list size is at most (d/2)(n + tI) as long as tD < d/2 and
tI < (d/2 − tD)(n − tD)/(n − d/2), where n is the code length and d is the minimum Leven-
shtein distance of the code, which is the minimum number of insertions and deletions need to
transform a codeword to another one. Let tD = ρ(d/2) for ρ ∈ [0, 1) and δ = d/(2n) ∈ [0, 1].
Then, the result implies that as long as the normalized list-decoding radius (tI + tD)/n is less than
τID(δ, ρ) = δ + (1− ρ2)δ2/(1− δ), the list size is polynomial in n. When only insertions occur, i.e.,
ρ = 0, a polynomial list size can be achieved as long as tI/n is less than δ/(1− δ). For binary codes,
Bukh et al. [3] presented the construction of codes with normalized minimum distance δ approaching
0.414, which implies that the code is potentially list-decodable from a 0.707-fraction of insertions
in polynomial time. Although the above result shows that tI/n can take any positive value for
sufficiently large δ < 1, our bound also implies that the same holds even when tD/n takes any value
less than 1. Specifically, we show that for any given τI ≥ 0 and τD ∈ [0, 1), a code of normalized
minimum distance δ = 1 − ε is list-decodable from a τI-fraction of insertions and a τD-fraction of
deletions if ε > 0 is sufficiently small. It is known that the normalized minimum distance 1− ε for
any ε > 0 is achievable by codes over alphabet of size Ω(ε3) [8]. Thus, for any constant τI ≥ 0 and
τD ∈ [0, 1), we can achieve the list-decoding radius tI = τIn and tD = τDn by codes with constant
alphabet size.
We also present efficient encoding and decoding algorithms for list decoding of radius approach-
ing the above bounds. The construction is based on concatenated codes with outer Reed-Solomon
codes, which are also used in the previous work [7,8] for explicit codes for unique decoding of inser-
tions and deletions. Specifically, we show that for any τI ≥ 0 and τD ∈ [0, 1), there is a code of rate
Ω(1) and alphabet size O(1) that is list-decodable from τIn insertions and τDn deletions in polyno-
mial time. When only insertions occur, based on the code of [3], for any q ≥ 2 and γ > 0, we present
a code of rate Ω(1) and alphabet size q that is list-decodable from ((q+√q)/2−1−γ)n insertions in
polynomial time. Note that the work of [11] also gives optimal-rate codes for list-decoding against
τIn insertions and τDn deletions for any τI ≥ 0 and τD ∈ [0, 1). While the construction of [11]
provides stronger list-decodability and rate optimality, the alphabet size of the code needs to be
large constant, which is inherent in using synchronization strings. In our construction, we could
obtain a binary list-decodable code against 0.707-fraction of insertions.
Based on the Johnson-type bound in the Levenshtein metric, we derive a conditional Plotkin-
type upper bound on the code size. Specifically, we show that for a q-ary code C of length n and
minimum Levenshtein distance d, if there exists a word v of length N such that v contains every
codeword in C as a subsequence and d2n ≥ 1− nN , then |C| ≤ Nd/(Nd− 2(N − n)n).
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2 Preliminaries
Let Σ be a finite alphabet of size q. The Levenshtein distance dL(x, y) between two words x and y is
the minimum number of insertions and deletions needed to transform x into y. For a given word v,
we denote by BL(v, tI, tD) the set of words that can be obtained from v by at most tI insertions and
at most tD deletions. A code C ⊆ Σn is said to be (tI, tD, `)-list decodable if |BL(v, tD, tI) ∩ C| ≤ `
for every word v. Note that we consider the set BL(v, tD, tI), not BL(v, tI, tD). This is because x is a
received word when tI insertions and tD deletions occurred, and thus we need to consider codewords
that can be obtained from x by tD insertions and tI deletions. The minimum Levenshtein distance
of a code C ⊆ Σn is the minimum distance dL(c1, c2) of every pair of distinct codewords c1, c2 ∈ C.
Note that the Levenshtein distance between two words in Σn takes integer values from 0 to 2n.
Thus, we normalize the Levenshtein distance by 2n. Namely, the normalized minimum Levenshtein
distance of C is d/(2n), where d is the minimum Levenshtein distance of C. For a positive integer
i, we denote by [i] the set of integers {1, . . . , i}.
3 Upper Bound on List Size
To derive the bound, we follow the approach of Wachter-Zeh [25], which is based on the proofs of
Bassalygo [2] and Roth [20, Prop. 4.11] for the Johnson bound in the Hamming metric.
Lemma 1. Let C ⊆ Σn be a code of minimum Levenshtein distance d. For non-negative integers
tI and tD, positive integer N ∈ [n − tD, n + tI], and any word v ∈ ΣN , let ` = |BL(v, tD, tI) ∩ C| be
the list size when v is received. Let t′I and t
′
D be the maximum integers satisfying t
′
I − t′D = N − n,
t′I ≤ tI, and t′D ≤ tD. If
d
2
> t′D +
t′I(n− t′D)
N
, (1)
then
` ≤ N(d/2− t
′
D)
N(d/2− t′D)− t′I(n− t′D)
. (2)
Proof. Consider the set of codewords L , BL(v, tD, tI) ∩ C = {c1, c2, . . . , c`}. Namely, the word v
can be obtained from each codeword ci by at most tI insertions and at most tD deletions. Without
loss of generality, we can assume that every codeword in L can be transformed to v by exactly t′I
insertions and t′D deletions. This is because if c
∗ ∈ L is transformed to v by exactly t∗I insertions
and t∗D deletions with t
∗
I < t
′
I and t
∗
D < t
′
D, then v can be obtained from c
∗ by exactly t′I insertions
and t′D deletions, in which t
′
I − t∗I (= t′D − t∗D) symbols are additionally inserted and deleted.
For each ci, let D(i) ⊆ [n] and E(i) ⊆ [N ] be sets of positions for which the word obtained from ci
by deleting symbols of positions in D(i) is equal to the word obtained from v by deleting symbols of
positions in E(i). We can choose D(i) and E(i) such that |D(i)| = t′D and |E(i)| = t′I for every i ∈ [`].
Let ci, cj be distinct codewords in L. We observe that cj can be obtained from ci by
1. deleting symbols of positions in D(i);
2. inserting some symbols of positions in E(i) to get v;
3. deleting symbols of positions in E(j) from v; and
4. inserting some symbols of positions in D(j) to get cj .
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In the above, procedures 2 and 3 can be simplified as follows:
2′ inserting some symbols of positions in E(i) \ E(j);
3′ deleting symbols of positions in E(j) \ E(i).
Thus, we have that
dL(ci, cj) ≤ |D(i)|+ |E(i) \ E(j)|+ |E(j) \ E(i)|+ |D(j)|. (3)
Next, we consider the sum of distances of all `(`− 1) distinct pair of codewords in L. Namely,
we define
λ ,
∑
i∈[`]
∑
j∈[`]\{i}
dL(ci, cj).
Since dL(ci, cj) ≥ d for distinct codewords ci, cj , it holds that
λ ≥ `(`− 1)d. (4)
On the other hand, by (3), we have that
λ ≤
∑
i∈[`]
∑
j∈[`]\{i}
(
|D(i)|+ |D(j)|+ |E(i) \ E(j)|+ |E(j) \ E(i)|
)
. (5)
Then, it holds that∑
i∈[`]
∑
j∈[`]\{i}
(
|D(i)|+ |D(j)|
)
=
∑
i∈[`]
∑
j∈[`]\{i}
∑
k∈[n]
(
I(k ∈ D(i)) + I(k ∈ D(j))
)
= 2
∑
k∈[n]
∑
i∈[`]
∑
j∈[`]\{i}
I(k ∈ D(i))
= 2(`− 1)
∑
k∈[n]
Xk, (6)
where I(·) is the indicator function such that I(P ) = 1 if predicate P is true, and I(P ) = 0
otherwise, and Xk =
∑
i∈[`] I(k ∈ D(i)). Similarly,∑
i∈[`]
∑
j∈[`]\{i}
(
|E(i) \ E(j)|+ |E(j) \ E(i)|
)
=
∑
k′∈[N ]
∑
i∈[`]
∑
j∈[`]\{i}
(
I(k′ ∈ E(i) \ E(j)) + I(k′ ∈ E(j) \ E(i))
)
= 2
∑
k′∈[N ]
∑
i∈[`]
∑
j∈[`]\{i}
I(k′ ∈ E(i) \ E(j))
= 2
∑
k′∈[N ]
Yk′(`− Yk′), (7)
where Yk′ =
∑
i∈[`] I(k
′ ∈ E(i)).
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It follows from (4), (5), (6), and (7) that
`(`− 1)d ≤ 2(`− 1)
∑
k∈[n]
Xk + 2
∑
k′∈[N ]
Yk′(`− Yk′)
= 2(`− 1)
∑
k∈[n]
Xk + 2`
∑
k′∈[N ]
Yk′ − 2
∑
k′∈[N ]
Y 2k′
≤ 2(`− 1)
∑
k∈[n]
Xk + 2`
∑
k′∈[N ]
Yk′ − 2
N
 ∑
k′∈[N ]
Yk′
2 , (8)
where we use the Cauchy-Schwarz inequality in the last step. Note that
∑
k∈[n]Xk = `t
′
D and∑
k′∈[N ] Yk′ = `t
′
I. Thus, we have that
`(`− 1)d ≤ 2`(`− 1)t′D + 2`2t′I −
2
N
`2t′2I
= 2`(`− 1)t′D +
2`2t′I(N − t′I)
N
.
The inequality can be rewritten as(
d
2
− t′D −
t′I(n− t′D)
N
)
`2 ≤
(
d
2
− t′D
)
`.
Since the coefficient of `2 is guaranteed to be positive by (1), we have that
` ≤ N(d/2− t
′
D)
N(d/2− t′D)− t′I(n− t′D)
. (9)
Therefore, the statement follows.
Note that (1) is a condition for t′I and t
′
D, but not for tI and tD. It is not difficult to see that (1)
is equivalent to
t′I <
(d/2− t′D)(n− t′D)
n− d/2 . (10)
Since (10) holds only for t′D < d/2, the right-hand side of the inequality is monotonically decreasing
on t′D. Also, the left-hand side is monotonically increasing on t
′
I. Thus, if (10) is satisfied for t
′
I = tI
and t′D = tD, then it holds for all non-negative integers t
′
I and t
′
D satisfying t
′
I ≤ tI and t′D ≤ tD.
Regarding the list size bound, (2) is equivalent to
` ≤ (n+ t
′
I − t′D)(d/2− t′D)
(d/2− t′D)(n− t′D)− (n− d/2)t′I
. (11)
If (10) is satisfied for t′I = tI and t
′
D = tD, the list size is bounded above by
max
t′I≤tI,t′D≤tD
{
(n+ t′I − t′D)(d/2− t′D)
(d/2− t′D)(n− t′D)− (n− d/2)t′I
}
≤ (d/2)(n+ tI)
(d/2− tD)(n− tD)− (n− d/2)tI ,
where the inequality follows from the fact that the denominator is minimized when t′I = tI and
t′D = tD, and that the numerator is maximized when t
′
I = tI and t
′
D = 0.
Hence, we have the following theorem.
5
00.5
1
1.5
2
2.5
3
0 0.2 0.4 0.6 0.8 1
τID
δ
ρ = 0
ρ = 1/4
ρ = 1/2
ρ = 3/4
Unique decoding
Figure 1: List decoding radius τID as a function of δ = d2n for various ρ =
tD
d/2 ∈ [0, 1).
Theorem 1. Let C ⊆ Σn be a code of minimum Levenshtein distance d. For non-negative integers
tI and tD, positive integer N ∈ [n − tD, n + tI], and any word v ∈ ΣN , let ` = |BL(v, tD, tI) ∩ C| be
the list size when v is received. If
tI <
(d/2− tD)(n− tD)
n− d/2 (12)
then
` ≤ (d/2)(n+ tI)
(d/2− tD)(n− tD)− (n− d/2)tI . (13)
4 Discussion on the Bound
First, we consider the case that tI = tD = t. It follows from (12) that(
n− d
n
)
t <
(
d
2
− t
)
(n− t)
which can be rewritten as
(n− t)2 > n
(
n− d
2
)
.
Since n−t > 0, we have that t < n−√n(n− d/2). This bound is the same as the Johnson bound in
the Hamming metric. Thus, our bound is a generalization of the Johnson bound to the Levenshtein
metric.
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Figure 2: List decoding radius τI as a function of δ = d2n for various ρ =
tD
d/2 ∈ [0, 1).
Next, we evaluate the normalized decoding radii (tI + tD)/n, tI/n, and tD/n as functions of the
normalized minimum distance δ , d/(2n). Condition (12) is equivalent to
tI + tD
n
< δ +
(1− ρ)2δ2
1− δ , τID(δ, ρ),
tI
n
<
(1− ρ)δ(1− ρδ)
1− δ , τI(δ, ρ),
tD
n
<
1
2
(
1 + δ −
√
(1− δ)(1− δ + 4τins)
)
, τD(δ, τins),
where ρ , tD/(d/2) ∈ [0, 1) and τins , tI/n ≥ 0. Fig. 1 and 2 illustrate τID and τI as functions of δ
for various ρ. In Fig. 3, τD is represented as a function of δ for various τins.
When only insertions occur, namely ρ = 0, we have τID(δ, 0) = τI(δ, 0) = δ/(1 − δ). Thus, the
list decoding radius tI/n for insertions can take an arbitrarily large value by choosing sufficiently
large δ.
For any fixed constant q, Bukh et al. [3] construct a q-ary code of rate Ω(1) that can correct a
fraction of deletions approaching 1− 2q+√q , which implies that the normalized minimum Levenshtein
distance δ of the code is also approaching 1 − 2q+√q . For this code, when ρ = 0, the list decoding
radius is τI(δ, 0) =
q+
√
q
2 − 1. This implies that when q = 2, the code is potentially list-decodable
by a 0.707-fraction of insertions in a polynomial time.
We can see that the radius tD/n for deletions can also take any value less than 1.
Corollary 1. For any τ∗I ≥ 0 and τ∗D ∈ [0, 1), if there is a code of length n and minimum Levenshtein
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Figure 3: List decoding radius τD as a function of δ = d2n for various τins =
tI
n ≥ 0.
distance d = 2δn satisfying
δ >
τ∗I + τ
∗
D(1− τ∗D)
τ∗I + 1− τ∗D
= 1− (1− τ
∗
D)
2
τ∗I + 1− τ∗D
, δID(τ∗I , τ∗D), (14)
then the code is (τ∗I n, τ
∗
Dn, `)-list decodable for
` ≤ δ(τ
∗
I + 1)
γ (τ∗I + 1− τ∗D)
,
where γ = δ − δID(τ∗I , τ∗D) > 0.
Proof. Let ρ = τ∗D/δ. Then, the inequality (14) is equivalent to τ
∗
I < τI(δ, ρ). Thus, by the
discussion on the above, the code is (τ∗I n, τ
∗
Dn, `)-list decodable for some `. It follows from (13) that
` is bounded above by
δ(τ∗I + 1)
(δ − τ∗D)(1− τ∗D)− (1− δ)τ∗I
=
δ(τ∗I + 1)
γ (τ∗I + 1− τ∗D)
.
It is known that, for any ε > 0, the normalized minimum distance 1− ε is attainable by codes
over alphabet of size Ω(ε3).
Lemma 2 (Corollary 11 of [8] for θ = 1/3). Let ε ∈ (0, 1/2). For every n, there exists a code
C ⊆ [q]n of rate R = ε/3 such that the minimum Levenshtein distance of C is at least 2(1 − ε)n,
provided q ≥ 64/ε3. Moreover, C can be constructed, encoded, and decoded in time qO(m).
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Hence, given τ∗I ≥ 0 and τ∗D ∈ [0, 1), we can obtain a (τ∗I n, τ∗Dn, `)-list decodable code by choosing
δ = 1− ε+ γ for ε = (1− τ∗D)2/(τ∗I + 1− τ∗D) and small γ > 0.
5 Efficient Encoding and Decoding Algorithms
In this section, we present efficient encoding and decoding algorithms of list-decodable codes for
any given radii τI = tI/n ≥ 0 and τD = tD/n ∈ [0, 1). As in [7, 8], we employ concatenated codes
for the construction. The outer code is a Reed-Solomon code of length n and rate r over Fp with
p ≥ n. Specifically, the code Cout : Frnp → Fnp is defined as the function that maps message s =
(s1, . . . , srn) ∈ Frnp to the codeword (fs(α1), . . . , fs(αn)), where fs(X) , s1 + s2X + · · ·+ srnXrn−1
and α1, . . . , αn are distinct elements of Fp. The inner code is a code Cin : Fp × Fp → [q]m of rate
r′. Since the rate of Cin is r′, we have the relation m = (logq p2)/r′ = 2 log2 p/(r′ log2 q). The
resulting code Cconc : Frnp → [q]nm is defined such that for message s ∈ Frnp , the final codeword is
Cconc(s) , (Cin(α1, fs(α1)), . . . , Cin(αn, fs(αn))). The rate of Cconc is (rr′)/2.
We assume that Cin is (τ ′Im, τ
′
Dm, `
′)-list decodable for `′ = O(1), and the encoding can be done
in time T (m). As discussed in the previous section, the constant list size can be achieved as long as
the normalized minimum Levenshtein distance δ of the code satisfies δ ≥ δID(τ ′I , τ ′D) + Ω(1). Note
that the encoding of the concatenated code can be done in time polynomial in n when T (m) = qO(m)
for q = O(1) and m = O(log2 n).
We show that Cconc is list-decodable for insertions and deletions in polynomial time.
Theorem 2. For any τI ≥ 0 and τD ∈ [0, 1), let τ ′D =
√
τD, τ ′I = 2τI(1 − τ ′D)−1 + (1 − τ ′D)/2,
and r = (1− τ ′D)4/(32(1 + τ ′I )2`′) Then, the code Cconc is (τInm, τDnm, `)-list decodable for ` =
16(1 + τ ′I )
2(1− τ ′D)−3 · `′. The decoding can be done in time O
(
n3m2 · T (m)).
Proof. First, we specify the decoding algorithm, where the input is a string v which is obtained by
changing a codeword c under at most τInm insertions and at most τDnm deletions. The idea is to
list-decode the inner codewords by testing sufficiently many “windows” and apply the list-recover
algorithm of the outer Reed-Solomon code. The same approach was used in [7,8]. On input v ∈ [q]∗
of length from (1− τD)nm to (1 + τI)nm,
1. Set J ← ∅.
2. For each 0 ≤ j ≤
⌈
2(1+τI)n
1−τ ′D
⌉
and 1 ≤ j′ ≤
⌈
2(1+τ ′I )
1−τ ′D
⌉
, do the following:
(a) Let v[j, j′] denote the substring of v indices from
⌊
(1−τ ′D)m
2
⌋
j + 1 to
⌊
(1−τ ′D)m
2
⌋
(j + j′);
(b) For every pair (α, β) ∈ Fp× Fp, if v[j, j′] can be obtained from Cin(α, β) by at most τ ′Im
insertions and at most τ ′Dm deletions, add (α, β) to J .
3. Find the list L that contains all polynomials f of degree less than rn for which
|{(α, f(α)) : α ∈ Fp} ∩ J | ≥ 1−τ
′
D
2 n.
4. Output the list of messages s ∈ Frnp such that fs ∈ L and v can be obtained from Cconc(s) by
at most τInm insertions and at most τDnm deletions.
Next, we discuss the correctness of the decoding. For the codeword c = Cconc(s) for some
s ∈ Frnp , parse c into n blocks (c1, . . . , cn), where ci = Cin(αi, fs(αi)). Consider that the received
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word v is parsed into n blocks such that the i-th block vi is obtained from ci. We say index i ∈ [n]
is good if vi is obtained from ci by at most 2τI(1 − τ ′D)−1m insertions and at most τ ′Dm deletions,
and bad otherwise. Since the number of deletions occurred in generating v from c is at most τDnm,
the number of indices i for which more than τ ′Dm deletions occurred in generating vi from ci is at
most
τDnm
τ ′Dm
= τ ′Dn.
Hence, (1−τ ′D)-fraction of vi’s are obtained from ci by at most τ ′Dm deletions. Similarly, the number
of vi’s for which more than 2τI(1− τ ′D)−1m insertions occurred is at most
τInm
2τI(1− τ ′D)−1m
=
1− τ ′D
2
n.
Thus, the number of good indices are at least (1− τ ′D)n−
1−τ ′D
2 n =
1−τ ′D
2 n.
For any good index i, there exists v[j, j′] such that 0 < |v[j, j′]| − |vi| < (1−τ
′
D)m
2 and vi is a
substring of v[j, j′]. Then, v[j, j′] can be obtained from ci by at most 2τI(1−τ ′D)−1m+
(1−τ ′D)m
2 = τ
′
Im
insertions and at most τ ′Dm deletions. Since ci = Cin(αi, fs(αi)), the pair (αi, fs(αi)) is added to J
in Step 2. Namely, for correct message s and its good index i, the pair (αi, fs(αi)) will be included
in J . Since the number of good indices is at least 1−τ ′D2 n, the polynomial fs will appear in L by
Step 3.
For Step 3, we employ Sudan’s list decoding algorithm [23]. The algorithm, on input a set
J ⊆ Fp × Fp, outputs a list L of all polynomials f of degree less than rn such that (α, f(α)) ∈ J
for more than
√
2(rn)|J | values of α ∈ Fp. It runs in time polynomial in |J | and log p, and the
size of L is at most √2|J |/(rn). For each v[j, j′], the number of codewords in Cin that can be
obtained from v[j, j′] by at most τ ′Im insertions and τ
′
Dm deletions is at most `
′. Hence, the size of
J is bounded by
|J | ≤
⌈
2(1 + τI)n
1− τ ′D
⌉
·
⌈
2(1 + τ ′I )
1− τ ′D
⌉
· `′ ≤ 4n`
′(1 + τ ′I )
2
(1− τ ′D)2
.
The agreement parameter in Step 3 satisfies
1− τ ′D
2
n =
√
2 · (1− τ
′
D)
4
32(1 + τ ′I )2`′
n · 4n`
′(1 + τ ′I )2
(1− τ ′D)2
≥
√
2(rn)|J |.
Thus, the algorithm can correctly output the list L in Step 3. The size of L is at most√2|J |/(rn) ≤
16(1 + τ ′I )
2(1− τ ′D)−3 · `′ = `.
Finally, we evaluate the running time of decoding. In Step 2, each v[j, j′] is of length at most
(1 + τ ′I )m, and we check O(n) combinations of (j, j
′). The encoding time of Cin(α, β) is T (m),
and the Levenshtein distance can be computed in time O(m2). Since we search for all (α, β) ∈
Fp × Fp for each v[j, j′], Step 2 takes time O(n) · p2 · T (m) · O(m2) = O(p3m2) · T (m). It is
known that, when |J | = O(n) and ` = O(1), Sudan’s list decoding can be performed in time
O(n2) [21], and hence Step 3 takes time O(n2). Since the list size is at most ` = O(1), the final
step can be performed in time O((nm)2). By setting p = n, the overall running time of decoding is
O(n3m2 · T (m)) +O(n2) +O((nm)2) = O(n3m2 · T (m)).
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We have the following corollary.
Corollary 2. For any constant τI ≥ 0 and τD ∈ [0, 1), there exists a code C ⊆ [q]N of rate Ω(1) for
q = O(1) that is (τIN, τDN,O(1))-list decodable. The code can be decoded in time NO(1).
Proof. As discussed in Section 4, for any τI and τD, a (τ ′Im, τ
′
Dm,O(1))-list decodable code Cin
described above can be constructed by choosing sufficiently small constant ε in Lemma 2. Then, the
rate of Cconc is (rr′)/2 = Ω(1), and q = O(1). Since Cin can be encoded in time qO(m) by Lemma 2,
the decoding of Cconc can be done in time O(n3m2) · qO(m) = O(n3m2) · nO(1/ε) = NO(1).
Although the constant hidden in O(1) of the decoding complexity may be large for small ε, the
time complexity can be reduced by employing the code of Corollary 2 as the inner code.
Insertion-Only Case
If only insertions occur, the list decodability of concatenated codes can be improved especially for
small alphabet sizes. The construction is the same as the previous one. We assume that the inner
code Cin over [q] of length m is (τ ′I , 0, `
′)-list decodable for q = O(1) and `′ = O(1), and can be
encoded in time T (m).
Theorem 3. For any τI ≥ 0, γ ∈ (0, 1), and integer k ≥ 2, let τ ′I = (1 + γ) (τI + d(1 + τI)/ke) and
r = γ2/(8k2`′). Then, the code Cconc is (τInm, 0, `)-list decodable for ` = 4k2`′/γ. The decoding can
be done in time O(n3m2 · T (m)).
Proof. The decoding algorithm is changed as follows. On input v ∈ [q]∗ of length from nm to
(1 + τI)nm,
1. Set J ← ∅, and let b =
⌈
(1+τI)m
k
⌉
.
2. For each 0 ≤ j ≤
⌊
(1+τI)nm
b
⌋
and 1 ≤ j′ ≤ k, do the following:
(a) Let v[j, j′] denote the substring of v indices from bj + 1 to b(j + j′);
(b) For every pair (α, β) ∈ Fp× Fp, if v[j, j′] can be obtained from Cin(α, β) by at most τ ′Im
insertions, add (α, β) to J .
3. Find the list L that contains all polynomials f of degree less than rn for which
|{(α, f(α)) : α ∈ Fp} ∩ J | ≥ γ2n.
4. Output the list of messages s ∈ Frnp such that fs ∈ L and v can be obtained from Cconc(s) by
at most τInm insertions.
As in the proof of Theorem 2, we assume that received word v can be parsed into (v1, . . . , vn)
such that vi is obtained by the i-th block of the original codeword c = (c1, . . . , cn), where ci =
Cin(αi, fs(αi)) for some s ∈ Frnp . We say index i ∈ [n] is good if vi is obtained from ci by at most
τ ′Im insertions, and bad otherwise. Then, the number of indices i for which more than τ
′
Im insertions
occurred is at most
τInm
τ ′Im
≤ n
(1 + γ)(1 + 1/k)
<
n
1 + γ
=
(
1− 1
γ−1 + 1
)
n <
(
1− γ
2
)
n
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for γ ∈ (0, 1). Thus, a γ/2-fraction of vi’s are obtained from ci by at most τ ′Im insertions, and their
indices are good.
For any good index i, there exists v[j, j′] such that 0 < |v[j, j′]| − |vi| < b and vi is a substring
of v[j, j′]. Then, v[j, j′] can be obtained from ci by at most τIm + b ≤ τ ′Im insertions. Hence, for
correct message s and its good index i, the pair (αi, fs(αi)) will be included in J . Since the number
of good indices is at least γ2n, the polynomial fs will appear in L.
We employ Sudan’s list decoding in Step 3. It follows from a similar argument as the proof of
Theorem 2 that the size of J is bounded by
|J | ≤
⌊
(1 + τI)nm
b
⌋
· k · `′ ≤ nk2`′
and the agreement parameter in Step 3 satisfies
γ
2
n =
√
2 · γ
2
8k2`′
n · nk2`′ ≥
√
2(rn)|J |.
Thus, the algorithm can correctly output the list L in Step 3. The list size is at most√2|J |/(rn) ≤
4k2`′/γ = `.
We evaluate the decoding complexity. Note that each v[j, j′] in Step 2 is of length at most
bk = O(m), and that |J | = O(n) and ` = O(1). It follows from the same argument as in the proof
of Theorem 2 that, by setting p = n, the decoding complexity is O(n3m2 · T (m)).
By employing the code of [3] as the inner code of the concatenated code in Theorem 3, we have
the following corollary.
Corollary 3. For any integer q ≥ 2 and γ1 ∈ (0, 1], there are infinitely many and sufficiently
large N for which there exists a code C ⊆ [q]N of rate Ω(1) that is (τIN, 0, O(1))-list decodable for
τI = (q +
√
q)/2− 1− γ1. The code can be decoded in time O(N3(log2 log2N)2).
Proof. We use the following code as the inner code Cin.
Lemma 3 (Theorem 19 of [3]). Fix an integer q ≥ 2 and real γ2 > 0. There are infinitely many and
sufficiently large m for which there is a code Cin ⊆ [q]m of rate (γ2/q)O(γ−3) such that the normalized
minimum Levenshtein distance is at least 1− 2/(q+√q)−γ2, and the encoding can be done in time
O(m log22m).
Let δ = 1 − 2/(q + √q) − γ2 be the normalized distance of the code in the above lemma. It
follows from the discussion in Section 4 that the code is list-decodable against δ/(1− δ)-fraction of
insertions. Then, the list-decoding radius is
δ
1− δ =
q +
√
q
2
− 1− (q +
√
q)2
4/γ2 + 2(q +
√
q)
,
which can be arbitrarily close to (q +√q)/2− 1 for sufficiently small γ2. For any given γ1 > 0, by
choosing sufficiently small γ and large k in Theorem 3, we can construct a (τIN, 0, `)-list decodable
code for τI = (q +
√
q)/2− 1− γ1 and ` = 4k2`′/γ = O(1), where N = nm.
The rate of the code Cconc is Ω(1) since both r = γ2/(8k2`′) and r′ = (γ2/q)O(γ
−3) are con-
stant. Since m = O(log2 n), the list-decoding of Cconc can be done in time O(n3m2 ·m log22m) =
O(N3(log2 log2N)
2).
By Corollary 3, we obtain a binary code of rate Ω(1) that is list-decodable from (2+
√
2)/2−1 ≈
0.707-fraction of insertions in a polynomial time.
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6 Upper Bound on Code Size
In this section, we present a Plotkin-type bound on code size in the Levenshtein metric. The Plotkin
bound [19] claims that if the relative minimum distance of a given code is large, the code must be
small. More specifically, for any code C ⊆ [q]n with minimum Hamming distance d,
• if dn ≥ 1− 1q , |C| ≤ 2qn;
• if dn > 1− 1q , |C| ≤ qdqd−(q−1)n .
We provide a similar bound in the Levenshtein metric based on Theorem 1 by assuming the
existence of the common supersequence of all codewords in the code. Let C ⊆ [q]n be a code of
minimum Levenshtein distance d, and v ∈ [q]N be a word that contains every codeword in C as a
subsequence. Since the word v′ = 12 · · · q12 · · · q · · · 12 · · · q ∈ [q]qn satisfies the condition of v, we
can assume that N ≤ qn. Then, we use Theorem 1 in which we employ the above v as a received
word, and set tI = N − n, tD = 0. By the property of v, we have that
` , max
r∈ΣN
|BL(v, 0, N − n) ∩ C| = |C|.
Thus, an upper bound on the code size is obtained by Theorem 1.
Theorem 4. Let C ⊆ Σn be a code of minimum Levenshtein distance d, where |Σ| = q. Suppose
that there exists v ∈ ΣN that contains every codeword in C as a subsequence. If d2n > 1− nN , then
|C| ≤ Nd
Nd− 2(N − n)n.
Proof. Based on the above observation that ` = |C| for the word v, the statement follows simply
by setting tI = N − n and tD = 0 in Theorem 1.
When the word v′ = 12 · · · q12 · · · q · · · 12 · · · q ∈ [q]qn is employed in Theorem 4, we have the
statement that if C ⊆ Σn satisfies d2n > 1 − 1q , then |C| ≤ qdqd−2(q−1)n . However, this result can
be also obtained by the Plotkin bound in the Hamming metric and the fact that if the minimum
Levenshtein distance of C is d, then the minimum Hamming distance of C is d/2. Thus, the theorem
is effective if we could find v of length less than qn.
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A On the arguments of [25]
First, recall the arguments in the proof of a Johnson-type bound of [25]. Let C ⊆ Σn be a code
of minimum Levenshtein distance d. For a given word r ∈ ΣN , let BL(r, t) be the set of words
that are within Levenshtein distance t from r. As in the proof of Lemma 1, consider the set
L′ , BL(r, t) ∩ C = {c1, c2, . . . , c`}. For each i ∈ [`], define D′(i) and E ′(i) to be sets of positions
of deletions from ci and r, respectively, of smallest size to obtain the same word. By definition,
D′(i) ⊆ [n] and E ′(i) ⊆ [N ]. Note that the Levenshtein distance between ci and r is calculated as
dL(ci, r) = |D′(i)|+ |E ′(i)|. Define the value λ′ as follows:
λ′,
∑
i∈[`]
∑
j∈[`]\{i}
∣∣∣D′(i)∪D′(j)\{k :k ∈ D′(i)∩D′(j)∧aik=ajk}∣∣∣+ ∣∣∣(E ′(i) ∪ E ′(j)) \ (E ′(i) ∩ E ′(j))∣∣∣ ,
15
where aik and a
j
k are the k-th symbols of ci and cj , respectively. Then, the following two relations
are used in the proof:
λ′ ≥ `(`− 1)d,
λ′ =
∑
a∈Σ∪⊗
(∑
k∈[n]
xa,k(`− xa,k) +
∑
k′∈[N ]
ya,k′(`− ya,k′)
)
, (15)
where xa,k for a ∈ Σ is the number of times in all ` codewords in L′ such that k ∈ D′(i) and the k-th
symbol of ci is a, x⊗,k , `−
∑
a∈Σ xa,k, ya,k′ for a ∈ Σ is the number of times in all ` codewords in
L′ such that k′ ∈ E ′(i) and the k′-th symbol of r is a, and y⊗,k′ , ` −
∑
a∈Σ ya,k′ . Specifically, the
inequality
`(`− 1)d ≤
∑
a∈Σ∪⊗
(∑
k∈[n]
xa,k(`− xa,k) +
∑
k′∈[N ]
ya,k′(`− ya,k′)
)
(16)
is used in the analysis.
We show that (16) does not hold in general. Consider the code C = {c1 = 000000, c2 =
011100, c3 = 100011} ⊆ {0, 1}6, L′ = C, the received word r = 01100 ∈ {0, 1}5, and D′(1) = D′(3) =
{4, 5, 6}, D′(2) = {4}, E ′(1) = {2, 3}, E ′(2) = ∅, E ′(3) = {1, 2}. Fig. 4 displays the codewords in C
together with r in which D′(i) and E ′(j) are shown by boxes.
c1 = 0 0 0 0 0 0 r = 0 1 1 0 0
c2 = 0 1 1 1 0 0 r = 0 1 1 0 0
c3 = 1 0 0 0 1 1 r = 0 1 1 0 0
Figure 4: Codewords in C and r.
The minimum Levenshtein distance of C is d = 6. Since L′ = C, ` = 3. Note that for each
i ∈ [3], D′(i) and E ′(i) are sets of positions of deletions from ci and r such that D′(i) and E ′(i) are
smallest size to obtain the same word.
It follows from (15) that
λ′ =
∑
k∈[6]
x0,k(`− x0,k) +
∑
k′∈[5]
y0,k′(`− y0,k′) +
∑
k∈[6]
x1,k(`− x1,k) +
∑
k′∈[5]
y1,k′(`− y1,k′)
+
∑
k∈[6]
x⊗,k(`− x⊗,k) +
∑
k′∈[5]
y⊗,k′(`− y⊗,k′)
= (0 · 3 + 0 · 3 + 0 · 3 + 2 · 1 + 1 · 2 + 1 · 2) + (1 · 2 + 0 · 3 + 0 · 3 + 0 · 3 + 0 · 3)
+ (0 · 3 + 0 · 3 + 0 · 3 + 1 · 2 + 1 · 2 + 1 · 2) + (0 · 3 + 2 · 1 + 1 · 2 + 0 · 3 + 0 · 3)
+ (3 · 0 + 3 · 0 + 3 · 0 + 0 · 3 + 1 · 2 + 1 · 2) + (2 · 1 + 1 · 2 + 2 · 1 + 3 · 0 + 3 · 0)
= 6 + 2 + 6 + 4 + 4 + 6
= 28.
However, `(`− 1)d = 36, which contradicts (16).
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