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Abstract
In this work, a novel approach for the solution of
the inverse conductivity problem from one and mul-
tiple boundary measurements has been developed on
the basis of the implication of the framework of
BV−functions. The space of the functions of bounded
variation is here recommended as the most appropriate
functional space hosting the conductivity profile under
reconstruction. For the numerical solution, we pro-
pose and implement a suitable minimization scheme of
an enriched - constructed herein - functional, by ex-
ploiting the inner structure of BV− space. Finally,
we validate and illustrate our theoretical results with
numerical experiments.
MSC class: 35J25, 35R30, 35R05, 26B30, 65N21
(Primary), 35B27 (Secondary)
1 Introduction
The problem of Electrical Impedance Tomography is
of great importance from the theoretical and applica-
tion point of view. It consists in the inverse problem
aiming at the determination of the conductivity of an
electrically conductive region when sufficient data are
given on the surface of this region. The data of this
inverse problem includes the knowledge of the voltage
on the surface of the region – which is usually incor-
porated in the physical assumptions of the problem –
along with the knowledge of the current density on the
same surface (the role of these two surface fields may be
interchanged), which is the outcome of a measurement
process. The connection between surface voltage and
current is linear and constitutes a well known and im-
portant operator, the so called voltage-to-current map,
which is of the type of Dirichlet-to-Neumann operators,
encountered in elliptic boundary value problems of sec-
ond order.
∗acharala@math.ntua.gr
†vamarkaki@central.ntua.gr
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One of the most interesting corner stone question
has been whether the knowledge of the Dirichlet-to-
Neumann map on the known surface ∂Ω of the con-
ductive region is sufficient to determine the conductiv-
ity throughout the region Ω. In case where the con-
ductivity is isotropic, it was proposed by A. Calderón
[1] in 1980 that any bounded conductivity might be
determined solely from the boundary measurements,
i.e. from the Dirichlet-to-Neumann operator. In [2]
this has been confirmed for the two dimensional case.
When the isotropic conductivity is smoother than just
a L1-function, the same conclusion is known to hold
also in higher dimensions.
The first global uniqueness result was obtained for
a C∞−smooth conductivity in dimension n ≥ 3 by J.
Sylvester and G. Uhlmann in 1987 [5]. For the two
dimensional case, A. Nachman [6] produced in 1996
a uniqueness result for two times differentiable con-
ductivities. The developed therein algorithm has been
successfully implemented and proven to work efficiently
even with real data [7], [8]. The reduction of regularity
assumptions has been since subject of active investiga-
tion. In two dimensions, the optimal L∞−regularity
was obtained in [2]. The advantage of the reduction
of the smoothness assumptions up to L∞ does not lie
solely on the fact that many conductivities have jump-
type singularities, but it also allows us to consider much
more complicated singular structures such as porous
media.
The stability of the inversion is also very important
and has been extensively investigated. The main argu-
mentation can be encountered in [9],[10], [11] and [12],
which are very representative references. The majority
of the approaches establishing stability require some
uniform control on the oscillations of the conductivity
function and so deal with some kind of conditional sta-
bility. This is expected, since extreme oscillations of a
sequence of conductivities create an instability of the
Calderón problem. This kind of asymptotics is well
described via the implication of H or G−convergence
analysis, where the homogenization theory assigns the
suitable convergence regime [13], [14], [17].
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1 INTRODUCTION
As already mentioned, the investigation method de-
pends strongly on the assumptions made for the regu-
larity of the sought conductivity profile. Clearly, it is
essential to assure the potentially discontinuous char-
acter of the conductivity function. This priority in-
troduces the space of functions of bounded variation
(BV−functions), as the most appropriate functional
setting for the conductivity. In fact, modeling and for-
mulation of a large number of problems in physics and
technology require the introduction of new functional
spaces, permitting discontinuities of the solution. In
phase transitions, image segmentation, plasticity the-
ory and the study of cracks and fissures, in the study
of the wake in fluid dynamics and the shock theory in
mechanics, the solution of the problem presents discon-
tinuities along one-codimensional manifolds. Its first
distributional derivatives are now measures, which may
charge zero Lebesgue measure sets and its solutions
cannot be considered as an element of Sobolev spaces
throughout the entire domain of the problem.
In the conductivity regime, the solution of the di-
rect problem is an ordinary Sobolev function but the
conductivity profile is not. Therefore, it seems gain-
ful to select the space BV , as the appropriate hosting
space for the conductivity functions. A function (with
just L1− integrability behavior) belongs to BV (Ω) iff
its first distributional derivatives are bounded mea-
sures. In particular, the space SBV (Ω) is a subspace
of BV (Ω), which is more adequate for our purposes,
since it contains functions whose distributional deriva-
tives are free of the peculiar Cantor part [22]. Never-
theless, the supplementary, reasonable assumption that
the conductivity profiles belong also to L∞(Ω) allevi-
ates this concern and practically makes the profiles be
retained inside SBV (Ω).
In the present work, the principal aim is the inves-
tigation of the inverse conductivity problem on the
basis of a methodology developed inside the frame-
work of BV−space. Our approach is motivated by
the fundamental properties of the BV−functions, as
these are well introduced in [21] and [22]. Every
BV−function (more accurately, every member of the
subspace SBV (Ω)) is a function in L1(Ω), throughout
the domain Ω, which potentially disposes discontinu-
ity surfaces. These surfaces consist the “jump” set,
which represents the interfaces of the conductivity pro-
file and is the support of the singular part (Young mea-
sures) of the distributional derivatives. Consequently,
in case of reconstructing discontinuous conductivities,
it is preferable to work within the BV−regime, since
it is not necessary to define a priori a partition of the
domain, every sub-domain of which supports one of
the continuous components of the conductivity func-
tion but just work with specific BV−functions, whose
one of the main intrinsic characteristics is the possi-
bly multi-connected “jump” set. Therefore, a function
in BV represents simultaneously its discontinuity sur-
faces in the formation of its domain of definition. In A
we present, for completeness, the necessary properties
of BV−functions.
The implication of the regime of functions of
bounded variation in the regularization of ill–posed
problems has been already attempted and one of the
primitive approaches can be encountered in [23]. In
the present work, a specific minimization scheme has
been designed in order to solve the inverse conductiv-
ity problem, exploiting the advantages stemmed by the
BV calculus. The constructed functional deals with
an “energy” over the whole domain Ω, but when a
BV−function is involved, a part of the energy is con-
centrated on the interface (“jump” set) of this function
[22]. The designed herein functional incorporates ef-
ficiently both the characteristics of the direct and in-
verse conductivity problem. Our motivation has been
to detour - if necessary - solving directly the full con-
ductivity problem at every step of the minimization
process, but just perform the optimization descent, im-
plementing simultaneously minimization on the con-
ductivity profile and the H1(Ω) potential fields par-
ticipating in the direct Dirichlet and Neumann con-
ductivity problems. The concept has been inspired by
the works [24] and [25] and is based on the simple idea
that the Dirichlet and Neumann solutions, correspond-
ing to the surface data, should have a degree of com-
patibility (theoretically, they are identical given exact
and noiseless data). Nevertheless, the aforementioned
methodology is not restrictive, in the sense that it is
always possible to solve the intermediate, consecutive,
direct problems and transform the initial functional to
a new one depending only on the unknown conductivity
function. Then, this functional is very reminiscent (in
case that a specific intrinsic weight parameter increases
sufficiently) of the commonly used optimization func-
tional, forcing the Dirichlet and Neumann surface data
to compromise on the region boundary ∂Ω. Besides
the alternative to detour the solution of a sequence
of direct problems, the main motive to construct such
an enriched functional is the anticipation that strong
advantages will emerge when the method will be gener-
alized in problems where the involving physical fields
are also discontinuous functions, and thus should by
themselves be represented as BV−functions (cracks,
fissures in mechanics etc). In that case, it might be
preferable to develop a concurrent BV−minimization
over profiles and fields.
When suitable, simultaneous convergence of physi-
cal parameters and fields occurs, it is useful to employ
the regime of G− and H−convergence, encountered
in the framework of homogenization theory [17]. Sec-
tion 2 is the introductory of this work and involves the
fundamental properties of this theory, which are neces-
sary to settle the forthcoming BV−analysis. It mainly
contains two fruitful propositions controlling the con-
vergence behavior of the intermediate problems (i.e.
the members of the minimization sequence of the op-
timization scheme), which are greatly useful in all the
stages of the forthcoming analysis. This is actually the
reason why the main implementation of the method is
preceded by Section 2. The proofs of these propositions
are placed in B, for authors’ convenience. In Section
3, the inverse conductivity problem is defined. Section
4 includes the construction and the properties of the
2
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optimization functional. In Section 5, we establish the
necessary framework for the numerical implementation
of the minimization scheme. Section 6 involves the
numerical investigation of the reconstruction method
applied to some indicative, characteristic conductivity
profiles.
2 The regime of H and G− con-
vergence
2.1 The general framework
In this section, we introduce the fundamental aspects of
the homogenization theory, which in the next sections
will be melt with the ingredients of the framework of
functions of bounded variation. The notions of G−
convergence and H− convergence are very essential,
when involved limit processes are considered, in which
we investigate the convergence of boundary value prob-
lems as the physical parameters alter drastically. More
precisely, we consider the family of problems
−∇ · (A(x)∇u(x)) = f(x) in Ω, (1)
u(x) = 0 on ∂Ω, (2)
with A ∈ L∞(Ω,Mb,c) standing for a sequence of
matrix functions [17], where Mb,c represents the lin-
ear space MN of the N × N matrices, which along
with their inverses are bounded below (i.e. M ∈
Mb,c iff M ∈MN with Mξ · ξ ≥ b|ξ|2 and M−1ξ · ξ ≥
c|ξ|2, b, c > 0). In this work we are interested in scalar
isotropic problems, where the coefficientsA(x) are just
proportional to the unit matrix: A(x) = a(x)IN×N .
The condition a ∈ L∞(Ω, [b, c]) is now imposed, while
the parameter  goes to zero currying along the se-
quence of the corresponding boundary value problems.
The more general convergence notion is that of the H−
convergence
Definition 1 A sequence of matrices A(x) ∈
L∞(Ω,Mb,c) is said to H-converge to the matrix
A∗(x) ∈ L∞(Ω,Mb,c), as  → 0, if for any right hand
side f ∈ H−1(Ω), the sequence of solutions of
−∇ · (A(x)∇u(x)) = f(x) in Ω, (3)
u(x) = 0 on ∂Ω, (4)
satisfies
u −⇀
weakly
u in H10 (Ω), (5)
A(x)∇u(x) −⇀
weakly
A?(x)∇u(x) in (L2(Ω))N , (6)
where u is the solution of the homogenized boundary
value problem
−∇ · (A?(x)∇u(x)) = f(x) in Ω, (7)
u(x) = 0 on ∂Ω. (8)
A fundamental result [17] is that for any sequence of
matrices A(x) in L∞(Ω,Mb,c), there exists a subse-
quence, still denoted by A(x), and an homogenized
matrix A?(x) ∈ L∞(Ω,Mb,c) such that A H-converges
to A?.
In case that the matrices A(x) are symmetric, a prim-
itive notion of operator convergence had been intro-
duced, the so called G−convergence. The only differ-
ence from the H-convergence is that the weak conver-
gence (6) of the flux A(x)∇u(x) is not required any
more. Consequently, G-convergence is a weaker notion
than H-convergence, in the sense that if a symmetric
matrix H-converges to a symmetric homogenized ma-
trix, then it automatically G-converges to the same
limit. The converse is not obvious, but it turns out to
be true [17] and then, a sequence of symmetric matrices
in L∞(Ω,Mb,c) G-converges to a limit iff H-converges
to that limit. In order to relate these operator con-
vergences with the usual ones, we mention that if a
sequence of matrices A(x) in L∞(Ω,Mb,c) converges
strongly to a limit matrix A?(x) in L1(Ω,MN ) or con-
verges to A?(x) almost everywhere in Ω, then A(x)
also H-converges to A?(x).
2.2 Investigation of limiting processes
of conductivity problems via H and
G− convergence
For the purposes of the present work, we reformulate in
some extent the above, well established terminology by
considering a countable family of boundary value prob-
lems, each of them identified with the natural num-
ber n ∈ N. The parameter  is discretized and ac-
tually could be assigned the values n = 1n or inde-
pendently the convergence would be considered in the
sense n → ∞. As already stated, we are interested in
conductivity profiles of the type An(x) = αn(x)IN×N .
In particular, the case αn −→
L1(Ω)
α will emerge in Section
4, in combination with the supplementary convergence
αn ⇀ α weakly∗ in L∞(Ω), while all the scalar conduc-
tivities αn, α, belong to L∞(Ω, [b, c]). As a result, we
have that αn(x)IN×N −→
H
α(x)IN×N . This means that
∀f ∈ H−1(Ω), the sequence uˆαnn (x) of the solutions of
the problems
−∇ · (αn(x)∇uˆαnn (x)) = h(x) in Ω, (9)
uˆαnn (x) = 0 on ∂Ω, (10)
obeys to the convergence rules:
uˆαnn −⇀weakly
uα in H10 (Ω), (11)
αn(x)∇uˆαnn (x) −⇀weakly
α(x)∇uα(x) in (L2(Ω))N
(12)
as n → ∞, where uα is the unique solution of the
problem
−∇ · (α(x)∇uα(x)) = h(x) in Ω, (13)
uα(x) = 0 on ∂Ω. (14)
The following two kinds of problems will emerge in
Section 4.
3
3 THE INVERSE CONDUCTIVITY PROBLEM
Problem I:
−∇ · (αn(x)∇uαnn (x)) = hn(x) in Ω, (15)
uαnn (x) = 0 on ∂Ω. (16)
Problem II:
∇ · (αn(x)∇wαnn (x)) = 0 in Ω, (17)
αn(x)
∂wαnn
∂n
(x) = g(x) on ∂Ω, (18)
where hn ∈ H−1(Ω) and g ∈ H− 12 (∂Ω).
The first auxiliary lemma, whose proof is reminiscent
of the arguments presented in Proposition 1.2.19 of [17]
- and placed in B - establishes the convergence of the
fluxes given the convergence of the fields.
Lemma 1 In case that the solution of problem I obeys
to the convergence uαnn −⇀
n→∞
v ( weakly in H10 (Ω)) and
the sequence hn converges strongly in H−1(Ω), then
αn(x)∇uαnn −⇀
n→∞
α∇v (weakly in (L2(Ω))N ).
The second auxiliary lemma deals with the energy con-
vergence of the sequence of the problems of type I.
Lemma 2 In case that the stimulus hn of the Prob-
lem I obeys to the convergence hn −→
n→∞
h (strongly in
H−1(Ω)), then the sequence uαnn obeys to the energy
convergence∫
Ω
αn|∇uαnn |2 −→
∫
Ω
α|∇uα|2. (19)
Proof. See also in B.
We introduce here, the trace operator γ : H1(Ω) →
H
1
2 (∂Ω), which is one to one, onto and disposes as right
inverse the extension operator η : H 12 (∂Ω) → H1(Ω),
which extends surface functions into H1 - functions
defined in Ω. This operator will be useful in the sequel
and just mention here, that when we state, as example,
that uαnn (x) = 0 on ∂Ω, we mean that γuαnn = 0.
The interesting class of stimuli hn will be of the form
hn(x) = ∇ · (αn(x)∇(ηf)(x)) ∈ H−1(Ω), (20)
with f ∈ H 12 (∂Ω).
Next, we consider the Problem I furnished with this
particular type of non-homogeneous terms (20). In this
framework, we state (and prove in B) the following two
Propositions.
Proposition 1 The sequence uαnn , n ∈ N converges
to uα weakly in H10 (Ω) as n → ∞ and furthermore
αn(x)∇uαnn (x) ⇀ α(x)∇uα(x) weakly in (L2(Ω))N ,
where uα is the unique solution of the problem (13)-
(14). In addition, it holds that∫
Ω
αn|∇(uαnn + ηf)|2 −→
∫
Ω
α|∇(uα + ηf)|2. (21)
Proposition 2 The sequence of solutions of the Prob-
lem II converges to wα weakly in H10 (Ω) as n → ∞,
where wα is the solution of the problem
−∇ · (α(x)∇wα(x)) = 0 in Ω, (22)
α(x)∂w
α
∂n
(x) = g(x) on ∂Ω. (23)
In addition∫
Ω
αn|∇wαnn |2 −→
∫
Ω
α|∇wα|2. (24)
3 The inverse conductivity
problem
Let Ω ⊂ RN , N = 2, 3, denotes a conductive medium,
whose conductivity α(x), x ∈ Ω, is the target of re-
construction. Usually, there exists a probably discon-
nected object D, which is an open subset of Ω, being
the target of detection and diversified from the remain-
ing conductive material (i.e. the matrix) via the possi-
bly discontinuous change of the conductivity parameter
on the interface ∂D.
The potential u inside the structure Ω satisfies the di-
rect boundary value problem
∇ · (α(x)∇u(x)) = 0 x ∈ Ω, (25)
α(x)∂u
∂n
(x) = g(x) x ∈ ∂Ω, (26)
with the coefficient of conductivity having the form
α(x) = b˜(x)χΩ\D(x) + c˜(x)χD(x) (27)
where we meet the characteristic function χA of a setA.
The functions b˜(x), c˜(x) characterize the background
(matrix) and the inclusion region respectively. In sev-
eral applications, these functions are constant and con-
stitute representations of two-phase materials. Here,
we allow them to be variable functions with discon-
tinuous behavior on the interfaces of the inclusions.
The only quantitative restriction is that they take val-
ues in the interval [b, c], where b, c are real threshold
values with 0 < b < c < ∞. So, it holds that
α(x) ∈ L∞(Ω, [b, c]). The additional assumption in
this work is that α(x) ∈ BV (Ω). We mention here
the simple pilot case of a two - valued conductivity
profile. In that case, the inverse conductivity prob-
lem consists in the determination of the measurable
function α(x) ∈ L∞(Ω, {b, c}) ∩ BV (Ω). The bound-
ary condition of the problem imposes a specific current
g ∈ H− 12 (∂Ω) on the whole boundary ∂Ω of the body.
It is well known, that such a boundary value problem is
solvable only when the surface data obeys to compat-
ibility condition 〈g, 1〉
H−
1
2 (∂Ω)×H 12 (∂Ω) = 0, and there
emerges an equivalence class of solutions u ∈ H1(Ω),
whose members differ each other by a real constant. To
unify the members of the equivalence classes above, we
introduce the quotient space H1(Ω)/R with the appro-
priate norm ‖u‖H1(Ω)/R = infλ∈R ‖u+λ‖H1(Ω). Notice
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that every solution u, along with the electric current
flux α ∂u∂n , is continuous across the interface ∂D.
Ω
D
∂Ω
α(x) = b˜(x)χΩ\D(x) + c˜(x)χD(x)
Figure 1: The inverse conductivity problem consists in
the determination of α(x).
The inverse conductivity problem consists in the de-
termination of α(x), in case that we have at hand as
supplementary data, in the realm of measurements,
the voltage u|∂Ω on the boundary of the body. This
is equivalent to say that we have the knowledge of
the Neumann to Dirichlet map1 denoted by ΛN.t.D :
H−
1
2 (∂Ω)→ H 12 (∂Ω) or equivalently its inverse ΛD.t.N
: H 12 (∂Ω) → H− 12 (∂Ω), fact corresponding to the sit-
uation, in which we initially have knowledge about the
Dirichlet values of the field and we acquire a posteriori
additional information about the current field on the
surface ∂Ω. We will next denote Λα = ΛD.t.N , in order
to make clear the dependence of this surface operator
on the conductivity parameter function α(x) and then,
we have immediately that Λ−1α = ΛN.t.D.
Summarizing, the following inverse problem is formu-
lated
∇ · (α(x)∇u(x)) = 0 x ∈ Ω, (28)
u(x) = f(x) x ∈ ∂Ω, (29)
α(x)∂u
∂n
(x) = g(x) x ∈ ∂Ω, (30)
with known data f ∈ H 12 (∂Ω) and g = Λα(f) ∈
H−
1
2 (∂Ω).
A thorough analysis, incorporating the necessary
compatibility condition of the Neumann data, leads
to adopting the more appropriate functional set-
ting Λα : B
(
:= H 12 (∂Ω)/R
)
→
(
H
1
2 (∂Ω)/R
)∗
,
where an isometric isomorphism of the dual space
B∗ =
(
H
1
2 (∂Ω)/R
)∗
is the space of distributions
A :=
{
g ∈ H− 12 (∂Ω) : 〈g, 1〉
H−
1
2 (∂Ω)×H 12 (∂Ω) = 0
}
, in
which the data g should belong.
1or the current to voltage map
4 On the investigation of the ap-
propriate minimization func-
tional for the inverse conduc-
tivity problem
Building the appropriate functional under minimiza-
tion is based on connecting efficiently the conductiv-
ity function α, along with the solution of the Dirichlet
and the Neumann boundary value problem. More pre-
cisely, the functional under examination should involve
the term
J1(α,w) =
1
2
∫
Ω
α(x)|∇w(x)|2dx− 〈g, γw〉A×B . (31)
The minimization of this term - even under the as-
sumption of a specific function α - over all possible
w ∈ H1(Ω)/R, would lead to the solution of the Neu-
mann boundary value problem wα, corresponding to
the conductivity coefficient α(x). However, this is not
the ultimate settlement, since the function α is not
known at all - as a matter of fact it is the target of our
investigation - and more data should be incorporated.
The functional under construction should also contain
the term
J2(α, u) =
1
2
∫
Ω
α(x)|∇(u(x) + (ηf)(x))|2dx. (32)
Here we meet again the continuous right inverse η of
the trace operator γ, encountered already in Section
2. The term (32) would independently be minimized
- over all functions u ∈ H10 (Ω) - by the unique solu-
tion uα(x) + (ηf)(x) of the Dirichlet problem, in case
that the conductivity function was considered as a fixed
function.
The third term of the functional should be a forcing
term, imposing a theoretical vanishing of the differ-
ence of the solutions uα + ηf and wα in Ω, in case
that the data respected exactly the relation g = Λαf
- without measurement errors - and the function α
was indeed the “correct" conductivity coefficient over
Ω. This term should then incorporate the integral
1
2
∫
Ω α|∇(u + ηf − w)|2dx forcing the fields to coin-
cide [24]. Actually, we force, this way, the gradient of
the fields to compensate each other. We avoid to add
a term forcing the L2−norm (weighted by α(x)) of the
difference u+ηf−w to diminish, since this L2−distance
does not obey to the good H−convergence results
emerging in the minimization process. Furthermore,
in order to manipulate this minimization descent to
be monitored, so as to converge to the profiles and
fields of the target conductivity problem, we need
to incorporate, in the construction of J3, the term∫
Ω α∇(u+ ηf −w) ·∇wdx+ 〈g, γw − f〉A×B. The spe-
cific manner this term leads the minimization tracing
will be clarified in the proof of Theorem 1. Select-
ing a regularization parameter κ, we schedule then the
5
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penalty term J3 as follows
J3(α, u, w) =
κ
2
∫
Ω
α|∇(u+ ηf − w)|2dx
+ κ
∫
Ω
α∇(u+ ηf − w) · ∇wdx
+ κ 〈g, γw − f〉A×B . (33)
It is clear that all terms of (33) are identically zero in
case of exact conductivity and data.
The fourth term of the functional is a term prop-
erly referring to the selection over conductivity pro-
files obeying to restriction rules concerning their to-
tal masses and some reference compatibility. This last
term of the functional involves two regularization pa-
rameters λ, µ and obtains the following form
J4 =
λ
2 ‖Rα− α0‖
2
L2(Ω) + µ
∫
Ω
φ(|Dα|), (34)
where φ is a convex function of its argument, R a
bounded operator R : L2(Ω) → L2(Ω) and α0 a ref-
erence value for the conductivity coefficient. Adding
the previous terms (31)-(34), we construct the total
functional
E(u,w, α) = E˜(u,w, α) + λ2 ‖Rα− α0‖
2
L2(Ω)
+ µ
∫
Ω
φ(|Dα|), (35)
where
E˜(u,w, α) =κ+ 12
∫
Ω
α|∇(u+ ηf)|2dx
+ (1− κ)
[
1
2
∫
Ω
α|∇w|2dx− 〈g, γw〉A×B
]
− κ 〈g, f〉A×B (36)
with the parameter κ being restricted in the interval
(−1, 1), in order to preserve the coercivity of the first
two terms of (36).
We will clarify now the admissible set for the con-
ductivity functions α, and as a byproduct, the spe-
cial role of the operator R is going to be revealed.
As explained previously, the abrupt discontinuities in
the physical properties of the domain Ω are very well
represented via the functions of bounded variation.
One additional, essential property of the α coefficient
stems from the requirement that there exists a very
thin region away the surface ∂Ω, in which the con-
ductivity does not change its value. We introduce
the space Ωδ = {x ∈ Ω : dist(x, ∂Ω) < δ} and demand
that α ∈ BV (Ω) ∩ L∞δ (Ω, {b, c}), in case of the pi-
lot two constant valued profile, where L∞δ (Ω, {b, c}) ={
β ∈ L∞(Ω, {b, c}) : ‖β − b‖L∞(Ωδ) = 0
}
. Similarly, in
case of a variable profile, we state that α ∈ BV (Ω) ∩
L∞δ (Ω, [b, c]), where now the values of the conductivity
range inside the interval [b, c]. We mention here, that
the necessity of the implication of the parameter δ and
the zone Ωδ is due to the desire to have the ability to
take strong limits of the Calderón’s operator Λα, when
α follows specific limit processes [13].
As far as the reference operator R is concerned, we
could select as Rα the restriction α |Ωδ and in conse-
quence ‖Rα−α0‖L2(Ω) is defined to be the norm ‖α−
b‖L2(Ωδ), expressing the L2(Ωδ)-difference of the con-
ductivity coefficient from the background level value b.
This is a quantitative manner to force the conductivity
to be close to the value b in the vicinity of the bound-
ary, throughout all the steps of the minimization pro-
cess. Alternatively, the requirement α |Ωδ= b could be
exactly imposed on the members of the minimization
conductivity scheme. In any case, there exist certain
realizations of ‖Rα−α0‖L2(Ω), exploiting the function
α0 as an initial guess for the unknown conductivity in
the whole or some part of Ω.
The fundamental result of this section is the following
theorem
Theorem 1 The minimization problem
inf(u,w,α′)E(u,w, α′) over elements (u,w, α′)
in H10 (Ω) × H1(Ω)/R × BV (Ω) ∩ L∞δ (Ω, {b, c})
admits a solution belonging to the space
H10 (Ω)×H1(Ω)/R×BV (Ω) ∩ L∞δ (Ω, [b, c]).
Proof. The proof will be accomplished in sev-
eral steps. Let us consider a minimizing se-
quence (un, wn, αn), n ∈ N such that the sequence
E(un, wn, αn) converges to the finite real number
inf(u,w,α′)E(u,w, α′). Clearly, there exists a positive
constant C such that
E(un, wn, αn) ≤ C for all n ∈ N. (37)
On the other hand, given that αn ∈ L∞δ (Ω, {b, c}), we
deduce that ‖αn‖L∞(Ω) ≤ c and so there exists a subse-
quence, still denoted by αn, and an element α ∈ L∞(Ω)
such that
αn ⇀ α weakly∗ in L∞(Ω) (as n→∞). (38)
Thanks to a very interesting result [19], the weak∗ clo-
sure of the space L∞(Ω,K), where K is a subspace
of Rp, is L∞(Ω,K), where K is the closed convex hull
of K. In our case, we deduce that α ∈ L∞(Ω, [b, c]).
Furthermore, it is obvious that
∫
Ωδ αnϕ →
∫
Ωδ αϕ
for every ϕ ∈ C∞0 (Ωδ) ⊂ L1(Ω) and then
∫
Ωδ(b −
α(x))ϕ(x)dx = 0, ∀ϕ ∈ C∞0 (Ωδ). Consequently, we
deduce that α(x) = b, almost everywhere in Ωδ [20]
and so finally α ∈ L∞δ (Ω, [b, c]). Returning to (37),
we start taking advantage from this uniform bounded-
ness by claiming that there exists a uniform bound M
(independent of n) such that
Cn := 〈g, γwn〉A×B −
1
2
∫
Ω
αn|∇wn|2dx ≤M. (39)
Indeed, due to the boundedness of g and the trace op-
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erator γ, we have that
〈g, γwn〉A×B −
1
2
∫
Ω
αn|∇wn|2dx
≤ C ′‖g‖‖wn‖H1(Ω)/R − b2‖∇wn‖
2
L2(Ω)
= C ′‖g‖ inf
ν∈R
‖wn + ν‖H1(Ω) − b2‖∇wn‖
2
L2(Ω)
≤ C ′‖g‖‖wn − 1|Ω|
∫
Ω
wn(x)dx‖H1(Ω) − b2‖∇wn‖
2
L2(Ω)
≤ C ′′‖g‖‖∇wn‖L2(Ω) − b2‖∇wn‖
2
L2(Ω), (40)
where we have used the Poincare´ - Wirtinger inequal-
ity for the field wn − 1|Ω|
∫
Ω wn(x)dx, with zero mean
value over the finite region Ω. The last right term of
the inequality (40) is necessarily bounded, since it is
the negative of a coercive function. So (39) has been
proved.
This equation, along with the special form of
E(un, wn, αn), lead easily to the uniform boundedness
of the following terms:∫
Ω
φ(|Dαn|), ‖Rαn − α0‖L2(Ω),
and
∫
Ω
αn|∇(un + ηf)|2dx < ∞.
Using the convexity of φ, we further prove that
|Dαn|(Ω) ≤ C. Due to the aforementioned coercivity
of the terms (−Cn), it is necessary that the integrals∫
Ω αn|∇wn|2dx are also uniformly bounded. We de-
duce from these results and the fact that αn is bounded
below by the value b, that the norms ‖∇(un+ηf)‖L2(Ω)
and ‖∇wn‖L2(Ω) are again uniformly bounded. This is
inherited of course to the norms ‖∇un‖L2(Ω) and using
the Poincare´ inequality for the functions un ∈ H10 (Ω),
we infer that
‖un‖H10 (Ω) ≤ C, n ∈ N. (41)
In addition, thanks again to the Poincare´ - Wirtinger
inequality, we find that
inf
ν∈R
‖wn + ν‖H1(Ω)
≤ ‖wn − 1|Ω|
∫
Ω
wn(x)dx‖H1(Ω)
≤ ‖∇wn‖L2(Ω) ≤ C, n ∈ N. (42)
We keep from the last two bounds that there exist u ∈
H10 (Ω), w ∈ H1(Ω)/R, such that
un −⇀
n→∞
u ∈ H10 (Ω), (43)
∇wn −⇀
n→∞
∇w ∈ (L2(Ω))N . (44)
Moreover, αn ∈ L∞δ (Ω, {b, c}) and so αn ∈ L1(Ω) with
‖αn‖L1(Ω) ≤ c|Ω|. We infer that the sequence αn is
uniformly bounded in BV (Ω) and so thanks to the
compactness theorem (2.2.3 of [21]), we extract a sub-
sequence, with the same symbolism, and an element
α˜ ∈ BV (Ω) such that
αn −⇀
BV−w∗
α˜ (i.e. an −→
L1(Ω)
α˜ and∫
Ω
ϕDαn →
∫
Ω
ϕDα˜ ∀ϕ ∈ (C10 (Ω))N ). (45)
A fortiriori, we obtain clearly that
∫
Ω αnϕ →
∫
Ω α˜ϕ,∀ϕ ∈ C∞0 (Ω). On the other hand, on the basis of (38),
we obtain
∫
Ω αnϕ →
∫
Ω αϕ, ∀ϕ ∈ C∞0 (Ω) ⊂ L1(Ω).
These two last results imply that
∫
Ω(α˜−α)ϕ = 0, ∀ϕ ∈
C∞0 (Ω) and so we finally obtain that α˜ = α, a.e ∈ Ω
[20]. So, the convergence of the sequence of the con-
ductivities αn obeys to the rule
αn −→
L1(Ω)
α ∈ BV (Ω) ∩ L∞δ (Ω, [b, c]), (46)
plus the convergence (38). Furthermore, given that
the sequence αn ∈ L∞δ (Ω, {b, c}) satisfies ‖αn‖L2(Ω) ≤
c2|Ω|, the sequence αn - actually a subsequence of it
with which we keep on working - converges weakly in
L2(Ω) and so
Rαn −⇀
L2(Ω)
Rα. (47)
The ultimate goal of the theorem is to take the limit
in (37) as n → ∞ and prove some kind of lower semi-
continuity for the functional, in order to obtain the
same inequality for the limiting triple (u,w, α). First,
we remark that due to the convexity of φ and the lower
semi-continuity of the BV − w∗ convergence (see Ap-
pendix A), it holds that
µ
∫
Ω
φ(|Dα|) ≤ µ lim
n→∞
∫
Ω
φ(|Dαn|). (48)
In addition, from the lower semi-continuity of the
L2−norm in the weak topology, we obtain
λ
2 ‖Rα− α0‖
2
L2(Ω) ≤
λ
2 limn→∞
‖Rαn − α0‖2L2(Ω). (49)
To step further, we consider the quadratic and the lin-
ear terms of the portion E˜(un, wn, αn) of the func-
tional. We insert in the scene the fields uαnn and
wαnn , encountered in Section 2 (Problem I, Problem
II), which solve the exact Dirichlet and Neumann prob-
lems correspondingly, in case that the conductivity co-
efficient coincides with αn(x). Then, we write in con-
densed form
κ+ 1
2
∫
Ω
αn|∇(un + ηf)|2 =
κ+ 1
2
∫
Ω
αn|∇(uαnn + ηf)|2 +
κ+ 1
2
∫
Ω
αn|∇(un − uαnn )|2
+ (κ+ 1)
∫
Ω
αn∇(uαnn + ηf) · ∇(un − uαnn )
= κ+ 12
∫
Ω
αn|∇(uαnn + ηf)|2 +
κ+ 1
2
∫
Ω
αn|∇(un − uαnn )|2,
(50)
where we have used that un − uαnn ∈ H10 (Ω) and the
generalized Green’s formula to prove that
(κ+ 1)
∫
Ω
αn∇(uαnn + ηf) · ∇(un − uαnn ) = 0.
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In addition
1− κ
2
∫
Ω
αn|∇wn|2 =
1− κ
2
∫
Ω
αn|∇wαnn |2 +
1− κ
2
∫
Ω
αn|∇(wn − wαnn )|2
+ (1− κ)
∫
Ω
αn∇wαnn · ∇(wn − wαnn )
= 1− κ2
∫
Ω
αn|∇wαnn |2 +
1− κ
2
∫
Ω
αn|∇(wn − wαnn )|2
+ (1− κ) 〈g, γwn − Λ−1αng〉A×B , (51)
where we have used again the Green’s formula and the
Calderón operator to handle the surface term. Finally,
the linear term of E˜ becomes
−(1− κ) 〈g, γwn〉A×B =
− (1− κ) 〈g, γwαnn 〉A×B
− (1− κ) 〈g, γwn − Λ−1αng〉A×B .
(52)
The decomposition made in (50)-(52) allows to write
E˜(un, wn, αn) =E˜(uαnn , wαnn , αn)
+ κ+ 12
∫
Ω
αn|∇(un − uαnn )|2
+ 1− κ2
∫
Ω
αn|∇(wn − wαnn )|2. (53)
The form of (53) is very helpful for monitoring the min-
imization descent. The structure of the sub-functional
J3 has been responsible for intermediate eliminations
of linear terms. That’s why it has been selected in this
particular form. The outcome of these cancellations
consists in expressing the difference of E˜(un, wn, αn)
and E˜(uαnn , wαnn , αn) as a positive flux - difference be-
tween the members of the whole minimizing sequence
and those of the sequence solutions of the intermediate
direct problems.
We exploit now the convergence results presented in
Propositions 1 and 2. Then, clearly we have
lim
n→∞ E˜(u
αn
n , w
αn
n , αn) = E˜(uα, wα, α). (54)
Taking the limit n → ∞ in (53) and exploiting
(48),(49),(54), we obtain that
inf
(u,w,α′)
E(u,w, α′) = lim
n→∞E(un, wn, αn)
≥ lim
n→∞E˜(u
αn
n , w
αn
n , αn) +
λ
2 limn→∞
‖Rαn − α0‖2L2(Ω)
+ µ lim
n→∞
∫
Ω
φ(|Dαn|) + κ+ 12 limn→∞
∫
Ω
αn|∇(un − uαnn )|2
+ 1− κ2 limn→∞
∫
Ω
αn|∇(wn − wαnn )|2
≥ E˜(uα, wα, α) + λ2 ‖Rα− α0‖
2
L2(Ω) + µ
∫
Ω
φ(|Dα|)
+ κ+ 12 limn→∞
∫
Ω
αn|∇(un − uαnn )|2
+ 1− κ2 limn→∞
∫
Ω
αn|∇(wn − wαnn )|2 ⇒
inf
(u,w,α′)
E(u,w, α′) ≥ E(uα, wα, α)
+ κ+ 12 limn→∞
∫
Ω
αn|∇(un − uαnn )|2
+ 1− κ2 limn→∞
∫
Ω
αn|∇(wn − wαnn )|2. (55)
On the basis of the convergences (43),(44), the limit
processes declared by Propositions 1,2 and the lower
semi-continuity of the L2(Ω)-norm in the weak topol-
ogy, we obtain
lim
n→∞
∫
Ω
αn|∇(un − uαnn )|2
≥ b lim
n→∞
∫
Ω
|∇(un − uαnn )|2 ≥ b
∫
Ω
|∇(u− uα)|2,
(56)
lim
n→∞
∫
Ω
αn|∇(wn − wαnn )|2
≥ b lim
n→∞
∫
Ω
|∇(wn − wαnn )|2 ≥ b
∫
Ω
|∇(w − wα)|2.
(57)
Consequently the relation (55) becomes
inf
(u,w,α′)
E(u,w, α′) ≥ E(uα, wα, α)
+ bκ+ 12
∫
Ω
|∇(u− uα)|2
+ b1− κ2
∫
Ω
|∇(w − wα)|2. (58)
The last inequality can be satisfied only if ∇u = ∇uα,
∇w = ∇wα, a.e. in Ω or equivalently
u = uα in H10 (Ω), (59)
w = wα in H1(Ω)/R. (60)
Necessarily, the inequality (58) becomes the equation
inf
(u,w,α′)
E(u,w, α′) = E(u,w, α), which has the interest-
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ing interpretation
inf
(u,w,α′)
E(u,w, α′) = lim
n→∞E(un, wn, αn)
= E( lim
n→∞un, limn→∞wn, limn→∞αn)
= E(uα, wα, α).
(61)
So the minimization problem admits a solution, which
necessarily is the limit of the minimizing sequence.
Remark 1 It is important to notice that one of the
fundamental outcomes of the Theorem 1 is that it is
not necessary to solve a direct conductivity problem in
every step of the process (with a specific conductivity
profile). This would of course accelerate the conver-
gence of the minimization process but the descent to-
ward the minimum could be implemented independently
for the three variables u,w, α of the problem.
Remark 2 Without loss of generality, the results of
Theorem 1 hold, even if the members of the minimiz-
ing sequence belong themselves to BV (Ω)∩L∞δ (Ω, [b, c])
(This space is closed with respect to the particular kind
of activity the sequence elements participate in). The
specific form of the theorem has been adopted, since it is
common to use step wise constant functions as approx-
imation profiles, and so as to reveal that even starting
with constant profiles the minimization process is well
accomplished. This gives some extra degrees of freedom
to the arsenal of the numerical implementation.
Theorem 1 states that the infima of the functional oc-
cur at triples (uα, wα, α), where the functions uα, wα
solve the Dirichlet and Neumann boundary value prob-
lems corresponding to the conductivity profile α and
the data f, g. Actually, this would emerge naturally
if we solved repeatedly the direct problem for every
member αn of the convergent sequence of profiles, as
stated in Remark 1. If this was the plan, then the
functional part E˜(un, wn, αn) would be replaced im-
mediately by the term E˜(uαnn , wαnn , αn) and the total
functional would depend only on the conductivity func-
tion α,i.e
E1(α) = E˜(uα, wα, α) +
λ
2 ‖Rα− α0‖
2
L2(Ω)
+ µ
∫
Ω
φ(|Dα|)
= κ+ 12 〈Λαf, f〉A×B −
(1− κ)
2
〈
g,Λ−1α g
〉
A×B
− κ 〈g, f〉A×B +
λ
2 ‖Rα− α0‖
2
L2(Ω) + µ
∫
Ω
φ(|Dα|)
=
〈
g, f − Λ−1α g
〉
A×B +
κ+ 1
2
〈
g − Λαf,Λ−1α g − f
〉
A×B
+ λ2 ‖Rα− α0‖
2
L2(Ω) + µ
∫
Ω
φ(|Dα|).
(62)
In Theorem 1, the parameter κ has been taken to be-
long strictly in the interval (−1, 1), so that the con-
current minimization over fields and profiles shares
coercive behavior. However, in the scheme (62),
where only the conductivity profile appears, the pa-
rameter κ can be released and detour the critical
value 1. Thus, taking a sufficiently large parameter
κ would render the term
〈
g − Λαf,Λ−1α g − f
〉
A×B =〈
g − Λαf,Λ−1α (g − Λαf)
〉
A×B primitively significant.
It is worthwhile to notice that if it was addition-
ally known that g,Λαf ∈ L2(∂Ω) (some slight addi-
tional regularity), then the second term of E1 would
be responsible for the suppression of the difference
‖g − Λαf‖2L2(∂Ω) between data, over the measurement
surface ∂Ω. This is the commonly used minimization
functional forcing the surface data to be in accordance.
Theorem 1 establishes existence of a minimum, but
does not offer any argument concerning some kind of
uniqueness. In fact, it is not expected to have a unique
solution working with just a pair of data (f, g). As far
as convexity is concerned, a more attentive examina-
tion of the terms participating in the formation of the
functional E1(α) leads to the result that there exist
opposing terms. More precisely, the last two terms of
(62), controlling purely the functional structure of the
conductivity profiles, are convex [21]. The first two
terms, emerging from the treatment of the involved
direct problems, contain necessarily a concave term.
Indeed, working rather with the decomposition
E˜(uα, wα, α) = κ+ 12 〈Λαf, f〉A×B
− (1− κ)2
〈
g,Λ−1α g
〉
A×B
− κ 〈g, f〉A×B , (63)
we see that the first term is concave. This can been
shown by considering two discrete conductivity pro-
files αi, i = 1, 2, along with the accompanying fields
ui, wi, i = 1, 2, which solve the corresponding direct
problems as described in Theorem 1. Let us select an
arbitrary convex combination αs = sα1 + (1 − s)α2
(0 < s < 1) of the profiles αi, i = 1, 2 (with corre-
sponding fields us, ws). It turns out obviously, that
this function is an admissible conductivity function.
We remark that
〈Λαsf, f〉A×B =
∫
Ω
αs|∇(us + ηf)|2 ≥ s
∫
Ω
α1|∇(u1 + ηf)|2
+ (1− s)
∫
Ω
α2|∇(u2 + ηf)|2
= s 〈Λα1f, f〉A×B + (1− s) 〈Λα2f, f〉A×B ,
(64)
which proves that (when of course κ+ 1 > 0) the term
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κ+1
2 〈Λαf, f〉A×B is concave. In addition
− 〈g,Λ−1αs g〉A×B = ∫
Ω
αs|∇ws|2 − 2 〈g, γws〉A×B
= s
∫
Ω
α1|∇ws|2 + (1− s)
∫
Ω
α2|∇ws|2 − 2 〈g, γws〉A×B
≥ s
[∫
Ω
α1|∇w1|2 − 2 〈g, γw1〉A×B
]
+ (1− s)
[∫
Ω
α2|∇w2|2 − 2 〈g, γw2〉A×B
]
= s
[
− 〈g,Λ−1α1 g〉A×B]+ (1− s) [− 〈g,Λ−1α2 g〉A×B] .
(65)
Then, even the second term − (1−κ)2
〈
g,Λ−1α g
〉
A×B of
E˜(uα, wα, α) is concave when κ < 1. In case that
κ > 1, this term becomes convex and acts in collabo-
ration with the term λ2 ‖Rα−α0‖2L2(Ω) + µ
∫
Ω φ(|Dα|).
Indeed, when we perform a mixed minimization over
(u,w, α) (and then respect the coercivity condition
κ < 1) we have more local minima than in the case
of minimizing E1 over α, when the relaxed selection
κ > 1 can be adopted. Nevertheless, even the com-
monly used functional
〈
g − Λαf,Λ−1α g − f
〉
A×B writ-
ten as
〈
g,Λ−1α g
〉
A×B +〈Λαf, f〉A×B −2 〈g, f〉A×B, dis-
poses adversarial terms.
Remark 3 A well known result (see for example [22],
p 409) holds, according to which when a BV−function
α belongs additionally to L∞(Ω) and there exists a
closed subset K of Ω (with finite Hausdorff measure,
i.e. HN−1(K) < ∞) such that α ∈ W 1,1(Ω\K), then
α is necessarily a function of SBV (Ω), whose distri-
butional derivative disposes no Cantor part, while its
jump part is a subset of K (i.e. Sα ⊂ K). This result
assures that all the possible discontinuities lay in the set
K and the conductivities emerging as members of min-
imization sequences or limit functions, cannot dispose
more intrinsic derivatives than the Young measures,
delimiting the support of interfaces.
5 Towards the numerical imple-
mentation of the inverse con-
ductivity problem
The following theorem is the first stage of the inves-
tigation stepping to the establishment of the suitable
numerical scheme.
Theorem 2 The functional E(u,w, α) expressed by
(35) and (36) is lower semicontinuous with respect
to the strong L1(Ω)−convergence on α and the weak
L1(Ω) × L1(Ω)−convergence on (∇u,∇w) (This com-
bined convergence defines a topology, which will next be
denoted τ−topology).
Proof. We evoke herein mainly the Theorems 13.1.1
and 16.4.1 of [22] to establish the sought semicontinu-
ity. More precisely, we consider the function h(α, v),
where v = (v1, v2) ∈ RN × RN , defined as
h(α, v) = κ+ 12 α|(v1 +∇(ηf))|
2 + (1− κ)2 α|v2|
2.
(66)
Since the function h(α, v) is convex in v and lower semi-
continuous in α, we infer, on the basis of the aforemen-
tioned theorems of [21], that the functional
H(α, v) =
∫
Ω
h(α(x), v(x))dx (67)
is lower semicontinuous with respect to the strong
L1−convergence on α and the weak L1−convergence
on v. We take v = (v1, v2) = (∇u,∇w) and con-
sider sequences (un, wn) with the properties implied
by Theorem 1, according to which ∇un −⇀
L2(Ω)
∇u and
∇wn −⇀
L2(Ω)
∇w. Then, the pair (∇un,∇wn) converges
L1−weakly to (u,w), while αn → α strongly. Incorpo-
rating the term −κ 〈g, f〉A×B, we construct the func-
tional E˜(u,w, α) given by (36), which obeys then to
the semicontinuity result:
E˜(u,w, α) ≤ lim
n→∞
E˜(un, wn, αn). (68)
Taking into consideration (48) and (49), it is finally
proved that the total functional (35) satisfies
E(u,w, α) ≤ lim
n→∞
E(un, wn, αn). (69)
It is more informative to give the following extended
form of the lower semicontinuous functional E(u,w, α)
[22]
E(u,w, α) = E˜(u,w, α) + λ2 ‖Rα− α0‖
2
L2(Ω)
+ µ
∫
Ω
φ(|∇α|)dx+ µt
∫
Sα
|α+ − α−|dHN−1
+ µt
∫
Ω−Sα
|Cα|, (70)
where we recognize the decomposition of the total mass
into three parts: the absolutely continuous part with
respect to the Lebesgue measure, the jump part and
the Cantor measure. The parameter t stands for the
limit lims→∞ φ(s)s . This makes sense, since the strictly
convex function φ is selected to be non decreasing func-
tion from R+ to R+, with φ(0) = 0, while the condition
ts − τ ≤ φ(s) ≤ ts + τ with specific constants t > 0
and τ ≥ 0, is satisfied for every s ≥ 0.
The functional (70) could be exactly the target of the
minimization process. However, it is common to use
quadratic schemes in the optimization setting. We con-
struct then, inspired by [21], the auxiliary function
φ(s) =

φ′()
2 s
2 + φ()− φ′()2 if 0 ≤ s ≤ ,
φ(s) if  ≤ s ≤ 1 ,
φ′( 1 )
2 s
2 + φ( 1 )−
φ′( 1 )
2 if s ≥ 1 .
(71)
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Clearly, for every , it holds that φ(s) ≥ 0, ∀s and
lim→0 φ(s) = φ(s). We set E = H10 (Ω) × H1(Ω)/R
and define now the functional E as follows
E(u,w, α) =
E˜(u,w, α) + λ2 ‖Rα− α0‖2L2(Ω) + µ
∫
Ω φ(|∇α|)dx,
if (u,w) ∈ E and α ∈ H1(Ω) ∩ L∞δ (Ω, [b, c]),
∞,
if (u,w) ∈ E and
α ∈ (BV (Ω)−H1(Ω)) ∩ L∞δ (Ω, [b, c]).
(72)
Clearly, evoking classical arguments, simpler but rem-
iniscent of the steps followed in Theorem 1, we find
that
Proposition 3 For each  > 0, the functional E
admits a minimum (u, w, α) in E × (H1(Ω) ∩
L∞δ (Ω, [b, c])).
In addition, we define
E(u,w, α) =

E(u,w, α) if (u,w) ∈ E and
α ∈ H1(Ω) ∩ L∞δ (Ω, [b, c]),
∞ if (u,w) ∈ E and
α ∈ (BV (Ω)−H1(Ω)) ∩ L∞δ (Ω, [b, c]).
(73)
Proposition 4 The lower semicontinuous
envelope RτE of E, with respect to the
strong L1(Ω)−convergence on α and the weak
L1(Ω) × L1(Ω)−convergence on (∇u,∇w), coincides
with E.
Proof. It is proved in Theorem 2, that E is lower semi-
continuous with respect to the mixed type τ−topology
stated there. Given that clearly E ≥ E, what re-
mains to be proved in order that RτE = E is that
there exists a sequence (uh, wh, αh) in E × (H1(Ω) ∩
L∞δ (Ω, [b, c])) converging in the τ topology to (u,w, α)
and E(u,w, α) = lim
h→0
E(uh, wh, αh). Such a sequence
can be constructed using classical approximation theo-
rems [15, 16]. We just pay attention on the exploitation
of the intermediate convergence of measures, assuring
the appropriate convergence of the involved measures.
Proposition 5 Every cluster point (u,w, α) - with re-
spect to the strong L1(Ω)−convergence on α and the
weak L1(Ω) × L1(Ω)−convergence on (∇u,∇w) - of
the sequence {(u, w, α);  > 0}, introduced in Propo-
sition 3, is a minimizer of E and E(u, w, α) con-
verges to E(u,w, α).
Proof. By construction, it is obvious that E(u,w, α)
is a decreasing sequence converging pointwise to
E(u,w, α). According to a well known result of the
theory of Γ−convergence (Theorem 2.1.8 in [21]), E
Γ−converges to the lower semicontinuous envelope
RτE of E, which according to Proposition 4, co-
incides with the functional E. In addition, thanks
to the uniform bounds b, c of the conductivity co-
efficients the functionals E are equicoercive and so
the set {(u, w, α);  > 0} is relatively compact in
the aforementioned topologies. According to The-
orem 12.1.1 of [22], every cluster point (u,w, α) of
the set {(u, w, α);  > 0} is a minimizer of E and
E(u, w, α) converges to E(u,w, α) as  goes to zero.
6 The numerical implementa-
tion
Following the arguments presented in Section 3.2.4 of
[21], we are interested in constructing a semiquadratic
algorithm implementing numerically the optimization
scheme described in the previous Section. More pre-
cisely, we restrict ourselves to the case that the auxil-
iary function φ, introduced above and participating in
the part of the functional controlling the masses of the
conductivity profiles, is selected to satisfy the require-
ments of Proposition 3.2.4 (encountered in [21]). The
main condition is that the function φ(
√
s) is concave
in (0,∞), while we recall that φ(s) is a non-decreasing
function. Consequently, the non negative parameters
L = lims→∞ φ
′(s)
2s and M = lims→0
φ′(s)
2s are well de-
fined and obey to the ordering L < M . According to
the main results of the Proposition 3.2.4, there exists
a convex and decreasing function ψ :]L,M ] → [β1, β2]
such that
φ(s) = inf
L≤ω≤M
(ωs2 + ψ(ω)), (74)
where β1 = lims→0+ φ(s) and β2 = lims→+∞(φ(s) −
sφ′(s)
2 ). Moreover, for every s ≥ 0, the value ω at which
the minimum is reached is exactly ω = φ
′(s)
2s . This ap-
proach has the characteristics of a duality process and
the variable ω is called the dual variable.
Applying this duality approach to the - quadratic
near the end points - auxiliary function φ, given
by (71), we have the possibility [21] to express the
inf
(u,w,α)
E(u,w, α) in the form
inf
(u,w,α)
E(u,w, α) = inf
ω
inf
(u,w,α)
J(u,w, α, ω), (75)
where
J(u,w, α, ω) =E˜(u,w, α) +
λ
2 ‖Rα− α0‖
2
L2(Ω)
+ µ
∫
Ω
(ω|∇α|2 + ψ(ω))dx (76)
with (u,w) ∈ E and α ∈ H1(Ω).
Remark 4 The sequence of functions ωn(x) can be
seen as an indicator of contours.
1. If ωn(x) ≈ 0, then x belongs to a discontinuity sur-
face.
2. If ωn(x) ≈ 1, then x belongs to a homogeneous re-
gion.
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6.1 BV Regularized Inversion algo-
rithm
The main property of the semiquadratic algorithm we
apply on (76) is to detect progressively the discontinu-
ities of the conductivity profile α. Our computational
process will be started from an initial estimation of
(u,w, α, ω). Following [21], we have further taken ad-
vantage of the role of the dual variable, as attributed in
Remark 4. The initial guess ω0 allows us to introduce
into the formulation of the minimization problem (75)
prior information about the location of the inhomo-
geneity’s boundary. The BV Reconstruction algorithm
is then read as: given a step size control h ∈ (0, 1), an
initial approximation (u0, w0, α0, ω0), a smoothing pa-
rameter , a maximum number of iterations (max_iters
= 10) and setting the regularization parameter λ = 0:
Algorithm BV Regularized Inversion
Require: (u0, w0, α0) . initial guess for (u0, w0, α0, ω0)
Ensure: umin, wmin, αmin, ωmin
1 function BVReconstruction(u0, w0, α0, ω0)
2 for n← 0 : max_iters do
3 (un+1 , wn+1 , αn+1 ) ← argmin
(u,w,α)
J(u,w, α, ωn)
4 ωn+1 ← φ′(|∇αn+1 |)2|∇αn+1 |
5 end for
6 return umin, wmin, αmin, ωmin
7 end function
At the nth iteration of the algorithm, the vari-
ables u,w, α are computed for given ω as the
argmin
(u,w,α)
J(u,w, α, ωn) (Step 3). Since we would like to
exploit knowledge about lower and upper bounds on
the conductivity, we adopt the interior point method
implemented in the software package IPOPT [26, 27],
which accepts lower and upper bounds on the con-
trol parameters, can exploit gradients, and approxi-
mates the Hessian using BFGS updates [18]. Gradient-
based optimizers, such as IPOPT, typically terminate
as soon as the dual infeasibility has been decreased be-
low a specified threshold. Then, ωn+1 is computed as
ωn+1 = φ
′
(|∇αn+1 |)
2|∇αn+1 | = argminω
J(un+1 , wn+1 , αn+1 , ω)
(Step 4).
6.2 Numerical tests
We now illustrate the theoretical results with numerical
tests. For this purpose we consider the boundary value
problem
∇ · (α(x)∇u(x)) = 0 x ∈ Ω,
u(x) = f(x) x ∈ ∂Ω,
α(x)∂u
∂n
(x) = g(x) x ∈ ∂Ω,
with known data (f, g) and the conductive region Ω be
the disc
Ω :=
{
(x, y) ∈ R2 : ρ =
√
x2 + y2 < 2
}
. (77)
The threshold values b and c in the definition domain
of α(x) can vary accordingly.
We examine the efficiency of the conductivity recon-
struction method via a single measurement for one
concentric and two different eccentric inhomogeneities,
each represented by the inclusion D defined as
D :=
{
(x, y) ∈ R2 : ρD =
√
(x− xD)2 + (y − yD)2 < 1
}
(78)
with (xD, yD) its center coordinates. We assume that
the - known a priori though target of reconstruction -
conductivity profile has the following simple profile
α = α(x, y) =
{
2, (x, y) ∈ D,
1, (x, y) ∈ Ω \D. (79)
Without loss of generality, the parameter b has been
selected - in the most part of our experiments - equal
to 1 in order to comply, in a simple manner, with the
requirements on the protective region Ωδ. The thresh-
old parameter c has been chosen to be not less than
the critical value 2.
We discretize the computational domain, defined by
the outer circle (ρ = 2), using Triangle [28, 29] with
characteristic mesh size (h), reported in Table 1 below
along with the number of elements and the number of
nodes for each mesh. We adopt the piecewise linear,
continuous family of finite elements (P1) for the dis-
cretization of the operators J(u,w, α, ω).
We emphasize here the sensitivity of the solutions
with respect to the two fundamental parameters of the
algorithm, ω and µ. With regard to the first, we in-
troduce the parameter ` for representing the average
width of the ring-shaped ω0 profile. So, the initial guess
for ω0 is selected by
ω0 =
{
0, if |ri − ρD| ≤ `2 ,
1, otherwise,
(80)
where |ri − ρD| stands for the Euclidean distance of
the i−node from ∂D, (ρD = 1). We consider three
different configurations for ω0 constructed via 80, with
` = {0.2, 0.3, 0.4}. Higher values of ` express higher
uncertainty with respect to the location of the inclu-
sion’s boundary. The region coloured blue defines the
area where ω0(x) = 0, representing so the discontinuity
surface (Remark 4) (see for example the first column
of Figure 2, Figure 4, Figure 6). We also consider the
case where the initial ω is a constant function, ω0 ≡ 1.
The regularization parameter µ represents the influ-
ence of the BV structure on the problem (although
slightly regularized by the parameter ). It is surpris-
ing that only with one measurement, we are able to re-
construct both the geometrical configuration and the
exact values of the conductivity profile, even though
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Table 1: Delaunay Triangulations.
Mesh case h Elements Nodes
concentric 0.27 1850 956
strong eccentric 0.24 1834 948
mild eccentric 0.26 1854 958
concentric 0.15 2024 3926
strong eccentric 0.14 2036 3950
mild eccentric 0.15 2036 3950
the initial guess (expressed via the configuration ω0)
protects the minimization process from rambling. Be-
sides, our aim is to examine numerically the robustness
of the proposed methodology with respect to the choice
of ω0.
The minimization reveals that when µ increases, the
BV norm of the conductivity dominates and highlights
the discontinuities of the conductivity function. It is
interesting to mention that when we impose constant
ω, (for example ω0 ≡ 1), the associated term of the
functional becomes µ
∫
Ω |∇α|2 and we recover the com-
monly employed Tikhonov regularization, forcing the
conductivity profiles to be H1−functions, preventing
the abruptness of the variations to be revealed across
inclusion boundaries. The smoothing of the inclusion
boundary, observed for example at the last row (p)
of Figure 2, is indicative for the inexpediency of the
common Tikhonov regularization (ω ≡ 1), revealing
convergence to false local minima.
We proceed with the implementation of the algo-
rithm for the numerical solution of the problem (75)
setting the smoothing parameter  = 0.1 and the pa-
rameter κ = 10. The initial approximation for the
conductivity is chosen to be the constant function
α0 = 2.5. Namely, in the concentric (6.2.1) and mild
eccentric inhomogeneity (6.2.2.2), we set
α0 =
{
1, ri > ρD + `2 ,
2.5, otherwise,
(81)
(second column of Figure 2 and Figure 6), while in
the strong eccentricity inhomogeneity (6.2.2.1) we es-
tablish α0 = 2.5 throughout the domain Ω \ Ωδ (sec-
ond column of Figure 4). The inversion is attempted
for each aforementioned value of ` as well as the case
ω0 ≡ 1 for n = 10 iterations. The optimal solutions
αn are depicted for the best - for each case - value of
the regularization parameter µ selected from the value
range µ = {0.1, 0.5, 1, 5}. We clarify here, that the
“best” choice of the BV regularization term consists
in that value of µ, which improves the solution αn to
yield a better result both in the geometrical and phys-
ical sense (Table 3, Table 4, Table 5). We display the
solution pair (α, ω) of the final iteration (n = 10) for
` = {0.2, 0.3, 0.4} and we choose only one value of ` to
present the (αn, ωn) series in each geometry ( Figure
3, Figure 5, Figure 7). In the latter display, we provide
also the conductivity contour lines (black lines) along
with their values, in order to highlight the uniformity
of the physics in the conductivity reconstruction. Fi-
nally, we point out that the Tikhonov regularization
corresponds to the case ω0 ≡ 1 (consequently ω ≡ 1).
Hereafter, we use the notation ω ≡ 1 accounting for the
ω0− constant profile of the Tikhonov reconstruction.
6.2.1 Concentric inhomogeneity
We consider the simple case where the inclusion D is
located at (xD, yD) = (0, 0). We additionally consider
the synthetic data
f = 1 + 114 cos(φ), 0 6 φ < 2pi,
g = 138 cos(φ), 0 6 φ < 2pi,
(82)
produced by the analytical solution
u(ρ, φ) =
{
1 + ρ cos(φ), 0 ≤ ρ ≤ 1,
1 + ( 32ρ− 12ρ ) cos(φ), 1 < ρ ≤ 2.
(83)
Using the computational process which was described
in Section 6.1, in Figure 2 from left to right we display
the initial (ω0, α0) and the final corresponding numer-
ical solution (ω, α) for the ω0− configurations: ` =
{0.2, 0.3, 0.4} and ω0 ≡ 1 (last row). The inversion is
performed for the different values of µ = {1, 0.1, 0.1, 1}
for ` = {0.2, 0.3, 0.4}, ω0 ≡ 1 respectively and mesh
size h = 0.27. In Figure 3, we present extensively the
series of the optimal solutions αn (1st row) correspond-
ing to the profiles ωn (2nd row) for the chosen ω0−
configuration ` = 0.2. We summarize the numerical
results for all iterations in Table 3.
All tables hereafter show the ω0− refinement level (`)
along with the selected regularization value (µ), the
value of the computed conductivity in the inclusion
D, (αin), and that of the outer domain Ω \D, (αout),
in every iteration n. The variables (αin,out) denote
the uniform values of the reconstructed conductivity
α. We point out here for readers’ convenience, that
the color-bar in all figures pertains to the conductivity
range (α ∈ [1, 2]).
6.2.2 Eccentric inhomogeneity
6.2.2.1 Strong eccentricity problem. The cen-
ter of an indicative strongly eccentric inclusion is cho-
sen to be at (xD, yD) = (
√
5−√17
2 , 0). We assume that
synthetic data are available in the form
f = sf (α2, τ1, τ2)
sinφ√
17 + 4 cosφ
,
g = sg(α2, τ1, τ2)
1
2
sinφ
(
√
17 + 4 cosφ)2
,
(84)
where
sf (α2, τ1, τ2) =
1
2(1 + α2)e
−τ1 + 12(1− α2)e
−2τ2eτ1 ,
sg(α2, τ1, τ2) =
1
2(1 + α2)e
−τ1 − 12(1− α2)e
−2τ2eτ1 ,
(85)
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and φ ∈ [0, 2pi), generated by the exact solution (ob-
tained by an analytical method in bipolar coordinates)
uexact =
(ρ4 + c1(φ)ρ3 + ρ2c2(φ) + c3(φ)ρ+ 16)−
1
2 e−τρ sinφ,
if τ > τ2,
(ρ4 + c1(φ)ρ3 + c2(φ)ρ2 + c3(φ)ρ+ 16)−
1
2 c˜ρ sinφ,
if τ1 < τ < τ2,
(86)
with
a = 12 , α2 = 2, τ1 = ln[(
√
17 + 1)14 ],
τ2 = ln[(
√
5 + 1)12 ], c1(φ) = 2
√
17 cosφ,
c2(φ) = 17 + 8 cos(2φ), c3(φ) = 8
√
17 cosφ,
c˜ = 12(1 + α2)e
−τ + 12(1− α2)e
−2τ2eτ ,
τ = 12 ln
[
ρ2 + 4a2(1−e−2τ1 )2 +
4aρ cosφ
1−e−2τ1
ρ2 + 4a2e−4τ1(1−e−2τ1 )2 +
4aρ cosφe−2τ1
1−e−2τ1
]
. (87)
In our computational process, we have observed that
the regularization values µ = {0.1, 0.5, 0.5, 0.1}, corre-
sponding to ` = {0.2, 0.3, 0.4} and ω0 ≡ 1, reveal ap-
propriately the geometrical features of that case. We
present the numerical results with respect to these val-
ues of µ and mesh size h = 0.24.
Figure 4 from left to right displays the chosen initial
guess (ω0, α0) along with the numerical solution pair
(ω, α) of the final iteration. Next in Figure 5, we show
the sequence of (αn, ωn) for the most disturbed ω0−
configuration ` = 0.4. We perform the numerical re-
sults in Table 4.
6.2.2.2 Mild eccentricity problem. In this exa-
mple, the coordinates of the center of D are taken as
(xD, yD) = (− 13 , 0). We handle the following pair of
synthetic data
f = mf (α2, τ1, τ2)
8
3
√
10 sinφ
28
3 + 4 cosφ
,
g = mg(α2, τ1, τ2)
320
9
sinφ
( 283 + 4 cosφ)2
,
(88)
where
mf (α2, τ1, τ2) =
1
2(1 + α2)e
−τ1 + 12(1− α2)e
−2τ2eτ1 ,
mg(α2, τ1, τ2) =
1
2(1 + α2)e
−τ1 − 12(1− α2)e
−2τ2eτ1 ,
(89)
and φ ∈ [0, 2pi), stemmed from the exact solution
uexact =

e−τ sinφ sinh τcosh τ+cosφ , if τ > τ2,
mu(α2, τ2, τ) sinφ sinh τcosh τ+cosφ ,
if τ1 < τ < τ2,
(90)
with
mu(α2, τ2, τ) =
[1
2(1 + α2)e
−τ + 12(1− α2)e
−2τ2eτ
]
and
a = 43
√
10, α2 = 2, τ1 = ln[
(2
√
10 + 7)
3 ],
τ2 = ln[
(4
√
10 + 13)
3 ],
τ = 12 ln
[
ρ2 + 4a2(1−e−2τ1 )2 +
4aρ cosφ
1−e−2τ1
ρ2 + 4a2e−4τ1(1−e−2τ1 )2 +
4aρ cosφe−2τ1
1−e−2τ1
]
. (91)
In Figure 6 from left to right we plot the initial pair
(ω0, α0) and its computed solution pair (ω, α) on the
tenth iteration, for the optimal regularization values -
observed in computations - µ = {0.1, 1, 0.1, 0.1} for ` =
{0.2, 0.3, 0.4} and ω0 ≡ 1 apiece, with respect to the
mesh size h = 0.26. Figure 7 presents the (ωn, αn)−
reconstruction sequence generated by the value ` = 0.3
for the finer mesh size h = 0.15. The reconstruction
parameters are given in Table 5.
6.3 BV Physical reconstruction
In this paragraph, we would like to present the effi-
ciency of the method in case we know a priori the
correct geometry and we are aiming at the values of
the conductivity function throughout the well defined
components of the whole structure. There exist two
reasons why we present this analysis. First of all, it is
really amazing to remark the efficiency as well as the
abrupt convergence of the methodology to the desired
exact solution with high accuracy. Secondly, the a pri-
ori information of the correct geometry of the inhomo-
geneity is introduced in the reconstruction technique
via the specific form of the field ω and this implication
is strongly related to the efficiency of the numerical
treatment of the method, on the basis of the hidden
BV−structure carried by ω itself.
In what follows, we assume that ω has indeed the ex-
pected behavior in the vicinity of the inhomogeneity,
as depicted in second column of Figure 8, generated by
the value ` = 0.02 in formula (80). For all geometries
(6.2.1, 6.2.2.1, 6.2.2.2), we set  = 0.1, κ = 10, the
regularization parameter µ = 1 and as initial approxi-
mation for the conductivity the three - valued constant
function
α0 =

5, (x, y) ∈ D,
0.5, (x, y) ∈ Ω \ (Ωδ ∪D),
1, (x, y) ∈ Ωδ,
(92)
(Figure 8, 1st column). Here, we have selected a very
small lower and a very large upper threshold value to
show that even under an extended deviation range, the
conductivity is recovered immediately and exactly.
The BV Regularized Inversion is performed for one i-
teration with respect to the mesh sizes (h) displayed in
Table 2 following. We also consider for comparison the
case ω0 ≡ 1, accounting for the Tikhonov reconstru-
ction.
In Figure 8 from left to right we display the initial
guess (α0), the “right” (ω) and the computed numeri-
cal solution (α) for the concentric, the strong eccentric
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Table 2: Delaunay Triangulations.
Mesh case h Elements Nodes
concentric 0.21 2698 1450
strong eccentric 0.21 2738 1470
mild eccentric 0.20 2746 1474
and the mild eccentric inhomogeneity. Next to each
(dashed line), we present the ω ≡ 1 profile along with
the solution (α) provided by the Tikhonov reconstru-
ction. We display the numerical results in Table 6.
6.4 Multi - data reconstruction of the
concentric inhomogeneity
6.4.1 Exact observations.
In this section, we investigate a simple case of multi-
ple measurements. Thoroughly, we consider a specific
family of exact synthetic data for the concentric inho-
mogeneity problem (6.2.1). More precisely, we assume
that we know a sufficient number m (m ∈ N) of bound-
ary data pairs of the form
(fm, gm) =
(
1 + 138
(3 · 22m+1 − 2)
m(3 · 22m + 1) cos(mφ),
13
8 cos(mφ)
)
,
(93)
where φ ∈ [0, 2pi), m = 1, 2, ..., N , each-one suppor-
ting the common exact solution
u(m)(ρ, φ) = 1+138

2m+2
m(3·22m+1)ρ
m cos(mφ),
0 6 ρ 6 1,
2m+1
m(3·22m+1) (3ρm − ρ−m) cos(mφ),
1 < ρ 6 2.
(94)
We perform the algorithm of Section 6.1 (setting λ = 0)
on the problem (75), where now the functional (76) can
be rewritten as
J(u,w, α, ω,N) =
N∑
m=1
|E˜m(u,w, α)|
+ λ2 ‖Rα− α0‖
2
L2(Ω)
+ µ
∫
Ω
(ω|∇α|2 + ψ(ω))dx (95)
where
E˜m(u,w, α) =
κ+ 1
2
∫
Ω
α|∇(u+ ηfm)|2dx
+ (1− κ)
[
1
2
∫
Ω
α|∇w|2dx− 〈gm, γw〉A×B
]
− κ 〈gm, fm〉A×B . (96)
The problem parameters , κ and the mesh size h are
selected as in (6.2.1), whereas we choose α0 = 2.5
through the whole domain Ω \ Ωδ. We repeat the in-
version for the ω0− configurations: ` = {0.2, 0.4, 0.6}
and ω0 ≡ 1 with regularization values µ = {1, 0.1, 1, 1}
apiece, for N = {2, 5} data pairs of the form (93) and
we compare the results with the single data pair case
N = 1 (6.2.1). We notice here that the boundary data
(93) for N = 1 are normalized to coincide with those
in (82).
Figure 9a and 9b from left to the right displays the ini-
tial conductivity (α0) and the final reconstructed solu-
tions (α) for N = {1, 2, 5} data pairs along with their
corresponding solution pair (ω) (beneath each), for the
aforementioned ω0− configurations. Table 7 presents
the numerical results for every selection of the number
of the boundary data pairs (N) and every choice of the
iteration level n (n = 10).
We observe that the use of multiple measurements ac-
celerates the computational process to an acceptable
convergence both in the geometrical and physical sense.
It is remarkable that for this mesh case the reconstruc-
tion with just N = 2 data pairs is exact, coinciding
with the inversion based on several data pairs (N > 2).
6.4.2 Noisy observations.
In this example, we assume that noisy observations are
available. More precisely, the range of the ΛN.t.D ope-
rator is subject to noise additions in the form
(f˜m, g˜m) =
(
fm + |fm| · Rfm · θ, gm
)
, (97)
where (fm, gm) are given in (93), Rfm are ∂Ωh × 1−
matrices of random numbers on the interval (−1, 1),
which are generated by the MATLAB function “rand”
with ∂Ωh the number of boundary nodes of the Delau-
nay triangulation and θ some noise level.
The minimization process on (95) will be started with
λ = 0,  = 0.1, κ = 10 and α0 = 2.5 as the initial ap-
proximation for the conductivity function throughout
the domain Ω\Ωδ. We perform n = 10 iterations of the
BV Regularized Inversion algorithm for the ω0− con-
figurations: ` = {0.2, 0.4, 0.6} with respect to the mesh
size h = 0.27. At each ω0− refinement level (`), we re-
cur the implementation for each value of the noise level
θ = {0.005, 0.01, 0.05} and every choice of the number
of the boundary data pairs N = {1, 2, 5}.
Figure 10a-10c performs from left to the right the re-
constructed solution pair (α, ω) at the final iteration for
each number of boundary data pairs (N) as the mea-
surement noise θ becomes relatively larger. At each
`− test case, the initial guess (α0, ω0) is depicted on
the right-hand side of the color-bar. We start from the
finest level ` = 0.2. The numerical results are sum-
marized in Table 8a-8c, where we present the uniform
values (αin,out) of the computed solution α at every
iterate n from the finest (` = 0.2) to the coarsest re-
finement level (` = 0.6).
In the realm of the noisy observations, the Tikhonov
approach (ω0 ≡ 1) totally fails, as expected, and there-
fore is omitted.
To conclude, it is revealing how the reconstruction with
multiple measurements forcefully contributes to the ge-
ometrical and physical performance of the computed
solution even in the presence of both relatively large
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noise and higher uncertainty with respect to the loca-
tion of the inclusion’s boundary.
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Figures and figure captions
` = 0.2
(a) ω0 (b) α0 (c) ω (d) α
` = 0.3
(e) ω0 (f) α0 (g) ω (h) α
` = 0.4
(i) ω0 (j) α0 (k) ω (l) α
ω ≡ 1
(m) ω0 (n) α0 (o) ω (p) α
Figure 2: BV Regularized Inversion solution pair (ω, α) at the final iteration for the ω0 profiles: (` =
{0.2, 0.3, 0.4}, ω ≡ 1) and µ = {1, 0.1, 0.1, 1} respectively for the concentric inhomogeneity problem.
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αn
(a) (b) (c) (d) (e)
ωn
(f) n = 0 (g) n = 1 (h) n = 2 (i) n = 3 (j) n = 6
Figure 3: BV Regularized Inversion αn− solutions and ωn− profiles at the n−th iteration for ` = 0.2 of
the concentric inhomogeneity problem.
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` = 0.2
(a) ω0 (b) α0 (c) ω (d) α
` = 0.3
(e) ω0 (f) α0 (g) ω (h) α
` = 0.4
(i) ω0 (j) α0 (k) ω (l) α
ω ≡ 1
(m) ω0 (n) α0 (o) ω (p) α
Figure 4: BV Regularized Inversion solution pair (ω, α) at the final iteration for the ω0 profiles: (` =
{0.2, 0.3, 0.4}, ω ≡ 1) and µ = {0.1, 0.5, 0.5, 0.1} respectively for the strong eccentricity problem.
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αn
(a) (b) (c) (d) (e)
ωn
(f) n = 0 (g) n = 1 (h) n = 2 (i) n = 4 (j) n = 8
Figure 5: BV Regularized Inversion αn− solutions and ωn− profiles at the n−th iteration for ` = 0.4 of
the strong eccentricity problem.
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` = 0.2
(a) ω0 (b) α0 (c) ω (d) α
` = 0.3
(e) ω0 (f) α0 (g) ω (h) α
` = 0.4
(i) ω0 (j) α0 (k) ω (l) α
ω ≡ 1
(m) ω0 (n) α0 (o) ω (p) α
Figure 6: BV Regularized Inversion solution pair (ω, α) at the final iteration for the ω0 profiles: (` =
{0.2, 0.3, 0.4}, ω ≡ 1) and µ = {0.1, 1, 0.1, 0.1} respectively for the mild eccentricity problem.
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αn
(a) (b) (c) (d) (e)
ωn
(f) n = 0 (g) n = 1 (h) n = 3 (i) n = 5 (j) n = 10
Figure 7: BV Regularized Inversion αn− solutions and ωn− profiles at the n−th iteration for ` = 0.3 of
the mild eccentricity problem.
(a) α0 (b) ω (c) α (d) ω (e) α
(f) α0 (g) ω (h) α (i) ω (j) α
(k) α0 (l) ω (m) α (n) ω (o) α
Figure 8: Single-iteration BV Regularized Inversion α− solutions for the ω0 profiles: (` = 0.02, ω ≡ 1) of every
inhomogeneity problem and µ = 1.
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` = 0.2
` = 0.4
(a) α0
N={1,2,5} (b) α(N=1) (c) α(N=2) (d) α(N=5)
(e) ω0
N={1,2,5} (f) ω(N=1) (g) ω(N=2) (h) ω(N=5)
(i) α0
N={1,2,5} (j) α(N=1) (k) α(N=2) (l) α(N=5)
(m) ω0
N={1,2,5} (n) ω(N=1) (o) ω(N=2) (p) ω(N=5)
Figure 9a: N− data BV Regularized Inversion solution pairs (α, ω) at the final iteration for ` = {0.2, 0.4} of
the concentric inhomogeneity problem and µ = {1, 0.1} respectively.
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` = 0.6
ω ≡ 1
(a) α0
N={1,2,5} (b) α(N=1) (c) α(N=2) (d) α(N=5)
(e) ω0
N={1,2,5} (f) ω(N=1) (g) ω(N=2) (h) ω(N=5)
(i) α0
N={1,2,5} (j) α(N=1) (k) α(N=2) (l) α(N=5)
(m) ω0
N={1,2,5} (n) ω(N=1) (o) ω(N=2) (p) ω(N=5)
Figure 9b: N− data BV Regularized Inversion solution pairs (α, ω) at the final iteration for (` = 0.6, ω ≡ 1) of
the concentric inhomogeneity problem and µ = {1, 1} respectively.
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(a) α0
N={1,2,5}
(b) ω0
N={1,2,5}
θ = 0.005
θ = 0.01
θ = 0.05
(c) α(N=1) (d) α(N=2) (e) α(N=5)
(f) ω(N=1) (g) ω(N=2) (h) ω(N=5)
(i) α(N=1) (j) α(N=2) (k) α(N=5)
(l) ω(N=1) (m) ω(N=2) (n) ω(N=5)
(o) α(N=1) (p) α(N=2) (q) α(N=5)
(r) ω(N=1) (s) ω(N=2) (t) ω(N=5)
Figure 10a: N− data BV Regularized Inversion solution pairs (α, ω) at the final iteration for ` = 0.2 of the
concentric inhomogeneity problem with measurement noise θ = {0.5%, 1%, 5%} and µ = 1.
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(a) α0
N={1,2,5}
(b) ω0
N={1,2,5}
θ = 0.005
θ = 0.01
θ = 0.05
(c) α(N=1) (d) α(N=2) (e) α(N=5)
(f) ω(N=1) (g) ω(N=2) (h) ω(N=5)
(i) α(N=1) (j) α(N=2) (k) α(N=5)
(l) ω(N=1) (m) ω(N=2) (n) ω(N=5)
(o) α(N=1) (p) α(N=2) (q) α(N=5)
(r) ω(N=1) (s) ω(N=2) (t) ω(N=5)
Figure 10b: N− data BV Regularized Inversion solution pairs (α, ω) at the final iteration for ` = 0.4 of the
concentric inhomogeneity problem with measurement noise θ = {0.5%, 1%, 5%} and µ = 1.
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(a) α0
N={1,2,5}
(b) ω0
N={1,2,5}
θ = 0.005
θ = 0.01
θ = 0.05
(c) α(N=1) (d) α(N=2) (e) α(N=5)
(f) ω(N=1) (g) ω(N=2) (h) ω(N=5)
(i) α(N=1) (j) α(N=2) (k) α(N=5)
(l) ω(N=1) (m) ω(N=2) (n) ω(N=5)
(o) α(N=1) (p) α(N=2) (q) α(N=5)
(r) ω(N=1) (s) ω(N=2) (t) ω(N=5)
Figure 10c: N− data BV Regularized Inversion solution pairs (α, ω) at the final iteration for ` = 0.6 of the
concentric inhomogeneity problem with measurement noise θ = {0.5%, 1%, 5%} and µ = 1.
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Tables of results
Table 3: Reconstructed values (αin, αout) of the target conductivity α for the concentric inhomogeneity problem.
Number of iterations n = 10
` = 0.2 n 1 2 3 ≥ 4
µ = 1 αin 1.92 1.94 1.93 1.94
αout 1.00 1.00 1.00 1.00
` = 0.3 n 1 2− 3 4− 5 6 ≥ 7
µ = 0.1 αin 1.84 1.86 1.87 1.86 1.83
αout 1.00 1.00 1.00 1.00 1.00
` = 0.4 n 1 2 3− 4 5 6− 7 8− 9 10
µ = 0.1 αin 1.75 1.76 1.74 1.76 1.78 1.79 1.80
αout 1.00 1.00 1.00 1.00 1.00 1.00 1.00
ω ≡ 1 n 1 ≥ 2
µ = 1 αin 1.12 1.17
αout 1.00 1.00
Table 4: Reconstructed values (αin, αout) of the target conductivity α for the strong eccentricity problem.
Number of iterations n = 10
` = 0.2 n ≥ 1
µ = 0.1 αin 1.99
αout 1.00
` = 0.3 n 1 2− 5 6 7 8− 9 10
µ = 0.5 αin 2.00 1.99 2.00 1.99 2.00 1.99
αout 1.00 1.00 1.00 1.00 1.00 1.00
` = 0.4 n 1− 3 4 5− 6 7− 8 ≥ 9
µ = 0.5 αin 2.00 1.99 2.00 1.99 2.00
αout 1.00 1.00 1.00 1.00 1.00
ω ≡ 1 n 1 2 ≥ 3
µ = 0.1 αin 1.46 1.45 1.46
αout 1.00 1.00 1.00
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Table 5: Reconstructed values (αin, αout) of the target conductivity α for the mild eccentricity problem.
Number of iterations n = 10
` = 0.2 n 1 ≥ 2
µ = 0.1 αin 1.92 1.91
αout 1.00 1.00
` = 0.3 n 1 2 3− 4 5 6− 9 10
µ = 1 αin 1.84 1.83 1.82 1.81 1.80 1.81
αout 1.00 1.00 1.00 1.00 1.00 1.00
` = 0.4 n 1 2− 3 4 5 ≥ 6
µ = 0.1 αin 1.79 1.78 1.77 1.76 1.77
αout 1.00 1.00 1.00 1.00 1.00
ω ≡ 1 n 1 ≥ 2
µ = 0.1 αin 1.02 1.04
αout 1.00 1.00
Table 6: BV− physical reconstructed values (αin, αout) of the target conductivity α for every inhomogeneity
problem.
Number of iterations n = 1
Concentric ` = 0.02 ω ≡ 1
µ = 1 αin 1.98 1.17
αout 1.00 1.00
Strong eccentric ` = 0.02 ω ≡ 1
µ = 1 αin 1.93 1.10
αout 1.00 1.00
Mild eccentric ` = 0.02 ω ≡ 1
µ = 1 αin 1.98 1.00
αout 1.00 1.00
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Table 7: Reconstructed values (αin, αout) of the target conductivity α for the concentric inhomogeneity problem
with N− exact measurements.
Number of iterations n = 10
` = 0.2
n 1 2 3 ≥ 4
µ = 1
N = 1 1.92 1.94 1.93 1.94
αin N = 2 2.00 2.00 2.00 2.00
N = 5 2.00 2.00 1.99 1.99
αout N = 1, 2, 5 1.00 1.00 1.00 1.00
` = 0.4
n 1 2− 4 ≥ 5
µ = 0.1
N = 1 1.75 1.76 1.79
αin N = 2 1.99 2.00 2.00
N = 5 1.99 1.99 2.00
αout N = 1, 2, 5 1.00 1.00 1.00
` = 0.6
n 1− 2 3− 5 ≥ 6
µ = 1
N = 1 1.60 1.62 1.60
αin N = 2 2.00 2.00 2.00
N = 5 2.00 2.00 1.99
αout N = 1, 2, 5 1.00 1.00 1.00
ω ≡ 1
n 1 ≥ 2
µ = 1
N = 1 1.12 1.17
αin N = 2 1.09 1.12
N = 5 1.04 1.06
αout N = 1, 2, 5 1.00 1.00
Table 8a: Reconstructed values (αin, αout) of the target conductivity α for ` = 0.2 of the concentric inhomo-
geneity problem with N− “noisy” measurements.
` = 0.2 Number of iterations n = 10
θ = 0.005
n 1 2 ≥ 3
µ = 1
N = 1 1.91 1.92 1.92
αin N = 2 1.98 1.99 2.00
N = 5 1.98 2.00 2.00
αout N = 1, 2, 5 1.00 1.00 1.00
θ = 0.01
n 1 2 ≥ 3
µ = 1
N = 1 1.88 1.90 1.94
αin N = 2 1.94 1.96 1.99
N = 5 1.96 1.99 2.00
αout N = 1, 2, 5 1.00 1.00 1.00
θ = 0.05
n 1− 2 3 ≥ 4
µ = 1
N = 1 1.87 1.88 1.90
αin N = 2 2.00 1.98 1.99
N = 5 2.00 1.99 2.00
αout N = 1, 2, 5 1.00 1.00 1.00
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Table 8b: Reconstructed values (αin, αout) of the target conductivity α for ` = 0.4 of the concentric inhomo-
geneity problem with N− “noisy” measurements.
` = 0.4 Number of iterations n = 10
θ = 0.005
n 1− 2 3 ≥ 4
µ = 1
N = 1 1.60 1.62 1.67
αin N = 2 1.99 1.99 1.99
N = 5 1.99 1.99 2.00
αout N = 1, 2, 5 1.00 1.00 1.00
θ = 0.01
n 1 2− 3 ≥ 4
µ = 1
N = 1 1.60 1.65 1.70
αin N = 2 1.99 1.98 1.98
N = 5 1.99 2.00 1.99
αout N = 1, 2, 5 1.00 1.00 1.00
θ = 0.05
n 1 2 3 ≥ 4
µ = 1
N = 1 1.56 1.71 1.76 1.78
αin N = 2 1.98 1.99 2.00 1.99
N = 5 1.99 2.00 1.99 2.00
αout N = 1, 2, 5 1.00 1.00 1.00 1.00
Table 8c: Reconstructed values (αin, αout) of the target conductivity α for ` = 0.6 of the concentric inhomo-
geneity problem with N− “noisy” measurements.
` = 0.6 Number of iterations n = 10
θ = 0.005
n 1− 6 7− 8 9− 10
µ = 1
N = 1 1.67 1.90 1.99
αin N = 2 1.97 1.99 2.00
N = 5 1.99 2.00 1.99
αout N = 1, 2, 5 1.00 1.00 1.00
θ = 0.01
n 1− 3 4− 5 6− 7 8− 10
µ = 1
N = 1 1.67 1.94 1.96 2.00
αin N = 2 1.99 1.98 1.99 1.98
N = 5 1.99 2.00 2.00 2.00
αout N = 1, 2, 5 1.00 1.00 1.00 1.00
θ = 0.05
n 1 2− 3 ≥ 4
µ = 1
N = 1 1.71 1.90 1.96
αin N = 2 1.97 1.98 1.99
N = 5 1.98 2.00 1.99
αout N = 1, 2, 5 1.00 1.00 1.00
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7 Conclusions
We presented a methodology for the solution of the
inverse conductivity problem, honouring the space of
functions of bounded variation as the most appropri-
ate space hosting the conductivity profile. We demon-
strated through representative examples that the BV−
regularization assists the gradient-based interior point
algorithm to achieve accurate reconstructions of both
the geometry of the inhomogeneity and the values of
the conductivity, unlike the commonly employed for
this purpose Tikhonov regularization, which enforces
H1 regularity. The BV− regularization reconstruction
of the geometry seems to be insensitive to the regu-
larization parameter µ, but this is not the same as
far as the estimation of the values of conductivity is
concerned. Our investigation revealed that accurate
reconstructions of both the geometry of the concentric
and eccentric inclusions were possible with rather mild
assumptions on their locations. In addition, we incor-
porated indicative cases of multi-data and noisy mea-
surements clarifying the sensitivity trend of the current
reconstruction technique. It is of interest to investigate
further the applicability of the proposed methodology
for disconnected inclusions and multi-layered materi-
als. This project is under current investigation.
A The framework of functions
of bounded variation
Let Ω be an open subset of RN and B(Ω) its Borel
field. M(Ω,RN ) denotes the space of all RN -valued
Borel measures, which is also according to the Riesz
theory the dual of the space C0(Ω,RN ) of all contin-
uous functions φ vanishing at infinity, equipped with
the uniform norm ‖φ‖∞ =
(∑N
i=1 supx∈Ω |φi(x)|2
)1/2.
We note that M(Ω,RN ) is isomorphic to the product
space MN (Ω) and that
µ = (µ1, ..., µN ) ∈M(Ω,RN )⇐⇒
µi ∈ C ′0(Ω), i = 1, ..., N.
Definition 2 We say that a function u : Ω → R is
a function of bounded variation iff it belongs to L1(Ω)
and its gradient Du in the distributional sense belongs
to M(Ω,RN ). We denote the set of all functions of
bounded variation by BV (Ω). The four following as-
sertions are then equivalent [22]
(i) u ∈ BV (Ω);
(ii) u ∈ L1(Ω) and ∀i = 1, ..., N, ∂u∂xi ∈M(Ω);
(iii) u ∈ L1(Ω) and ‖Du‖ := sup{〈Du, φ〉 : φ ∈
Cc(Ω,RN ), ‖φ‖∞ 6 1} < +∞;
(iv) u ∈ L1(Ω) and ‖Du‖ = sup{∫Ω u div φ dx : φ ∈
C1c (Ω,RN ), ‖φ‖∞ 6 1} < +∞,
where Cc(Ω,RN ) denotes the space of all continuous
functions with compact support in Ω and the bracket
<,> in (iii) is defined by
〈Du, φ〉 :=
N∑
i=1
∫
Ω
φi
∂u
∂xi
.
Theorem 3 (Riesz-Alexandroff representation)
The topological dual of C0(Ω) can be isometrically
identified with the space of bounded Borel measures.
More precisely, to each bounded linear functional Φ on
C0(Ω) there is a unique Borel measure µ on Ω such
that for all f ∈ C0(Ω),
Φ(f) =
∫
Ω
f(x)dµ(x).
Moreover, ‖Φ‖ = |µ|(Ω).
Remark 5 According to the vectorial version of the
Riesz-Alexandroff representation theorem (Theorem 3),
the dual norm ‖Du‖ is also the total mass |Du|(Ω) =∫
Ω |Du| of the total variation |Du| of the measure Du.
Theorem 4 (Lebesgue decomposition) Let µ a
positive bounded measure on
(
RN ,B(RN )) and ν a
vector-valued measure on
(
RN ,B(RN )). Then there ex-
ists a unique pair of measures νac and νs such that
ν = νac + νs, νac  µ, νs ⊥ µ.
Moreover,
dν
dµ
= dνac
dµ
,
dνs
dµ
= 0, µ− a.e. and
ν(A) =
∫
A
dν
dµ
dµ+ νs(A) ∀A ∈ B(RN ),
where νac and νs are the absolutely continuous part and
the singular part of ν.
If u belongs to BV (Ω) and in Theorem 4 we choose
µ = dx, the N -dimensional Lebesgue measure, and
ν = Du, we get
Du = ∇u dx + Dsu︸︷︷︸
singular part
, (A.1)
where ∇u(x) = d(Du)
dx
(x) ∈ L1(Ω) and Dsu ⊥ dx.
∇u(x) is also called the approximate derivative of u. In
fact, we can say more for BV (Ω) functions. The singu-
lar part Dsu of Du can be decomposed into a “jump"
part Ju and a “Cantor" part Cu. In order to specify
the Ju part, we need first the following definition
Definition 3 (notion of approximate limit) Let
B(x, r) be the ball of center x and radius r and let
u ∈ BV (Ω). The approximate upper limit u+(x) and
the approximate lower limit u−(x) are defined by
u+(x) = inf
{
t ∈ [−∞,+∞]; lim
r→0
dx({u > t} ∩B(x, r))
rN
= 0
}
,
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u−(x) = sup
{
t ∈ [−∞,+∞]; lim
r→0
dx({u < t} ∩B(x, r))
rN
= 0
}
.
If u ∈ L1(Ω) then
lim
r→0
1
|B(x, r)|
∫
B(x,r)
|u(x)− u(y)|dy = 0 a.e. x.(A.2)
A point x for which (A.2) holds is called a Lebesgue
point of u, and we have
lim
r→0
1
|B(x, r)|
∫
B(x,r)
u(y)dy, (A.3)
and u(x) = u+(x) = u−(x). We denote by Su the jump
set, that is, the complement, up to a set of HN−12
measure zero, of the set of Lebesgue points
Su = {x ∈ Ω;u−(x) < u+(x)}.
Then Su is countably rectifiable, and for HN−1-
a.e. x ∈ Ω, we can define a normal nu(x).
Therefore, the measure Du admits the following repre-
sentation [21]
Du = ∇udx+ (u+ − u−)nuHN−1|Su︸ ︷︷ ︸
jump part
+ Cu.︸︷︷︸
Cantor part
(A.4)
From (A.4) we can deduce the total variation of Du :
|Du|(Ω) =
∫
Ω
|Du|
=
∫
Ω
|∇u|(x)dx
+
∫
Su
|u+ − u−|dHN−1 +
∫
Ω−Su
|Cu|. (A.5)
From (A.1) we conclude that W 1,1(Ω) is a subspace
of the vectorial space BV (Ω) and u ∈ W 1,1(Ω) iff
Du = ∇uLNbΩ. The space BV (Ω) is equipped with
the following norm, which extends the classical norm
in W 1,1(Ω):
‖u‖BV (Ω) := |u|L1(Ω) + ‖Du‖.
Equipped with its norm, BV (Ω) is a Banach space.
We will define two weak convergence processes in
BV (Ω). The first provides compactness of bounded
sequences and the second is an intermediate conver-
gence between the weak and the strong convergence
associated with the norm.
Definition 4 A sequence (un)n∈N in BV (Ω) weakly
(3or weakly-?) converges to some u in BV (Ω), and we
write un ⇀ u (or un
?
⇀ u) iff the following conver-
gences hold:{
un → u strongly in L1(Ω);
Dun ⇀ Du weakly inM(Ω,RN ).
2Hausdorff measure
3In BV (Ω), ones can refer to the weak convergence by denot-
ing w or w∗ equivalently
In the proposition below we establish a compactness
result related to this convergence, together with the
lower semicontinuity of the total mass.
Proposition 6 Let (un)n∈N be a sequence in BV (Ω)
strongly converging to some u in L1(Ω) and satisfying
supn∈N
∫
Ω |Dun| < +∞. Then
(i) u ∈ BV (Ω) and ∫Ω |Du| 6 lim
n→+∞
∫
Ω |Dun|;
(ii) un weakly converges to u in BV (Ω).
Definition 5 Let (un)n∈N be a sequence in BV (Ω)
and u ∈ BV (Ω). We say that un converges to u in
the sense of the intermediate convergence iff{
un → u strongly in L1(Ω);∫
Ω |Dun| →
∫
Ω |Du|.
Finally, we state some fundamental theorems [22]
Theorem 5 The space C∞(Ω) ∩ BV (Ω) is dense in
BV (Ω) equipped with the intermediate convergence.
Consequently C∞(Ω) is also dense in BV (Ω) for the
intermediate convergence.
Theorem 6 Let Ω be a 1-regular open bounded subset
of RN . For all p, 1 6 p 6 NN−1 , the embedding
BV (Ω) ↪→ Lp(Ω)
is continuous. More precisely, there exists a constant
C which depends only on Ω, p, and N, such that for all
u in BV (Ω),
(∫
Ω
|u|pdx
) 1
p 6 C|u|BV (Ω).
Theorem 7 Let Ω be a 1-regular open bounded subset
of RN . Then for all p, 1 6 p < NN−1 , the embedding
BV (Ω) ↪→ Lp(Ω)
is compact.
Theorem 8 Let Ω be a domain of RN with a Lipschitz
boundary Γ. There exists a linear continuous map γ0
from BV (Ω) onto L1HN−1(Γ) satisfying
(i) for all u in C(Ω) ∩BV (Ω), γ0(u) = ubΓ;
(ii) the generalized Green’s formula holds: ∀φ ∈
C1(Ω,RN ),∫
Ω
φDu = −
∫
Ω
u div φ dx+
∫
Γ
γ0(u)φ.ν dHN−1,
where ν(x) is the outer unit normal at HN−1 al-
most all x in Γ.
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B Results concerning the ho-
mogenization process
Proof of Lemma 1
Given that uαnn −⇀
n→∞
v in H10 (Ω), there exists a vec-
tor function σ such that, up to a subsequence still de-
noted by n, αn(x)∇uαnn −⇀
n→∞
σ (weakly in
(
L2(Ω)
)N ).
For λ ∈ RN , we set w(x) = λ·xφ(x), where φ ∈ C∞0 (Ω)
and g(x) = −∇ · (α∇w(x)). Then wn is defined to be
the unique solution of the problem
−∇ · (αn(x)∇wn(x)) = g(x) in Ω, (B.1)
wn(x) = 0 on ∂Ω. (B.2)
Since αn(x)IN×N −→
H
α(x)IN×N , we have that
wn −⇀
H10 (Ω)
w and αn∇wn −⇀
(L2(Ω))N
α∇w (We just men-
tion that w satisfies the limit problem −∇·(α∇w) = g,
γw = 0 in a trivial manner). By coercivity of αn, we
have that (αn(x)∇uαnn (x)−αn(x)∇wn(x))·(∇uαnn (x)−
∇wn(x)) ≥ 0 a.e. in Ω. We select an arbitrary open
set ω, proper subset of Ω and restrict ourselves to
φ ∈ C∞0 (Ω), with φ|ω = 1. Then ∇w(x) = λ, x ∈ ω.
By construction of the involved fields, the assumptions
of the div-curl Lemma 1.3.1 of [17] are fulfilled and
so we can pass to the limit in the last inequality,
obtaining that (σ − αλ) · (∇v − λ) ≥ 0 a.e. in ω. We
select a point x0 ∈ ω, where strict inequality holds
and choose λ = ∇v(x0) + tµ, where t > 0 and µ ∈ RN .
Dividing by t, taking the limit t → 0 and exploiting
the arbitrariness of µ, we obtain σ(x0) = α(x0)∇v(x0),
a.e. in ω, which has been considered as an arbitrary
subset of Ω, invoked just to avoid vicinity with the
boundary ∂Ω. Since the weak limit σ is determined
uniquely and independently of the initial subsequence,
we infer that the entire sequence αn(x)∇uαnn weakly
converges to σ in (L2(ω))N . Since ω is any subset of
Ω, this means that αn(x)∇uαnn −⇀
n→∞
α∇v weakly in(
L2(Ω)
)N .
Proof of Lemma 2
The variational form of the problems I and (9-10)
can be exploited to lead easily to the following relation∫
Ω
αn∇(uαnn − uˆαnn ) · ∇z =
〈hn − h, z〉H−1(Ω)×H10 (Ω) , ∀z ∈ H
1
0 (Ω). (B.3)
Taking z = uαnn − uˆαnn and exploiting the coerciveness
of the coefficient αn, we obtain
b‖uαnn − uˆαnn ‖H10 (Ω) ≤ ‖hn − h‖H−1(Ω). (B.4)
Due to H-convergence, the sequence uˆαnn has as weak
limit (in H10 (Ω)) the function uα. Thanks to the strong
convergence hn → h, we infer from (B.4) that the se-
quences uαnn and uˆαnn merit the same weak limit (uα)
in H10 (Ω). Using again the strong convergence hn → h
(in H−1(Ω)), we find that [20]
〈hn, uαnn 〉H−1(Ω)×H10 (Ω) −→n→∞ 〈h, u
α〉H−1(Ω)×H10 (Ω) .(B.5)
Taking advantage of the variational form of the in-
volved problems, (B.5) is another expression of the fol-
lowing relation∫
Ω
αn|∇uαnn |2 −→
n→∞
∫
Ω
α|∇uα|2. (B.6)
Proof of Proposition 1
As already stated, when f ∈ H 12 (∂Ω), and on the
basis of boundedness of the conductivity coefficients,
it is easily proved that hn = ∇ · (αn(x)∇(ηf)(x)) ∈
H−1(Ω). In addition, it is a straightforward matter to
show that hn → h = ∇ · (α(x)∇(ηf)(x)) strongly in
H−1(Ω), due mainly to the L1(Ω) - convergence of αn.
The variational form of Problem I yields∫
Ω
αn∇uαnn · ∇z =
〈hn, z〉H−1(Ω)×H10 (Ω) , ∀z ∈ H
1
0 (Ω). (B.7)
Taking z = uαnn and exploiting the lower bounded-
ness of αn and the uniform boundedness of ‖hn‖H−1 ,
we easily show that ‖uαnn ‖H10 ≤ C. Then, we ex-
tract a subsequence, still denoted uαnn , such that
uαnn ⇀ v, weakly in H10 (Ω), for some element v ∈
H10 (Ω). According to Lemma 1, it also holds that
αn(x)∇uαnn (x) ⇀ α(x)∇v(x) weakly in (L2(Ω))N .
Taking then the limit (n→∞) to the expression (B.7),
we obtain∫
Ω
α∇v · ∇z = 〈h, z〉H−1(Ω)×H10 (Ω) , ∀z ∈ H
1
0 (Ω).(B.8)
But the variational form of the limiting problem (13)-
(14) reads∫
Ω
α∇uα · ∇z = 〈h, z〉H−1(Ω)×H10 (Ω) , ∀z ∈ H
1
0 (Ω).(B.9)
Substracting (B.8) and (B.9), putting z = v − uα and
exploiting the positiveness of α, we obtain the desired
result v = uα. Every weakly converging subsequence
of the family uαnn converges necessarily to uα and then
the whole sequence makes so. Thus, we have already
shown that
uαnn (x) ⇀ uα(x) weakly in H10 (Ω) (B.10)
αn(x)∇uαnn (x) ⇀ α(x)∇uα(x) weakly in (L2(Ω))N .
(B.11)
Due to Lemma 2, we have the validity of (B.6)∫
Ω
αn|∇uαnn |2 −→
n→∞
∫
Ω
α|∇uα|2.
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For surface data f ∈ H 12 (∂Ω) we have that ηf ∈ H1(Ω)
and that ∇(ηf) ∈ (L2(Ω))N . Then according to
(B.11), we obtain∫
Ω
αn∇uαnn · ∇(ηf)→
∫
Ω
α∇uα · ∇(ηf). (B.12)
The convergence αn −⇀
L∞−w∗
α and the relation
|∇(ηf)|2 ∈ L1(Ω) imply that∫
Ω
αn|∇(ηf)|2 →
∫
Ω
α|∇(ηf)|2. (B.13)
Using (B.6, B.12, B.13), we find that∫
Ω
αn|∇(uαnn + ηf)|2 =∫
Ω
αn|∇uαnn |2 +
∫
Ω
αn|∇(ηf)|2 + 2
∫
Ω
αn∇uαnn · ∇(ηf)
−→
n→∞
∫
Ω
α|∇uα|2 +
∫
Ω
α|∇(ηf)|2 + 2
∫
Ω
α∇uα · ∇(ηf)
=
∫
Ω
α|∇(uα + ηf)|2. (B.14)
Proof of Proposition 2
We make the decomposition
wαnn = vαnn + ηΛ−1αng, (B.15)
where we evoke the family of Neumann-to-Dirichlet
operators Λ−1αn (or ΛN.t.D), which are well defined,
uniformly bounded operators (over the integer n),
since the members of the sequence of conductivities
αn are uniformly bounded below, given that αn, α ∈
L∞(Ω, [b, c]). It is straightforward to show that the
field vαnn satisfies the boundary value problem
−∇ · (αn(x)∇vαnn (x)) = h˜n(x) in Ω, (B.16)
vαnn (x) = 0 on ∂Ω,(B.17)
where h˜n = ∇ · (αn∇(ηΛ−1αng)) ∈ H−1(Ω).
For readers’ convenience, we briefly clarify here the
following notations (see extensively in 3): Λα =
ΛD.t.N with Λα : B
(
:= H 12 (∂Ω)/R
)
→ B∗ and Λ−1α =
ΛN.t.D with Λ−1α : B∗ → B.
At this point, we exploit the main result of [13], accord-
ing to which when a very weak assumption is made
for the conductivity profiles αn then the strong con-
vergence ‖Λαn − Λα‖B −→
n→∞
0 is valid. Actually, the
mentioned weak assumption requires a specific con-
vergence of the profiles αn to α in a very thin re-
gion around the boundary ∂Ω. In this work, this as-
sumption is a fortiriori trivially satisfied, given that
αn, α belong to L∞δ (Ω, [b, c]) (Section 4) and then all
the profiles totally agree on a very small region Ωδ =
{x ∈ Ω : dist(x, ∂Ω) < δ}, with δ << 1. Given that
Λ−1αn −Λ−1α = Λ−1αn(Λα−Λαn)Λ−1α , it is easily inferred -
thanks to the uniform boundedness of Λ−1αn , Λ
−1
α - that
the strong convergence ‖Λ−1αn − Λ−1α ‖B∗ −→n→∞ 0 is also
valid.
The last result allows us to take the limit in h˜n to
prove that h˜n −→
n→∞
h˜ := ∇ · (α∇(ηΛ−1α g)) ∈ H−1(Ω)
strongly in H−1(Ω).
Indeed, given that Λ−1αng −→n→∞ Λ
−1
α g (strongly in B∗),
we infer that ∇(ηΛ−1αng) · ∇z −→
L1(Ω)
∇(ηΛ−1α g) · ∇z, for
every z ∈ H10 (Ω). We already know that αn −→
L∞−w∗
α
and then〈
h˜n, z
〉
H−1(Ω)×H10 (Ω)
=
∫
Ω
αn∇(ηΛ−1αng) · ∇z
−→
n→∞
∫
Ω
α∇(ηΛ−1α g) · ∇z =
〈
h˜, z
〉
H−1(Ω)×H10 (Ω)
.
(B.18)
According to Lemma 2 and Proposition 1, we obtain
that
vαnn −⇀
n→∞
vα weakly in H10 (Ω), (B.19)
αn∇vαnn −⇀
n→∞
α∇vα weakly in (L2(Ω))N , (B.20)∫
Ω
αn|∇vαnn |2 −→
n→∞
∫
Ω
α|∇vα|2, (B.21)
where vα is the solution of the limiting problem
−∇ · (α(x)∇vα(x)) = h˜(x) in Ω, (B.22)
vα(x) = 0 on ∂Ω. (B.23)
In addition∫
Ω
αn|∇(ηΛ−1αng)|
2 −→
n→∞
∫
Ω
α|∇(ηΛ−1α g)|2, (B.24)
due again to the limits αn −→
L∞−w∗
α and
|∇(ηΛ−1αng)|
2 −→
L1(Ω)−strongly
|∇(ηΛ−1α g)|2.
Finally,∫
Ω
αn∇vαnn · ∇(ηΛ−1αng) −→n→∞
∫
Ω
α∇vα · ∇(ηΛ−1α g),(B.25)
since αn∇vαnn −⇀
n→∞
α∇vα, weakly in (L2(Ω))N and
∇(ηΛ−1αng) −→n→∞ ∇(ηΛ
−1
α g), strongly in (L2(Ω))
N .
Consequently, the sequence wαnn converges (weakly in
H10 (Ω)) to wα = vα + ηΛ−1α g, which readily solves
the problem (22)-(23) and furthermore, on the basis
of limit processes (B.21), (B.24) and (B.25), it comes
out that∫
Ω
αn|∇wαnn |2 =
∫
Ω
αn|∇(ηΛ−1αng)|
2
+ 2
∫
Ω
αn∇vαnn · ∇(ηΛ−1αng) +
∫
Ω
αn|∇vαnn |2
−→
n→∞
∫
Ω
α|∇(ηΛ−1α g)|2 + 2
∫
Ω
α∇vα · ∇(ηΛ−1α g)
+
∫
Ω
α|∇vα|2 =
∫
Ω
α|∇wα|2. (B.26)
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