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Abstract
In this work, we analyze a system of nonlinear difference equations describing community intervention in mosquito control.
More specifically, we extend the model given in [M. Predescu, R. Levins, T. Awerbuch, Analysis of a nonlinear system for
community intervention in mosquito control, Discrete Contin. Dyn. Syst. Ser. B 6 (3) (2006) 605–622] to allow for consciousness
to be created in an ongoing way by educational efforts that are independent of the presence of mosquito breeding sites. In order to
quantify the effect of random external events, such as weather or public concerns, we consider a stochastic version of the model.
Numerical simulations show that the stochastic model is consistent with the deterministic one.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Much of the public-health effort to control dengue fever is directed toward mosquito control. This can be
accomplished either by destroying the adults or larvae through spraying or application of larvicides or by removing
the breeding sites. The removal of breeding sites is a major effort that normally waxes and wanes with the level
of community consciousness. This awareness is generated by the observation of mosquitoes and decays at a rate
characteristic for the community. Predescu, Levins and Awerbuch [1] have studied a model of such a system and
found conditions for global stability or sustained oscillations, in terms of the parameters of this system. The purpose
of this letter is twofold. First, we extend the model to allow for consciousness to be created in an ongoing way by
educational efforts that are independent of the presence of mosquito breeding sites. We find an explicit sufficient
condition for global asymptotic stability. In addition, we look at a stochastic version of the model. The stochastic
element accounts for the random intrusion of external events that are unrelated to the deterministic system, such as
weather or public concerns. Our analytical results will be complemented by numerical simulations. In the previous
work consciousness was prompted by the presence of breeding sites. In this letter we explore the effect of ongoing
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education as compared to a responsive one [2]. Below, we shall consider a deterministic system obtained by slightly
modifying the one given in [1], so as to account for education built over the years.{
xn+1 = axnh(pyn)+ bh(qyn)
yn+1 = cxn + dyn + g n = 0, 1, . . . , (1.1)
where x denotes the number of breeding sites (which changes from week to week) and y denotes the level of
consciousness, which is created by the observations of breeding sites. The positive constant a represents the fraction
of breeding sites that naturally survive from one week to the next, b is the rate of creation of new breeding sites, c
measures the sensitivity of consciousness to the presence of breeding sites and d is the fraction of the consciousness
that persists from one week to the next. The parameter p measures how sensitive the change in breeding sites that
survive is to community consciousness and q measures how sensitive the change in breeding sites that are newly
created is to individual consciousness. g represents a constant educational effort, independent of the state of the
system. It has meaning relative to the induction of consciousness by the presence of breeding sites of mosquitoes.
Parameters satisfy 0 < a < 1, 0 < d < 1, c > 0, b > 0, g > 0, p > 0 and q > 0.
The form of function h is not exactly known. However, the detailed biological arguments presented in [1] show that
h must satisfy three mathematical properties: (1) h ∈ C1([0,∞) → (0, 1]), (2) h is non-increasing, and (3) h(0) = 1
and limy→∞ h(y) = 0. h is a function capturing the effect of consciousness on breeding sites through its parameter.
b is the number of breeding sites created by individuals with no consciousness, whereas bh(qyn) is the number of
breeding sites created by individuals with some consciousness. Thus h(0) = 1, h is expected to be non-increasing and
in the limit that the level of consciousness is very high, h(qyn) converges to 0. Similar properties for the function h
result from the physical interpretation of h(pyn) as the ratio between the fraction of breeding sites that survive after
community intervention and the larger fraction that would have naturally survived.
Changes of variables y → y/p and x → x/pc, reduce the original seven-parameter model to a five-parameter
model.{
xn+1 = axnh(yn)+ βh(αyn),
yn+1 = xn + dyn + γ. n = 0, 1, . . . . (1.2)
Note that a and d will remain between 0 and 1. Define β = bpc, α = q/p and γ = pg. Clearly β, α, γ > 0.
2. Main results
2.1. Local stability
System (1.2) has a unique implicit positive equilibrium (x¯, y¯). The local stability analysis is based on the location
of roots of the characteristic equation
λ2 − [d + ah(y¯)]λ+ [adh(y¯)− ax¯h′(y¯)− αβh′(α y¯)] = 0 (2.1)
relative to the unit circle. Local stability can be shown by verifying conditions in Theorem 2.12, p. 99 in [4]. It follows
that:
If the following relation:
adh(y¯)− a(1− d)y¯h′(y¯)− αβh′(α y¯) < 1, (2.2)
holds then the positive equilibrium (x¯, y¯) of system (1.2) is locally asymptotically stable. If the following equation:
adh(y¯)− a(1− d)y¯h′(y¯)− αβh′(α y¯) = 1, (2.3)
is satisfied then the positive equilibrium (x¯, y¯) of system (1.2) is non-hyperbolic.
If relation
adh(y¯)− a(1− d)y¯h′(y¯)− αβh′(α y¯) > 1 (2.4)
holds then the positive equilibrium (x¯, y¯) of system (1.2) is unstable (source). We would like to mention that the same
local stability conditions in terms of general function h have been obtained in [1]. To complement the results of [1],
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our goal is to find explicit parameter regions for global asymptotic stability of the system under study in the case when
h(y) = e−y . Although our mathematical analysis of stability and attracting intervals of system (1.2) is performed in
terms of function h, we consider the aforementioned fast decay exponential form of h throughout our presentation.
2.2. Global stability and attracting intervals of system (1.2) with fast decay
Attracting intervals represent a useful tool for proving global attractivity results. Global stability theorems for
monotone systems of difference equations have been addressed by many authors (see, for example, [3–5]). Recently,
generalizations of global attractivity results for n-dimensional systems of autonomous difference equations that require
monotonicity conditions and invariant intervals have been studied and appeared in [6].
In [1] we outlined a procedure for finding explicit sufficient conditions for global attractivity when the education
factor was not present. We consider those results in our context, by working with the function f : [0,∞) →
(0, γ1−d + β(1−a)(1−d) ], defined by f (y) = γ1−d + 11−d βh(αy)1−ah(y) . Since f ′(y) < 0 for y ≥ 0, function f is monotonically
decreasing. Moreover, f 2k+1(y) is decreasing and f 2k(y) is increasing, where f 2k(y) = ( f ◦ f ◦ f ◦ · · · f )︸ ︷︷ ︸
2k
(y)
denotes the composition of f with itself 2k times.
The following lemma takes care of the validity and positivity of bounds of the invariant and attracting intervals
given in Lemmas 2.2 and 2.3.
Lemma 2.1. (1) f 2k(0) > γ1−d and f
2k+1(0) > γ1−d for k ≥ 0.
(2) ym >
γ
1−d and yM >
γ
1−d where ym and yM = f (ym) are the smallest and the largest fixed points of f 2(y),
respectively.
Proof. (1) We have that f ( γ1−d ) = γ1−d +
βh(α γ1−d )
(1−d)(1−ah( γ1−d ))
>
γ
1−d and f
2(0) = γ1−d + βh(α f (0))(1−d)(1−ah( f (0))) > γ1−d .
Using the fact that f 2 is increasing and the above observations we have that f 4(0) = f 2( f 2(0)) > f 2( γ1−d ) >
f 2(0) > γ1−d . The property follows by induction. Similarly, by induction and monotonicity of f we have that
f 2k+1(0) = f 2k( f (0)) > f 2k( γ1−d ) > f 2k(0) > γ1−d .
(2) The proof is based on the fact that the sequence { f 2k(0)}k≥0 is strictly increasing, and the sequence
{ f 2k+1(0)}k≥0 is strictly decreasing. Since they are bounded they have limits and ym = limk→∞ f 2k(0) whereas
yM = limk→∞ f 2k+1(0). The fact that yM = f (ym) and ym and yM are the smallest and the largest fixed
points of f 2(y), respectively, follows from [1, Proposition 1] as a natural extension. Using the continuity and the
monotonicity of functions involved we have that yM = limk→∞ f 2k+1(0) = γ1−d + limk→∞ βh(α f
2k (0))
(1−d)(1−ah( f 2k (0))) =
γ
1−d + βh(αym )(1−d)(1−ah(ym )) >
γ
1−d . 
The next two lemmas on invariant and attracting intervals (given here for the convenience of the reader) are
just natural extensions of Lemmas 4 and 5 in [1]. Their proofs follow easily using the same techniques as in the
aforementioned work and will be omitted (the interested reader can consult [1] for details on proofs).
Lemma 2.2. For k ≥ 0, define the closed rectangles Ik = [(1 − d) f 2k(0) − γ, (1 − d) f 2k+1(0) − γ ] ×
[ f 2k(0), f 2k+1(0)]. Let ◦Ik denote the interior of the rectangle Ik . Then Ik+1 ⊂
◦
Ik for all k ≥ 0 and the intervals
Ik are invariant. In addition, the set I∞ = ∩k≥0 Ik = [(1− d)ym − γ, (1− d)yM − γ ] × [ym, yM ] is also invariant.
Lemma 2.3. The closed set I∞ = ∩k≥0 Ik = [(1 − d)ym − γ, (1 − d)yM − γ ] × [ym, yM ] contains all limit points
of the solutions (xn, yn)n≥0. In particular, it follows that the rectangles Ik are attracting.
On the basis of the above discussion, the way to obtain global attractivity results is by establishing when the
solution of ( f ◦ f )(y) = y is unique. More specifically, if ( f ◦ f )(y) = y has a unique fixed point then the positive
equilibrium of system (1.2) is a global attractor. Let us consider the function G(y) = f ( f (y))− y, defined on (0,∞).
Thus
G(y) = γ
1− d +
1
1− d
βh(α f (y))
1− ah( f (y)) − y. (2.5)
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One can observe that G(0) > 0 and limy→∞ G(y) = −∞. Now, taking the derivative of G, we have that G ′(y) < 0
if and only if
0 <
β f ′(y)
(1− d)
[αh′(α f (y))(1− ah( f (y)))+ ah(α f (y))h′( f (y))]
[1− ah( f (y))]2 < 1. (2.6)
The following theorem gives an explicit region for global asymptotic stability of the positive equilibrium in the case
where the community consciousness impact is the same as the individual one (p and q are equal) and h obeys a
fast decay exponential rule. Finding sufficient amenable regions of global asymptotic stability in the case where the
community and individual impacts are different is still to be investigated.
Denote the following parameter conditions:
α = 1 and β < (1− ad)(1− a) and γ < 1− ad −
β
1−a
a
. (2.7)
Theorem 2.4. Assume all parameters positive with 0 < a < 1, 0 < d < 1 and condition (2.7) satisfied. In addition,
if
γ
1− d + 2 ln
(1− a)2(1− d)
β
> 0,
then (x¯, y¯) is globally asymptotically stable.
Proof. We prove that (x¯, y¯) is locally asymptotically stable and a global attractor. According to Eq. (2.2) written for
the exponential functional form of h in the local stability section, we obtain that when
ade−y¯ + a(1− d)y¯e−y¯ + αβe−α y¯ < 1 (2.8)
then equilibrium (x¯, y¯) is locally asymptotically stable. Using the equilibrium equation y¯ = γ /(1−d)+βe−α y¯/(1−d)
(1− ae−y¯) in Eq. (2.8) we obtain
ade−y¯ + a(1− d)[γ /(1− d)+ βe−α y¯/(1− d)(1− ae−y¯)]e−y¯ + αβe−α y¯ < 1. (2.9)
The left hand side of Eq. (2.9) as a function of y¯ is monotonically decreasing. Therefore if ad+aγ +aβ/(1−a)+αβ
< 1 then (x¯, y¯) is locally asymptotically stable. When community and individual consciousness have equal impact
(α = 1), the preceding sufficient stability conditions read γ < 1−ad−β/(1−a)a , which stays positive provided that
0 < β < (1 − ad)(1 − a). Next we prove that if parameters are chosen as in the hypothesis, then (x¯, y¯) is a global
attractor. As in [1], it suffices to find conditions on parameters for which G(y) = y has a unique solution. Writing
Eq. (2.6) for conditions (2.7) we obtain
β f ′(y)
(1− d)
[h′( f (y))(1− ah( f (y)))+ ah( f (y))h′( f (y))]
[1− ah( f (y))]2 < 1.
After distributing the terms, the above equation gives
β f ′(y)
1− d
h′( f (y))
[1− ah( f (y))]2 < 1 (2.10)
or equivalently
f ′(y)h′( f (y))
[1− ah( f (y))]2 <
1− d
β
. (2.11)
Looking at Eq. (2.11) explicitly, with h(y) = e−y we obtain
e
−
[
γ
1−d+ βe
−y
(1−d)(1−ae−y )
] βe−y
(1−d)(1−ae−y)2(
1− ae−
[
γ
1−d+ βe
−y
(1−d)(1−ae−y )
])2 < 1− dβ . (2.12)
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In fact, the denominator in the left hand side of the above inequality is greater than 1− a, and therefore we can write
β
1− d
e
−
[
y+ γ1−d+ β1−d e
−y
(1−ae−y )
]
(1− a)2(1− ae−y)2 <
1− d
β
. (2.13)
Using that (1− ae−y)2 > (1− a)2, and cross-multiplying by the constants we obtain that if
e
−
[
y+ γ1−d+ β(1−d) e
−y
(1−ae−y )
]
<
(1− d)2(1− a)4
β2
(2.14)
then equilibrium is a global attractor. Our goal is to obtain an amenable sufficient relation for global stability in terms
of the system parameters. Simplifying further the inequality (2.14) by using that e
− βe−y
(1−d)(1−ae−y ) < 1, the left hand side
becomes smaller than e−
γ
1−d . Hence, we conclude that if e−
γ
1−d < (1−d)
2(1−a)4
β2
then (x¯, y¯) is a global attractor. In
other words, if γ1−d + 2 ln (1−a)
2(1−d)
β
> 0 then the positive equilibrium is a global attractor, which, along with the
relations on local asymptotic stability, proves that (x¯, y¯) is globally asymptotically stable and the proof is done. 
Thus, a sustained process of education to raise awareness that is sufficiently strong compared to the extinction rate
of consciousness can overwhelm the negative feedback in the original model and prevent the oscillations that might
otherwise thwart a control program. The parameter region found in Theorem 2.4 can be tested numerically for a large
choice of parameters (for example, one can take a = 0.1, d = 0.6, α = 1, β = 0.4, γ = 3; notice that relation (2.2)
holds true). As we further increase the value of the education factor γ , we observe a stabilization of the dynamics in
the sense that the solution has the tendency to settle to the equilibrium point (see the bifurcation diagram in Fig. 2).
In the unstable region (parameters chosen such that Eq. (2.4) is satisfied) a variety of behaviors can happen. For
example, one can observe quasiperiodic and irregular oscillations (a = 0.9, d = 0.09, α = 0.044, β = 70, γ = 0.2
or a = 0.9, d = 0.09, α = 0.09, β = 70, γ = 0.002) and periodic solutions (a = 0.08, d = 0.03, α = 1, β = 20,
γ = 0.1).
3. Stochastic model and numerical simulations
Stochasticity may enter the dynamics of this system as a sampling error or as external events if the weather or
social behavior intrudes in the process. Building on existing information on the mix of noise and the “deterministic
skeleton” (see for example, [7–9]), we can naturally write a mathematical model for the dynamics of breeding sites:{
xn+1 = axnh(pyn)+ bh(qyn)+ x,n+1,
yn+1 = cxn + dyn + g + y,n+1, n = 0, 1, . . . , (3.1)
where (x,n, y,n) are independent bi-normal errors with mean 0 and covariance matrix Σ . As a result of introducing
environmental variability in the model, the number of breeding sites and level of consciousness at time n are
random variables. We observe that the time series display a stochastic mix of many of the dynamics features of
the skeleton [10]. We illustrate the stable limit distribution through a series of computer simulations. In the following
figures we simulated the marginal distributions for xn and yn in the case when x0 = 200, y0 = 10, a = 0.9, d = 0.09,
α = 0.02, β = 70, γ = 1 and h(y) = e−y . A comparison with the deterministic case, for the same choice of
parameters and a null education factor [1], is desirable. Since the convergence for the skeleton was observed to be
fast we restricted the number of iterations to 200. We used 5000 simulations using random generated numbers in
a MATLAB environment. The variability in the noise was chosen moderate, between 5% and 30% coefficient of
variation with respect to the equilibrium point. More exactly Σ =
(
σ 0
0 σ
)
with σ = 1, 5 and 10.
Chan and Tong [11] and Tong [7] have proved that for a skeleton that is an additive combination of bounded
functions, continuous homogeneous functions or Lipschitz with exponential–asymptotically stable functions, one can
obtain ergodic theorems for a stochastic process with normal errors. Our model possesses a skeleton of such nature and
therefore the limit distribution obtained from simulations is to be expected. The ergodic theorem in the aforementioned
references does not state a closed form for the limit distribution. However, from the graphs in Fig. 1 we can observe
that it resembles the normal distribution, which in our case is due to the model considered with normal errors added
to the skeleton.
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Fig. 1. Time series and histograms for the process (xn , yn) after 200 periods for three levels of error variation: σ = 1, 5 and 10.
Table 1
Standard deviations for xn and yn after 200 periods for three levels of error variation: σ = 1, 5 and 10
σ σ(xn) σ (yn)
1 1.62 1.89
5 8.07 9.6
10 17.91 20.08
Table 2
Correlation matrix at time n and n + 1 after 200 periods for the stochastic case with σ = 1
xn xn+1 yn yn+1
xn 1.000 0.040 −0.032 0.846
xn+1 0.040 1.000 −0.785 −0.031
yn −0.032 −0.785 1.000 0.052
yn+1 0.846 −0.031 0.052 1.000
The simulated standard deviations for variables xn and yn for the three levels of variations mentioned before are
given in Table 1. The simulated correlated matrix in Table 2 shows that the relationship between the number of
breeding sites xn and the level of consciousness at one step forward in time, yn+1, is intuitively correct. Similar
observation applies to the direction between yn and xn+1. That is, the number of breeding sites at the next stage is
negatively correlated with the consciousness level at the present stage while the number of breeding sites of the present
stage is positively correlated with the consciousness level at the next stage. Otherwise, the autocorrelations with lag
1 are quite negligible.
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Fig. 2. Bifurcation diagram for γ and number of breeding sites for the deterministic and stochastic (σ = 0.1) models with initial conditions (200,
10) and parameters a = 0.9, d = 0.09, α = 0.044, β = 70. The top row refers to the deterministic case.
4. Conclusions
The system of equations representing the negative feedback relation between the number of mosquito breeding sites
and the level of community consciousness as given in Eq. (1.2) may have a globally stable attractor or show sustained
oscillations according to the parameters. We showed that a sufficiently strong constant effort to raise consciousness
independently of the state of the system can eliminate the oscillations and result in a globally stable system. The
addition of moderate stochastic terms does not alter the qualitative behavior of the dynamics, which will now show
a frequency distribution whose variance diminishes as the constant educational effort becomes stronger. Bifurcation
diagrams for both deterministic and stochastic models in terms of the education factor γ (see Fig. 2) show that as γ
increases, we may expect the number of breeding sites to decrease.
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