ABSTRACT The molecular dynamics (MD) technique simulates atomistic or molecular interactions and movements directly through Newton's laws. While to date MD has been mainly applied to study biological systems and chemical processes, there are certain micro and nanoscale engineering applications and technologies that require an understanding of molecular phenomena in order to determine the macroscopic system behaviour. In this paper we demonstrate the application of MD to the benchmark case of the flow of a gas inside a nanochannel connecting two reservoirs with different temperatures. A mass flow is generated between the reservoirs by the thermal gradient -this phenomenon, known as the "Thermal Creep Effect", is not captured by conventional fluid dynamics with the no-slip boundary condition, and leads to unexpected macroscopic observations. We study the effect of the temperature gradient in cases with different densities and we also report the importance of the wall boundary conditions. Detailed and accurate measurements of temperature, density and pressure that are difficult to obtain through experiments are presented. MD simulations can emulate the realistic molecular conditions and flows, and yield new insight into diffusive transport in nonequilibrium gas flows. This paper demonstrates that the engineer interested in studying and designing new nanotechnologies can deploy molecular dynamics as an effective flow simulation tool.
INTRODUCTION
Simulation methods such as molecular dynamics (MD) can allow us to assess fundamental molecular properties of a fluid over a range of thermodynamic states, and in both unconfined and confined spaces [e.g., Rapaport 2004] . MD is the most appropriate method as it is deterministic, allowing for realistic molecular behaviour, i.e. molecular attractions, repulsions, movements and scatterings. Previous MD studies have focused mainly in water/solid interactions [e.g., Werder et al. 2003 , Cruz-Chu and Shulten 2006 , Hirvi and Pakkanen 2006 , Lundgren, Schneemilch and Quirke 2007 and, more recently on water flows through carbon nanotube membranes [e.g., Corry 2008 , Joseph and Aluru 2008 , Thomas, McGaughey and Kuter-Arnebeck 2010 , Nicholls et al. 2012 . They have also contributed to measuring the probability distribution function of monatomic gases [e.g., Dongari, Zhang and Reese 2011] .
In this paper we demonstrate the application of MD to the benchmark case of the flow of a gas inside a nanochannel that connects two reservoirs with different temperatures, as shown in Figure 1 [e.g., Babac and Sisman 2010] . It is well known that the transport properties of gases at the micro/nano scale differ from those at the macro scale. The Knudsen number (Kn), which is the ratio of the molecular mean free path ( ) to a characteristic length (L) of the flow system, helps categorise gas flows in different regimes, such as continuum, slip flow, transition, and free molecular [e.g., Karniadakis, Beskok and Aluru 2005] . For nano channels, the characteristic flow length is often much smaller than the mean free path of the molecules. Under these conditions, and with Knudsen numbers greater than 10, the gases display non-standard fluid behaviour, and flow properties are determined in the free molecular flow regime.
In the system we investigate, a mass flow is generated between the reservoirs by the thermal gradient -this phenomenon, known as the "Thermal Creep Effect" [e.g., Sone 1991 , Sone 2000 , is not captured by conventional fluid dynamics with the no-slip boundary condition. This effect results in a temperature gradient-driven "pump", known as a Knudsen pump [e.g., Knudsen 1910a , Knudsen 1910b , Copic and McNamara 2009 . At steady state in this benchmark case, there is zero net mass flux, and the Knudsen law for Maxwellian gases holds [e.g., Reif 1965] , and the density variation along the channel can be predicted with the use of the ideal gas law, such that
In this paper, the MD simulations were performed using OpenFOAM v1.7 [Macpherson, Nordin and Weller 2008 , Macpherson and Reese 2009 , Borg, Macpherson and Reese 2010 , which incorporates a parallelised non-equilibrium MD solver developed in the authors' research group. A Berendsen thermostat is employed to maintain the reservoir temperatures constant (at a high and a low temperature, respectively) in order to develop the necessary temperature gradient. Two different types of boundary conditions at the solid nano channel bounding surfaces were applied: specular or diffusive walls with a linear temperature gradient. When the system reaches the steady state, pressure, temperature and density measurements are extracted and compared with the theoretical predictions.
While it is very difficult to perform experiments and make measurements of low speed gas flows through nano devices, MD simulations can emulate the molecular conditions and flows with some realism, and yield new insight into diffusive transport in non-equilibrium gas flows. Figure 1 . Schematic of the simulated flow system. The depth is uniform all over the system and equal to 22nm . Helium atoms are coloured according to temperature, with red denoting high temperature and blue low temperature. The thermostat is applied within the control zone (C.Z.), which is different for the specular (s) wall and the diffusive (d) wall cases.
METHODS
In this section we present the methodology that has been followed during the numerical simulations. All the necessary parameters for the repetition of the MD simulations are given.
Initialising and Controlling
We present results from two configurations with different numbers of molecules. In the first case we have 8000 helium gas atoms inside the system, while in the second one we have 2000. The first case runs in parallel on 16 cores for 29 days, while the second smaller case runs in serial for 10 days. Although the density in the reservoirs differs between the different configurations, they both lead to the same density inside the nano channel at steady state:
Given the density and the dimensions of the nano channel we can also calculate the Knudsen number, which is Kn  18.5 for all the presented cases. Helium atoms interact with each other through a Lennard-Jones (LJ) potential:
For helium-helium interactions we used the known values of T COLD  288.1 0.4K for 2000 gas atoms case. This widely used thermostating method in MD simulations rescales the velocities of all the moving molecules in a system at every time step. This directly affects the kinetic energy of the whole system and as a result the temperature. We should mention at this point that this method does not conserve linear momentum, in order not to affect our measurements we choose to rescale only the z-velocity component.
Wall Boundary Conditions
In both the x-and y-directions two different types of walls have been modelled: specular and diffusive with linear temperature gradient, while the z-direction is periodic for all cases. In specular wall boundary conditions, when a molecule passes the boundary, the velocity component perpendicular to the wall is reversed and the molecule is reinserted into the computational domain. This method is easily implemented, and substituting a fully atomistic representation with frozen atom walls results in a significant reduced computational cost. However, it is not recommended for non-isothermal flows or when heat transfer between the fluid and the solid wall is important. In our benchmark case this boundary condition affects the shape of the temperature, pressure and density profiles along the system, although it does not significantly affect the absolute values at steady state.
Diffusive wall boundary conditions can be an accurate, and much less computationally intensive, alternative to fully atomistic flexible walls. In our benchmark case we apply diffusive walls with a linear temperature gradient along them. This type of boundary condition has the advantage that heat is transferred from the wall to the gas and provides a more accurate representation of our system. When a gas atom passes the boundary it is reinserted back into the simulation domain with a velocity sampled from the equilibrium Maxwell-Boltzmann distribution at the temperature of the wall. Moreover, the direction of the velocity vector is chosen randomly from a Gaussian distribution. This type of boundary condition has been extensively applied in other methods, such as the direct simulation Monte Carlo (DSMC) method, and its accuracy has been thoroughly studied [e.g., Tysanner and Garcia 2004] .
Measurement Techniques
Temperature, pressure and density measurements are necessary to characterise the thermodynamic state of the fluid. In MD simulations the momentum of every atom is known and can be measured at every time step. In combination with kinetic theory, we can then calculate the temperature in a simulated system or in parts of it. In practice, we measure the total kinetic energy of the system, divide it by the total number of degrees of freedom and as a result we get the instantaneous temperature.
Where M i , u i , k and N f are the molecular mass, molecular velocity, Boltzmann constant and number of total degrees of freedom respectively. In cases where we are interested to capture the spatial variation of temperature, or any other physical quantity, we make use of the method of bins. For example, we divide our system into small "bins", with an average width of 0.66 nm, and then we apply the previously described method of calculating the temperature in each one of them. This allows us to measure the temperature difference between the two reservoirs and also capture and visualise the temperature gradient.
The calculation of pressure is more complex and invokes the virial theorem. The treatment of intermolecular interactions could also involve further correction terms in our calculations.
Where V is the system's volume,  is the density of the gas, F R ij   is the intermolecular force between two interacting molecules with a distance R ij dividing them and R cut is the cut-off distance of the interaction potential. In eq. 5 we include the standard kinetic and virial terms for the pressure calculation and also the tail correction when Lennard-Jones interactions are involved, as in our case. However this last term is negligible for gases, and pressure measurements will not significantly change if it is not included in the calculations. With the application of the method of bins, pressure differences between the reservoirs, and the pressure gradient along the nano channel, can be presented.
Finally, we performed number and mass density calculations, although these are constant over the whole system, local variations are possible. Applying the method of bins to the density calculation reveals the change of density along the nano channel and between the two reservoirs:
Further measurements can be extracted from a MD simulation, such as thermal conductivity, diffusivity, viscosity, and electrical conductivity. In our benchmark case the only additional property that could give some further insight is the velocity and the velocity profile. Unfortunately, the flow velocities due to the temperature gradient are much lower than the thermal velocity of the gas. As a result, velocity measurements contain a great deal of noise, as will be seen in our results where we averaged over million of samples.
RESULTS AND DISCUSSION
The results from our simulations presented in Figures 2, 3 and 5 have been averaged over 70 ns of simulation time, after reaching the steady state condition, see Figure 4 . In Figure 2 the temperature remains almost constant inside the reservoirs, as it is controlled in these areas. Independent of the wall boundary conditions, the temperature drop along the nano channel is then linear, while a steep difference can be observed at the inlet and outlet of the nano channel. When specular boundary conditions are used, the controlled volume is smaller, and the greatest temperature drops occur at the converging and diverging parts of the system.
Pressure is also presented in the same figures, for comparison and in order to reveal the thermal creep effect. From conventional hydrodynamics we expect the pressure of a closed system, in steady state, to be constant. Our simulations results for this nano system show steep pressure gradients, as well as significant pressure differences, between the reservoirs. This pressure difference drives a flow from the hot, high pressure reservoir towards the cold, low pressure one. In a closed system with a finite number of fluid atoms, a counter flow should exist. This flow is present in our system and is driven due to the temperature gradient from the cold reservoir towards the hot one. Greater temperature difference would give a stronger thermal creep effect, and also measurable velocities, but such high temperature gradients are practically unachievable. 
showing the deviation of our simulation from theory is some 6%. On the other hand, when diffusive wall boundary conditions are applied, with a linear temperature gradient on the nano channel walls and the same number of gas atoms, as in Figure 2 .b, we resolve the theoretical prediction with much higher accuracy with a deviation of 0.6%. An interesting observation is that the low number density case, Figure 2 .c, deviates from the expected theoretical value as much as the case with the specular wall boundary condition. This can be understood by the fact that pressure measurements are highly sensitive to the number of atoms in the sampling area, and lower densities lead to less accurate results. Density profiles along the simulated systems are given in Figure 3 . These can be used to show the existence of thermal creep through eq. 2. Again the simulations generally agree with theory in the range between 0.5% and 5%, depending on the boundary condition and number of molecules. The steep jumps in the density profiles reveal the effect of the thermostat in the reservoir zones, and are enhanced as the number density becomes smaller.
In Figure 4 we can observe that steady state is achieved within 20 ns and 40 ns, for the specular and diffusive cases, respectively. Averaging over a period of 90 ns results in statistically acceptable results. Furthermore, these figures support our argument that pressure will not equilibrate in the system, whatever the simulation time, so long as we preserve the temperature gradient. In Figures 5 and 6 the x-component of the fluid velocity is plotted. Figure 5 shows the velocity across the nano channel. Figure 6 shows it along the channel. No clear velocity profile can be produced from Figure 5 , and it is presented here to show the high fluctuations and the small, close to zero, average value of the velocity. Figure 6 shows how the velocity approaches zero the further we proceed in our simulation. It is expected in our closed system, that there is zero net mass flux in steady state conditions; although flows in the channel are present, they counterbalance each other. To summarise, the use of the diffusive boundary wall condition is recommended as it provides results that are more accurate, compared with the specular wall conditions, at the same temperatures and densities. In addition, we point out the sensitivity of pressure measurement to low numbers of sampling molecules, that means low densities. Future simulations of the same system could include fully atomistic representation of the walls, initially frozen and then later flexible, for possible further insights and also to compare them with the current implementation. Alternative ways of initialising the MD domain, simulations over a wider range of temperature differences, or densities that would lead to different Knudsen numbers, would also be useful. Finally, extreme temperature
