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Abstract
It is proven that the Voronoi tessellations of the real projective space generated by equiangular lines are congruent. Two implica-
tions of this result are mentioned—an equiangular set of lines forms the best N -point representation of an isotropically distributed
one-dimensional subspace in terms of mutual information and a subspace quantizer defined by equiangular lines provides equal
partial distortion.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
Voronoi tessellations of an open subset of an Euclidean space or of more general spaces like surfaces in an Euclid-
ean space are of interest [1,2]. A Voronoi tessellation where every cell is congruent to every other cell is a congruent
Voronoi tessellation. Such tessellations may be constructed trivially in R, in R2 using hexagons, squares or equilateral
triangles and in Rn using cubes [3]. In this article, it is shown that a congruent Voronoi tessellation of the real projec-
tive space, denoted as RPn−1 may be generated from equiangular (EQ) lines in Rn. Before we proceed, we introduce
two sets of vectors possessing geometrical structure.
Definition 1. A set of unit-norm vectors {xi}Ni=1 is said to be equiangular (EQ) if∣∣xTk xl∣∣= K ∀k, l when k = l (1)
for some constant 0K  1.
It may be noted that the cardinality of an EQ set of vectors in Rn is upper bounded by n(n+1)2 . This follows from
the fact that the cardinality of an equiangular set of lines is upper bounded by n(n+1)2 [4,5]. Constructions of an EQ
set of vectors are discussed in [6–8].
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B. Mondal et al. / Appl. Comput. Harmon. Anal. 23 (2007) 254–258 255Definition 2. (See [9–12].) A set of vectors is said to be geometrically uniform (GU) if every vector in the set can
be expressed as xi = Uix, where x is an arbitrary generating vector and the matrices {Ui}Ni=1 are unitary and form an
Abelian group.
A sufficient condition for a GU set of vectors that will be useful subsequently is as follows. Let Y be a n × N
matrix where each column of Y is an element of a unit-norm set of vectors {xi}Ni=1. If the corresponding Gram matrix
G = YYT is a symmetric and permuted matrix,1 then {xi}Ni=1 is GU [9,10].
2. On Voronoi tessellation
RP
n−1 is the projective space associated with Rn and is the set of all one-dimensional vector subspaces of Rn.
RP
n−1 can also be formed by identifying antipodal points on the (n − 1)-dimensional unit hypersphere Sn−1. Thus a
point in RPn−1 may be represented as [x] written as
[x] = {x,−x: x ∈ Sn−1}. (2)
A covering map may be defined by
c :Sn−1 →RPn−1, such that c(x) = [x] (3)
so that Sn−1 is a cover for RPn−1.
Definition 3. A projective Voronoi tessellation {Vi}Ni=1 generated by a set of points {[xi]}Ni=1 and a distance function
d is defined as
Vi =
{[y] ∈RPn−1: d([y], [xi])< d([y], [xj ]), j = 1, . . . ,N, j = i}. (4)
Then, Vi ∩ Vj = ∅, for i = j and ⋃Ni=1 V i = RPn−1, where V i denotes the closure of the set Vi . Recall that a
projective transformation is a linear non-singular transformation of the projective coordinates and it can be represented
by a non-singular n×n matrix T. Thus T transforms a point [x] to [x′] via x′ ∼ Tx, where ∼ indicates equality up to a
scale factor. Notationally we write [x′] = T[x]. We call a projective transformation unitary if and only if T is unitary.
Further we define a transformation of a set V ⊂RPn−1 as TV = {T[x]: [x] ∈ V }.
Definition 4. A projective Voronoi tessellation {Vi}Ni=1 is called congruent if any Voronoi cell can be obtained from
any other cell by a unitary projective transformation. In other words
Vi = TijVj , where Tij is unitary, ∀1 i, j N. (5)
In the following, we assume that the distance function d is invariant to a unitary transformation. Thus
d
([x], [y])= d(T[x],T[y]), (6)
where T is a unitary transformation. An example of a distance that satisfies this property is the chordal distance,
d([x], [y]) =√1 − |xT y|2 = |sin θ |, where θ is the angle between the subspaces spanned by x and y.
An EQ set of vectors {xi}Ni=1 can be used to define a set of N points {[xi]}Ni=1 in RPn−1 by the covering map
c(xi ) = [xi] since |xTk xl | = 1 for k = l. The points are called equiangular (or equidistant) because d([xk], [xl]) = K
for k = l when d is the chordal distance and K  0 is a constant. The following is our main result.
Theorem 5. A projective Voronoi tessellation generated by an equiangular set of points in RPn−1 and a distance d
that is invariant to a unitary projective transformation is congruent.
Proof. Note that if T is unitary, and x ∈ Sn−1, then Tx represents a unitary transformation of x. In the following we
abuse notation and denote a unitary transformation of V ⊂ Sn−1 by TV = {Tx: x ∈ V }. Let us consider an EQ set of
1 A permuted matrix is one whose rows (columns) are permutations of the first row (column).
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projective Voronoi tessellation generated by this set of equiangular points.
Assume that Tkl(c−1Vl) = c−1Vk , where c is the covering map and Tkl is a unitary matrix. This means that the
inverse images of the Voronoi cells are related by a unitary transformation. From the definition of the covering map, we
have Tkl(c−1Vl) = c−1(TklVl). Thus c−1(TklVl) = c−1Vk , which implies TklVl = Vk since c is surjective. Therefore,
to prove congruency of the Voronoi cells, it is sufficient to prove that the inverse images of the Voronoi cells are related
by unitary transformations.
Note that c−1Vi may also be expressed as
c−1Vi =
{
y ∈ Sn−1: d(y,xi ) < d(y,xj ), j = 1, . . . ,N, j = i
} (7)
where, abusing notation we write d(y,x) = d([y], [x]).
Let us consider the n × 2N matrix Y = [x1 : · · · : xN : −x1 : · · · : −xN ]. Consider the Gram matrix G = YT Y, then
G = GT . We claim that G is a permuted matrix. This is because the elements of any column of G, say the j th column
are xTi xj and −xTi xj for 1 i N , with |xTi xj | = k, where k  0 is a constant for all i, j with i = j . Then, it follows
from Proposition 2 in [9] that Y is a GU set of vectors. Without loss of generality, let x1 be the generating vector for Y
with xk = Ukx1, for k = 1, . . . ,2N . Then U1 = I and Uk = −UN+k , k = 1, . . . ,N . The matrices {Uk}2Nk=1 are unitary
and form a group. Considering the Voronoi tessellation of X, we can write for k = 1, . . . ,N
c−1V1 =
{
v: d(v,x1) < d(v,xj ), j = 2, . . . ,N
} (8)
= {UTk y: d(UTk y,x1)< d(UTk y,xj ), j = 2, . . . ,N} (9)
= {UTk y: d(y,Ukx1) < d(y,Ukxj ), j = 2, . . . ,N} (10)
= UTk
{
y: d(y,Ukx1) < d(y,Ukxj ), j = 2, . . . ,N
} (11)
= UTk
{
y: d(y,xk) < d(y,UkUj x1), j = 2, . . . ,N
} (12)
= UTk
{
y: d(y,xk) < d(y,Uix1), i = 1, . . . ,2N, i = k,N + k
} (13)
= UTk
{
y: d(y,xk) < d(y,Uix1), i = 1, . . . ,N, i = k
} (14)
= UTk
{
y: d(y,xk) < d(y,xi ), i = 1, . . . ,N, i = k
} (15)
= UTk
(
c−1Vk
)
. (16)
Note that the vectors v in (8) correspond to a fixed unitary rotation of the vectors y in (9). The group property implies
that UkUj = Ui , for some i such that 1 i  2N in (13). Also, if Ui = Uk , then Uj = I = U1, which is a contradiction
and if Ui = UN+k = −Uk , then Uj = −I = UN+1, which is again a contradiction. This justifies (13). Now consider
N + 1  i  2N , and write i = N + i′, where 1  i′  N . Then d(y,Uix1) = d(y,−Uix1) = d(y,Ui′x1) and (14)
follows. We conclude from (16) that the Voronoi regions are congruent. 
In the following we consider two practical implications of Theorem 5.
3. Some implications
Define a probability space (RPn−1,Σ,μ) with Σ , a σ -algebra containing all Borel subsets of RPn−1 and the
probability measure μ :Σ → [0,1], where μ is the normalized Haar measure [13,14]. Then, the projective Voronoi
tessellation derived from an EQ set of vectors satisfies μ(Vi ∩ Vj ) = 0 for i = j , ∑Ni=1 μ(Vi) = 1, μ(∂Vi) = μ(Vi −
Vi) = 0. In the applications mentioned in this paper, the results are not affected by a zero measure set, hence we ignore
∂Vi in the following discussion.
We define a quantization functionQ :RPn−1 → {[xi]}Ni=1, where [xi] ∈RPn−1, ∀i is from an EQ set of vectors.Q
is such that Q([y]) = [xi] if and only if [y] ∈ Vi . The mutual information between the two random one-dimensional
subspaces [y] and Q([y]), denoted by I ([y];Q([y])) may be defined as
I
([y];Q([y]))= H (Q([y]))− H (Q([y]) ∣∣ [y]), (17)
where H([y]) is the entropy of [y].
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sidering random subspaces [y] and Q([y]) as defined above, with a distortion function d satisfying (6), the mutual
information I ([y];Q([y])) is maximized if {[xi]}Ni=1 corresponds to an EQ set of vectors.
Proof. Noting that H(Q([y]) | [y]) = 0, it follows from (17), that the mutual entropy is maximized if and only if
H(Q([y])) is maximized. Now, P(Q([y]) = [xi]) = μ(Vi) = 1N , since the projective Voronoi regions derived for an
EQ set of vectors are congruent. ThusQ([y]) is uniformly distributed and it follows that H(Q([y])) is maximized. 
The quantizer output Q([y]) is essentially a rough description (restricted to N points) of the original random
subspace [y]. The mutual information I ([y];Q([y])) can be treated as a measure of similarity betweenQ([y]) and [y].
Thus, for a random subspace [y] distributed isotropically in RPn−1 the quantizer defined by an EQ set of vectors
provides the best description of [y] amongst all quantizers with N output points.
A measure of performance of a quantizer Q is given by expected distortion defined as [15,16]
D = Ed([y],Q([y])) (18)
where the expectation is over the density of [y]. This distortion can be expressed as a sum of N partial distortions as
D =
N∑
i=1
∫
Vi
d
([y],Q([y]))dμ([y]), (19)
where μ is the probability measure on RPn−1. The next result is summarized in the following.
Corollary 7. Assuming the probability space (RPn−1,Σ,μ), where μ is the normalized Haar measure and, consid-
ering random subspaces [y] and Q([y]) and the expected distortion D as defined above, the partial distortions are
equal if {[xi]}Ni=1 is derived from an EQ set of vectors.
Proof. Consider the partial distortion
D1 =
∫
V1
d
([y],Q([y]))dμ([y]), (20)
where Q([y]) = [x1] and then making a change of variables as [y] = UTk [t] we have
D1 =
∫
UkV1
d
(
UTk [t],Q
(
UTk [t]
))
dμ
(
UTk [t]
)
. (21)
Now, following the same reasoning as in the proof of Theorem 5, we can write [xk] = Uk[x1], Vk = UkV1 for k =
1, . . . ,N . Then Q(UTk [t]) = [x1] ⇔ UTk [t] ∈ V1 ⇔ [t] ∈ UkV1 ⇔Q([t]) = [xk] ⇔ UTk Q([t]) = [x1]. Thus, (21) can
be expressed as∫
Vk
d
(
UTk [t],UTk Q
([t]))dμ([t])=
∫
Vk
d
([t],Q([t]))dμ([t]) (22)
which is the kth partial distortion. 
The result in Corollary 7 shows that a quantizer with equiangular output points provide equal partial distortion
defined by (19). In a similar context it may be mentioned that for quantizers in Rn, with Euclidean distortion measure
(of the form ‖x−y‖) it is known that for a large number of output points a quantizer that minimizes expected distortion
has equal partial distortion [15]. In the present context, considering RPn−1 with a distortion function satisfying (6),
a quantizer that minimizes average distortion is unknown but Corollary 7 indicates that a quantizer based on an EQ
set of vectors is potentially good in terms of expected distortion.
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