INTRODUCTION
In time-domain auditory models, the spectral analysis performed by the basilar membrane is often simulated by a bank of gammatone auditory filters ͑see, for example, Patterson et al., 1995͒ . The impulse response of the gammatone is g t ͑ t ͒ϭat nϪ1 exp͑Ϫ2b ERB͑ f c ͒t ͒cos͑ 2 f c tϩ ͒
where a, b, n, f c , and are parameters. ERB( f c ) is the equivalent rectangular bandwidth of the filter, and at moderate levels ERB( f c )ϭ24.7ϩ0.108f c in Hz ͑Glasberg and Moore, 1990͒. The filter gets its name from the fact that the envelope formed by the power function and the exponential is a gamma distribution function, and the cosine carrier is a tone when it is in the auditory range. The amplitude spectrum of the gammatone filter is essentially symmetric on a linear frequency scale. The gammatone function was introduced by Johannesma ͑1972͒ to characterize impulse-response data gathered physiologically from primary auditory fibers in the cat ͑see Carney and Yin, 1988 , for an overview͒. The gammatone has also been used to characterize spectral analysis in humans at moderate levels where the amplitude characteristic of the auditory filter is nearly symmetric on a linear frequency scale ͑see Patterson 1994 , for an overview͒.
The use of the gammatone filter is limited, however, by the repeated demonstration that, below its center frequency, the skirt of the auditory filter broadens substantially with increasing stimulus level, and above its center frequency the skirt sharpens a little with increasing level ͑Lutfi and Patterson, 1984; Patterson and Moore, 1986; Moore and Glasberg, 1987͒ . The level dependence of the auditory filter has been modeled using the ''roex '' function ͑Patterson et al., 1982; Glasberg and Moore, 1990; Rosen and Baker, 1994͒ . But the roex auditory filter does not have a well-defined impulse response which largely precludes its use in auditory filterbanks. More physiological models of cochlear mechanics ͑for example, Giguère and Woodland, 1994͒ do not provide good fits to human masking data; nor do they have sufficiently simple impulse responses for the traditional filterbank architecture.
Irino ͑1995, 1996͒ recently demonstrated that an analytic relative of the gammatone function, referred to as the ''gammachirp'' function, is a theoretically optimum auditory filter, in the sense that it leads to minimal uncertainty in a joint time and scale representation of auditory signal analysis. The derivation of the gammachirp function is based on operator methods ͑Gabor, 1946; Cohen, 1991 involving the Mellin transform ͑Titchmarsh, 1948͒; it is summarized in Appendix A. The gammachirp auditory filter is the real part of the analytic gammachirp function, Eq. ͑A20͒. It has an asymmetric amplitude characteristic, and in the following we show that, when the asymmetry is associated with stimulus level, the gammachirp filter provides an excellent fit to human masking data. The gammachirp has a well-defined impulse response and, with only one parameter more than the gammatone, it would appear to be an excellent candidate for an asymmetric, level-dependent auditory filterbank.
I. METHOD

A. The power spectrum model with a gammachirp filter
The impulse response of the gammachirp auditory filter is
The only difference between it and the impulse response of the gammatone ͓Eq. ͑1͔͒ is the term c ln t; c is an additional parameter, and ln is the natural logarithmic operator. The filter has a monotonically frequency-modulated carrier ͑a chirp͒ with an envelope that is a gamma distribution func- 1 We use f r instead of f c for the frequency parameter because the peak frequency of the amplitude spectrum varies with c, and to a lesser extent, b and n. The equivalent rectangular bandwidth of the filter varies with stimulus level, but for convenience, we associate the parameter b with stimulus level so that the basic formula for filter width, ERB( f r )ϭ24.7ϩ0.108f r , is the same as in Eq. ͑1͒.
The auditory filter shape is derived using the power spectrum model of masking ͑Fletcher, 1940; Patterson, 1976͒. In the experiment, the listener is required to detect a brief sinusoidal signal, referred to as a ''probe'' tone, in the presence of a masker which is a noise with a spectral notch in the frequency region of the probe tone. This ''notched noise'' has a constant spectrum level N 0 in a band below the tone between f l min and f l max and in a band above the tone between f u min and f u max . The level of the probe tone is varied to determine the power required to make it just audible ͑probe ''threshold''͒, as a function of the width of the notch in the noise. The details of the experiment and the criterion for threshold are described in Patterson ͑1976͒. If the ''shape'' of the auditory filter ͑that is, its power spectrum͒ is represented by the weighting function, W( f ), then the power spectrum model is
where P s is the power of the probe tone at threshold in dB, and K is a constant which is related to the efficiency of the detection mechanism following the auditory filter. Following Patterson et al. ͑1982͒ , a parameter r is introduced to limit the dynamic range of the filter. The weighting function is associated with the power spectrum of the gammachirp,
, as follows:
Here, W om ( f ) is the ''ELC'' correction recommended by Glasberg and Moore ͑1990͒ to simulate the effects of the outer and middle ears. The maximum absolute magnitude of W( f ) is normalized to unity ͑See Appendix B for the analytic form of the amplitude spectrum of the gammachirp.͒
B. Parameters and fitting procedure
We characterize the level dependence of the auditory filter shape in terms of the level dependence of the five parameters of the gammachirp: n, b, c, K, and r. The auditory filter becomes broader on the low side and sharper on the high side as stimulus level increases ͑Moore and Glasberg, 1987͒ . Changes in the parameters n and b have little effect on the asymmetry of the amplitude spectrum, and K and r do not affect asymmetry since they are not filter parameters. Thus, the degree of asymmetry is primarily determined by c. Rosen and Baker ͑1994͒ showed, in an analogous fit with the roex auditory filter, that the level dependence can be summarized with a linear function. In our initial fit, then, we provide two coefficients for c and one coefficient for each of n, b, and K.
The parameters n and b affect bandwidth reciprocally; the bandwidth of the filter decreases, either when n increases or when b decreases, and vice versa. We are mainly concerned with the filter shape around the center frequency and in this case we can fix either n or b and let the other vary to match the auditory filter shape. Preliminary simulations applied to several data sets and previous work with the gammatone suggested that we begin by fixing n at the value 4.
The fitting procedure is broadly similar to the PolyFit procedure of Rosen and Baker ͑1994͒. Thresholds were calculated for a range of filters with center frequencies around the probe frequency. The value of the filter giving the highest signal-to-noise ratio was chosen as the threshold estimate P s ͑Patterson and Nimmo-Smith, 1980͒. We used the Levenberg-Marquardt method ͑Press et al., 1988͒ to minimize the squared error between the data and P s ; this is a standard procedure for a nonlinear least-mean-square problem. This fitting procedure is referred to as the ''gammachirp fit'' in the following.
C. Data sets
We began by applying the gammachirp fit to the notched-noise masking data of Rosen and Baker ͑1994͒ because the results can be compared directly to their results with the roex filter and the PolyFit procedure. We will specify the data source in the following by the initials of the subject and the probe frequency, for example, ''LM at 2000 Hz'' for this data set which contains 78 tone-in-noise thresholds. Rosen and Baker used total squared error in dB 2 to evaluate alternative fits. We will use rms ͑root-meansquared͒ error in dB; it is a more intuitive measure and makes it easier to compare fits when the data sets have different numbers of thresholds.
The gammachirp was also fitted to subsets of the notched-noise data reported in Lutfi and Patterson ͑1984͒ and Moore et al. ͑1990͒ . The data from Lutfi and Patterson are those of HM, RL, RM, and WW at 1000 and 4000 Hz. Each set contains 39 data points distributed over three different noise levels, except for RM at 4000 Hz, where there are 52 data points over four noise levels. The data of Moore et al. ͑1990͒ are those of CP at 200, 400, and 800 Hz. Each set contains 75 data points distributed over five noise levels.
II. RESULTS
A. Rosen and Baker (1994)
Rosen and Baker ͑1994͒ fitted a wide range of roex filter models to a set of masking data gathered with both probefixed and masker-fixed conditions to maximize the range of signal levels represented by the data. They discuss a subset of their fits for probe-dependent models with 24, 15, 10, 8, 7, 6 , and 5 variable coefficients. The rms errors for the 78 thresholds are 1. 15, 1.16, 1.19, 1.19, 1.19, 1.20 , and 1.42 dB.
2 The rms errors for masker-dependent models are much greater than these values, and this is why they restricted their attention to probe-dependent models. The focus of their dis-cussion is the trade-off between number of free parameters and goodness of fit, and they conclude that a roex( p,r) model with six coefficients is the most appropriate. Specifically, their fit employed one parameter for each of p u and k, and two for each of p l and r l . The auditory filter shapes produced by this fit are shown in Fig. 1 as a function of probe level. The lower side of the filter becomes considerably broader as level increases; the upper side is invariant.
Column 7 of Table I shows rms error values ͑dB͒ obtained with the gammachirp fit using probe-dependent models with various numbers of coefficients. The integers in columns 2-6 show the number of coefficients used for the gammachirp parameter in that column. Following Rosen and Baker, we used the absolute threshold value ͑22.7 dB͒ to limit the minimum value of P s . We also investigated masker-dependent models, but found, like Rosen and Baker, that the rms errors were always much greater than those with the probe-dependent models. Consequently, we only consider probe-dependent models in what follows. The fit without the parameter c, i.e., the gammatone fit, is shown in the last row of Table I . The rms error is about 30% greater than that of the gammachirp fits, indicating that the gammatone filter is not suitable as an asymmetric, level-dependent filter.
The rms errors in column 7 are the same for gammachirp models with between 4 and 7 variable coefficients. This indicates that the coefficients converge even with relatively few coefficients. The rms errors with the gammachirp are greater than those for roex models with six, seven, and eight variable coefficients ͑compare columns 7 and 8͒, and smaller for models with five variable coefficients. The gammachirp model with four variable coefficients, where n is fixed to 4, produces the same rms error as the model with five variable coefficients, where the estimated value of n is 3.89. Accordingly, the model with four variable coefficients seems sufficient to explain the masking data. Rosen and Baker do not report results with a four-coefficient model. The fixed-n model also has advantages when fitting smaller data sets and when comparing coefficients obtained with different data sets.
The coefficients for the four-coefficient model are listed in row ''LM 2000'' in Table II . The auditory filter shapes produced by this fit are shown in Fig. 2 as a function of probe level. In the fitting process, the peak frequency of the amplitude spectrum varies with level, as described previously; for clarity, however, the peak frequency is normalized to 2000 Hz in the figure by adjusting the value of f r in Eq. ͑2͒. Below its peak frequency, the skirt of the gammachirp auditory filter broadens substantially with increasing stimulus level; above its peak frequency, the skirt sharpens a little with increasing level. These shapes are quite similar to the roex filter shapes in Relationship between the number of filter coefficients and rms error. Columns 7 and 8 show rms ͑root-mean-squared͒ errors in dB obtained with the gammachirp filter and the roex filter when fitting the probe-dependent model with various numbers of coefficients to all 78 data points in Rosen and Baker ͑1994͒. The rms errors in column 8 are calculated from the total squared errors in Rosen and Baker ͑1994͒. The integers in the first column show the total number of variable coefficients for both the gammachirp and the roex. The integers in other columns show the number of coefficients used for the gammachirp parameter in that column: ''1'' indicates a filter parameter that is constant across signal level and ''2'' indicates a linear dependence of the parameter on signal level. The symbol ''-'' indicates an r value of Ϫ100 dB ͑practically zero in linear terms͒; ''*'' indicates an n value of 4; ''-'' indicates no model fitted at that value. The last row shows the results without parameter c, i.e., the gammatone fit. ences in the flatness around the peak frequency and in the variability of the upper skirt. Unlike the roex, the upper skirt of the gammachirp has the ''backward S'' shape observed in the dense threshold functions in Patterson ͑1976͒. The gammachirp filter naturally introduces the physical constraints of realistic filters into the estimation of the auditory filter shape. The derived filter shapes are also in agreement with those reported in previous studies ͑Lutfi and Patterson, 1984; Patterson and Moore, 1986; Moore and Glasberg, 1987͒ . It also appears that we do not need the parameter r when fitting the data of LM; absolute threshold is sufficient limit to the dynamic range of the fitting process. This is another advantage of using the gammachirp fit.
Number of coefficients
B. Other data sets
Following the results in the previous subsection, we applied several probe-dependent models to the notched-noise masking data of Lutfi and Patterson ͑1984͒ and Moore et al. ͑1990͒ . The models with four, five, and six variable coefficients were fitted to each set of data. As before, the model with four variable coefficients proved most appropriate and so we begin with it. Given their limited size, each set of masking data was fitted with seven different sets of initial values; the set that produced coefficients giving minimum mean squared error is listed with the rms error in Table II . It is clear that the value of b converges between 1 and 2 and that c is always negatively correlated with probe level P s , as in the previous fits for LM at 2000 Hz. The filter shapes are similar to the shapes in Fig. 2 in terms of change in slope with level, except for four conditions: the filter shape is almost level independent for CP at 200 Hz and RM at 4000 Hz; the upper slope changes as much as the lower slope does for HM at 1000 and 4000 Hz. The last two rows in Table II show the means and standard deviations of the parameter values. Since the mean coefficients are close to those for LM, a ''typical'' auditory filter set resembles those shown in Fig.  2 when the peak frequencies are normalized to unity. Thus, the gammachirp with four variable coefficients provides a reasonable summary to the masking data in these data sets, although the rms errors are larger than those for the data set of LM.
For completeness, we also performed the gammachirp fit with five variable coefficients ͑1 n, 1 b, 2 c's, and 1 K͒ and six variable coefficients ͑1 b, 2 c's, 1 K, and 2 r's͒. Only two of the models with five variable coefficients reduced the rms error more than 5%, reductions that are negligible when compared with the variance in the data sets. Since absolute threshold values were not included in these fits, the model with level-dependent r was also applied to each set ͑i.e., six variable coefficients͒. All of the derived values for the parameter r were negatively correlated with probe level P s and were smaller than Ϫ40 dB, even when the signal level was 30 dB SPL. That is, the values are less than absolute threshold, and so, absolute threshold is a more suitable limit to the dynamic range when fitting these data. Moreover, the rms error was reduced more than 10% in only three cases. Thus, parameter r does not seem necessary to explain the general form of the masking data, and the model with four variable coefficients seems sufficient to explain these masking data, as well as those of Rosen and Baker.
III. SUMMARY
A ''gammachirp'' function derived as an optimum auditory filter ͑Irino, 1995, 1996͒ is shown to have an asymmetric amplitude characteristic in frequency. Using the power spectrum model of masking, and the assumption that the asymmetry is associated with stimulus level, the amplitude spectrum of the gammachirp was fitted to notched-noise masking data from 12 data sets reported in 3 different studies. A probe-dependent model with four variable coefficients is shown to provide an excellent fit to the masking data. The resultant gammachirp filter shape is similar to that obtained with a six-coefficient roex filter by Rosen and Baker ͑1994͒. The gammachirp has a well-defined impulse response unlike the roex auditory filter and, thus, it is an excellent candidate for an asymmetric, level-dependent auditory filterbank in time-domain models of auditory processing. 
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APPENDIX A: THE DERIVATION OF THE GAMMACHIRP FUNCTION
The gammachirp function arose from consideration of the contrast between the traditional representation of sound, the spectrogram, and the representation produced by auditory filterbanks designed to mimic the spectral processing of the cochlea. The contrast is set out in Sec. A of this Appendix. It has led to the hypothesis that the time-frequency representation of sound observed at the output of the cochlea is an intervening representation produced by the auditory system to support a subsequent ''scale transform,'' and that the function that minimizes uncertainty in the time-scale representation is the gammachirp. The scale transform and the gammachirp function are the subjects of Secs. B and C, respectively.
A. The spectrogram and auditory filtering
The spectrogram is a typical example of a joint timefrequency representation of sound. It is produced by converting successive segments of the sound wave into spectral frames with a Fourier transform. There is a trade-off between the resolution of time and the resolution of frequency in this representation. The trade-off is known as the uncertainty principle, and Gabor ͑1946͒ showed that the function which satisfies minimal uncertainty in the joint time-frequency representation is a complex sinusoidal carrier with a Gaussian envelope. This ''Gabor function'' is symmetric in time and symmetric in frequency; moreover, the frequency bands all have the same width in this time-frequency representation.
The spectral analysis produced by auditory filtering differs significantly from that produced by the Fourier transform: The impulse response of the auditory filter is asymmetric in time with a fast rise and a slow decay ͑de Boer and de Jongh, 1975; Carney and Yin, 1988͒ ; the amplitude spectrum of the auditory filter is definitely not Gaussian ͑Patter-son, 1976͒, and at high sound levels, it is asymmetric with the lower skirt shallower than the upper skirt ͑Glasberg and Moore, 1990͒. The gammatone function ͓Eq. ͑1͔͒ provides a much better fit to auditory filtering data than the Gabor function. It is clear, however, that to the extent that the gammatone differs from the Gabor function, it does not satisfy minimum uncertainty in a joint time-frequency representation of sound. Moreover, the bandwidth of the auditory filter increases with center frequency; in the region above about 500 Hz, it is essentially a ''constant-Q system,'' that is, bandwidth is proportional to center frequency ͑Greenwood, 1990; Glasberg and Moore, 1990͒. It is possible that the auditory system is non-optimal because it has to satisfy some mechanical or physiological constraint that is not compatible with minimal uncertainty, and which restricts the bandwidth to be a proportion of the center frequency. On the other hand, it seemed reasonable, on encountering the discrepancy between optimality and auditory filtering, to explore the possibility that the auditory system is optimal, but optimal for a different representation of sound. It is this hypothesis that led to the ''scale transform'' and the derivation of the gammachirp function.
B. Scale analysis
Cohen ͑1991, 1993͒ has suggested that ''scale'' is a physical attribute of a signal just like time and frequency, and that a time-scale representation is more appropriate than Fourier analysis for ''scaled'' signals. A ''scaled'' signal is simply one that is compressed or extended in time relative to the original, as when a tape recording is replayed at a rate faster or slower than that at which it was recorded. Cohen ͑1991͒ introduced a ''scale transform'' in the form of an orthogonal Mellin transform ͑Titchmarsh, 1948͒ to produce the scale representation. It is described in Sec. C. The Mellin transform converts a scaled signal into ͑a͒ an invariant absolute distribution in the scale representation, and ͑b͒ a value specifying the scale value of the signal. When the speed of a recording fluctuates on playback, it has a pronounced effect on the pitch we hear, but the source of the sound is not perceived to change. This suggests that the ''scale'' value and the ''invariant distribution'' of the Mellin transform may be analogous to pitch and timbre in the auditory system. Thus, the time-scale representation of sound could have distinct advantages when analyzing systems where a vibrating source with variable rate excites a complex resonator. ''Source-filter'' models of this sort are commonly used to explain the production of sound by the vocal tract ͑Fant, 1970͒ and musical instruments ͑Fletcher and Rossing, 1991͒.
The scale transform can be applied to a sound wave directly. It is clear, however, that in the auditory system, the scale transform would have to be applied after auditory filtering. The wavelet transform is similar to the auditory filterbank inasmuch as it is a ''constant-Q'' system; both the envelope and the carrier of the impulse response scale with center frequency in these systems. The Mellin transform converts the individual wavelets into an invariant distribution in the scale representation. Thus, with a wavelet filterbank, when a sound is scaled, its components shift to wavelet filters that have been scaled by the same amount. So, the outputs of the scaled filters are exactly the same as the scaled versions of the outputs of the original filters. Both the scaled and unscaled filter outputs are transformed into the same distribution in the scale representation. Thus, the wavelet filterbank is ''transparent'' to the scaling of sounds, and in this sense, the wavelet transform is optimal as a preprocessor for the Mellin transform. This implies that the auditory filterbank would be a near optimum preprocessor for the Mellin transform.
The optimal relationship between the Mellin transform and the wavelet transform does not uniquely determine the form of the wavelet that produces minimal uncertainty in a joint time-scale representation; Clearly, the Gabor function does not; After Cohen ͑1991, 1993͒ adapted Klauder's ͑1980͒ results on affine variables in quantum mechanics to produce the scale representation for time domain functions, he showed that the optimal function for minimal uncertainty in a time-scale representation has a gamma envelope and a monotonically frequency-modulated carrier. In Cohen's case, the instantaneous frequency of the carrier starts at infinity and converges on zero as time proceeds. This solution is not suitable for relatively narrow-band applications like auditory filtering. This led Irino ͑1995, 1996͒ to introduce a frequency shift term that makes it possible to model the bandwidth/ center-frequency function of the auditory system, and produce a narrow-band filter centered on a specific frequency. This, in turn, led to the derivation of the gammachirp function through the optimality constraint. This, then, is the logic for the time-scale representation of sound and the gammachirp function.
C. Mathematical derivation a. The Mellin transform
The Mellin transform ͑Titchmarsh, 1948͒ of a signal, s(t) ͑tϾ0͒, is defined as
where p is a complex argument. One of the important properties is
where the arrow ͑⇒͒ indicates ''is transformed into'' and a is a real dilation constant. where j ϭ ͱϪ1, and exp and ln are the exponential and natural logarithmic operators. Since ͉a Ϫp S(p)͉ ϭ͉ a Ϫ p r ͉ •͉ S(p)͉, the absolute distribution ͉S( p)͉ is not affected by a scaling of the signal, except for the constant that specifies the scale of the current signal; nor is it affected when the distribution is normalized.
b. Minimal uncertainty and operator methods
With the Mellin transform, questions concerning minimal uncertainty in a joint representation are assessed with operator methods. They were introduced into signal processing from quantum mechanics by Gabor ͑1946͒ because of the similarity in mathematical formalism. The following is a tutorial on operator methods based on the derivation of the Gabor function; it is adapted from Cohen ͑1991, 1993͒.
Time and frequency operators are defined as T ϭt and W ϭϪj(d/dt) in the time domain. When the operator W is applied to the function Ae jt , the result is
Thus, for a complex exponential, the operator W introduces the frequency term . This is the essence of operator methods. The commutator between these operators is again an operator; namely,
͑A5͒
It is easy to prove by applying this operator to the function Ae jt . Since the commutator is not zero, time and frequency do not commute. Thus, time and frequency cannot be measured independently and there is uncertainty between them, and in this case, it is
where ͑⌬.͒, ͉.͉, and ͗.͘ denote the standard deviation, the absolute value, and the average, respectively. Functions which satisfy minimal uncertainty are solutions to the equation
Using T ϭt, W ϭϪj d/dt, ͗T ͘ϭ͗t͘, and ͗W ͘ϭ͗͘, Eq. ͑A7͒ is expanded as follows:
͑A9͒
The nontrivial solution is
where a and aЈ are constants. This is the ''Gabor function,'' and the example shows how it was derived using the constraint that the required function satisfy minimal uncertainty in a joint time-frequency representation.
c. The Mellin operator
Cohen ͑1991, 1993͒ introduced the concept of a scale operator into signal processing in the form:
Previously it had been known as the operator representing an affine variable in quantum mechanics ͑Klauder, 1980͒. The corresponding transform, that is, ''the scale transform'' ͑Co-hen, 1993͒, is
The correspondence between the scale transform and the Mellin transform is revealed by setting pϭϪ jcϩ 1 2 in Eq. ͑A1͒. Thus, Cohen's scale transform is the Mellin transform with a specific argument. In Eq. ͑A12͒, the argument is restricted in range; we can, however, extend it to cover the entire complex plane by the introduction of two real constants c 0 and as follows:
The corresponding Mellin operator is
Since we are concerned with signal processing by an auditory filterbank, we introduce a ''frequency-shift'' term 0 into the operator to specify the individual filters. The form of the operator becomes
The frequency-shift term can be removed later following consideration of the fluctuation of components at the output of the auditory filter ͑Irino, 1996͒. The commutator between time and this operator is
The operators in Eqs. ͑A14͒ and ͑A15͒ are not Hermitian except when ϭ0; nevertheless, (C a Ϫ͗C a ͒͘ is Hermitian and, thus, the eigenvalue is real. The function that satisfies minimal uncertainty between time and the quantity represented by the operator in Eq. ͑A14͒ is the solution to the equation
where
where ␣ 1 ϭ͗t͘/2(⌬t) where a is a constant. The envelope t ␣ 2 exp(Ϫ␣ 1 t)is a gamma distribution function ␥(t). The instantaneous frequency is 0 ϩc 1 /t; that is, a fractional function of time. When played as a sound, the carrier would be a chirp, and hence the name ''gammachirp'' function. When c 1 ϭ0, Eq. ͑A20͒ becomes a gammatone function. Thus, the gammatone function is a first order approximation to the gammachirp function.
APPENDIX B: THE AMPLITUDE SPECTRUM OF THE GAMMACHIRP FUNCTION
The Fourier spectrum of the gammachirp function can be derived analytically. For convenience, we consider a simplified version of the complex form of the gammachirp filter in Eq. ͑2͒. Substituting sϭ jϭ j2 f into Eq. ͑B3͒ to derive the amplitude of the Fourier spectrum of the gammachirp function,
where ϭarg͕bЈϩ j2( f Ϫ f r )͖.
'as a function of stimulus level. Although the impulse response of the APGF is not mathematically equivalent to the gammachirp function, it is similar in having a monotonic FM carrier and a gamma distribution envelope. Second, in an attempt to produce an asymmetric gammatone filter, Baker ͑1995͒ replaced the pure-tone carrier with a monotonic FM carrier. Again, the result is not strictly a gammachirp function, but the impulse response has an FM carrier and a gamma distribution envelope. Finally, Laine and Härmä ͑1996͒ have suggested similar filters for an auditory filterbank on the Bark scale. The gammachirp function can be viewed as providing the theoretical background to the larger family of auditory filters with gamma distribution envelopes and chirp carriers.
2
In their paper Rosen and Baker ͑1994͒ presented total-squared-error values of 103.6, 105.0, 110.9, 110.9, 111.0, 111.9 , and 158.1 dB 2 , respectively, for these conditions.
3
To construct such a filterbank, we would need to develop a mechanism to measure the output level of each filter on a moment to moment basis to specify the appropriate value of c, and thus the filter's asymmetry, at any given moment. A mechanism of this sort has been developed by Lyon ͑1982͒ for a nonlinear filterbank simulating cochlear mechanisms. Thus, it would not appear to be an insurmountable problem to develop one for a gammachirp filterbank. It is, however, beyond the scope of the present paper.
