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ABSTRACT
A method of mathematically modeling the response of
a system in which color reflection prints are made from a
negative was investigated. Data was generated by making a
series of prints with different yellow and magenta
filtrations at a series of exposures. First, second and
third order regression curves were fit to the filtration
versus reflection density curves and the exposure versus
density curves that were thus generated. The predictions
of the sete of equations were compared to the data and it
was found that the filtration could be predicted more
accurately than the exposure time, because, the response
curves of the system change in shape when the exposure is
varied. The third order equations were found to be much
more complicated to use than the second order equations
but were not significantly more accurate in making pre
dictions* The second order equations were able to
predict a filtration and exposure that would produce
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print densities a total of 0.25 density units from the
specified aim densities. A print made using the predictions
of the second order model on the same print paper, and
using the same enlarger and precesser as the original
data was generated on was made, and the resulting densities
were .216 units from the aim density. A print made using
a different print paper and enlarger showed that a method
of changing the model was needed in order to make accurate
predictions under varied conditions. Two computer programs
were devised, for this purpose. The simplest uses the
assumption that the shapes of the filtration and exposure
versus density curves always stay the same, and simply
shift backwards and forwards or up and down, as the
exposure changes, or the enlarger, print paper or
processer is changed. The second program is to be used
when this assumption fails and uses regression techniques
to fit new second order equations to the data that the
user is required to generate. A print made using the
first of these two programs has densities that are a total
of .287 density units from the aim density. A print
that is .287 density units from ideal is acceptable to
very few people. More work needs to be done in order to
improve the accuracytof the system if it is to be a
practical tool in the making of color prints.
iii
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INTRODUCTION:
In making a color print from a negative there are
methods of making measurements on the negative to estimate
the filtration and exposure that are required. Color
analyzers detect the radiation transmitted through the
negative and filters, and predict a filtration and an
exposure. The Kodak 2610 color printer inputs an array
of density measurements into a small computer and calcu
lates an optimum exposure and filtration. While these
methods are quite useful, they are not foolproof, and a
method is needed to extract the information contained in
the unacceptable prints to predict the exposure and
filtration values needed to make a final correctly^
exposed, and filtered print. Such a system could be useful
to anyone who is not satisfied with the first print male
from each negative printed* The greater the accuracy of
the system, the more time and material it can save by
eliminating wasted color prints. However, in order to
appeal to the maximum number of users, the system should
be as quick and simple to use as possible. This suggests
that a tradeoff exists between the simplicity and the
accuracy of a model.
The models are all sets of mathematical equations
programmed on a Xerox Sigma 9 computer. Linear regression
curves were fit to the characteristic curves of the print
material. First, straight lines were fit to the curves
and a method was devised to test the models accuracy.
Then second and third order curvelinear regression curves
were fit to the characteristic curves.
To use this system, a color print is made from a
negative. A decision is made as to whether the color
balance of the print, and the exposure is acceptable.
If the print is judged not acceptable, reflection density
measurements are made of the print and the information is
input to the computer along with the filtration values
and exposure times used to make the print. If the
reflection density measurements were made of a grey card
in the print, then the blue, green and red densities of
the grey card are input and the computer can then solve
the set of equations and predict which exposure and
filtration combination will produce a print in which the
grey card has the same densities as the original. If the
print doesn't happen to be of a scene containing a grey
card, some other information is needed. For example,
if
the scene contains a skin tone, density readings could be
taken from previously printed skin tones and
the computer
could make a prediction which would match the skin tones
of the two prints.
DATA COLLECTION:
The first step of this project was to collect data
on the response of Kodak Ektacolor 74 RC paper to
changes in filtration and exposure using a Chromega
enlarger with dichroic filters and a step tablet exposure.
The filtration range of this enlarger was from zero to
one hundred and fifty units of yellow, magenta and cyan
filtration. Exposures were made varying only the magenta
and yellow filtration is steps of twenty filtration units.
The exposures were made through a Kofiak number two step
tablet with .15 density unit increments. Replicates were
generated to help measure the process variability. The
exposed prints were all processed together in a Hope
processing machine located on the third floor of the
Rochester Institute of Technology School of Photographic
Arts and Sciences. A Cosar reflection densitometer fitted
with status D filters was used for all density measurements,
A portion of the data that was collected is plotted in
figures one, two and three.
Figure 1 . Yellow filtration versus density












Figure 2. Magenta filtration versus density
at 100 Y and thirty seconds exposure time.
Figure 3. Exposure time versus red, green
and blue density at 40 magenta and 80 yellow.
A LINEAR MODEL:
It is apparent from the curves in figure one that
as the yellow filtration is changed, not only the blue
density changes as would be expected, but to a lesser
extent, so does the red and green density. This effect
is called crosstalk, and it also occurs in figure two
when the magenta filtration is changed.
Adding cyan filtration to a filter pack containing
yellow and magenta filtration adds neutral density to the
exposure, thus when making color prints, a cyan filter is
not needed. Total control of the filtration is obtained
by controlling the magenta and yellow filtration and the
exposure.
The simplest model of the curves in figures one, two
and three is made by approximating the curves by straight
lines and ignoring the crosstalk effects. Using a first
order linear regression method, the lines in figures
four, five and six were fitted to the curves. Using the
equations of these lines we can, given a yellow filtration
value (F ) , and an exposure time (T), predict a blue
density value (D^) :
Db
=
C^ + C12 x Fy
+
C15 x T
where C^is the y-intercept of the yellow filtration
versus density curve, C12 is t*16 slope of the line, and
C.., is the
Similarily :








C31 + C33 x
T
where D and D are the green and red densities, C0. and
g r c\
C?? are the y-intercept and the slope of the magenta
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Figure 4. Straight line approximations to the
curve in figure one
#
Figure 5. Straight line approximations to
the curves in figure two. The red and blue
densities are assumed constant.
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Figure 6. Exposure versus red, green and
blue print densities approximated as straight
lines.
filtration, C2, and C,, are the slopes of the exposure
versus red density curves, and T is the exposure time.
Using these three equations, a prediction can be
made of the blue, green and red density for any
combination of filtrations and exposure. The predicted
red, green and blue density values can be thought of as
three coordinates of a point in a three dimensional
coordinate system. If the blue, green and red aim
densities are plotted as another point in this coordinate
system, then the distance tetween the points is a measure
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where R
, G and B are the red, green and blue
pre-
Jr Xr Xr
dieted values of density, and R_ , G and B_ are the red,
green and blue aim densities. See figure seven. This
is the method used to determine the accuracy of the
predictions made in this paper. The model that gives the
smallest average distance between predicted and aim
densities will be the most accurate.
The distance between predicted and aim densities for
a forty five second exposure at various combinations of
magenta and yellow filtration are listed in table one.
The average distance for this table is .535 density units,
and the average distance measured over eight exposure
















Figure 7. An illustration of the
distance-from
aim-point method of measuring the
error in a
prediction. Red, green and blue density
are
axes in a three dimensional
coordinate system.
A LINEAR MODEL WITH CROSSTALK TERMS:
The prededing model can be improved by adding
terms to the equations which account for crosstalk.
The new equations have the same coefficients as the
previous model, except that four new terms have been















+ ^ifm + C34T
where C22 and C are the slopes of the yellow filtration
versus green density and red density curves, and C.., and
C,, are the slopes of the magenta filtration versus blue
density and red density curves.
The distances between the predicted values from this
new model, and the aim points are listed in table one.
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Using a least squares linear regression technique,
the data curves in figures one, two and three can be
fitted with curves rather than straight lines (see figure
nine), and it would be expected that this could sig
nificantly improve the accuracy of the model. However,
as can be seen by the equations below, the computation
becomes much more difficult. As before, the coefficients
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The average predicted-minus-aim distance for the
second order model is 1.049 density units and the
average for the third order model is 0.968 density
units. See figure ten for a comparison of the average
errors for each model.
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Figure 8. Comparison between 2nd order
approximation and actual data curves.
Figure 9. Comparison between 3rd order
approximation and actual data for the
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Figure 10. Comparisons of distances (average)
from aim point for four models, over a four
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Figure 11. Comparisons of distances from aim
for a forty five second exposure time.
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USING A MODEL:
For purposes of testing the models, the equations
on the preceeding pages will predict densities when
filtration and exposure data are input. However, to
actually use the system, the equations must calculate
the ; exposure and filtration needed to attain, a desired
set of density values. Mathematically this is a major
task since for the second order model, it requires
simultaneously solving three quadratic equations in
three unknowns. Using a computer, the problem was
approaehed in the following manner: The linear
coefficients of the second order equations were used to
predict the filtration and exposure needed to produce
the desired density while the second order terms were
ignored. These filtration and exposure predictions
can then be input into the complete set of quadratic
equations, and because the second order
coefficients
were ignored, these predictors will yield densities
slightly different from the desired densities.
The
difference between these densities can be input back
into the first order equations which can again be solved
simultaneously to yield
filtrations and exposures which
are added to the previous filtration and exposure values.
Once again, these new
predictions of filtration and
exposure are input to the second order equations
and the output densities will be closer to
the desired
densities. This process can be repeated
until the
difference between the second order model's predictions
and the desired densities are negligable.
The filtration
and exposure values can then be output.
This method was used to predict
the exposure and



















Figure 12. This print was made using the predictions
of the second order model when the same print paper,
enlarger and processer that the original data was
generated on is used.
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grey card redy green and blue densities are .74. The
second order model predicted that the yellow filtration
should be 98 units, the magenta filtration 64 units at J
the exposure time of six seconds at f-8. These values
were used to make the print in figure two, with the
same paper, processer and enlarger, that was used to
generate the original data. Instead of the grey card
densities being .74, the blue density is .63, the green
density is .63 and the red density is .89. The distance
from the aim point of .74 is then .22 density units.
There are a number of reasons why the print densities
are this distance from the aim point. The major reason
is the innaccuracy of the model. A first, second or third
order equation can't fit the data curves exactly, and
thus the models can't exactly predict the filtrations
and exposure. In addition to this error, the print was
made at a later date than the data was collected. The
print paper and the enlarger lamp may have changed in
sensitivity and spectral output respectively from age.
Because of day to day variability in the chemistry of the
processing machine, the paper response will not be the
same as when the data was collected.
19
CALIBRATION :
The models on the preceding pages have all been
designed to fit the data that was collected using one
print paper, enlarger and processer. The responses
however, will change when a different enlarger, paper
or processer is used. Thus in order to complete this
prediction method, a technique is needed to account for
any such variations.
One method of accomplishing this would be to do
a complete survey of the responses of all the possible
combinations of enlargers, papers and processers
available, and then build the model to work the most
accurately for the average system. Such a study is
beyond the scope of this project, and the resulting
model would be satisfactory only for those few users
who had a system with an average response.
A second method can be derived if we make the
assumption that the shape of the curves in figures one,
two and three will alway remain the same when any
paper, enlarger or processer is used, and will simply
shift back and forth along the filtration and exposure
axes, or up and down along the density axis. The
amount of shift is determined by making a print of a
grey card, at the filtration and
exposure predicted by
the uncalibrated model. If the print densities are
the same as the densities of the original grey card,
plus or minus the limits set by the user, the model
needs no calibration. If the predictions are not
accurate, then the
actual densities of this print are
input to the model, along with the filtration and
exposure used to produce it. The computer will take
the densities and calculate the filtration and
20
exposure it thinks the print was made at. It then
figures the difference between these values and the
values that were actually used to produce the print.
These differences are the amounts that the curves need
to be shifted. A program can be found in Appendix
Two that performs these calculations and does the
actual shifting of the curves. To the extent that the
original assumption was true, this method will be
satisfactory. If however, the user finds that the
model cannot be calibrated to within his standards,
then the assumption was not valid and a third method
is needed to calibrate the model.
The third method involves changing the coefficients
of the equations as well as shifting the curves which
make the predictions. The user is required to make a
series of exposures at different filtration combinations
through a step tablet. The densities from these prints
are input into the computer which fits second order
curves to the data using linear regression techniques.
These curves are then substituted into the program which
makes the actual predictions. The user now has a model
which has been custom fitted to his printing system
and which will be as accurate as possible. A program
to perform this calibration can be found in Appendix
Three. The price that is paid :tp custom fit the model
is a much longer and elaborate program which requires
a larger more expensive computer, more processing time
and more prints of grey cards.
The print in figure thirteen was made on a different
print -.paper and enlarger than the print in figure 12.
To make this print, the second method of calibration
was used which assumes that the response curves keep the
21
Figure 13. Print made using the
second order model,
a different print paper
and enlarger than the original




shape. A print was made using the uncalibrated model,
and the resulting blue, green and red grey card densities
of .95,1.07 and 1.35 were input into the calibration
program in Appendix two. The calibrated model predicted
a yellow and magenta filtration of 92 and 69 units at
an exposure of 8 seconds at f-8 be used. The print
made from these predictions is on the following page.
The grey card has a blue, greenaand red density of .62,
.88 and ,99ffhis is a distance of .287 density units from
the aim density of .74. The reason why this distance is
greater than the distance of the print in figure twelve
is because the exposure needed changing as well as the
filtration and this calibration scheme cannot work as
accurately if the level of exposure needs changing,
because the shape of a density versus filtration curve
changes as the exposure changes. Consider the following
examples: If a curve of yellow filtration versus density
were made at an exposure of one second, instead of the
thirty second exposure in figure one, the densities would
be very low, no matter what yellow filtration was used.
The resulting curve would be almost flat. Or if the
data was grossly overexposed, a yellow filtration versus
density curve would be flat at the maximum density that
the print paper is capable of generating. In both of these
extreme examples, as well as in less extreme cases, the
calibrated model would be inaccurate because of the
assumption the density versus exposure curves and the
filtration versus density curves are the same as the curves
in figures one, two and three, only shifted. The more
this assumption fails, the farther the final print
densities will be from the aim densities.
23
CONCLUSIONS:
In examining figures 10 and 11 it can be concluded
that every model predicts filtration values more
accurately thaid it predicts exposure times. This
is because the shape of the curves change as the exposure
is changed, and the models cant account for these changes.
It may be possible to build a model which can partially
account for this effect, but the model would then be
considerably more complicated and difficult to use.
The accuracy difference between the second and the
third order models is on the order of .04 density units.
Since the data replications showed that the variability
in the process is .04 density units, and since the third
order model is much more complicated to use, the extra
calculations and the increase in cost of the computer
needed to do the calculations of the third order model
are not worthwhile. For these reasons, the programs
found in the appendix of this paper are all designed
using the second order model.
Figure 11 shows that for any combination of filtrations
the model can make a prediction and be within .25 density
units from the aim point if the print exposure time is
forty five seconds. The models have no provisions for
printing over, or
underexposed negatives, it is assumed
that any negative is correctly
exposed. If a test print
is made from an improperly exposed negative, however, the
calibration scheme in appendix two can partially compensate
for the exposure problem if the system is calibrated using
this test print. This will not be the best prediction
possible, because of
the problems that this model has in
determining the exposure, but it will
be a better print
than the original test print.
24
The prints in figures twelve and thirteen show that
the second order model makes predictions that are far
from ideal. In this case, an ideal print would have
equal red, green and blue densities of 0.74. The models
and calibration schemes presented may provide satisfactory
results to a person who has never before made a color
print, and would be happy with results that are this far
from aim, but such a user would probably not have access
to a reflection densitometer, and wouldn't know what aim
densities to input to the computer. The only way to
improve the results considerably would be to find a better
approximation to the response curves than second or third
order equations can provide. One possibility might be a
table of data values stored in a book, or a computer
memory, with the predictions interpolated from between
the actual data values. This type of a model would still
need to be calibrated when different print papers, enlargers
or processers were used.
Another problem with this project is the fact that
even if the model worked perfectly, and could be programmed
into a pocket calculator, a reflection densitometer is
needed to find aim densities and calibration values. For
the system to be inexpensive would require some other
method be used in place of the densitometer, possibly a
visual comparison method. A more useful tool than
computers and densitometers for most color printers would
be a set of color viewing filters which may
be no more
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160 REM READ COEFFICIENTSOF LINEAR APPROXIMATIONS TO









220 LET A(ll)=Gl-A(lyl)A(2r 1 ) =G2-A<2> 1 > A<3 1 > =G3~A < 3 ? 1 )
230 MAT A =SIM<B>
240 MAT OC+A
250 REM COEFFICIENTS OF REAL QUADRATIC EQUATIONS
260 C =4.2256Ci=4.345E-05*C2=B<l!l> C3=4 ?464E-05
265 C4=B<2*1)C5=.0544>C6=B<1,3)>D=3*9124
270 D2=-6.155E--03D3=9.821E-05>D4=-2.8155E-03












370 IF ABS <Hr,2+H2"2+H3"2X.001 THEN 400
380 LET G1==4.2256~H1G2=3.9124~H2*G3=2.6114-H3
390 GOTO 180




A calibration program using the assumption that









































"INPUT THE YELLOW AND MAGENTA
FILTRATION'
"









REM CONVERT TIME TO LOG EXPOSURE
LET K3=((L0G ( 60*K4) ) /LOG (2 ) )*2+l
PRINT K3
REM PREDICTED FILTRATION CALCULATION SUBROUTINE
GOTO 410
REM CALCULATE ACTUAL MINUS PREDICTED FILTRATION
Al =K1 -C < 1 1 ) > A2=K2-C ( 2 1 ) f A3=K3~C ( 3 f 1 )
CALCULATE THE NEW 1ST ORDER COEFFICIENTS
P ( 3 f 3 )
P < 1 1- 1 > =A1 *8 ? 69 1E-05 P < 1 * 2 > =A2*8 . 926E-05



















TO Ji t PUT OVER
OPEN
"CALCOEF"








CALCULATE THE NEW INTERCEPTS
Z1=C3*A2"2-B<3f1 >*A3+C5*A3"2
A(li)=C(ll)-B<ll)*Al+Ci*Al'n2-B(2Fl)*A2+Al










450 REM COEFFICIENTS OF LINEAR APPROXIMATION OF THE
460 REM QUADRATIC EQUATIONS WE ARE TRYING TO SOLVE.
470 B(1f1)=- .02081 f B< 1 f 2 >=- .01 188f B< 1 f 3 >=-- . 6427
480 B < 2 f 1 > =- . 0061 55 f B < 2 f 2 > =- . 028 1 55 f B ( 2 f 3 ) =- . 6842
500 B(3f1)=-.0034881fB<3f2)=-.005125fB(3f3)=-.6817
505 IFK9=2 THEN 200
510 A ( 1 f 1 ) =G1 -A ( 1 1 1 ) f A ( 2 f 1 ) =G2-A < 2 f 1 > f A < 3 f 1 ) =G3~A ( 3 f 1 )
520 MAT A =SIM<B>
530 MAT C=C+A
540 REM THE COEFFICIENTS OFREAL QAUDRATIC EQUATION?
550 C=4.2256fC1 =4.345E-05fC2=B<1f1> fC3=4 .464E-05
555 C4=B(1f2)fC5=5.44E-02fC6=B<1f3)fD=3.9124
560 Dl =2 . 1 43E-05 f D2=B < 2 f 1 > f D3=9 . 821E-05
565 D4=B<2f2) fD5=.05512fD6=B(2f3)






610 LET F2=D+D1 *C ( 1 f 1) "2+D2*C ( 1 v I ) +D3*C < 2 f 1 ) "2+114*0 ( 2 f 1) +Q2
620 LET F3^E+E1*C(1f1)"2+E2*C(1f1)+E3*C(2f1)"2+E4*C(2fD+Q3
630 LET H1=F1-I1fH2=F2~I2fH3=F3-I3







A calibration program that calculates the
coefficients of the curves used to approximate the




100 REM TO USE THIS PROGRAM MAKE 12 PRINTS OF A GREY CARD
110 REM THROUGH A KODAK NUMBER 2 STEP TABLET. THE FIRST
120 REM 6 HAVING A CONSTANT MAGENTA FILTRATION OF 50 Mf
130 REM VARYING THE YELLOW FILTRATION TO INCLUDE 0 Yf
135 REM 30 Yf 60 Yf 90 Yf 120 Yf AND 150 Y. THE NEXT 6
140 REM SHOULD HAVE A CONSTANT YELLOW FILTRATION OF 100 Yf
150 REM WHILE THE MAGENTA FILTRATION IS CHANGED TO
160 REM INCLUDE 0 Mf 30 Mf 60 Mf 90 Mf 120 M AND 150 M.
170 REM THE DENSITIES INPUT SHOULD BE FROM THE STEP ON
180 REM THE TABLET HAVING DENSITIES CLOSEST TO Of 74.
190 DIM E(6f9)fF(6f9) fG(3f9) fH(1f9)









INPUT THE SIX GREEN DENSITY
VALUES"
230 INPUT E(1f2)fE(2f2) fE(3f2) fE(4f2)fE(5f2) fE(6f2)
240 PRINT "INPUT THE SIX RED DENSITY
VALUES"
250 INPUT E(1f3) fE<2f3) fE(3f3) fE(4j3) fE< 5 f 3) f E( 6 ? 3 )




260 PRINT "INPUT THE SIX BLUE DENSITY
VALUES"
270 INPUT E(1f4)fE(2f4)fE<3f4)fE(4f4)fE(5f4)fE(6j4)
280 PRINT "INPUT THE SIX GREEN DENSITY
VALUES"
290 INPUT E(1f5)fE(2f5) fE(3f5)fE(4f5) fE(5f5) fE(6f5)
300 PRINT "INPUT THE SIX RED DENSITY
VALUES"
310 INPUT E(1f6)fE<2f6) fE(3f6)fE(4f6)fE(5f6) fE(6f6)
320 FOR M3==l TO 6





380 PRINT "INPUT THE BLUEf GREEN AND RED DENSITIES OF EACH
385 PRINT "STEP STARTING WITH THE MOST DENSEf
OF THE90
Yf"
390 PRINT "50 M
EXPOSURE."






430 LET F(M6f7) fF(M6f8)fF(M6f9)=M6
440 NEXT M6
450 FOR M2=l TO 9
460 OPEN
"XDATA"
TO J 1 f PUT f OVER
470 OPEN
"YDATA"
TO i 2 v PUT f OVER





520 OPEN "XDATA" TOM, GET
530 OPEN "YDATA" T0J2fGET




son mat cJ^ ^H1)'Y(N2)!'P(n1'N2),D(N1,N1)fS(N1fN1)fA(N1)fB(N1^80 MAT SIZE Z(N1,N1)fW(N2)fR(N1fN2)
590 MAT SIZE B(N2)
f? ^5 INITIAl-IZE THE NUMBER OF OBSERVATIONS TO ZERO.
610 LET N=0















770 CLOSE J 1
780 CLOSE J 2
790 LET N=N--1
800 REM COMPUTE AVERAGE OF ALL VARIABLES
810 FOR 1=1 TO Nl
820 LET X<I)=X<I)/N
830 NEXT I
840 FOR 1=1 TO N2
850 LET Y(I)=Y(I)/N
860 NEXT I
870 REM START SECOND PASS OF DATA
880 OPEN
"XDATA"




900 REMINITIALIZE SUM OF SQUARES ARRAYS TO ZERO
910 MAT A = ZER
920 MAT B = ZER
930 MAT SIZE B<N1)
940 REM INITALIZE SUM OF PRODUCTS MATRICES TO ZERO
950 MAT R=ZER
960 MAT S=ZER
970 REM PROCESS ALL OBSERVATIONS
980 FOR 1=1 TO N





1020 REM PROCESS ALL INDEPENDENT VARIABLES FOR ONE
1025 REM OBSERVATION
1030 FOR J=l TO Nl
1040 GET? IfX
1050 REM NORMALIZE VALUE TO MEAN
1060 LET X=X-X< J)
1070 REM COMPUTE X*Y CROSS PRODUCT
1080 FOR K=l TO N2
1090 LET P( JfK)=P(JfK)*X
1100 NEXT K
1110 REM COMPUTE X<I)*X<J) CROSS PRODUCT MATRIX
1120 FOR K=l TO Nl
1130 LET D< JfK)=D(JfK)*X
1140 LET D(KfJ)=D(KfJ)*X
1150 NEXT K
1160 REM COMPUTE SUM OF SQUARES




1190 REM PROCESS ALL DEPENDENT VARIABLES FOR THE
1195 REM SAME OBSERVATION
1200 FOR J=l TO N2
1210 GET! 2fY
1220 REM NORMALIZE VALUE TO MEAN
1230 LET Y=Y-Y(J)
1240 REM COMPUTE X*Y PRODUCT MATRIX
1250 FOR K=l TO Nl
1260 LET P(KfJ)=P(KfJ)*Y
1270 NEXT K























SET UP X*Y PRODUCT ARRAY
1420 FOR J=l TO Nl










EACH DEPENDENT VARIABLE EQUATION






1520 FOR J=l TO N2
1530 REM COMPUTE DEPENDENT MEAN MINUS SUM OF
1535 REM INDEPENDENT MEANS TIMES THEIR COEFFICIENTS
1540 REM TIMES THEIR COEFFICIENTS









1640 LET H ( 1 f 1 ) =H ( 1 r 1 ) -60*G < 1 1 4 ) -60"2*G ( 2 f 4 ) -6*G ( 1 f 7 ) -36*G < 2 f 7 )
1 648 LET H < 1 f 5 ) =H ( 1 f 5 )
-- 100*G ( 1 f 2 ) - 1 00~2*G ( 2 , 2 ) ~6*G ( 1 f 8 ) -36*G C 2 f 8
1650 LET M9 =~-60~2*G(2f1> --36*G<2 f 9 >-6*G< 1 f 9 )
1655 LET H(l9)=H<l9>-90*G<l3>-90~2*G<2!.3)-60*G<ir-:L)TM9
1660 MAT PRINT G
1670 MAT PRINT H
1680 END
