Abstract-An ultra-wideband (UWB) synthetic aperture radar (SAR) system is investigated for the detection of former bombing ranges, littered by unexploded ordnance (UXO). The objective is detection of a high enough percentage of surface and shallow-buried UXO, with a low enough false-alarm rate, such that a former range can be detected. The physics of UWB SAR scattering is exploited in the context of a hidden Markov model (HMM), which explicitly accounts for the multiple aspects at which a SAR system views a given target. The HMM is trained on computed data, using SAR imagery synthesized via a validated physical-optics solution. The performance of the HMM is demonstrated by performing testing on measured UWB SAR data for many surface and shallow UXO buried in soil in the vicinity of naturally occurring clutter.
I. INTRODUCTION

I
N MANY former war zones and bombing test ranges, there are a large number of unexploded ordnance (UXO) that must be removed before the terrain can be safely returned to civilian use. There are many sensors that have been developed to address this problem, including electromagnetic induction (EMI) and magnetometers [1] . While such sensors are often effective in detecting and discriminating UXO, they generally require that the sensor be close to the ground, implying that they are typically employed in a ground-based system. In many cases, the former bombing ranges have been unused for many years, and their location is poorly known. In such situations, wide-area surveillance is often required to circumscribe local regions in which UXO may reside, with such regions sensed subsequently via ground-based sensors.
A wide-area surveillance sensor requires rapid coverage with significant standoff. An airborne synthetic aperture radar (SAR) can meet these requirements, but SAR has significant limitations for sensing UXO. In particular, it is well known that radar waves typically suffer significant attenuation upon propagation in soil [2] - [4] , severely limiting the utility of SAR for detecting deeply buried UXO. However, at many former bombing ranges there are a large number of surface and shallow-buried UXO. It is of interest to quantify whether UWB SAR can detect a high-enough percentage of surface and shallow UXO, with a low-enough false-alarm rate, such that such a system can be utilized for detection of former bombing ranges (not for detection of each, possibly deeply buried, individual UXO). The definitions of "high-enough" and "low-enough" are dictated by mission requirements and public policy. Rather than attempting to deal with these inchoate terms, we investigate performance of a particular SAR system at a particular test site (discussed further below), incorporating the underlying wave physics into the signal-processing construct. The site considered is relatively favorable for this mission (good soil penetration and relatively benign clutter), and therefore, the results from this study help quantify performance under propitious operating characteristics.
Having restricted ourselves to surface and shallow-buried UXO, we must now address the wave phenomenology one might exploit to reliably detect such targets. For UXO that have one or more dimension large relative to wavelength, the backscattered waveform is typically a strong function of target-sensor orientation. While this aspect dependence may complicate target detection, because there is not a single target signature representative of all target orientations, the aspect dependence of the target signature is often different than that of clutter. A large SAR aperture, which manifests looks at the target from multiple orientations, provides a natural vehicle for exploiting the aspect dependence of the target signature. We have previously developed hidden Markov models (HMMs) for performing such multi-aspect processing [5] - [7] , with those tools applied here. Since the basic HMM construct has been described by us previously [5] - [7] , for target detection and classification, here we only provide a concise summary, for completeness.
Although the scattered waveform (or SAR image) from a given target is often a strong function of target-sensor orientation, there are generally contiguous sets of orientations over which the scattering physics is slowly varying (or stationary). Such angular sectors are called "states," with a given target described by states, with dictated by the target complexity and sensor bandwidth. When one performs a sequence of measurements, from consecutive target-sensor orientations, we implicitly sample waveforms (or images) from states of the target. Some states may be sampled more than once, and some not all, depending on the target orientation and sensor motion. We have demonstrated that, to a good approximation, this transitioning from state to state can be modeled as a Markov process, which implies that the probability of transitioning into any given state is approximately dictated entirely by the current state being occupied. Moreover, since the target is typically distant or concealed, the actual states being sampled are "hidden," motivating an HMM. The HMM paradigm has been applied successfully to several detection and classification problems, based on processing multi-aspect scattering data [5] - [7] . A limitation of many target-classification algorithms, including the HMM, is that they often require substantial training data, and in practice, this training data is typically similar to the measured data on which the algorithm is tested. An advantage of our problem is that electromagnetic models have been developed to simulate UWB scattering from targets such as UXO, in the presence of realistic lossy, dispersive media (soil). In particular, method-of-moments (MoM) [8] , fast-multiple method (FMM) [9] and finite-difference time-domain (FDTD) [10] models have been developed over the last several years. These models provide the capability of simulating the UWB SAR imagery of a surface or subsurface UXO, with such simulated data applicable to training a classifier. In this manner, the classifier is trained and tested on independent data, yielding a meaningful assessment of classifier performance.
As indicated, substantial training data is desirable, with which the target can be viewed from all possible target-sensor orientations. Consequently, it is required that the forward solver used to generate the scattering data be as efficient as possible, while retaining accuracy. Although well designed MoM, FMM, and FDTD codes are efficient, such numerical algorithms are still relatively computationally intensive for the UXO problem. It is therefore desirable to employ an approximate solver, such as physical optics (PO) [11] . We validate here that the PO approximation accurately generates UWB SAR imagery for surface and buried UXO, in comparison to a rigorous MoM solution, and therefore employ the PO solutions to train the HMM.
The measured UWB SAR data is collected at the Yuma Proving Ground, Yuma, AZ, using the U.S. Army Research Laboratory (ARL) BoomSAR system, which has been described elsewhere [12] , [13] . The soil at Yuma is relatively dry, providing favorable electromagnetic soil penetration over the 50-1200 MHz bandwidth of the ARL system. Moreover, the naturally occurring clutter at this site provides a significant challenge, but is relatively benign. In particular, there is little large foliage, with most clutter manifested from small shrub trees, rocks, subsurface inhomogeneities, and animal burrows. As demonstrated in Section III, even this relatively benign environment presents a significant challenge to UWB SAR sensing, necessitating a sophisticated processing algorithm.
The remainder of the text is organized as follows. In Section II, we review the HMM and the key components employed for its implementation with UWB SAR data. We address HMM training, with a validation of the PO forward solver employed in this context. Performance of the HMM on measured UWB SAR data is discussed in Section III, in which we also address the use of prescreeners to determine the points of interest subse- quently interrogated by the HMM. Conclusions from this work are discussed in Section IV.
II. SUMMARY OF HMM CLASSIFIER AND ASSOCIATED TOOLS
A. Hidden Markov Model (HMM) Basics
Assume that a given target is described by states, each state characteristic of a generally contiguous set of target-sensor orientations over which the scattering physics is approximately stationary as a function of orientation. For the UXO problem considered here, we employ an 3 state model. As indicated in Fig. 1 , state one ( ) corresponds primarily to end-on excitation, corresponds primarily to oblique excitation, and corresponds primarily to excitation of the UXO broad side. Note that we are assuming that the UXO has 90 symmetry. Although this may not be exactly true (a UXO typically has 180 symmetry in reality), this is a good approximation over the frequencies of interest. The initial state decomposition for the UXO targets is performed as indicated in Fig. 1 , with the details of the angles used to define the states not critical, since the entire HMM is subsequently optimized, as discussed further below. The decomposition in Fig. 1 is therefore simply a starting point.
Assume that a sequence of measurements are performed. For the SAR problem of interest here, the measurements correspond to subaperture images. In particular, assume that the SAR aperture defines an angular extent relative to the target center. The total aperture can be divided into subapertures, each spanning an angle (here we assume the subapertures do not overlap, although this restriction can be loosened). The subaperture SAR images implicitly "view" the target from distinct orientations, and it is these subaperture images that are processed via the HMM. The images implicitly sample physics from the target states, with the particular states sampled dictated by the details of the target and SAR aperture under consideration.
The HMM characterizes a doubly stochastic process. The sequence of measurements sample states of the target, denoted , where the state sequence is treated statistically because the absolute target-sensor orientation is "hidden." Each state is characterized by an ensemble of scattered waveforms (images), with the selection of a particular signal from the ensemble also treated statistically. For characterization of the HMM, we first define the probability that the initial subaperture image in the sequence will be in state , or . For subsequent subaperture images in the sequence, we define the probability of transitioning from state to state , . The constitute an -dimensional vector , and the an matrix
. The initial values of these quantities are easily defined in terms of the initial state decomposition [5] - [7] , with these also refined via a subsequent optimization processed. We have discussed the initial computation of and previously, with the reader referred to [5] - [7] for details.
The HMM is based on the understanding that the scattering physics is often a strong function of the target-sensor orientation, but within each of the states, the physics is relatively stationary as a function of orientation. This is addressed here, in the context of the UXO problem, in the following manner. We consider a UXO on the surface of the soil, and produce subaperture images, from angles uniformly distributed over the extent of the states (over 90 , see Fig. 1 ). These images constitute what is termed a codebook , with composed of subaperture images . The elements of the codebook are termed codes. For each of the subaperture images, characteristic of the subaperture sequence under consideration, we perform a correlation with each of the images in . We associate a given image in the sequence with if, for all the characteristic images in , the correlation is greatest with . By this process, each of the original subaperture images in the sequence under test is mapped to one of the codes in , with this process constituting a generalization of vector quantization [14] .
The final HMM element that must be defined is the probability that a given code will be associated with a given target state, with denoting the probability that code is associated with state . These probabilities constitute a matrix . Simple training procedures exist for defining , with the interested reader referred to [5] - [7] for details.
For a given target under consideration, the HMM classifier is implemented as follows. Assume that a sequence of subaperture images are considered, with each mapped into one of the discrete codes in . We therefore now have an observation sequence , with each of the . The likelihood that is characteristic of target is given, within the context of the HMM, as (1) The conditional probabilities for the codes are defined by the matrix . In (1), each sum is over all possible state sequences for the set of subaperture images ( possible state sequences), with each sequence weighted by its likelihood of occurrence (quantified through and ). Although the expression in (1) appears computationally expensive to implement, there is much redundancy in the required summations, and the forward-backward (FB) algorithm [15] , [16] has been developed to exploit this fact, making computation of (1) highly efficient. The expression in (1) is also often treated in an alternative manner, through exploitation of the Viterbi algorithm [17] . We have found that HMM classification performance is generally insensitive to whether the FB or Viterbi algorithm is utilized.
In the training phase of the HMM classifier, as many -dimensional subaperture sequences as possible are utilized, each mapped into an observation sequence via vector quantization, as discussed above. In the training phase, the expression in (1) is computed for all training sequences, and the HMM parameters , , and are iteratively optimized to maximize the average likelihood from (1) . In this process, the state decompositions themselves are also optimized (refined), underscoring our earlier comment that the initial state decomposition (Fig. 1) need not be perfect to yield good HMM performance after training. In the testing phase, a given sequence of subaperture images is mapped to an observation sequence, as above, and the likelihood (1) is computed. The sequence of images is deemed associated with the target representative of the HMM if the likelihood is above a prescribed threshold. By varying the threshold, one can generate the receiver operating characteristic [18] . If there are multiple targets of interest, an HMM is designed for each, and the sequence of images is deemed associated with that target for which the respective HMM yields the highest likelihood. If the likelihood of all HMMs is below a given threshold, the sequence of images is deemed characteristic of clutter (i.e., none of the targets).
B. Physical-Optics Approximation
A key aspect of the HMM, as implemented here for the UXO problem, is that all training is performed on computed data (for both the HMM and prescreeners, see Section IV). All such computations have been performed via the PO approximation, due to its computational efficiency and accuracy (for this problem). To address the latter, we plot in Fig. 3 the backscattered RCS of the PO approximation, relative to a rigorous MoM solution [8] , with the meshed target (155 mm shell). This target has a maximum diameter of 155 mm and a length of 58.4 cm. Results are shown for the backscattered RCS from this target, with incidence 30 from grazing, and 45 with respect to the target broadside. In the results of Fig. 2 , the target is buried parallel to the flat air-ground interface, with the top of the target 2.54 cm below the interface (recall that we are focusing on surface and shallow-buried UXO). The soil properties considered are characteristic of Yuma soil [12] , [13] with 5% water content ( 3.6 0.12 with 0.005 S/m). Results are shown over the bandwidth of the ARL system [12] , [13] , and it is demonstrated that the PO approximation generally matches the MoM solution well, for both VV and HH polarizations. We note that, in addition to not modeling the target currents in the shadow region, the PO approximation has the related shortcoming of not modeling multiple wave interaction between the target and interface. This explains why the PO solutions are still not perfect, even at the high-frequency end.
In Fig. 3 , we plot SAR imagery computed using scattered fields from the PO approximation, assuming plane-wave incidence, VV polarization, and an incident pulse characteristic of the ARL BoomSAR [12] , [13] . Results are shown for the target situated as in Fig. 2 , but from three different target-sensor orientations, representative of the three states sketched in Fig. 1 . These images correspond to a 60 SAR aperture, VV polarization, and again are for incidence 30 from grazing (details of the imaging procedure are discussed in [12] ). These images underscore the strong aspect dependence to the SAR imagery from a UXO, with this exploited explicitly via the HMM. Space limitations preclude showing comparisons of these images with similar images computed using MoM-computed scattered fields. However, we have found that the PO and MoM imagery are, on average, correlated to better than 0.95 for the UXO cases considered here. Before closing this section, we note from Fig. 3(a) that the image, when the UXO is parallel to the linear SAR aperture, is not absolutely symmetrical in the cross-range direction. This is due to the fact that the end and nose of the UXO are not identical. This asymmetry vitiates the simple three-state model used here and depicted in Fig. 1 . However, it is felt that the slight asymmetry in Fig. 3 does not warrant additional HMM complexity (more states), given that small variations in the target signature are likely to be undermined by clutter.
C. Subaperture Images
The HMM processes a sequence of subaperture SAR images (each subaperture image using a subset of the total available SAR aperture). The total aperture from the BoomSAR is 60 [12] , [13] , dictated by the system antennas, which only provide approximate polarization purity over this angular range. Each of the subaperture images could be formed by using the UWB scattered waveforms (the "raw" scattering data) measured by antennas within the associated subaperture angular sector. However, this implies that one would have to store all the UWB scattered waveforms for each antenna position along the SAR aperture. Alternatively, we can use all of the available scattered-field data to form a single, full-aperture image. A sequence of two-dimensional (2-D) filters (one filter for each of the desired subaperture images) is then utilized on this full-aperture imagery to yield the desired sequence of images applied to the HMM. These filters are simple to design and implement, and have been described in detail elsewhere [7] . This latter approach is desirable, since it implies that we need only store the full-aperture image, after which, the original scattered waveforms can be discarded for our purposes.
It is of interest to examine a typical sequence of subaperture images, manifested by the sequence of filters applied to the original full-aperture image. In Fig. 4 is shown the full-aperture VV-polarized image of a 155 mm UXO on the surface of the ground, oriented at 45 with respect to the linear SAR aperture (computed using PO-generated scattering data, assuming an incident pulse characteristic of the ARL BoomSAR [12] , [13] ). Also in this figure is shown a sequence of 7 overlapping subaperture images of this target, with the center angle of the subaperture images corresponding to 22.5 , 15 , 7.5 , 0 , 7.5 , 15 , and 22.5 (0 is pointing orthogonal to the linear SAR aperture, through the target center). Each subaperture image has an associated aperture of 15 ( 7.5 about the center angle of the subaperture).
We note from Fig. 4 that each subaperture image is characterized by a loss of cross-range resolution relative to the original full-aperture image. This is the price one pays for exploiting the aspect dependence of the target scattering in the context of subaperture images, since the cross-range resolution is tied to the size of the SAR aperture. Nevertheless, one notes that the sequence of imagery embodies significant information. It is this phenomenology we seek to exploit, in the context of the HMM, with the goal of distinguishing UXO from clutter.
Before proceeding, it is of interest to address the utility of partitioning the original full-aperture image into a sequence of subaperture images, given that all information in the sequence of images is implicitly contained in the original full-aperture image (and we lose cross-range resolution in the subaperture images). Clutter is likely to undermine some subaperture images more than others, depending on the clutter position relative to portions of the full aperture. The HMM is a statistical algorithm that does not require that all subaperture images be well matched to the target in question [5] - [7] , as long as a subset is so matched, and the sequence order of measured images is consistent with the HMM. By contrast, if one were to build a processor based only on the full-aperture image, the latter will be corrupted by Fig. 3 . Computed SAR images for a 155 mm shell buried 2.54 cm in Yuma soil [12] , [13] , with the target axis parallel to the air-soil interface. The computations use pulsed plane-wave excitation at 30 from grazing, characterized by the incident pulse described in [12] and [13] . The images use an aperture length that yields a 60 angle between the target center and aperture. The images are produced by scattered fields from a physical optics (PO) forward solver. All results are for VV polarization. (a) Target axis parallel to linear SAR aperture, and (b) target axis 45 with respect to linear SAR aperture.
all clutter that appears in the image region under consideration, even if the clutter only contributes from a few subapertures of the total measurement.
III. HMM PERFORMANCE ON MEASURED UWB SAR DATA
A. Measurements
The UWB SAR measurements were performed by the U.S. Army Research Laboratory at Yuma Proving Ground, Yuma, AZ. The majority of the sensor hardware is mounted to the basket of a telescoping boom lift capable of moving at approximately 1 km/h, while the basket is elevated to 45 m. For a typical collection geometries, down-look angles to the target vary from 45 to approximately 10 (from grazing), depending on the range to the target and the height of the boom. For all measurements reported here, the depression angle was approximately 40 and therefore, over the extent of the linear SAR aperture, to a good approximation, only the azimuthal angle is varying with respect to a given target (as assumed in the HMM for simplicity). The UWB SAR system employed is operated directly in the time domain, covering a usable bandwidth of approximately 50-1200 MHz. Since the sensor is typically distant from the targets under investigation, the target excitation is approximately a plane wave (it is so modeled in the simulations discussed in Section III). The pulse emitted by the radar, as well as other details of the sensor, are discussed in [12] , [13] .
At the Yuma test site, a large set of inert ordnance were buried in the ground at various depths and orientations with respect to the linear SAR aperture. Although there were many deeply buried UXO (at 1 m depth or more), only the surface and shallow-buried UXO were consistently visible in the SAR imagery, underscoring the difficulty of radar-based UXO detection and motivating our goal of UXO-range detection, rather than detection of each individual UXO. As indicated in the introduction, in UXO-range detection, one hopes to detect a large percentage of the surface and flush-buried UXO while realizing a low false-alarm rate (FAR). With regard to the latter, the FAR is strongly dictated by the environment in which the measurements are performed. Yuma is relatively favorable in this context, since the test site is characterized primarily by desert conditions in which there are rocks, animal burrows, and relatively benign foliage. The soil conditions at Yuma are detailed in [12] , [13] . However, as indicated below, even this relatively propitious environment poses a significant challenge to radar-based sensors. For example, general soil inhomogeneities constitute clutter to a radar system, with such poorly understood, since such inhomogeneities are often destroyed upon excavation. Consequently, while new electromagnetic models are yielding increased insight into the phenomenology of scattering from man-made targets, such as UXO, scattering from naturally occurring clutter is far less understood. This is not due to a shortcoming in the electromagnetic modeling tools, but rather to a poor understanding of the subsurface environment.
B. Prescreeners
A SAR system can quickly collect a large amount of imagery. It is therefore of interest to develop simple algorithms that prescreen the imagery with the goal of eliminating for subsequent consideration those regions at which it is relatively clear no target exists. The requirements of a prescreener are that it be computationally efficient, while yielding a high probability of detection (any targets lost to the prescreener cannot be recovered subsequently). It is acceptable if the FAR of a prescreener is relatively high, since these false alarms will (ideally) be pruned subsequently by more sophisticated algorithms. In the work considered here, we have considered three prescreeners classes.
Our first prescreener is based on our ability to model the SAR images of surface and buried UXO. We consider the SAR image of a flush-buried UXO, from several target-sensor orientations. In particular, we consider the full-aperture image of the UXO, with the center of the SAR aperture ranging azimuthally from 0 to 180 . In this way, we produce 181 full-aperture SAR images of the UXO (using a 1 azimuthal shift between consecutive images). Each of the SAR images is arranged as a one-dimensional (1-D) column vector , from which we computed the average correlation between images (2) An eigenvector decomposition of (2) yields the principal eigenvectors characteristic of the space spanned by , with these eigenvectors associated with the dominant eigenvalues. This is the Karhunen-Loève transform (KLT) [19] . In Fig. 5 , we plot the eigenvalues associated with the 155 mm UXO shell considered in Figs. 3-5 . The first 19 eigenvalues contain 99% of the energy in the sum of all eigenvalues of , and we use the associated 19 eigenvectors in our first prescreener.
One could apply these 19 characteristic images in the context of a matched filter. However, it is well known that matched filters are only optimal for signals in white Gaussian noise [19] . The clutter in the SAR imagery mitigates the utility of a matched filter. Alternatively, one can design a Wiener filter [18] to mitigate the effects of clutter and to produce better discrimination than a simple matched filter. This extension of the traditional matched filtering has been termed expansion matching (EXM filters) in the signal processing community [20] . Such EXM filters, based on the aforementioned eigenvectors, have been applied here in the context of our initial prescreener. The EXM filters must be implemented for all 2-D shifts across the SAR aperture, with this implemented efficiently via a 2-D FFT (on both the EXM filters and the SAR image). At each pixel value, we consider the output from the 19 EXM filters that are maximum (using full-aperture imagery) and a threshold is set, with all pixels below a particular threshold discarded for subsequent consideration. The selection of the threshold is based on a compromise between retaining as many targets as possible, while eliminating as much of the image that is clearly devoid of targets.
While the EXM filters (based on the reduced set of modeling-generated eigenvectors) produce relatively good results, such filters have limitations. In particular, any large-amplitude portion of the SAR image will produce a relatively large output from an EXM filter, even if the correlation between the filter and image is low. We therefore consider a subsequent class of prescreeners, based on the spatial extent of energy in the image. As seen from Fig. 3 , the spatial extent of energy in a UXO image Fig. 4 . Original (top left) full-aperture VV-polarized image of a 155 mm UXO on the surface of the ground, oriented at 45 with respect to the linear SAR aperture (computed using PO-generated scattering data, assuming an incident pulse characteristic in [12] , [13] ). Also shown are a set of overlapping subaperture images of this target, with the center angle of the subaperture images indicated. Each subaperture image has an associated aperture of 15 . Fig. 5 . Eigenvalues corresponding to the surface 155 mm shell atop Yuma soil [12] , [13] , as computed from the correlation matrix of the full-aperture VV polarized SAR imagery, considering center angles of the SAR image ranging from 0 to 180 , in 1 increments.
is relatively small, dictated by the relatively small target size (relative to system wavelength). Consequently, for each region in the SAR image that passed through the first prescreener, we compute the standard deviation of the image strength, about the mean energy position in a prescribed area (this area made consistent with the size of the target images, as in Fig. 3 ). This simple prescreener efficiently eliminates any portions of the SAR image that have energy extent too large to be consistent with a UXO. All portions of the image that pass through this stage are then sent to another prescreener of the same genre. In particular, we consider templates as shown in Fig. 6 . The total energy from the SAR image inside the circle ("inner" energy) is compared to the energy in the area between the circle and ellipse ("outer" energy). The feature applied from this template is the ratio of the inner to outer energy, with a threshold again set on the output from this parameter. A proper threshold is again determined by consideration of the variability of this feature for Fig. 6 . Template applied in one of the prescreeners, used to eliminate clutter that occupy a spatial extent in the SAR imagery that is too large to be consistent with a UXO. The sizes of the template components are dictated by the expected extent of UXO in the SAR imagery (see Fig. 3 ). The diameter of the inner circle is 0.6 m and the outer-circle diameter is 2.25 m.
computed data of the form in Fig. 3 . The size of the inner circle is chosen such that it encloses the target image (Fig. 3) .
The three prescreeners discussed above are computationally very efficient, and therefore easily implemented. A subsequent more computationally expensive prescreener involves calculating correlations between a library of characteristic (full-aperture) image templates and the measured SAR image (this requires more than a simple 2-D FFT). However, after having implemented the three prescreeners above, the space that need be interrogated with the more sophisticated correlation filter is much reduced. We therefore consider the modeled full-aperture image of the UXO, with center aperture position oriented at 0 , 10 , 30 , 180 with respect to the target (this number of templates is consistent with the 19 eigenvalues discussed above for the 155 mm shell). We compute the correlation of the remaining portions of the measured SAR image (after the initial prescreeners) with these 19 templates, yielding 19 correlation values for each point of interest. If the maximum correlation of this set is above a prescribed threshold, this region of the image passes on to the more sophisticated HMM test.
C. HMM Implementation
The correlation matrix used to implement the first prescreener is implemented using computed imagery for the 155 mm shell, Fig. 7 . Photographs of the three UXO in the measured SAR imagery used to test the performance of the classifier.
for VV polarization. The correlation filters, for the last prescreener, were also implemented based on computed imagery for the same scattering scenario. The HMM is likewise trained entirely on computed data from the 155 mm shell, with VV polarization. In particular, the codebook discussed in Section III-A was implemented with 10 overlapping subaperture images, with center angles at 0 , 10 , 20 , 90 , each with a 15 angular aperture. Concerning training with the computed 155 mm shell data, we considered all possible 7 length subaperture sequences (as in Fig. 4) , with the center of the first subaperture image in the sequence ranging over the angles 0 , 1 , 2 , 179 , 180 . The HMM parameters , and were optimized using the above training data, through application of the Viterbi algorithm [17] . After the HMM for the 155 mm shell was so trained, its performance is tested on measured data, as discussed below.
D. Algorithm Performance
We address performance of the detector through consideration of three distinct UXO, with each shown in Fig. 7 . The 155 mm shell, 105 mm shell, and 81 mm shell are all of approximately the same length, with distinct maximum-diameter sizes. These targets look very similar to a radar system operating at the bandwidth considered. Therefore, as discussed above, we build a single HMM (and a single set of prescreeners), based on computed training data from the 155 mm shell on the soil surface. The full classifier (prescreeners and HMM) is tested on measured SAR data from Yuma, and if the HMM correctly declares a particular region occupied by one of the three targets, this is termed a detection. At regions for which the classifier declares a UXO, but none exists, a false alarm is declared. It is necessary to place a "hallow" around a given declaration, to define the spatial region in which a target is deemed present. In the work reported here, we have used circular regions of diameter 5 m. All results reported here are for VV polarization.
In the following, we present receiver operating characteristic (ROC) performance for subsets of the target classes considered, because we have found that the algorithms detect some types of targets better than others. Such performance characteristics yield insight into the types of scattering physics for which the algorithms work particularly well.
In our first set of results, we consider UXO that are in the ground at a 45 angle, with the top of the target flush buried with the interface (nose down). There were 36 such targets. The algorithms performed best for this target class, with this discussed further in Section III-E. In Fig. 8 , we plot the ROC for the last three prescreeners discussed above. The ROC quantifies the probability of detection as a function of the FAR, the latter quantified in terms of false alarms/km (the total region considered for this test encompassed 0.23 km ). We see from Fig. 8 that the performance of the prescreeners improves as the prescreener complexity increases. In particular, we see that the worst performance occurs for the standard-deviation test, with significant improvement demonstrated by the energy ratio summarized in Fig. 6 . Finally, the most-complex, correlation-based prescreener, which uses computed full-aperture imagery, yields the best performance. The advantage of pruning via a sequence of prescreeners is realized by the fact that the most complex prescreener need only be performed over a small subset of the original data.
One issue that must be discussed is that, although the ROCs in Fig. 8 demonstrate performance as a function of the detector threshold, when one transitions from one prescreener to the next, a particular threshold must be selected for the former, this dictating which parts of the image are discarded, and which go on to the next phase. This implies that the final performance of subsequent detectors may not achieve a probability of detection of unity, since targets may not be passed forward from an earlier prescreener. This explains why the correlation-based prescreener in Fig. 8 does not reach a detection probability of unity. Care must be take in selection of these prescreener thresholds, with the latter dictated by the clutter statistics.
The composite performance of the prescreeners summarized in Fig. 8 is relatively good. However, note that we are achieving a probability of detection of 0.97 with approximately 1000 false alarms/km . This FAR is likely too high to reliably perform UXO-range detection, especially given the relatively benign clutter environment considered here (likely to be worse for other cases). This motivates the HMM, the performance of which we now address. In Fig. 9 , we plot the ROC for the HMM as scored with the angle-entry targets. For comparison, in Fig. 9 , we also plot the results of the correlation detector from Fig. 8 . We note that the HMM yields a substantial improvement in classifier performance, especially at the low FAR values.
The next set of ROC curves are as in Figs. 8 and 9 , but now, in addition to considering the angle-entry UXO, we consider UXO parallel to the air-ground interface (both on the surface and flush-buried). With regard to the latter, we only consider those interface-parallel targets for which, for some portion of the SAR aperture, the target axis is parallel to or orthogonal to the linear sensor path. For this target class, we have a total of 54 targets. Again, we discuss in Section III-E the reasons for considering these special cases. In Figs. 10 and 11 , we show the results of the prescreeners and of the HMM, as in Figs. 8 and 9, respectively. We notice that, by inclusion of this additional target class, the overall ROC performance deteriorates, although the relative trends between different algorithm types are as in Figs. 8 and 9 . In particular, note in Fig. 11 that at an FAR of 40/km , the HMM correctly detects over 40% of the targets, with the performance of the correlation detector significantly lower (about 10%).
In Figs. 12 and 13, we plot the results of the prescreeners and of the subsequent incorporation of the HMM, as applied to all surface and flush-buried UXO, constituting a total of 84 targets. The principal difference between Figs. 12 and 13 and Figs. 10 and 11 is the inclusion of surface and flush UXO that are not at some point oriented parallel to or orthogonal to the linear SAR aperture. The performance of the classifiers is now further degraded, although the HMM is still correctly identifying over a fourth of the targets at a FAR of 40/km .
E. Discussion
We have broken the above presentation into the three portions, with the goal of delineating the types of targets for which the SAR system is particularly effective. In particular, we found that best performance was achieved for angle-entry targets, with the top of the target flush buried. We explain this phenomenon as follows. The portion of the target nearest the surface produces an end-diffracted component, that looks approximately the same from all antenna positions along the linear SAR aperture. This implies that the response from this component is approximately the same for each of the antenna positions used to form the full and subaperture images, yielding a strong signature that is relatively less sensitive to competing clutter. In this same context, if the target broadside is parallel to the linear SAR aperture for some antenna positions, at these positions the UXO signature will be strong, and less sensitive to clutter. Moreover, for such targets, as one moves along the sequence of subaperture images, the signature will increase as broadside excitation is approach, at which point the signature will be maximized in strength, and then the image strength will diminish as one moves away from this cardinal angle. This sequence produces a very distinctive signature, exploited effectively via the HMM. Similar issues hold for the case in which the target is orthogonal to the portion of the linear SAR aperture.
IV. CONCLUSIONS
The utility of employing UWB SAR for detection of UXO has been investigated. We have emphasized that a SAR-based system is unlikely to find all UXO, especially those buried deeply. However, at a former bombing range, there is often a large amount of surface and flush-buried UXO. The goal of the work reported here was investigation of whether a UWB SAR system can detect a "large enough" percentage of such UXO, at a "low enough" false-alarm rate, such that a former bombing range can be detected. The answer to this question involves both engineering and policy issues. We have sought to focus on the former, with the goal of developing algorithms that provide an optimal utilization of the wave physics, explicitly utilizing models that simulate electromagnetic scattering from such targets.
We have considered several prescreeners and have implemented an HMM, with all of these algorithms trained entirely on computed data. We have demonstrated that the performance is a strong function of the UXO position in the ground or on the surface. This underscores that it is salutary to view the UXO from as many target-sensor orientations as possible. Here we have considered a single linear aperture. However, the work presented here suggests that it may be desirable to consider multiple linear sensor paths, or perhaps a circular SAR, to improve the likelihood that one or more of the favorable target-sensor orientations discussed in Section III-E is realized.
The work reported here constitutes only a beginning of more research that should be directed at this problem. For example, we have only considered imagery from a single polarization (VV). Although not presented here, we have also addressed fusing the performance of prescreeners based on both VV and HH polarized fields, and have witnessed further improvements in performance. We have not discussed such results further, because a significant issue in UWB SAR sensors involves accurate polarization calibration. This is an ongoing topic of research, but it is expected that the fusion of multiple polarizations will further improve the detection results.
The SAR-based detection of UXO, with the goal of bombing range detection, is a clutter-limited problem. In particular, the success of such a system is predicated on realizing measured data from UXO with signature amplitudes and features (as a function of target-sensor orientation) that allow one to separate targets from clutter. This implies that performance is strongly linked to the clutter characteristics. The test conditions at Yuma Proving Ground were relatively favorable in this connection, the soil being relatively low-loss and the clutter generally benign. Nevertheless, desirable performance was only achieved after implementing sophisticated detectors that explicitly accounted for the wave physics. To further quantify the utility of such a system, more challenging clutter scenarios must be considered. Moreover, since the number of different environments that can be considered empirically is limited, further insight is required into the clutter sources, with this insight transitioned to the electromagnetic models.
