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Abstract
The Analysis and Optimization of an Axial Compressor
R. A. Hamman
Department of Mechanical and Mechatronics Engineering,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MScEng (Mech)
December 2015
Axial compressors are widely used in a variety of contexts. When compared
to centrifugal compressors, axial compressors oﬀer higher pressure ratios and
eﬃciencies. Due to the complex relationship between blade shape and com-
pressor performance, as well as the sensitivity of axial compressors to massﬂow
rates, the design of an axial compressor is a challenging problem. These design
diﬃculties can be circumvented using numerical design optimization.
In this work, meta-model based design optimization (MBDO), a variant
of numerical design optimization, is used to develop replacement blades for
a low speed axial compressor. Two numerical models were developed: a low
ﬁdelity, computationally inexpensive single stage model and a high ﬁdelity,
computationally expensive three stage model. For reasons of computational
cost, the single stage model was used to evaluate the objective function in the
optimization process.
An optimized blade design was developed, which delivered a 9.83% increase
in pressure coeﬃcient over the original design, when evaluated with the single
stage model. This increase was not sustained when evaluating the optimized
design with the three stage model. After investigation, the cause was found
to be a high incidence angle near the hub and shroud, just outside the range
in which incidence angle was constrained in the design problem. To compen-
sate for this, the blade angles were manually adjusted, in order to lower the
incidence angle. The adjusted blades delivered an increase of 8.54% over the
original design, when evaluated with the three stage model.
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Uittreksel
Die Analise en Optimering van 'n Aksiale kompressor
R. A. Hamman
Departement Meganiese en Megatroniese Ingenieurswese,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MScIng (Meg)
Desember 2015
Aksiale kompressors word benut in 'n wye verskeidenheid omgewings. In ver-
gelyking met sentrifugale kompressors bied aksiale kompressors hoër werks-
verrigting en doeltreﬀendheid. Die komplekse verhouding tussen lemvorm
en kompressorwerkverrigting sowel as die sensitiwiteit van aksiale kompres-
sors vir massavloeitempo maak die ontwerp van 'n aksiale kompressor 'n uit-
dagende taak. Hierdie ontwerpsuitdagings kan omseil word deur van nu-
meriese ontwerpsoptimering gebruik te maak. In hierdie werk word meta-
model gebaseerde ontwerpsoptimering (MBDO), 'n variasie van numeriese ont-
werpsoptimering, gebruik om nuwe lemme vir 'n lae-spoed aksiale kompres-
sor te ontwerp. Twee numeriese modelle was ontwerp: 'n lae- akkuraat-
heid, lae-berekeningskoste enkel stadium model, en 'n hoë-akkuraatheid, hoë-
berekeningskoste drie-stadium model. As 'n gevolg van berekeningskostes is
die enkel stadium model gebruik om die doel funksie in die optimeringsproses
te evalueer.
'n Optimale lemontwerp is ontwikkel wat 'n verhoging van 9.83% in die
druk-koëﬃsiënt toon teenoor die oorspronklike ontwerp indien dit met die en-
kel stadium model ge-evalueer word. Hierdie verbetering is nie sigbaar met
die evaluasie van die drie-stadium model nie. Die oorsaak hiervoor was 'n hoë
invalshoek naby die middelpunt en deelspanmantel wat net buite die omvang
van die invalshoek se beperkinge in die ontwerpsprobleem was. As kompensasie
hiervoor, is die lemhoeke aangepas om die invalshoek te verminder. Die aan-
gepaste lemme toon 'n verhoging van 8.54% teenoor die oorspronklike ontwerp
asdit met die drie-stadium model ge-evalueer word.
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Chapter 1
Introduction and background
1.1 Introduction
As performance requirements upon engineering systems become more strin-
gent, so the need to develop more resource and energy eﬃcient solutions arises.
This drive for increased performance necessitates the use of engineering models
of greater accuracy and increasingly sophisticated approaches to design. One
such approach is numerical design optimization, where advanced numerical
optimization algorithms are applied to engineering design problems in order
to generate optimal or near-optimal solutions. This technique can be applied
to problems of arbitrary complexity, provided the performance of a particular
design can be evaluated in a timely manner.
In this work, numerical design optimization techniques are applied to the
design of low speed axial compressor blades. The relationship between blade
shape and compressor performance is a complex one, making the designing
of axial compressor blades a challenging undertaking. The problem is further
complicated by the sensitivity of axial compressor performance to mass ﬂow
rate. Due to these factors, as well as their wide use, the design of axial com-
pressor blades is an ideal problem with which to investigate numerical design
optimization techniques.
This chapter lays the basis for the analysis and optimization work of the
next ﬁve chapters. Some background to axial compressors and numerical de-
sign optimization is presented in Section 1.2 and past work is introduced in
Section 1.3. Finally, the objectives of this work are outlined in Section 1.4.
1.2 Background
Designing an axial compressor using numerical design optimization requires
familiarity with both the analysis of axial compressors and the techniques of
numerical design optimization. In the remainder of this section, brief outlines
of these topics are presented. Further information on the experimental and
1
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION AND BACKGROUND 2
IGV
IGV
S
S
S
S
S
S
S
S
S
SR
R
R
R
R
R
R
R
R
R
Stage 1 Stage 2 Stage 3 Stage 4 Stage 5
Figure 1.1: An section view of an axial compressor. Flow enters the inlet, and is
guided onto the ﬁrst rotor by an optional set of inlet guide vanes (IGVs). The rotating
rotor blades accelerate the ﬂow, while the stationary stator blades diﬀuse the ﬂow
to achieve a rise in static pressure over the blade row. This process is repeated over
subsequent pairs of rotor (R) and stator (S) blades, referred to as stages.
analytic analysis of axial compressors is given in Chapter 2, while the focus
of Chapter 3 is in developing a numerical axial compressor model, for use in
the design process. The necessary optimization techniques are explored in
Chapter 4.
1.2.1 Axial compressors
Axial compressors consist of alternating pairs of rotating and stationary blade
rows, referred to as rotors and stators respectively, as shown in Figure 1.1.
Flow enters and exits in an axial direction, parallel to the axis of rotation of
the rotors. The rotor rows accelerate the ﬂow while the stator rows diﬀuse the
ﬂow, increasing the static pressure. Additional rotor and stator pairs, referred
to as stages, are combined to achieve the desired increase in pressure. It is
possible to ﬁt an additional pair of stationary blades, referred to as inlet guide
vanes, to the inlet of the compressor in order to guide the incoming ﬂow onto
the ﬁrst rotor row.
Axial compressors are integral components of gas turbine engines, which
are used in jet aircraft, power stations and ships. They are commonly used
in wind tunnels and in the process industry, where high volume ﬂow rates
are required. The idea of using a reversed axial turbine as a compressor has
existed since at least 1884 (Meher-Homji (2000)). Unsurprisingly, these early
axial compressors did not deliver stellar performance, due to aerodynamic stall
of their blades (Dixon (2005)). It was not until the pioneering work of Griﬃth
(1926) that the science of axial compressors had advanced suﬃciently so as to
provide a rational basis for the design of axial compressors.
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Table 1.1: A historical view of the performance of some representative General Elec-
tric axial compressors. Data taken from Cumpsty (1989).
Year Compressor model Pressure ratio Stages
late 50s CJ805/J79 12.5 17
1969 CF6-50 13.0 14
1974 CFM56 12.0 9
1982 E3 engine 23.0 10
As the data in Table 1.1 shows, the performance of typical axial compres-
sors continued to advance over the course of the century. In this work, the
massive increase in computational power aﬀorded by Moore's Law is exploited
to continue this trend, using the techniques of numerical design optimization.
A new set of blades is developed for a Rofanco three stage low speed axial com-
pressor used by the Department of Mechanical and Mechatronic Engineering at
Stellenbosch University. This machine, manufactured by Royston Fan Co. Ltd.
in 1974, is hereafter referred to as the Rofanco compressor. Further technical
details of the Rofanco compressor are given in Section 2.3.
1.2.2 Numerical design optimization
Numerical design optimization is a technique involving the application of ad-
vanced numerical optimization techniques to solve design problems in the en-
gineering ﬁeld. Design problems are stated as an objective function to be
maximized or minimized, which is acted on by a numerical optimizer. In the
usual case, the function itself is unknown, but can be sampled by means of a
numerical simulation. Any restrictions on the design are stated as equality or
inequality constraints that cannot be violated by a candidate solution.
Numerical design optimization allows the substitution of computational
power for creativity, by replacing the step of synthesizing a new design with
the output of a numerical algorithm. In this work, a form of numerical design
optimization, known as meta-model based design optimization (MBDO), is
used. Instead of optimizing the objective function directly, an approximation
or meta-model of the objective function is optimized. MBDO is discussed in
more detail in Chapter 4.
1.3 Past work at Stellenbosch University
The Rofanco compressor has been thoroughly studied by previous students
at Stellenbosch University. Since these past works provide valuable numerical
and experimental data pertaining to the Rofanco compressor, it is worth brieﬂy
reviewing them.
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The Rofanco compressor's original plastic blades were destroyed in testing
in the 1980s. Benadé (1987) developed a computer program that was used to
design a new, high reaction blade set, which did not require inlet guide vanes.
A set of replacement blades were manufactured by the Atomic Energy Cor-
poration and Lewis (1989) began the process of recommissioning the machine
by installing the ﬁrst blade row. The recommissioning was completed by Roos
(1990), who had to make modiﬁcations to several blades, due to manufacturing
errors. Roos (1990) also performed experimental analysis of the new blades.
In his Master's thesis, Gill (2006) evaluated several stall criteria across
a group of test compressors, one of which was the Rofanco. This work will
be relevant in Chapter 2. In his PhD thesis, Gill (2012) performed detailed
numerical and experimental analyses of the Rofanco compressor in all four
quadrants of operation. This work provides useful data for evaluating the
numerical models developed in Chapter 3.
Raubenheimer (2011) used the Rofanco compressor as a test bed for a
forced vibration excitation system, designed to enable investigations into fa-
tigue in compressor blades caused by ﬂutter. Brandsen (2013) continued the
work of Gill and Raubenheimer and focused on developing a model of the Ro-
fanco compressor that incorporated ﬂuid structure interaction (FSI) eﬀects.
He was able to accurately predict the aerodynamic forces on the blades as well
as their motions, using a one-way FSI model.
Relevant past optimization works performed at Stellenbosch University in-
clude those by Wise (2008) and Wessels et al. (2012). Wise (2008) built and
optimized a support vector regression meta-model to approximate the perfor-
mance of a low speed wind turbine calculated using the XFOIL analysis soft-
ware. Wessels et al. (2012) continued this work and proposed several new airfoil
parameterization schemes based on non-uniform rational B-splines (NURBS).
Although diﬀerent application areas, these works share many basic technolo-
gies with the current work.
1.4 The objectives of this work
The objectives of this work are listed below. Note that they are numbered for
reference, not as an indication of priority.
1. The exploration of the techniques and processes involved in the applica-
tion of shape optimization to airfoils.
2. Investigation into several diﬀerent meta-modeling techniques, their train-
ing procedures, strengths and weaknesses.
3. The application of meta-model based design optimization to a practical
design problem.
4. The design of a new set of blades for the Rofanco compressor.
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1.5 Navigating this document
This document consists of seven chapters. Chapter 2 to Chapter 4 deal with
the fundamental technologies required to apply numerical design optimization
to the Rofanco compressor. Chapter 2 focuses on the basics of axial compres-
sors, with an emphasis on an analytic and experimental analysis of the Rofanco
compressor as well as determining the scope of potential improvement via nu-
merical design optimization. Chapter 3 deals with the process of developing
a numerical model of the Rofanco compressor for use in the design process.
Chapter 4 is an introduction to meta-modeling techniques and the optimiza-
tion code developed as part of this work. Chapter 5 applies the technologies
introduced in the proceeding three chapters to the optimization of the Ro-
fanco compressor, while Chapter 6 analyses the optimized blade set proposed
in Chapter 5. Finally, Chapter 7 summaries and concludes the work. Note
that there is no explicit literature study chapter; instead relevant literature is
discussed in the body of the work.
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Chapter 2
Analytical and experimental
analysis of the Rofanco compressor
2.1 Introduction
The purpose of this Chapter is twofold: to introduce the basics of axial ﬂow
compressors and to describe the Rofanco compressor used as a test case in
this work. Included in Section 2.2, which describes the fundamentals of axial
compressors, is a discussion of blade-to-blade ﬂow in axial compressors, di-
mensionless ﬂow parameters, losses and their sources, stall and surge as well as
structural loading. Section 2.3 deals with the Rofanco compressor, a low speed
axial compressor installed at the Department of Mechanical and Mechatronic
Engineering at Stellenbosch University. This section includes a description of
the machine in question, a brief overview of some of the sources of experimen-
tal data used in this work and a semi-analytic analysis of the machine's current
conﬁguration. The possibility of improvement through numerical design op-
timization as well as the relationship between the pressure rise over identical
compressor stages are also discussed.
2.2 The fundamentals of axial compressors
2.2.1 Comparing axial and centrifugal compressors
As discussed in Section 1.2.1, axial compressors consist of alternating pairs of
rotating and stationary blade rows, referred to as rotors and stators respec-
tively. When compared to centrifugal compressors, multi-stage axial compres-
sors oﬀer greater pressure rises and higher eﬃciencies, but at the expense of
delivering performance that is more sensitive to mass ﬂow rate. This is ex-
plained with reference to the conservation of rothalpy (Cumpsty (1989)). In
the equation below, h2 − h1 is the change in enthalpy over a blade row, U is
the rotational velocity of the blade and W is the velocity of the ﬂuid relative
6
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to the blade (see Figure 2.1):
h2 − h1 = 1
2
(U22 − U21 )−
1
2
(W 22 −W 21 ) (2.2.1)
In an axial compressor, U1 ≈ U2, and most of the increase in enthalpy comes
from 1
2
(W 22 −W 21 ). In contrast, radial compressors cause a change in both U
and W . This is signiﬁcant, since according to Cumpsty (1989), the change
in enthalpy attributed to 1
2
(U22 − U21 ) is essentially loss free and subject to
increase without aerodynamic limit, while the change in enthalpy attributed
to 1
2
(W 22 −W 21 ) is not. This topic is further discussed in Section 2.2.5.
2.2.2 Blade-to-blade ﬂow in axial compressors
Consider the cross section of a compressor stage at constant radius, shown
in Figure 2.1. The rotor row moves to the right with velocity U . C1 is the
absolute velocity of the ﬂow coming into the rotor row, at angle α1 to the axial
direction. W1 is the velocity of the incoming ﬂow relative to the moving rotor,
which in turn is at angle β1 to the axial direction. The naming convention
for the velocities into the stator are similar to the rotor. W2 is the velocity
relative to the rotor row, while C2 is the absolute velocity into the rotor row.
The blade-to-blade perspective lends itself to experimental analysis by lin-
ear cascade, shown in Figure 2.2. Several important blade properties are also
illustrated in this ﬁgure. The chord length of the blade (c) is deﬁned as the
distance between the leading edge and trailing edge of the blade. The angle
between the chord and the vertical plane (ζ) is referred to as the stagger angle.
χ1 and χ2 are the rotor inlet and outlet angles, while κ1 and κ2 are the stator
inlet and outlet angles. The ﬂow does not exactly follow the blade, instead the
inlet ﬂow angle (β1 or α1) is the sum of the blade inlet angle (χ1 or κ1) and
some incidence, i, while the outlet ﬂow angle (β2 or α2) is the sum of the blade
outlet angle (χ2 or κ2) and some deviation, δ. The camber angle of the blade
(θ) is a measure of the blade's curvature. It may be shown geometrically that
θ = χ1−χ2. For blades with a circular camber proﬁle, the camber half-angles
θ1 and θ2 are equal due to symmetry i.e. θ1 = θ2 = θ/2. Finally, the distance
between two adjacent blades is referred to as the pitch, s and the location of
maximum camber is given by a.
2.2.3 Dimensionless performance parameters for axial
compressors
As is the convention in ﬂuid mechanics, compressor characteristics are often
stated in terms of dimensionless numbers. In this section, several important
dimensionless numbers are brieﬂy discussed.
Compressor performance is often stated in terms of the ratio between inlet
and outlet pressure, Pr. Cumpsty (1989) shows that Pr can be written in terms
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Figure 2.1: The velocity triangles of an axial compressor. C1 and C2 are the absolute
velocities into the rotor and stator respectively, whileW1 andW2 are those velocities
relative to the rotor. U is the rotational velocity at the given radius.
of Mach number based on blade speed, Mu.
Pr =
p2
p1
= 1 + γM2u
∆p
ρ1U2
(2.2.2)
Since for the Rofanco compressor Mu  1, it is more convenient to report the
pressure rise using the pressure coeﬃcient, ψ:
ψ =
∆p
ρU2
(2.2.3)
The total-to-total, total-to-static and static-to-static pressure coeﬃcients are
denoted by ψtt, ψts and ψss respectively.
Another essential property in the performance of axial compressors is the
ratio between axial velocity and the rotational speed of the rotor blades. This
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Figure 2.2: Two compressor blades in cascade conﬁguration. Rotor blade (χ) and
ﬂow (β) angles are shown in the sketch. For stator blades, these should be substituted
with stator blade (κ) and ﬂow angles (α).
quantity is referred to as the ﬂow coeﬃcient and is deﬁned by:
φ =
Ca
U
(2.2.4)
Simple trigonometry shows that the ﬂow coeﬃcient determines the inlet ﬂow
angle to the ﬁrst rotor stage. Cumpsty (1989) states that the ﬂow coeﬃcient
eﬀectively dictates the performance of the stage and for typical compressors
φ ∈ (0.3; 0.9).
Reaction ratio is a measure of relative magnitude of the rise in stagnation
enthalpy in the rotor, when compared to the magnitude of the rise in stagnation
enthalpy in the stage. Dixon (2005) shows that the reaction ratio may be
expressed as:
R =
1
2
(1 + φ(tan β2 − tanα1)) (2.2.5)
The stage loading coeﬃcient (Ψ) provides a measure of the energy imparted
to the ﬂuid relative to the energy available. It is deﬁned by the equation below
(Sayers (1990)).
Ψ =
h03 − h01
U2
= φ (tanα2 − tanα1) (2.2.6)
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The solidity of a blade set (σ) is deﬁned as ratio between the inter-blade
spacing and the blade chord.
σ =
c
s
(2.2.7)
2.2.4 Losses in axial compressors
In order to better understand and control the losses that occur in axial com-
pressors, it is useful to divide them into three categories: proﬁle losses from
the blade surfaces, skin friction losses from the walls of the hub and shroud
and secondary losses, which is a grouping for all other losses. Fundamentally,
all losses are due to viscous eﬀects and shear work performed by the ﬂuid
(Cumpsty (1989)).
The most easily recognizable form of loss in an axial compressor is proﬁle
loss, produced by the operation of the compressor blades away from the end
wall (Cumpsty (1989)). The ﬂow in an axial compressor is more complex
than the ﬂow over an isolated airfoil. The ﬂow ﬁeld surrounding a single
axial compressor blade is aﬀected by the neighboring blades. In addition,
the relative velocities of the oncoming ﬂow vary with radius. Finally, the tip
gap and end wall have a signiﬁcant eﬀect on the overall performance of the
compressor (Cumpsty (1989)). Proﬁle losses may be estimated using airfoil
drag coeﬃcients. They are not the most signiﬁcant form of loss, if the airfoil
is operated near its design conditions (Cumpsty (1989)).
Losses in the annulus boundary layer, also referred to as skin friction losses,
are diﬃcult to analyze due to the complex and three dimensional nature of
the ﬂow (Aungier (2003), Horlock (1958)). Despite the complexity of the
phenomena, Howell (1942) states that annulus drag may be estimated by the
simple expression:
CDa = 0.02
s
h
(2.2.8)
There are other sources of loss in axial compressors, such as blade tip
clearance loss and shroud seal leakage, which are grouped under the term
secondary losses. Despite their name, secondary losses are of similar orders
of magnitude to proﬁle losses and skin friction. A common estimation of
secondary losses, attributed to Howell (1942), is given by:
CDs = 0.018 C
2
L (2.2.9)
Due to the growth of the boundary layer through the machine, the axial
velocity at the mean radius is higher than the mean axial velocity (Horlock
(1958)). This blockage decreases the amount of work done by the stage. In
order to account for this, the work-done factor (λ) is introduced:
T0,3 − T0,1 = λUCa (tan β1 − tan β2) /cp (2.2.10)
Cumpsty (1989) suggests that the work-done factor should be high at the inlet
and steadily decreased as the boundary layers grow. Typical values of the
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. ANALYTICAL AND EXPERIMENTAL ANALYSIS OF THE
ROFANCO COMPRESSOR 11
Table 2.1: Typical values of the work-done factor for various numbers of stages,
interpolated from a graph in Sayers (1990).
Stage 1 2 3 4 5
λ 1.00 0.94 0.93 0.91 0.87
work-done ratio are given in Table 2.1. In Section 2.3.4, the work-done factor
is used to account for the growth of the boundary layer through the machine
while converting the pressure rise over a single stage into the pressure rise over
N identical stages.
2.2.5 Operating limits of axial compressors
In normal operation, decreasing the mass ﬂow rate through an axial compressor
increases the pressure rise over the compressor. This process is not without
limit however: a point is reached where decreasing mass ﬂow further results
in a sudden, dramatic change in the ﬂow pattern through the compressor
(Cumpsty (1989)). Lowering the mass ﬂow rate beyond this point results in
the compressor entering either stall or surge.
When discussing stall, it is important to distinguish between separated ﬂow
in a blade row and compressor stall, the point at which decreasing the mass ﬂow
through the machine results in a drop in the pressure rise over the machine.
Compressors can perform satisfactorily with large regions of separated ﬂow
and separated ﬂow in a particular blade row is not an indicator of compressor
stall (Cumpsty (1989)).
Although separated ﬂow is not a suﬃcient condition for compressor stall,
it is the root cause of rotating compressor stall i.e. the propagation of a stall
cell around the annulus, relative to the blades. This phenomenon is explained
as follows by Horlock (1958): consider three adjacent blades A, B and C,
shown in Figure 2.3. Initially some non-uniformity causes separation to occur
at blade B, which causes blockage in the blade passage AB. This blockage
causes the incoming ﬂow to deﬂect around passage AB, which increases the
incidence on blade A and decreases the incidence on blade C. The increased
incidence causes ﬂow over blade A to separate and the resulting decrease in
incidence on blade B causes the ﬂow to reattach, unblocking passage AB.
In this manner the stall cell propagates around the blade row. This descrip-
tion is somewhat simpliﬁed, since multiple blade passages are involved in the
initiation of rotating compressor stall (Cumpsty (1989)).
In contrast to compressor stall, surge is an unsteady ﬂow condition where
the average mass ﬂow through the compressor changes as a function of time
as the compressor switches between a stalled and unstalled state (Cumpsty
(1989)). The surge process may cause ﬂow reversal in the machine, as well
as high structural loading. For a more complete description of this topic, the
reader is referred to Horlock (1958), Cumpsty (1989) and Aungier (2003).
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Figure 2.3: Rotating stall is caused by the separation of ﬂow from one blade inﬂuenc-
ing the ﬂow in surrounding blade passages. See the text for a simpliﬁed explanation
of rotating compressor stall.
2.2.6 Structural loading on axial compressor blades
Axial ﬂow compressor blades are typically long and slender and possess a small
amount of mechanical damping (Cumpsty (1989)). It thus follows that the
vibration of axial compressor blades can be a signiﬁcant problem. Fortunately
this problem is nearly always conﬁned to the compressor rotor, since the large
centrifugal loading on the rotor causes a tight contact with the hub, which
results in low mechanical damping (Cumpsty (1989)).
A distinction is made between two types of vibration in axial compressors:
forced vibration and ﬂutter. Forced vibration is caused by rotors moving
through disturbances, such as stator wakes and rotating stall cells. By contrast,
ﬂutter is self-excited and is much more diﬃcult to predict. Consequently,
ﬂutter is of greater concern to the designer than forced vibration. A full
treatment of these topics is far beyond the scope of this text; for more details
see Raubenheimer (2011).
2.3 The Rofanco compressor
2.3.1 Introduction
The Rofanco compressor consists of three repeating stages of 43 rotor blades
and 41 stator blades with removable inlet guide vanes. In this work, the inlet
guide vanes are removed. The machine's original plastic blades were destroyed
during testing and were subsequently replaced by aluminum NACA 65 series
blades whose camber and stagger angles, as reported by Gill (2012), are given
in Table 2.2. The machine has a hub diameter of 300 mm and a shroud
diameter of 420 mm and operates at a design speed of 3000 rpm.
The eﬀect of the tip clearance between the rotor and shroud and the stator
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Table 2.2: The Rofanco rotor and stator stagger and camber angles as well as solidity,
as a function of radius (Gill (2012)).
Radius ζ θ σ
Rotor 150 mm 38.00° 31.04° 1.305
165 mm 45.00° 23.48° 1.186
180 mm 49.40° 17.93° 1.088
195 mm 53.00° 13.85° 1.004
210 mm 56.10° 10.90° 0.932
Stator 150 mm 20.38° 46.28° 1.369
165 mm 18.18° 43.39° 1.244
180 mm 16.61° 41.05° 1.141
195 mm 14.90° 40.57° 1.053
210 mm 14.32° 40.00° 0.978
Table 2.3: The average rotor and stator tip gap, as measured by Gill (2012).
Blade row Rotor tip gap Stator hub gap
1 0.40 mm 0.68 mm
2 0.38 mm 0.54 mm
3 0.33 mm 0.50 mm
Average 0.37 mm 0.57 mm
and hub on performance is complicated and can have a large eﬀect on the
overall performance of the machine. The rotor and stator tip gap values, as
recorded by Gill (2012), are presented in Table 2.3. In future numerical models,
the average values of rotor tip gap and stator hub gap are used for all stages.
The Rofanco compressor, in its current conﬁguration, has been studied in
great detail. Preliminary performance charts were prepared by Roos (1995),
who installed the blade set designed by Benadé (1987). More recently, exhaus-
tive numerical and experimental studies of the Rofanco compressor, in all four
quadrants of operation, were performed by Gill (2012). The experimental data
of Gill, for the ﬁrst quadrant of operation, is discussed in Section 3.7.
2.3.2 Analysis of current blade geometries
In this section an analysis of the Rofanco compressor is undertaken using
semi-analytical two-dimensional methods. The purpose of this analysis is not
to make performance predictions, but rather to gain a quantitative and quali-
tative understanding of the behavior of the machine.
Since inlet guide vanes are not used, axial inlet ﬂow is assumed i.e. α1 = 0°.
Furthermore, since all three stages are identical, it may be assumed that outlet
ﬂow is also approximately axial i.e. α3 = 0°. In order to determine the rotor
outlet ﬂow angle, it is ﬁrst necessary to convert the stagger (ζ) and camber
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Table 2.4: Rotor outlet ﬂow angle (β2) for each stage. The analytic result is cal-
culated using the known blade angles in Table 2.2 and the deviation correlation of
Equation 2.3.3. The experimental data is from Gill (2012). There is a good correla-
tion between the analytic results and experimental data.
Method Stage 165 mm 180 mm 195 mm
Analytic - 39.66° 45.78° 50.53°
Five hole probe 1 42.15° 47.42° 51.84°
Five hole probe 2 41.60° 49.25° 54.11°
Five hole probe 3 38.70° 47.30° 51.45°
Hot ﬁlm 1 38.73° 42.59° 49.55°
Hot ﬁlm 2 38.64° 43.38° 50.06°
Table 2.5: Some dimensionless performance parameters. Note the high reaction ratio
(R).
φ R Ψ
0.594 0.861 0.259
half angles (θ1, θ2) to blade inlet and outlet angles (χ1 and χ2), using the
geometry of Figure 2.2.
χ1 = ζ + θ1 = ζ + θ/2 (2.3.1)
χ2 = ζ − θ2 = ζ − θ/2 (2.3.2)
Using these equations, the blade angles for the current Rofanco blades may
be determined. Outlet ﬂow does not precisely follow the blade; there is some
small deﬂection from the blade angle. This deﬂection may be estimated using
a number of empirical correlations, such as those provided by Carter (1950),
Lieblein (1960), Gostelow and Pollard (1967) or Howell (1942). In this work,
the correlation of Howell (1942) is used, due to its simplicity and reported
accuracy (Thomas (2005)):
δ =
(
0.23
(
2a
l
)2
+ 0.1
( χ2
50°
))
θ
(s
l
) 1
2
(2.3.3)
With the deﬂection and blade angles known, it is possible to calculate the
approximate rotor outlet ﬂow angles at the design point. These are summa-
rized in Table 2.4 and provide reasonable agreement with experimental data.
With the ﬂow angles known, it is possible to calculate the ﬂow coeﬃcient,
stage loading and reaction ratio of the compressor, summarized in Table 2.5.
Details of these and earlier calculations are shown in Appendix A.
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2.3.3 Capacity for improvement
Before undertaking any numerical design optimization, it is useful to ﬁrst
attempt to determine the potential for improvement, using the techniques of
Section 2.3.2. For a given mass ﬂow rate, the axial component of velocity (Ca)
is approximately constant through the machine, since the Rofanco compressor
operates in the incompressible ﬂow regime. Rotational speed (ω) is also ﬁxed.
Finally, prescribing a value for β2 implies a value for α2 and vice versa, provided
that U and Ca are ﬁxed. The net result of this is that β2 is the only ﬂow
parameter which may be freely modiﬁed. In this section, a two-dimensional
analysis is undertaken for a range of β2 values at various radii.
In the process of designing a new set of blades for the Rofanco compressor,
the goal is to increase the static pressure out of the machine. With this in
mind, the ﬁrst property examined as a function of β2 is the static-to-static
pressure coeﬃcient (ψss) which is plotted as a function of β2 in Figure 2.4.
Examination of this ﬁgure reveals two trends: for a given ﬂow angle a higher
radius results in a higher pressure coeﬃcient and decreasing β2 results in an
increase in pressure coeﬃcient (ψss). Both these phenomenon can be explained
with reference to the second velocity triangle of Figure 2.1, speciﬁcally the fact
that:
U = ωr = W2 sin β2 + C2 sinα2 = W2,x + C2,x (2.3.4)
Since Ca is constant due to continuity, increasing r or decreasing β2 will
increase C2. Assuming this increased absolute velocity can be eﬃciently dif-
fused, increasing r or decreasing β2 will thus result in a higher static pressure
rise over the machine.
Critically, eﬃcient diﬀusion can not be guaranteed for all β2. Eventually,
decreasing β2 results in ﬂow separating from the rotor blades. This separation
of ﬂow over the blades can lead to stall of the machine as a whole (discussed
in Section 2.2.5). It is thus desirable to increase the pressure coeﬃcient as far
as possible, while maintaining unstalled ﬂow.
Gill (2006) evaluated the accuracy of several empirical stall criteria, when
applied to the Rofanco machine. He found the de Haller criterion gave the
most accurate results. Fortuitously, this criteria is extremely simple: stall is
deemed to occur when the velocity out of a blade row is less than 72% of the
inlet velocity i.e. W2/W1 ≤ 0.72.
Despite the de Haller criterion being the best of stall criteria Gill (2006)
studied, it is still not suﬃciently accurate for direct application. The rotor
inlet-to-outlet velocity ratio is plotted in Figure 2.5 for several radii. The
velocity ratios associated with the current blade set at design mass ﬂow, range
from approximately 0.57 to 0.63. These ratios are substantially below the de
Haller limit of 0.72. The de Haller criteria can still provide useful indirect
information relating to performance trends, if it is assumed that stall takes
place at some unknown but approximately constant value of W2/W1.
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Figure 2.4: The pressure coeﬃcients, as a function of β2, for various radii, at the
design mass ﬂow rate. Note that decreasing β2 or increasing r will result in a higher
ψss. This is explained by reference to Equation 2.3.4.
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Figure 2.5: The rotor velocity ratio, as a function of β2 for the Rofanco compressor
at stall mass ﬂow rate. For the range of β2 values shown, the stator velocity ratio is
higher than that of the rotor and can therefore be safely ignored.
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Figure 2.6: Static-to-static pressure coeﬃcient as a function of radius for the cur-
rent blades, as well as blades with a prescribed rotor inlet-outlet velocity ratio (de
Haller's criteria). Note how blades designed according to de Haller's criteria deliver
an increasing pressure coeﬃcient as a function of radius, while the performance of
the current blades deteriorates radially.
The static-to-static pressure coeﬃcient (ψss) for the current blade angles
is plotted in Figure 2.6. Also plotted in this ﬁgure are several hypothetical
blades generated by prescribing a value of W2/W1 and computing the blade
angles which deliver this value at each radii. A clear trend is visible: blades
generated by prescribing a constant value of the de Haller criterion produce a
static-to-static pressure coeﬃcient that increases as a function of radius, while
for the current blades the pressure coeﬃcient decreases as a function of radius.
Although the original design report is no longer available, it appears likely
that the current blades were designed by applying the free-vortex condition:
Cxr = constant (2.3.5)
This constraint is introduced in order to limit radial ﬂow in the blade row, as
the two dimensional methods used in this section assume negligible radial ﬂow
(Dixon (2005)). It should be noted that although increased radial ﬂow com-
monly results in an increase in secondary losses (Dixon (2005)), it is not always
detrimental. Indeed, an interesting consequence of allowing non-negligible ra-
dial ﬂow is that on average the ﬂuid leaves the machine at a greater radius
than it entered with. This centrifugal velocity component increases the en-
thalpy rise over the machine (see Equation 2.2.1). It is common for axial
compressors to exploit this eﬀect by increasing the hub diameter through the
machine (Cumpsty (1989)).
It seems probable that the performance of the Rofanco compressor may be
increased through the dual mechanisms of removing the restriction on radial
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ﬂow and increasing the relative rotor outlet ﬂow angle (β2). It appears that
there is suﬃcient prospect of obtaining a signiﬁcant increase in static pressure
rise to warrant the application of numerical design optimization techniques.
2.3.4 Computing the total pressure rise from the stage
pressure rise
Early in the process, it was decided to design one set of blades for all three
stages. This approach provides a signiﬁcant advantage, as it drastically reduces
the number of design variables required to describe the compressor. Since the
computational cost of solving an optimization problem usually is a super-linear
function of the number of design variables, reducing the number of design
variables by a factor of three results in a signiﬁcantly smaller computational
problem.
The use of repeating stages does necessarily result in a lower increase in
performance than designing diﬀerent blades for each stage, since there are fewer
free parameters, but this is deemed acceptable for the reasons outlined above.
It should be noted that the properties of the ﬂuid through the machine do not
drastically diﬀer due to the low amount of energy imparted to the ﬂuid, making
the implicit assumption of identical conditions in each stage reasonable.
Aside from computational cost, repeating stages oﬀer another advantage,
discussed in this section. Since the Rofanco compressor is a low pressure ma-
chine, the properties of the working ﬂuid entering each stage are approximately
identical i.e. P03 ≈ P01 and T03 ≈ T01. This suggests that it might be possible
to estimate the pressure rise over the entire machine by simulating a single
stage only. A ﬁrst approach to calculating the total pressure rise would be to
simply calculate the pressure rise over a single stage and multiple this by the
number of stages in the machine.
∆ptotal = n∆pstage (2.3.6)
This approach neglects the growth of the boundary layer through the machine,
which reduces the performance of successive stages. In this section a more
accurate approach is derived, using the work-done factor (λ). For an isentropic
process, the ratio between temperature and pressure is given by:
pa
pb
=
(
Ta
Tb
)γ/(γ−1)
(2.3.7)
For a compressor stage, it is possible to relate the actual temperature rise in
the compressor, (∆T0,ab = T0,b−T0,a) to the temperature rise that would have
occurred, were the process isentropic and the axial velocity proﬁle uniform
(∆T ∗0,ab) using the isentropic eﬃciency (ηc,ab) and the work-done factor (λab):
∆T0,ab = λabηc,ab∆T
∗
0,ab (2.3.8)
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From Equations 2.3.7 and 2.3.8, the following expression may be derived.
∆T ∗0,ab =
T0,b
λabηc,ab
((
p0,a + ∆p0,ab
p0,a
)γ−1/γ
− 1
)
(2.3.9)
Due to the small amount of energy imparted to the ﬂuid by the machine
and the fact that all compressor stages are identical, it is reasonable to assume
the following:
T0,3
T0,1
≈ 1 p0,3
p0,1
≈ 1 η13
η35
≈ 1 (2.3.10)
From Equation 2.2.10 it can be deduced that T ∗0,13 = T
∗
0,35 when Ca is con-
stant. Since the cross-sectional area of the Rofanco compressor is constant and
it operates in the incompressible ﬂow regime, this assumption is reasonable.
By setting T ∗0,13 = T
∗
0,35 using Equation 2.3.9 and using the assumptions listed
in Equation 2.3.10, it is possible to relate ∆p0,13 to ∆p0,35.
∆p0,35 = p0,3
(1 + λ35
λ13
[(
p0,1 + ∆p0,13
p0,1
)(γ−1)/γ
− 1
])γ/(γ−1)
− 1
 (2.3.11)
At ﬁrst glance, Equation 2.3.11 appears to be highly non-linear, however ex-
amination of Figure 2.7 reveals that for the domain of interest Equation 2.3.11
is well approximated by the simple relation:
∆p0,35 ≈ λ35
λ13
∆p0,13 (2.3.12)
With the additional assumptions that c5 ≈ c3 and c1 ≈ c3, a similar relation
can be derived for static pressure.
∆p35 ≈ λ35
λ13
∆p15 +
1
2
(
λ35
λ13
(
c25 − c23
)
+
(
c21 − c23
)) ≈ λ35
λ13
∆p13 (2.3.13)
Thus, for a three stage compressor, where only the ﬁrst stage is simulated,
the total pressure rise accounting for the growth of the boundary layer through
the machine is:
∆p17 = ∆p13 + ∆p35 + ∆p57
≈ ∆p13
(
1 +
λ35
λ13
+
λ57
λ13
)
= ∆p13
(
3λavg17
λ13
)
(2.3.14)
Using the values from Table 2.1 for a three stage axial compressor, such as
the Rofanco, yields:
∆p17 = ∆p13
(
3(0.925)
(0.96)
)
= 2.891∆p13 (2.3.15)
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Figure 2.7: Equation 2.3.11 at atmospheric input conditions for a range of ∆P13
values. Despite its complicated appearance this equation is very nearly linear for the
range of values considered.
It should be noted that when approximating the performance of the entire
machine using a single stage simulation, it is necessary to constrain the outlet
ﬂow angle to be within some acceptable tolerance of the inlet blade angle, in
order to keep the rotor incidence angle within acceptable limits. This topic is
dealt with in more detail in Chapter 4.
2.4 Conclusion
This chapter introduced axial compressors in general and the speciﬁc machine
used as a test bench in this work. Axial compressor theory was introduced
in order to justify major design and simulation choices in subsequent chap-
ters. The current conﬁguration of the machine was studied and the chance of
increasing performance through the application of numerical design optimiza-
tion techniques was determined to be high. Finally, a method of reducing the
computational domain of the numerical problem using the work-done factor
was introduced. In the next chapter, the analytic and experimental analysis
of this section is extended to include numerical analysis.
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Chapter 3
Numerical analysis of the Rofanco
compressor
3.1 Introduction
In this chapter, four computational ﬂuid dynamics (CFD) models are dis-
cussed. These four models are generated from the combinations of two model
domains and two sets of boundary conditions. The focus of this chapter is the
development, evaluation and validation of these models, as well as the selec-
tion of a single model to be used in the design process. Section 3.2 provides an
overview of the various components that make up the compressor model used
in this work. Section 3.3 to Section 3.5 discuss speciﬁc modeling choices relat-
ing to boundary conditions, meshing, turbulence and other topics. Predicted
compressor stall is discussed in Section 3.6. The developed models are evalu-
ated by comparing the pressure coeﬃcient as a function of mass ﬂow and the
velocity proﬁles as a function of radius to the experimental data gathered by
Gill (2012), in Section 3.7 and Section 3.8 respectively. Finally, in Section 3.9,
the run-times of the various models are compared.
3.2 Overview of the simulation process
Figure 3.1 is a diagrammatic representation of the process of simulating a
single design point. Initial inputs to the simulation are a vector describing
the compressor blades (x), simulation parameters such as mass ﬂow rate and
solver settings, such as the number of model partitions. The simulation pa-
rameters and solver settings are input into a Python script which procedurally
generates another Python script referred to as the model runner script. The
model runner script is used to customize and run the CFX model, as well as
generate CFX Command Language (CCL) fragments. These CCL fragments
are executed by CFX, in order to set simulation parameters and export data
of interest. The input vector is converted to an intermediate internal represen-
21
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Figure 3.1: The simulation process in ﬂowchart form. Model inputs are on the left,
processing steps in the center and the outputs on the right. Not shown in this ﬁgure
is the Python framework that orchestrates the simulation workﬂow.
tation of a blade, via a process described in Section 5.2.3. Using an internal
blade representation allows the same simulation pipeline to be used no matter
how the blade is parameterized. A converter was written to export the internal
blade representation to ﬁles representing hub, proﬁle and shroud curves, which
could be imported by the customized model. Further details on the curve ﬁles
are available in the ANSYS Turbogrid User's Guide (2009).
In conjunction with the curve ﬁles, the generated run script and CCL ﬁles
are used to create the customized, simulation speciﬁc model from the base
model (a hand built template speciﬁc to a particular analysis type). The
base numerical model is an ANSYS Workbench system, which uses ANSYS
Turbogrid to import the model geometry and mesh the computational domain,
ANSYS CFX to perform the simulation itself and ANSYS CFD Post for initial
post-processing.
The model is executed by a Python job management script, which invokes
ANSYS Workbench and executes the model runner script using Workbench's
IronPython interpreter (not shown in Figure 3.1). The model runner is robust
and handles model errors, supports resuming models and retries model update
failures. The retry procedure is important, because it distinguishes between
models that fail to update for physical reasons, such as a failure to converge
with iteration limits, from those that fail due to bugs in the ANSYS software
or temporary unavailability of the necessary license server.
As output, the simulation produces the raw data at each node, a summary
of important model parameters and speciﬁc outputs created by the CCL code
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generated earlier in the process. The CCL output is further post-processed in
order to derive additional results, such as the ﬂow angle out of each stage.
3.3 Model domain and boundary conditions
Two diﬀerent domains are modeled: a single compressor stage and all three
compressor stages. As the name suggests, in the single stage model only one
of the three identical stages is simulated. Equation 2.3.14 is used to convert
the pressure rise over a single stage into the pressure rise over three stages,
while accounting for boundary layer growth through the machine. The full
compressor model includes all three stages of the Rofanco compressor, so no
conversions are necessary.
In addition to the two diﬀerent model domains, two alternative sets of
boundary conditions are explored. In the ﬁrst, model pressure and temperature
are speciﬁed at the rotor inlet while mass ﬂow is speciﬁed at the stator outlet.
This conﬁguration is common in turbomachinery and recommended by the
ANSYS CFX Reference Guide (2010). This model is hereafter referred to as
the mass ﬂow model. In the second model, a velocity proﬁle is speciﬁed at the
rotor inlet, while pressure and temperature are speciﬁed at the stator outlet.
This model is referred to as the proﬁle model.
As its name suggests, the mass ﬂow model provides direct control over mass
ﬂow through the machine. It only requires knowledge of the rotor-inlet tem-
perature and pressure, which are known from atmospheric conditions. From
an implementation perspective, the mass ﬂow model is substantially easier to
script, as all properties can be speciﬁed directly via CCL.
By contrast, the proﬁle model allows only indirect control of mass ﬂow
through the machine and the inlet pressure at the rotor inlet. Control over
mass ﬂow is accomplished by linearly scaling the velocity proﬁle in proportion
to the ratio between the mass ﬂow at which the proﬁle was recorded and the
desired mass ﬂow. Implicit in this approach is the assumption that the form
of the velocity proﬁle remains consistent over the range of mass ﬂows that
are of interest. The inlet pressure can only be approximately controlled by
estimating the pressure rise over the machine and setting the outlet pressure
so that the desired inlet pressure is maintained. The velocity proﬁle used in
this work is an experimental velocity proﬁle recorded by Gill (2012).
3.4 The meshing process
3.4.1 Overview
Candidate geometries were meshed using TurboGrid. TurboGrid is a meshing
tool designed to enable the construction of structured hexahedral meshes of
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Figure 3.2: The ATM Optimized feature allows the generation of H-O grid meshes
in a near automated fashion. Shown in this ﬁgure is a mesh of a Rofanco rotor blade
created using the ATM Optimized feature
turbomachine blade passages. The primary consideration for the mesh genera-
tion process was the ease with which creation of the mesh could be automated,
as it was expected that several thousand candidate blade geometries would
need to be evaluated in the course of the design process.
3.4.2 Automating the creation of meshes
The ATM Optimized feature of TurboGrid was used to create meshes in
an automated fashion. This feature allows the creation of H-O grid meshes
while avoiding the need for manual control point adjustment by providing sev-
eral constants controlling mesh reﬁnement (ANSYS Turbogrid User's Guide
(2009)). It should be noted that the ATM Optimized feature should only
be used for blades with rounded edges (ANSYS CFX-Solver Modeling Guide
(2010)). A sample mesh, generated with the ATM Optimized feature is shown
in Figure 3.2.
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The ATM optimized feature requires the selection of three constants: the
global size factor (GSF), boundary layer proportional reﬁnement factor (BLPRF)
and spanwise proportional reﬁnement factor (SPRF). The GSF is a multiplier
to all individual element counts. Increasing GSF results in a super-linear in-
crease in the number of elements in the model. BLPRF is a multiplier of
GSF, responsible for increasing the resolution of the mesh within the O-grid.
Increasing BLPRF increases the resolution of the grid near the blade surface
and so increases the resolution in the boundary layer. SPRF controls the dis-
tribution of elements in the spanwise direction. Increasing SPRF increases
the number of elements in the spanwise direction to maintain the approximate
relation, where AR denotes aspect ratio:
ARelement ≈ ARblade
SPRF
(3.4.1)
3.4.3 Finding acceptable mesh constants
In order to automatically generate meshes for candidate compressor geome-
tries, it is necessary to choose values for BLPRF, SPRF and GSF. The aim of
this section is to ﬁnd the combination of GSF, BLPRF and SPRF that leads
to meshes of acceptable quality with the minimum number of nodes and ele-
ments required for convergence. To ensure that the results of this investigation
are applicable to the procedurally generated meshes used to evaluate design
geometries, no special reﬁnements are made to any generated meshes.
Early experimentation revealed that low reﬁnement in the passage and high
reﬁnement in the boundary layer (SPRF = 0.5, BLPRF = 3.0) resulted in
faster convergence. These parameters result in a mesh that is highly reﬁned in
the boundary layer, while allocating the lowest permissible number of elements
to the blade passage. Figure 3.3 plots the pressure rise over a single stage of
the compressor as GSF is increased, for constant values of BLPRF = 3.0 and
SPRF = 0.5.
Convergence occurs at GSF = 1.4. This corresponds to nelements ≈ 844(103),
which is similar to the result obtained by Gill (2012), who reported convergence
at nelements ≈ 2.8(106) when simulating all three stages of the compressor. In
all future simulations, meshing parameters of BLPRF = 3.0, SPRF = 0.5 and
GSF = 1.4 are used.
3.4.4 Evaluating mesh statistics
Although the true measure of mesh quality is the independence of ﬂuid quanti-
ties of interest from the mesh itself, it is helpful to examine common heuristic
measures of mesh quality. Table 3.1 lists several important mesh statistics, as
measured by the CFX solver, along with the acceptable limits according to the
ANSYS CFX-Solver Modeling Guide (2010). All measures of mesh quality are
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Figure 3.3: Convergence for various mesh parameters. All meshing settings converge
to ∆P ≈ 1022 Pa except GSF = 4, which showed unusually poor mesh quality.
Table 3.1: All compressor mesh statistics fall into the acceptable range deﬁned by
the CFX solver, with 99% falling into the good range. All elements with a high
aspect ratio occur in the boundary layer and are aligned with the ﬂow.
Mesh statistic Acceptable Good Rotor Stator
Maximum aspect ratio ≤ 10(103) ≤ 100(103) 6517 4450
Minimum orthogonality ≥ 20 deg ≥ 50 deg 40.6 deg 39.0 deg
Maximum expansion ratio ≤ 20 ≤ 5 14 12
in the acceptable range and in fact over 99% of volumes fall into the good
range.
It is worth brieﬂy discussing the maximum aspect ratio, since although it
is within the acceptable limits prescribed by the CFX solver, the maximum
value of 6517 indicates an extremely skewed element. The limits prescribed
for aspect ratio depend on whether the simulation is run in single or double
precision. If run in single precision, the acceptable limit is 103, but in double
precision that limit is 100(103). Therefore, a mesh containing elements with an
aspect ratio of 6517 is only suitable when the solver is run in double precision
mode. A moderating factor with respect to the high aspect ratio is that all
skewed elements occur in the boundary layer and are aligned with incoming
ﬂow. According to the ANSYS CFX Reference Guide (2010), aspect ratios in
the boundary layer can be much higher (on the order of 105 to 106).
3.4.5 Meshing in the boundary later
The dimensionless number y+ is a measure of how close the ﬁrst grid cell is to
the wall (Versteeg and Malalasekera (1995)). The choice of turbulence model
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Table 3.2: y+ values for various surfaces in the Rofanco compressor. These low
values indicate that the mesh resolves the laminar sublayer and is thus suitable for
use with low Re turbulence models.
Surface
Rotor Stator
Avg. Max Avg. Max
Blade 1.56 5.33 0.92 3.69
Hub 1.45 4.85 1.15 1.96
Shroud 1.75 4.05 0.74 2.37
(a) The rotor blade (b) Close-up at mid-chord (c) Close-up near blade tip
Figure 3.4: The rotor blade mesh and boundary layer at mid-span. Notice from the
closeups of the mesh at mid-chord, that there are at more than ten points in the
boundary layer.
can place restrictions on the minimum or maximum allowable y+ value and
the number of grid nodes inside the boundary layer. Table 3.2 lists the average
and maximum y+ values for the hub, shroud and blade surfaces. The average
value for the rotor and stator blades is around y+ ≈ 1, indicating that the
mesh typically resolves the laminar sublayer and is suitable for use with low
Re turbulence models.
A two level contour plot of the velocity ﬁeld and mesh around the rotor at
mid-span is shown in Figure 3.4. Contour levels are set at Vcontour = 50 m/s
well below the relative velocity of the ﬂuid with respect to the rotor (V1 ≈
65 m/s). This means that any estimates of the boundary layer in Figure 3.4
are conservative, since Vcontour ≤ (0.99)V1. At mid-chord, there are more than
ten points in the boundary layer.
3.5 Some speciﬁc modeling choices
3.5.1 Turbulence modeling and near wall treatment
Two important and related modeling choices are the choice of turbulence model
and choice of near wall treatment. In their work modeling the Rofanco com-
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pressor, Raubenheimer (2011) and Gill (2012) both used the Spalart-Allmaras
turbulence model (Spalart and Allmaras (1992)). Unfortunately, this model
is not oﬃcially supported in the version of CFX used in this work, so another
model had to be chosen.
The k-ω SST model was developed in Menter (1993) and expanded in
Menter (1994). It combines the advantages of the k- and k-ω models by
blending them in such a way as to make the k-ω model active near the model
surface and the k- model active in the free steam (Carregal-Ferreira et al.
(2002)). The ANSYS CFX Reference Guide (2010) suggests k-ω SST model for
turbomachinery. This model was investigated for use in modeling the Rofanco
compressor by Gill (2012), who found that it delivered results of comparable
accuracy to the Spalart-Allmaras model, but resulted in a model that was
more computationally expensive to solve.
The automatic wall function treatment available in CFX switches between
a low Re model and a wall function model, based on y+ value. It allows smooth
reﬁnement from coarse to ﬁne mesh, without the need to ensure that the cell
nearest the wall is in the log-law region (i.e. y+ ≥ 12) for wall functions or
that the laminar sublayer is resolved (i.e. y+ ≈ 2) for low Re models.
In this work, it was found that the k-ω SST turbulence model, combined
with the automatic wall function treatment yielded the best results. This
conclusion was later reached independently by Brandsen (2013). It is required
for the k-ω SST turbulence model that at least ten nodes be in the boundary
layer and that the node next to the wall have a y+ value of approximately 20
or less (ANSYS CFX Reference Guide (2010)). From Table 3.2 and Figure 3.4
it can be observed that both these conditions are met.
3.5.2 Rotor-stator interfaces
The rotor stator interface is modeled using the stage model in CFX, also re-
ferred to as a mixing plane model in literature. This model circumferentially
averages results on the upstream interface and applies these averaged results
to the downstream interface. Figure 3.5 shows static pressure at a rotor outlet
and the associated pressure ﬁeld at the inlet to the downstream stator when
applying a mixing plane model.
This averaging process imposes a mixing loss upon the ﬂow, equivalent
to assuming that all upstream axial velocity proﬁles are mixed out (ANSYS
CFX-Solver Modeling Guide (2010)). While mixing plane models account for
averaged rotor-stator interactions, they cannot capture transient interactions
such as rotating stall. As such, the mixing plane model is not suitable for
compressors with signiﬁcant wake interactions or for the prediction of blade
loading (ANSYS CFX Reference Guide (2010)). Due to the large gaps be-
tween blade rows in the Rofanco compressor, it is reasonable to expect that
substantial mixing takes place, making the mixing plane model an acceptable
choice.
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Figure 3.5: Pressure on upstream (a) and downstream (b) interfaces using the mix-
ing plane approach to deal with rotor-stator iterations. Note the circumferential
averaging on the downstream interface.
3.5.3 Convergence
Several criteria were required to be simultaneously satisﬁed in order to judge
the simulation as converged. It was required that the RMS residual values
were less than 10−5 and the maximum values of the residuals were less than
10−4. It was further required that the mass ﬂow imbalance between inlet and
outlet be less than 1%. Finally, it was required that the diﬀerence in the static
pressure rise between inlet and outlet in subsequent iterations be less than 1%.
3.6 Estimating the stall margin
Accurately predicting the stall point of a compressor using numerical methods
is a diﬃcult undertaking. Numerical methods have a tendency to under-predict
the stall margin (ANSYS CFX Reference Guide (2010)). Fortunately, for the
purposes of this work, it is not necessary to accurately predict the stalling
mass ﬂow. Instead, the aim is to preserve the current stall margin in any
new designs. Assuming the ratio between the numerically predicted and ex-
perimentally observed stalling mass ﬂow remains constant, it is suﬃcient to
require that any proposed new blade design have a predicted stalling mass ﬂow
less than that of the current design. Of course, accurate predictions of stall
margin, while not strictly needed, are desirable as they increase conﬁdence in
the models.
Before attempting to predict the occurrence of stall, it is ﬁrst necessary
to clarify what is meant by stall in this case. For the purposes of design, the
stall point is taken to mean the point at which ﬂow through a blade row is
suﬃciently separated so as to cause a decrease in the pressure rise over the
machine, as mass ﬂow is decreased. By this deﬁnition of stall, it is possible for
a portion of a blade or blades to be stalled, yet the compressor as a whole to
be unstalled.
In order to determine whether a candidate geometry is stalled using only
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(b) The unstalled case
Figure 3.6: Three static simulations can be used to estimate whether the compressor
is stalled. If the pressure coeﬃcient at the lowest mass ﬂow is lower than that of
the intermediate or design mass ﬂow, then the stall point must necessarily occur at
a mass ﬂow greater than the minimum mass ﬂow.
static simulations, three simulations are run at diﬀerent mass ﬂows. The ﬁrst
simulation is run at the design mass ﬂow rate, mdesign and is used to evaluate
the performance of the compressor blade geometry under consideration. The
remaining pair of simulations are run at the maximum allowable stall mass
ﬂow and a mass ﬂow slightly below this. These mass ﬂow rates are referred to
as mstall,1 and mstall,2, with mstall,2 < mstall,1.
Together, these three samples can be used to determine whether or not the
compressor is in stall. If either of ψdesignss or ψ
stall,2
ss are greater than ψ
stall,1
ss , it is
necessary that the peak of the performance curve (i.e. the stall point) occurs
at a greater mass ﬂow than mstall,1. This reasoning is illustrated in Figure 3.6.
Restating this in terms of inequalities:
Unstalled: ψstall,2ss ≤ ψstall,1ss ≤ ψdesignss
Stalled: ψstall,1ss ≤ ψstall,2ss or ψdesignss ≤ ψstall,1ss
(3.6.1)
3.7 Comparing numerically predicted and
experimentally measured pressure
coeﬃcients
The numerically predicted static-to-static pressure coeﬃcient is plotted against
the experimental data measured by Gill (2012) in Figure 3.7. Since the validity
of the non-transient models used in this work are doubtful for mass ﬂows less
than the stalling mass ﬂow, numerical predictions are not shown for these mass
ﬂows. For mass ﬂow rates near the design point (2.6 kg/s ≤ m ≤ 3.1 kg/s)
both the full velocity and mass ﬂow compressor under-predicted the static-
to-static pressure coeﬃcient, although the proﬁle model is noticeably more
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Figure 3.7: In this ﬁgure the experimental data of Gill (2012) is plotted against the
numerical predictions of the basic and single stage models. It is clear that there is
reasonable agreement in the region of the design point (m = 2.7 kg/s) and that the
stall point is correctly predicted (m ≈ 2.1 kg/s)
accurate than the mass ﬂow model. It is possible that this underprediction
is due to losses imposed by the mixing-plane interface model, described in
Section 3.5.2. The full proﬁle model makes the most accurate predictions in
the region of the design point and in general, the proﬁle models predict higher
pressure rises than the mass ﬂow models.
It is diﬃcult to determine the experimental stall point, due to the sparsity
of experimental data in the region. It appears likely that stall occurs in the
range 2.2 kg/s . mstall,exp . 2.4 kg/s. The mass ﬂow models stall at approxi-
mately 2.1 kg/s, slightly lower than mstall,exp, while the proﬁle models stall at
2.4 kg/s, slightly higher mstall,exp. It is usual for numerical models to stall at
slightly higher mass ﬂow rates than is observed experimentally (ANSYS CFX
Reference Guide (2010)).
3.8 Comparing numerically predicted and
experimentally measured velocity proﬁles
3.8.1 Introduction
In this section, the numerically computed velocities from the proﬁle models are
compared to those obtained via experimentation. The velocities of the mass
ﬂow models are signiﬁcantly diﬀerent to both those obtained via experimenta-
tion and from the proﬁle models and are thus excluded from further analysis.
Since only a limited number of measurements are available for radial velocity
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and it is an order of magnitude lower than other components, only axial and
tangential velocities are discussed. It is believed that the ﬁve-hole probe data
are more accurate than the hot-ﬁlm data as the hot-ﬁlm data are susceptible
to distorted readings from unsteady eﬀects.
3.8.2 Axial velocity predictions
Axial velocity measurements are shown in Figure 3.8. An initial examination
of axial velocity at R1, R2 and R3 suggests that there is reasonable agree-
ment between the numerical and experimental results. At R1, the form of the
numerical velocity proﬁle is similar to that of the ﬁve-hole probe, but diﬀer-
ent to that of the hot-ﬁlm data. As expected, the single stage proﬁle model
and full proﬁle model provide nearly identical predictions at R1. The width
of the hub and shroud boundary layers for the numerical model as well as
the ﬁve-hole probe and hot-ﬁlm sensor are similar. At R2, the width of the
shroud boundary layer is under-predicted while the width of the hub boundary
layer is over-predicted. Once again, there is similarity in magnitude and form
between the numerical data and ﬁve-hole probe data, with the hot-ﬁlm data
diﬀerent to both. There is no hot-ﬁlm data available for R3 and again the
width of the shroud boundary layer is under-predicted while the width of the
hub boundary layer is over-predicted. At R3, the diﬀerence in form between
the numerical and ﬁve-hole probe data is most pronounced, with the numeri-
cal data not showing the bulge occurring at 0.155m . r . 0.175m. Brandsen
(2013) expresses concerns that the ﬁve hole probe may be protruding into the
ﬂow, resulting in the larger than expected shroud boundary layer observed in
the experimental data.
Table 3.3 provides the area-weighted average axial velocity for the numer-
ical simulation, as well as that recorded by the ﬁve-hole probe and hot ﬁlm
sensor at R1, R2 and R3. This data shows the variability of the hot-ﬁlm data,
which ﬂuctuates between 98.65% and 105.71% of the inlet average-weighted
average axial velocity, as measured by the ﬁve-hole probe.
The data of Table 3.3 provides another interesting observation: at R2,
the ﬁve-hole probe velocity is 96.66% of that at the inlet and at R3, the
ﬁve-hole probe velocity is 101.15% of that at the inlet. It is expected that
density increases through the machine, as pressure increases. This means that
by conservation of mass, axial velocity should decrease through the machine,
provided area stays constant. Despite this, axial velocity increases by just
under 5% between R2 and R3. This deviation helps establish a probable lower
bound of approximately 5% on experimental error.
3.8.3 Tangential velocity predictions
Tangential velocity measurements are shown in Figure 3.9. Once again, the
single stage and full proﬁle models provide nearly identical predictions at R1,
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Figure 3.8: In this ﬁgure, the axial velocity predictions of the proﬁle model are
plotted against the experimental data of Gill (2012).
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Table 3.3: Area-averaged axial velocity. Note the ∼ 5% increase in axial velocity
between R2 and R3 for the ﬁve hole probe, likely attributable to experimental error.
Blade row Data source Ca (m/s) Ca/Ca
five−hole,R1
S0 Five hole probe 33.782 100.00%
Hot ﬁlm 33.325 98.65%
Full proﬁle numerical 32.897 97.38%
R1 Five hole probe 33.645 99.60%
Hot ﬁlm 35.710 105.71%
Full proﬁle numerical 32.625 96.58%
R2 Five hole probe 32.653 96.66%
Hot ﬁlm 34.884 103.26%
Full proﬁle numerical 32.426 95.99%
R3 Five hole probe 34.171 101.15%
Full proﬁle numerical 32.223 95.39%
as expected. There is good agreement between the ﬁve-hole probe data and
that of the numerical model for 0.15 m ≤ r ≤ 0.195 m. For the region
0.195 m ≤ r ≤ 0.210 m, there is divergence between the numerical results and
ﬁve-hole probe experimental data, but agreement between the hot-ﬁlm data
and numerical results. The divergence of the two sources of experimental data
may be symptomatic of an area of increased experimental error, possibly due
to the eﬀect of the shroud boundary layer, rotor tip vorticies or the ﬁve-hole
probe protruding into the ﬂow stream (Brandsen (2013)).
At R2, there is close correspondence between the ﬁve-hole probe data, hot-
ﬁlm data and numerical data for 0.15 m ≤ r ≤ 0.175 m. For 0.175 m ≤ r ≤
0.21 m the numerical predictions lie between the measurements of the ﬁve-
hole probe and hot-ﬁlm sensor. In this range, the form of the numerical data
closely corresponds to that of the ﬁve-hole probe data, despite a diﬀerence of
approximately 2 m/s in magnitude.
At R3, there is no hot-ﬁlm data available. There is close correspondence
between the ﬁve-hole probe data and the numerical data for 0.175 m ≤ r ≤
0.21 m, but these results deviate for 0.15 m ≤ r ≤ 0.175 m. It is interesting
that R2 and R3 results are respectively more and less accurate for radii greater
than 0.175 m. When compared to the numerical data, it appears that the ﬁve-
hole probe data is shifted left for R2 and shifted right for R3, possibly
due to ﬂow eﬀects averaged away by the mixing-plane model for rotor-stator
interaction or possibly due to experimental error. Both R2 and R3 show a
pronounced step in velocity occurring at r ≈ 0.17 m. This ﬂow feature is
not captured by the numerical model. Unlike axial velocity, there is no easy
way to bound the experimental error for tangential velocity. In the absence
of bounds, it is reasonable to assume a similar magnitude of error as for axial
velocity, as similar experimental techniques were used.
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Figure 3.9: In this ﬁgure, the tangential velocity predictions of the proﬁle model are
plotted against the experimental data of Gill (2012).
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Table 3.4: Computational cost of the various CFD models, using a single solver
process. Notice that single stage models execute in approximate one third of the
wall clock time.
Simulation Runtime (s)
Single stage proﬁle 549.33
Single stage massﬂow 677.40
Full proﬁle 1869.63
Full massﬂow 2020.18
3.9 Comparing model run-times
In Table 3.4, a representative set of run-times for the various compressor com-
pressor models is listed. All simulations were performed using a single process
on a computer with an Intel® CoreTM i7-4770K processor, 16 GB of DDR3
RAM and two 128 GB SSDs striped in RAID 0. The single stage simulations
are approximately one third of the computational cost of the full models. Ad-
ditionally, due to lower memory requirements, four single stage simulations
can be undertaken in parallel on the given hardware, while only two full sim-
ulations can be run. These two factors mean that 12 single stage simulations
can be executed in the same time as 2 full simulations on the hardware in
question.
3.10 Conclusion
In this chapter, four CFD models have been examined: two variants in terms
of boundary conditions (the mass ﬂow and proﬁle models) and two variants
in terms of domain (single stage and full models). It is necessary to choose a
single model for use in optimization. To assist in the selection process, it would
have been of great assistance to have experimental data for another blade set,
in order to establish the generalizability of the model to other geometries.
Since no such data is available, accuracy will have to serve as a surrogate for
generalizability.
It is tempting to choose a mass ﬂow model, due to its simplicity and the
direct control over the mass ﬂow rate it provides. Conversely, the proﬁle
models oﬀer reasonably accurate prediction of velocity proﬁles through the
machine and appear to oﬀer better predictions of pressure over the machine.
Single stage models are desirable due to their much reduced execution time,
but full models have increased accuracy. While it might be possible that a
single stage approximation of a less accurate full model is more accurate due
to the canceling of error terms, this is not a desirable sort of accuracy.
Since the full proﬁle model appears to provide more accurate predictions
of experimental results than the full mass ﬂow model, the velocity boundary
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conditions are chosen. The single stage domain is chosen as it appears to
provide an reasonable approximation of the full model, at approximately one
third of the computational cost (Table 3.4). Thus, the single proﬁle model is
used for future design tasks in this work.
It is diﬃcult to determine whether the stalling mass ﬂow of the single
stage proﬁle model accurately predicts the stalling mass ﬂow of the experi-
mental data in Figure 3.7, due to the lack of experimental data in the region
of stall. The static simulations developed in this chapter are unable to capture
inherently transient stall phenomenon, such as rotating stall. This inaccuracy
can be tolerated, as all that is required for design purposes is preserving the
numerically predicted stall margin.
In the next chapter, the focus of this work shifts from the development of an
accurate model of the Rofanco compressor to the introduction of the necessary
numerical design optimization techniques. In Chapter 6, the focus returns to
the analysis of the optimized compressor blades developed in Chapter 5.
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Optimization and meta-modeling
4.1 Introduction
The preceding two chapters deal with the development of an accurate and
computationally inexpensive model of the Rofanco compressor. In this chapter,
the focus is shifted toward developing the numerical techniques necessary to
produce an optimized blade design.
The use of statistical techniques to approximate the output of computation-
ally expensive computer simulations has become commonplace in the context
of numerical design optimization (Simpson et al. (2001)). These approxima-
tions, variously referred to as meta-models, surrogates and regressors in the
engineering context, allow the processing of physical and numerical experi-
mental results in ways that would not otherwise be possible. In this chapter,
meta-model based design optimization (MBDO) techniques are introduced so
that they may be applied to the compressor design problem in subsequent
chapters.
A brief introduction to optimization, as well as speciﬁc background on
MBDO is presented in Section 4.2. The problem of bootstrapping a meta-
model by distributing an initial sample set in the design space, referred to as
design of experiments, is discussed in Section 4.3. Robustly assessing the qual-
ity of ﬁt of meta-models is discussed in Section 4.4. Section 4.5 and Section 4.6
discuss data transforms and meta-modeling techniques which are used to ap-
proximate the output of the simulations from Chapter 3. Section 4.7 brings
the focus to eﬃcient global optimization (EGO), a probabilistic optimization
technique.
38
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4.2 Background to optimization and
meta-models
4.2.1 Introduction
In this section, the optimization process is introduced. The standard form of
an optimization problem, along with methods of solving this problem, are dis-
cussed in Section 4.2.2. Section 4.2.3 introduces meta-modeling and discusses
some reasons for applying meta-modeling techniques. Section 4.2.4 introduces
some basic meta-modeling terminology.
4.2.2 An optimization problem in standard form
The standard formulation of an optimization problem is as follows. Given a
vector of design variables, x, hereafter referred to as the design vector, min-
imize some objective function f(x), subject to a set of inequality constraints
g(x) ≤ 0 and equality constraints h(x) = 0, within some bounds xl ≤ x ≤ xu.
This is expressed in mathematical notation in Equation 4.2.1.
min f(x)
Subject to: h(x) = 0
g(x) ≤ 0
xl ≤ x ≤ xu
(4.2.1)
When solving an optimization problem it is desirable to ﬁnd the best possi-
ble solution, with the smallest amount of computational work. In the context
of typical engineering optimization, the performance of an optimization algo-
rithm is measured in terms of the number of times the objective function must
be evaluated, as a single function evaluation likely constitutes an expensive
numerical simulation.
Generally speaking, methods for solving optimization problems can be di-
vided into two groups: gradient based methods and gradient free methods.
Typically, gradient based methods involve using the gradient to ﬁnd a search
direction expected to minimize the objective function, as well as an optimal
step size to travel in that direction. Gradient based methods can be highly
eﬃcient if the problem is convex over the set of allowable inputs. Gradient
based methods require the gradient of the objective and constraint functions
to be smooth and can become trapped in local minima when applied to multi-
modal functions. An introduction to gradient based methods is available in
Snyman (2005).
By contrast, gradient free methods do not explicitly form a gradient and
thus do not rely on the gradient being smooth, or even existent. Typically
gradient free methods are less computationally eﬃcient than gradient based
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methods, but are much more robust and can better deal with problems of
a highly multi-modal nature. In this work, the gradient free methods used
include particle swarm optimization (PSO) and genetic algorithms (GA). For
a review of gradient free methods, see Rios and Sahinidis (2013).
4.2.3 Reasons for using meta-models
Despite Moore's Law providing an exponential growth in the computational
power aﬀorded to engineers over the last forty years (Schaller (1997)), compu-
tational cost still remains a major limitation in numerical design optimization.
This is attributed to the rapid increase in ﬁdelity and complexity of simulation
codes as well as the human factors that dictate practical simulation run times
(Venkataraman and Haftka (2004), Koch et al. (1999)). This observation is
not unique to engineering simulations. In the ﬁeld of computer graphics, it is
referred to as Blinn's Law: the observation that any increase in the available
amount of computational power will result in the practitioner increasing the
complexity of the model so as to negate that increase (Andrade et al. (2007)).
The continual consumption of the available computation power by the sim-
ulation component of design suggests that an alternative approach is required
to deal with the computational cost of numerical design optimization. One
such approach is meta-model based design optimization (MBDO). Instead of
applying numerical optimization algorithms directly to the objective function,
MBDO constructs an approximation to the objective function or meta-model.
This meta-model can be sampled cheaply and thus optimized cheaply. Meta-
modeling is a multi-disciplinary exercise, incorporating advances from the ﬁelds
of statistics, computer science and engineering.
Aside from a potential reduction of computational cost, MBDO oﬀers sev-
eral other advantages. Meta-modeling allows the decoupling of the simulation
steps of the optimization process from the minimization steps, reducing the
complexity of the software engineering problem and making the process more
robust to a single simulation failure (Simpson et al. (2001)). The global ap-
proximation provided by meta-models is useful for rapid exploration of the
design space (Simpson et al. (2001)). Since the bulk of the computational
expense in the meta-modeling process is in generating the initial training set,
much of the computational expense can be performed in a data-parallel man-
ner, at the start of the process (Wang and Shan (2007)). Meta-models also
ﬁlter noise and discontinuity from the dataset, as they can provide smooth and
continuous approximations to a noisy dataset (Wang and Shan (2007)).
4.2.4 Basic meta-modeling terminology
At this stage, it is necessary to introduce some meta-modeling terminology.
Given an unknown function y = f (x), sampled at n points (xi, yi), let yˆ (x)
with estimated standard deviation sˆ (x) be the meta-model approximation to
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that function. The vector x = [x1 . . . xp] is referred to as the design vector and
xi is referred to as a model feature. The model error is the diﬀerence between
the predicted and actual values i.e. ei = yi − yˆi.
If the values yi are restricted to some discrete set, the problem is a classi-
ﬁcation problem, while if yi is free to assume a continuum of values, then the
problem is a regression problem. In a classiﬁcation problem, each discrete yi
value is referred to as a class label. Only binary classiﬁcation is used in this
work and by convention class labels of −1 and 1 are used.
4.3 Distributing samples in the design space
When creating a meta-model, the question of how to distribute sample points
in the design space arises. This problem is referred to as design of exper-
iments and is widely studied for both numerical and physical experiments.
Typically computer experiments are deterministic; repeating a computer ex-
periment gives the same result. In contrast, physical experiments contain a
component of random measurement error. The presence of random measure-
ment error means that physical experiments require diﬀerent experimental
designs to those of numerical exponents (Sacks et al. (1989)).
The latin hypercube, originally proposed by McKay et al. (1979), is a
commonly used experimental design for computer experiments. It is a form
of stratiﬁed sampling; the design space is distributed into levels and only one
sample is allowed per level. Two latin hypercubes are shown in Figures 4.1a and
4.1b. Despite being a valid latin hypercube, Figure 4.1a is a poor experimental
design, as all samples are collinear and the data provided to the meta-model
are eﬀectively one-dimensional. Conversely, a design such as that shown in
Figure 4.1b, where samples are evenly distributed, will result in a better model
ﬁt.
The space-ﬁlling properties of a latin hypercube can be improved by incor-
porating the additional condition that the minimum distance between samples
be maximized. Latin hypercubes that incorporate this additional condition
are referred to as optimal latin hypercubes. The latin hypercube shown in
Figure 4.1b is in fact an optimal latin hypercube.
The problem of generating an optimal latin hypercube in a high dimen-
sional space is diﬃcult, as evaluating a candidate latin hypercube requires
a computationally expensive nearest-neighbors search. In this work, optimal
latin hypercubes are generated using a genetic algorithm described in Ap-
pendix B.
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Figure 4.1: In this ﬁgure two latin hypercubes are displayed. Each has eleven levels
and two dimensions. Figure 4.1a is an example of a poor latin hypercube, as infor-
mation is provided in one dimension only. Figure 4.1b is an optimal latin hypercube,
as the minimum distance between samples is maximized.
4.4 Evaluating meta-model error
4.4.1 Introduction
In this section, evaluating the error associated with a particular meta-model is
discussed. Cross-validation, a technique for obtaining robust error estimates
without a separate test set, is introduced in Section 4.4.2 and various error
norms are discussed in Section 4.4.3.
4.4.2 Cross-validation
Many meta-models require the choice of model parameters, referred to as model
hyper-parameters. Commonly, these hyper-parameters are chosen so as to
minimize the estimated model error. It is tempting to compute model error by
comparing the predicted and actual values at training points. This practice is
hazardous when applied to models with a capacity to ﬁt arbitrary data, as it
can lead to over-ﬁtting and a loss of generalizability. Ideally an independent
set of data are used to evaluate model error, but often this is not available,
due to the cost of generating training samples.
Cross-validation is a technique for estimating model error without the need
for an independent testing data set. It involves iterative partitioning of data
into two subsets: the training subset, which is used to train a candidate model,
and the testing subset, which is used to evaluate the candidate model.
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There are many diﬀerent forms of cross validation, which use diﬀerent data
partitioning strategies (Kohavi et al. (1995)). Leave-one-out (LOO) cross-
validation involves using each sample in turn as the testing subset, while the
other samples are used as the training subset. Although LOO is a computa-
tionally expensive form of cross-validation it is used exclusively in this work,
since the cost of generating training samples dwarfs the cost of performing
LOO cross-validation. In subsequent sections the notation e−i is used to de-
note the error associated with predicting the value of the i-th sample using
LOO cross-validation.
4.4.3 Measurement of error
In order to compare two vectors of cross validation error, it is necessary to
choose a norm to compute their magnitudes. Two commonly encountered
measurements of error are the root-mean-square error (RMSE) and maximum
absolute error (MAE). They are deﬁned as follows:
RMSE =
√√√√ 1
n
n∑
i=1
(
e−i
)2
(4.4.1)
MAE = max
{
e−i
}
(4.4.2)
The R2 coeﬃcient is a measure of the variance explained by the model,
relative to the variance in the data (Myers et al. (2009)). As such, higher values
of R2 indicate a more accurate model. An R2 value of near one, indicates that
the model explains most of the variance present in the model, while an R2
value of near zero indicates that the model explains very little of the variance
in the model. R2 is deﬁned in terms of the total sum-of-squares (SStotal) and
residual sum-of-squares (SSres):
SStotal =
n∑
i=1
(yi − yi)2 (4.4.3)
SSres =
n∑
i=1
(yi − yˆi)2 (4.4.4)
R2 = 1− SSres
SStotal
(4.4.5)
For a discussion of the R2 coeﬃcient in terms of response surfaces, see Ap-
pendix B.
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4.5 Data transforms
4.5.1 Introduction
Often the accuracy with which a given dataset can be approximated is im-
proved by applying some sort of transformation to the data before beginning
the ﬁtting process. These transformations take the form x′ = f (x) and are
usually invertible and continuous in the domain being considered. In this
section, three common data transforms used in this work are discussed: nor-
malization of model features, the Box-Cox family of power transforms and
principle component analysis.
4.5.2 Normalizing features
Normalizing of model features is both a good practice and a requirement for
meta-modeling techniques which are not scale invariant, such as support vec-
tor regression (discussed in Section 4.6.4). Typically, data are normalized by
removing the mean (x) and scaling to unit variance (σ = 1):
x′ =
x− x
σ2
(4.5.1)
4.5.3 Box-Cox transform
A wide range of transformations have been proposed in the context of response
surface methods (Sakia (1992)). These transforms give response surface mod-
els, which are usually quadratic, the ability to accurately approximate a wider
range of data. One of the most useful of these transforms is the range of power
transforms proposed by Box and Wilson (1951), which has come to be referred
to as the Box-Cox transform:
y
(λ)
i =

yλi − 1
λy˙λ−1
λ 6= 0
y˙ log yi λ 6= 0
(4.5.2)
Note that log yi is the natural logarithm of yi and that y˙ implies the geometric
mean of all yi. As λ is varied a range of diﬀerent transforms are applied to the
input data, making the Box-Cox transform very ﬂexible.
4.5.4 Principle component analysis
Principle component analysis (PCA), variously referred to as proper orthog-
onal decomposition, singular value decomposition and the Karhuene-Loweve
transform in diﬀerent ﬁelds, is an orthogonal linear transform that transforms
data into a new coordinate system where the ﬁrst dimension has the great-
est variance, the second dimension has the second greatest variance and so on
(Jolliﬀe (2005)). Figure 4.2 shows PCA applied to a two-dimensional example.
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Figure 4.2: In this ﬁgure, principal component analysis is applied to a two dimen-
sional dataset. Principal component analysis involves deriving a new orthogonal set
of dimensions whereby each dimension seeks to maximize the variance of the data it
explains.
Consider the problem of ﬁnding a new dimension, w, formed out of a
weighted linear combination of the old dimensions, x, so that the variance of
ui, the component of xi in the direction wj is maximized i.e ui = xiw
T
j . If
u and X are deﬁned by u = [u1 . . . un] and X = [x1 . . .xn] then this problem
may be stated as given u = Xw ﬁnd some w such that Var (u) is maximized,
subject to ‖w‖ = 1. Assuming centered data (µ = 0), the variance of u can
be expressed in terms of a Rayleigh quotient:
Var (u) =
1
n
n∑
i=1
(xi − µ)2 = 1
n
uTu =
1
n
wTXTXw =
wTXTXw
wTw
(4.5.3)
Since this quantity is a Rayleigh quotient, it reaches a maximum value
of the largest eigenvalue of XTX, λmax, when w = νmax, the eigenvector
associated with λmax. Subsequent dimensions can be found by subtracting the
component of the data in direction w:
Xˆ = X − uwT = X −XwwT (4.5.4)
By repeating the process of Equation 4.5.3, the PCA transform can be deﬁned,
where X = [x1 . . .xn]
T and W = [[ν1 . . .νn]]:
X ′ = XW (4.5.5)
In this work, principle component analysis is used as an optional preprocessing
treatment to meta-modeling data. For further details regarding PCA, the
reader is referred to Jolliﬀe (2005).
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4.6 Common meta-modeling techniques
4.6.1 Introduction
In this section, three types of meta-models commonly used in MBDO are
discussed. Section 4.6.2 is a discussion of polynomial response surfaces, while
Section 4.6.3 deals with kriging and Section 4.6.4 introduces support vector
machines.
4.6.2 Polynomial response surface methods
The use of polynomial response surfaces can be traced to the early work of
Box and Wilson (1951). Reviews of the progress of the ﬁeld are found in
Myers et al. (1989), Mead and Pike (1975), Hill and Hunter (1966) and Myers
et al. (2004). For a complete introduction to polynomial response surfaces, see
Myers et al. (2009).
Although originally used to model physical experiments (Box and Draper
(1987)), response surfaces have become widely used to model the results of
numerical experiments. Despite widespread use, there is some debate about the
applicability and usefulness of polynomial response surfaces to deterministic
computer experiments, due to their limited capacity to model highly non-linear
functions (Sacks et al. (1989), Welch et al. (1990)). While this means that
response surfaces are necessarily inexact when modeling complex functions, it
does make them very resistant to overﬁtting, provided a low order polynomial
is used.
A second order response surface model with cross terms is of the form:
yˆ = β0 +
k∑
i=1
βixi +
k∑
i=1
βiix
2
i +
k∑
j=2
j−1∑
i=1
βijxixj = β0 + β
T
1 x+ x
Tβ2x (4.6.1)
where β1 is a k × 1 vector and β2 is a k × k upper triangular matrix. A full
second order model thus possesses n = 1
2
k2 + 3
2
k + 1 terms. Let β and X be
deﬁned as follows:
β =
[
β0 β1 . . . βn β
i6=j
ij β11 . . . βnn
]
(4.6.2)
X =
[
1 x0 . . .xn xix
i6=j
j x
2
11 . . .x
2
nn
]
(4.6.3)
Given a set of training data x and y it is possible to compute optimal values for
β using least squares. The two-norm of the diﬀerence between the predicted
and actual value at a given data point is given by:
E = ‖y −Xβ‖2 = yTy − 2βTXTy + βTXTXβ (4.6.4)
Setting the derivative with respect to β equal to zero and rearranging results
in a solution for β which minimizes E, yields:
β =
(
XTX
)−1
XTy (4.6.5)
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Figure 4.3: The stepwise forward regression algorithm used to determine the poly-
nomial terms for response surface methodology. The search for terms is terminated
when a cycle is detected, at which point the polynomial with the lowest R2 is selected.
This approach is referred to as solving the normal equations. In practice,
least-squares systems should not be solved in this way, as computing
(
XTX
)−1
is ineﬃcient and poorly-conditioned. Least squares systems can be eﬃciently
solved using QR, SV or Cholesky decomposition or by iterative schemes, such
as the conjugate gradient method.
A large amount of data is required to ﬁt a full second order model, especially
since it is good practice to include at least 3
2
n training samples, to minimize
the risk of overﬁtting. Furthermore, it is possible that many of the terms in
the full quadratic model are insigniﬁcant. This suggests ﬁtting an incomplete
polynomial, yet which terms to exclude is unclear. This problem is solved using
stepwise forward regression, an iterative scheme in which terms are added and
removed from a candidate model, based on their statistical signiﬁcance and
contribution to R2. An overview of the stepwise forward regression algorithm
used in this work is shown in Figure 4.3.
4.6.3 Kriging
Kriging, also known as Gaussian processes, is a technique developed in the ﬁeld
of geostatistics by Krige (1951), in order to evaluate gold ore reserves in the
Witwatersrand using a limited number of samples. Kriging was further devel-
oped and formalized by Matheron (1963). Subsequently, kriging has become
a popular technique in the ﬁeld of meta-modeling and has seen widespread
use (Simpson et al. (1998), Simpson et al. (2001), Martin and Simpson (2004),
Hoyle (2006), Forsberg and Nilsson (2005)).
The basic kriging model is given by:
yˆ(x) =
k∑
j=1
βjfj (x) + Z (x) (4.6.6)
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This equation consists of two components: the ﬁrst components is a linear
regression which models the variation in the mean. The functions fj are re-
ferred to as the regression functions, while βj are the weights assigned to those
functions. The second component consists of a stationary Gaussian process
with zero mean and a covariance given by:
cov (x1,x2) = σ
2R (θ,x1,x2) (4.6.7)
R (θ,x2,x1) is referred to as the correlation function, σ2 is the model variance
and θ is a model parameter that controls the inﬂuence of nearby points. The
correlation function controls several important model properties, such as the
smoothness of the model, the inﬂuence of nearby points and the diﬀerentiability
of the response (Martin and Simpson (2004)). When R (θ,x1,x2) = 1 when
x1 = x2 and zero otherwise, kriging reduces to ordinary least squares. A
correlation function of this sort is referred to as a nugget model. For more on
the similarities and diﬀerences between kriging and conventional polynomial
regression, see Kleijnen (2009).
In practice, the regression models fi and correlation model R(x) are not
known in advance. Instead they are chosen from a set of models shown to
have good empirical performance. Kriging regression and correlation models
are discussed in more detail in Appendix B.
The method of maximum likelihood can be used to estimate the model
parameters. Given a particular set of data and a particular model for that
data, the method of maximum likelihood seeks to ﬁnd the parameters (θ,
σ and β) that make the observed results (y) most probable. The prin-
ciples of maximum likelihood is not discussed in detail; for more informa-
tion see Edwards (1974). Since the expression for likelihood, L (θ, σ,β‖y), is
rather complicated it is more common to work with the log-likelihood function,
` (θ, σ,β‖y) = log (L (θ, σ,β‖y)) (Martin and Simpson (2004)):
` (θ, σ,β‖y) = −n
2
log
(
2piσ2
)− 1
2
log ‖R‖
− 1
2σ2
(y − Fβ)T R−1 (y − Fβ) (4.6.8)
The matrix R is a m by m matrix, where m is the number of observations and
F is m by k matrix. The components of these matrices are given by:
Fi,j = fj (xi) (4.6.9)
Ri,j = R (θ,xi,xj) (4.6.10)
If R is not a function of θ, it is possible to generate analytic expressions
for β and σ2 by setting the partial derivative of Equation 4.6.8 with respect
to β and σ2 to zero (Martin and Simpson (2004)):
β =
(
F TR−1F
)−1 (
F TR−1y
)
(4.6.11)
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σ2 =
1
n
(y − Fβ)T R−1 (y − Fβ) (4.6.12)
Now, if R is a function of θ, there is no analytical solution for β and σ2. For a
given θ value, β and σ2 can be inferred from the analytical solutions in Equa-
tions 4.6.12 and 4.6.11 when assessing Equation 4.6.8. Often, an optimization
algorithm such as COBYLA, developed by Powell (1994), is used to search for
the θ value that maximizes Equation 4.6.8. Since evaluating this function is
computationally inexpensive when compared to generating training samples,
in this work θ is chosen by testing a range of values. Similarly, regression
and correlation models are chosen from those in Appendix B.3 by ﬁtting all
combinations and using the pair that best approximates the data..
For the purposes of this work, the foremost advantage of kriging meta-
models are that they provide estimates of both the function mean and variance.
In Section 4.7, the availability of variance estimates will be exploited in order
to develop a scheme to update meta-models with new samples that have a high
probability of improving the current optimum.
4.6.4 Support vector machines
Support vector machines (SVMs) are a powerful tool for regression or classiﬁca-
tion. Initially proposed by Cortes and Vapnik (1995), support vector machines
operate by non-linearly mapping input data into another space, where linear
classiﬁcation or regression takes place. Originally intended for classiﬁcation,
SVMs were generalized for regression by Drucker et al. (1997). Both support
vector classiﬁcation (SVC) and support vector regression (SVR) are used in
this work. Since the derivations of SVC and SVR are similar, only SVR is
discussed here. For an explanation of SVC, see Gunn (1998).
Initially, consider the problem of ﬁtting a linear function f = w · x +
b, to data yi with an allowable error , as shown in Figure 4.4. Since it is
possible that there exists no function capable of meeting this error constraint,
it is necessary to introduce the slack variables ξui and ξ
l
i when formulating
the optimization problem. Furthermore, it is desired that the function be as
smooth as possible, i.e. w2 is minimized. This problem may thus be stated as
follows:
min 1
2
‖w‖2 + C
l∑
i=1
(
ξui + ξ
l
i
)
Subject to yi − f(xi)− − ξli ≤ 0
f(xi) + yi − − ξui ≤ 0
−ξli ≤ 0
−ξui ≤ 0
(4.6.13)
The constant C controls the trade-oﬀ between error and smoothness. From
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x
y
y − yˆ
l
²
²
p(y − yˆ)
Figure 4.4: This ﬁgure illustrates the soft margin loss function. Note that p (y − yˆ) =
0 when yi −  ≤ yˆ (xi) ≤ yi + 
.
this primal problem, it is possible to construct an equivalent Langrangian dual
problem (Smola and Schölkopf (2004)).
max −1
2
l∑
i,j=1
(αi − α∗i )
(
αj − α∗j
)
xi · xj−

l∑
i=1
(αi + α
∗
i ) +
l∑
i=1
yi (αi + α
∗
i )
Subject to:
l∑
i=1
(αi − α∗i ) = 0
αi, α
∗
i ∈ [0, C]
(4.6.14)
It may also be shown that f(x) can be written in terms of Lagrange multi-
pliers, to obtain what is commonly referred to as the support-vector expansion
(Smola and Schölkopf (2004)):
f(x) = wxi · x+ b =
l∑
i=1
(αi − α∗i )xi · x+ b (4.6.15)
Equations 4.6.14 and 4.6.15 allow several important observations to be
made. The ﬁrst is that w is only dependent on the diﬀerence between the
dual variables α and α∗. For points where the error is less than the soft mar-
gin this diﬀerence is zero. In other words − ≤ f(xi)− yi ≤  implies αi = α∗i .
Thus, only points outside of the soft margin contribute towards the regres-
sor. These points are the support vectors to which support vector regression
refers. Secondly, notice that Equation 4.6.14 is a convex quadratic program-
ming problem, for which advanced solvers are widely available. Finally, note
that both the regressor and training problem are deﬁned in terms of the dot
product. This is signiﬁcant when introducing non-linearity into the problem.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. OPTIMIZATION AND META-MODELING 51
m
δ
(a) Minimum kernel radius of signiﬁcance
M
δ
(b) Maximum kernel radius of signiﬁcance
Figure 4.5: A kernel with a value less than δ at the minimum distance between
samples does not contribute signiﬁcantly to the decision function. Similarly, a kernel
with a value of greater than 1 − δ at the maximum distance between samples may
be replaced with a constant term with minimal loss in accuracy.
By replacing the dot product xi·x, with a kernel function k (xi,x), it is
possible to model non-linear functions using SVR. This process may be thought
of as non-linearly mapping the input vectors into another space, applying the
dot product in that space and then applying the inverse mapping. Instead of
providing a function for the mapping, a kernel function is provided to account
for the whole process.
There are many possible choices of valid support vector machine kernels,
such as the polynomial kernel, sigmoid kernel and Gaussian kernel. Of these,
the Gaussian kernel is the most commonly used and thus used in this work
(Scholkopf and Smola (2001), Lin et al. (2003)). The Gaussian kernel is given
by:
k (x1,x) = exp
(
−‖x1 − x‖
2
2σ2
)
= exp
(−γ‖x1 − x‖2) (4.6.16)
It would be possible to train multiple SVM predictors for a given dataset,
each using diﬀerent kernels. Because three diﬀerent varieties of meta-models,
combined with three diﬀerent data transforms are already being used, this is
deemed unnecessary.
The Gaussian kernel requires the choice of kernel parameter γ. Further-
more, the training process requires the choice of the error penalty parameter
C. In this work, a simple grid search is used to ﬁnd appropriate C and γ values
as the cost of a training a candidate model is negligible compared to the cost
of generating training samples.
It is necessary to determine levels and bounds for this grid search; an often
used approach is to use levels of 2n for n ∈ [−8, 8] (Chang and Lin (2011)).
By considering the scaling of the particular problem, a much narrower set of
bounds can be deduced. First deﬁne a minimum objective function value of
signiﬁcance, δ. It would be sensible to choose δ = , but this does not have to
be the case. Also, let the maximum distance between pairs of samples in the
domain be M and the minimum distance be m.
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Consider the case of the closest two samples in the domain. A particular
kernel only signiﬁcantly contributes to the decision function (Equation 4.6.15)
if it exceeds δ when ‖x1−x‖ = m, provided C is not excessively large. Using
this knowledge, it is possible to derive an upper bound for γ:
δ ≤ exp (−γm) (4.6.17)
γ ≤ − 1
m
ln δ (4.6.18)
Similarly, any kernel that is greater than 1 − δ when ‖x1 − x‖ = M can
be replaced by the constant term in the decision function (Equation 4.6.15),
provided C is not excessively small. This observation enables a lower bound
for γ to be speciﬁed:
1− δ ≥ exp (−γM) (4.6.19)
− 1
M
ln (1− δ) ≤ γ (4.6.20)
A key assumption of Equations 4.6.17 and 4.6.19 is that any point that
does not make a contribution to reducing cross-validation error is negligible.
Since cross-validation is used to evaluate the quality of candidate meta-models
in this work, this assumption is reasonable. Depending on the distribution of
samples, it may be sensible to choose m and M diﬀerently. If some pairs of
samples are radically further apart or closer together than the mean distance
between samples, then it may be worth excluding them.
4.7 Eﬃcient global optimization
4.7.1 Introduction
In the previous section, three types of meta-models were introduced. These
meta-models serve as surrogates for the computationally expensive simulations
needed to evaluate the performance of a candidate set of compressor blades. It
is possible to apply standard optimization algorithms directly to these meta-
models to generate an improved blade design. Since the areas of the design
space yielding optimal or near optimal solutions are not know a priori, this
would require dense sampling over the entire domain.
A better approach is an iterative update scheme, such as eﬃcient global
optimization (Jones et al. (1998)). EGO bootstraps a meta-model using an
initial set of samples, often generated via latin hypercube sampling. New
samples are subsequently added, by optimizing various inﬁll criteria, derived
from estimates of meta-model mean and variance. At its core EGO, is a
reinforcement learning problem: an agent, in this case the optimizer, takes
action, in this case selecting inﬁll samples, to maximize reward, in this case
the objective function. Inherently, such problems require a trade oﬀ between
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exploration of unsampled areas and exploitation of problem knowledge and
are thus termed exploration-exploitation problems (Kaelbling et al. (1996)).
In the remainder of this section, the process of applying EGO to a practical
optimization problem is discussed.
4.7.2 Inﬁll criteria
Probably the most widely used inﬁll criteria is expected improvement, which
is an estimate of the probability that a particular sample will improve on the
model optimum. The improvement of the current point Y , over the current
optima, y∗, is given by I = max {0, y∗ − Y }. Jones et al. (1998) show that
given this deﬁnition of I, expected improvement is given by Equation 4.7.1.
Note that Φ(x) denotes the normal cumulative density function, while φ(x)
denotes the normal probability density function.
E(I) =
 (fmin − yˆ) Φ
(
fmin − yˆ
sˆ
)
+ sˆφ
(
fmin − yˆ
sˆ
)
sˆ 6= 0
0 sˆ = 0
(4.7.1)
Sasena et al. (2002) gives a comparison of several other inﬁll criteria, such
as the maximum variance criterion, where samples are placed in areas of high
variance, in order to decrease the uncertainty of the model predictions. For
further discussion of the inﬁll criteria used in this work, see Appendix B.
4.7.3 Generating multiple inﬁll samples per iteration
The samples generated by optimizing an inﬁll criterion are referred to as in-
ﬁll samples. In this section, the algorithm used to generate inﬁll samples is
described. As originally proposed by Jones et al. (1998), EGO only adds a
single point during the inﬁll step. This approach is parsimonious in terms of
functional evaluations, but does not make eﬃcient use of the massive amount
of parallel computing power available. Several authors have explored diﬀerent
avenues for generating multiple inﬁll samples per EGO iteration (Chaudhuri
et al. (2012), Henkenjohann and Kunert (2007), Ponweiser et al. (2008), Gins-
bourger et al. (2007), Viana et al. (2010)).
A straight forward way to generate multiple inﬁll samples per iteration
is to use multiple inﬁll criteria. For example, by applying both maximum
variance and expected improvement inﬁll criteria, a balance is struck between
improving the model as a whole and ﬁnding samples with a high likelihood
of improving the optimum. The relative numbers of maximum variance and
expected improvement samples might be adjusted depending on the estimated
accuracy of the model. The optima may also be added as an inﬁll sample, in
order to validate predicted performance.
Multiple inﬁll samples can be generated from a single inﬁll criterion by
iteratively optimizing this criteria, provided there is some way for later inﬁll
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. OPTIMIZATION AND META-MODELING 54
samples to account for the eﬀect of earlier samples. One way to achieve this is
to introduce a minimum radius between inﬁll samples in order to prevent them
from clumping together. This can be accomplished using a so called exclusion
radius (rexclusion); a minimum radius between inﬁll samples, included as a
constraint on the inﬁll optimization problem (Chaudhuri et al. (2012)). The
approach taken in this work accounts for the fact that most inﬁll criteria are
dependent on both estimates of sample mean, as well as the variance of those
estimates. When a new inﬁll sample (xinfill) is found, the objective model (fˆ)
is updated by adding a new data point, with yinfill = fˆ (xinfill). In this way,
the inﬁll model's estimate of sample mean is not aﬀected, but the estimate
of the variance is updated to account for the new inﬁll sample. This implies
that subsequent inﬁll samples can account for the change in variance caused
by previous inﬁll samples.
4.7.4 Optimizing inﬁll criteria
By deﬁnition, model variance is zero at points that have been sampled and
non-zero between them. If a sample space has d dimensions and contains n
samples, and it is assumed that there is one optima in variance between each
sample and its 2d neighbors, then there are O(nd) local optima in variance.
Even for moderately sized problems, this corresponds to a large number of
optima.
Aside from the highly multi-modal nature of meta-model variance upon
which most inﬁll criteria are based, the inﬁll optimization problem is further
complicated by the fact that inﬁll criteria such as expected improvement are
relatively ﬂat near sampled points.
As the inﬁll optimization problem is both highly multi-modal, as well as
ﬂat near sampled points, a gradient based optimizer is likely to be unsuitable.
Accordingly, a PSO optimizer, described in Appendix B, is used. PSO has no
requirement that constraint gradients be continuous when optimizing inﬁll, so
constraints on the inﬁll optimization problem are simply handled by masking
the inﬁll criteria to zero in areas in which constraints are violated.
4.7.5 EGO based convergence criteria
The concept of expected improvement also provides a convenient way to judge
whether or not to terminate the optimization process, as it provides a measure
of how likely the current optima can be improved upon. Jones et al. (1998)
recommend that the optimization process be terminated when there is less
than 1% chance that the next iteration will improve upon the current optima
i.e. maxE (I) < 0.01. Relying on expected improvement in this way presumes
the underlying model of sample mean and variance are of suﬃcient ﬁdelity
to make estimates of expected improvement accurate. Accordingly, another
convergence criteria can be added: meta-models must be of suﬃcient accuracy,
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Table 4.1: Data transform recipes
Recipe Name Description
scaled Feature normalization, as given by Equation 4.5.1
powerscaler{N} The Box-Cox transform, as given by Equation 4.5.2.
The parameter λ is given by {N}.
pca Principle component analysis, as outlined in Sec-
tion 4.5.4.
Table 4.2: Meta-model recipes
Recipe Name Description
rs A full second-order response surface, with coeﬃcients
determined via stepwise forward regression
quad-rs A second-order response surface with no cross-terms
kriging A kriging meta-model, as outlined in Section 4.6.3.
svr A support-vector regressor, as outlined in Section 4.6.4.
svc A support-vector classiﬁer, as outlined in Section 4.6.4.
assessed using the criteria described in Section 4.4.3. Finally, for practical
reasons, it is useful to impose a minimum and maximum number of iterations.
The choice of these values is dually dependent on the problem being solved
and the resources allocated to solving the problem.
4.7.6 Using meta-models as part of the EGO process
Before explaining the optimization process itself, it is necessary to understand
how the data transforms of Section 4.5 and meta-models of Section 4.6 are
combined to approximate the simulations of Chapter 3. The Python library
metamod, developed as part of this work, provides convenience functions to
implement the transforms and meta-modeling libraries of Section 4.5 and Sec-
tion 4.6. This library introduces the concept of recipes. These recipes are
simple text deﬁnitions of data transforms and meta-models to be applied to a
data set. The data transforms and meta-models used in this work are outlined
in Table 4.1 and 4.2 respectively. The recipe scaled pca quad-rs indicates
that the data is ﬁrst normalized, whereafter principle component analysis is
applied and ﬁnally, a second order response surface without cross terms is ﬁt to
the data. An abstraction is provided in the library to ﬁt an arbitrary number
of recipes to a given dataset and retrieve the most accurate model recipe.
4.7.7 The EGO optimization process
The optimization process is illustrated in Figure 4.6. Initially, an optimal latin
hypercube is used to distribute samples in the computational domain. Meta-
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Figure 4.6: The optimization process. Model recipes, made up from the transforms
in Table 4.1 and meta-models in Table 4.2, are ﬁtted to the currently available data.
The best meta-models are selected and used to evaluate the chosen inﬁll criteria.
This process continues until convergence has been achieved.
models are ﬁt to the objective and constraint functions, using a collection of
predeﬁned model recipes associated with each function. The best meta-model
is identiﬁed, using the R2 coeﬃcient calculated by cross-validation. Various
inﬁll criteria are optimized, using the estimates of mean and variance from
the best meta-model. If the best meta-model does not provide an estimate of
variance, the variance estimate from the best kriging model is used along with
the mean estimate from the meta-model in question. Convergence is checked
after optimizing inﬁll criteria, using the approach described in Section 4.7.5.
If the optimization process is adjudged not converged, then the inﬁll samples
are evaluated and new meta-models are trained for the objective and con-
straint functions. This process is repeated until convergence is achieved. In
Appendix C the algorithm described in this section is applied to an example
problem.
4.8 Conclusion
In this section three data transforms and three meta-modeling techniques were
introduced. Their purpose is to replace the computationally expensive CFD
simulation codes in the optimization process. An optimization technique was
presented, referred to as eﬃcient global optimization. This technique is specif-
ically developed for use with meta-models which provide probabilistic infor-
mation about the underlying function, such as the kriging meta-model. In the
next chapter, eﬃcient global optimization will be used to develop an optimized
blade design for the Rofanco compressor.
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Chapter 5
The optimization of blade proﬁles
5.1 Introduction
In this chapter, the concepts introduced in the preceding three chapters are
used to develop a new blade design for the Rofanco compressor. Section 5.2
deals with the formulation of the optimization problem, particularly blade pa-
rameterization, problem bounds and the necessary constraints. Solving these
problems, using the EGO techniques of Section 4.7, is discussed in Section 5.3.
The results of the optimization problems are presented in Section 5.4.
5.2 Formulation of the optimization problem
5.2.1 Introduction
In this section, some concepts needed to develop the blade design optimiza-
tion problem are presented. The NACA 65 parameterization scheme, used
to control airfoil shape, is introduced and the makeup of the design vector
from individual airfoil sections is explained. Bounds are introduced on this
design vector and the speciﬁc constraints necessary to control blade stall and
incidence angle are also discussed.
Before proceeding, it is helpful to review the parameters that can inﬂuence
the performance of an axial ﬂow compressor. The overall performance of an
axial ﬂow compressor is determined by the ﬂow coeﬃcient (Equation 2.2.4),
pressure coeﬃcient (Equation 2.2.3) and degree of reaction (Equation 2.2.5).
These can in turn be related to physical properties of the compressor itself,
such as ﬂow area, speed of rotation, mean radius, number of blades, blade
chord and blade shape. Because the aim of this work is to design a new set
of compressor blades compatible with the existing Rofanco compressor, axial
blade spacing, ﬂow area, speed of rotation, mean radius and the number of
blades are all ﬁxed by the problem deﬁnition. The remaining free parameters
pertain to blade shape, as well as blade chord and thickness. Of these, blade
57
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chord and thickness are set to those of the current machine and repeating
stages are used, for reasons of computational cost. As a result, blade shape is
the only remaining free parameter.
5.2.2 NACA 65 airfoils
NACA 65 airfoils were originally designed to maximize the range of lami-
nar ﬂow and for approximately uniform loading along the chord of the airfoil
(Aungier (2003)). They have been in use for at least the past 70 years (Abbott
et al. (1945)), in a variety of ﬁelds, such as wind turbines (Timmer (2009)),
jet aircraft (Whitcomb (1974)) and compressors (Aungier (2003)).
The NACA 65 airfoil series were originally intended for use as isolated
airfoils in a free stream. In order to increase their suitability for compressor
applications, it is common to make modiﬁcations to standard NACA 65 blades.
The original NACA 65 airfoils are not structurally sound in the compressor
context, due to their thin trailing edge (Aungier (2003)). Therefore, the modi-
ﬁed NACA 65 thickness distribution of Kovach and Sandercock (1961) is used,
which has a thicker trailing edge. Another modiﬁcation used in this work is to
replace the original NACA 65 camber line with a circular arc camber line, as
this has become the normal camber line to use with NACA 65 blades (Cumpsty
(1989)).
NACA 65 airfoils are commonly speciﬁed using the six-digit airfoil code
(not explained here) from which the NACA 6 airfoil series take their name.
Since the thickness distribution of the modiﬁed NACA 65 airfoils is known and
the combination of blade inlet and outlet angles completely speciﬁes a circular
arc camber line, blade angles can be used to specify the modiﬁed NACA 65
airfoil. In this work, NACA 65 blades are speciﬁed using inlet (χ1 or κ1) and
outlet (χ2 or κ2) blade angles.
5.2.3 Makeup of the design vector
The inlet and outlet blade angles are controlled at three radial stations. If the
rotor and stator blade angles are denoted by χ and κ respectively, then the
fragment of the design vector relating to the i-th radial station is given by:
bi =
[
χi1 χ
i
2 κ
i
1 κ
i
2
]T
(5.2.1)
The whole design vector is made up of three radial station fragments:
x =
[
b1 b2 b3
]T
(5.2.2)
In order to construct a compressor blade from the three radial stations, cubic
splines are used to interpolate blade data at each station, at a constant chord
fraction, as shown in Figure 5.1.
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Figure 5.1: Compressor blades are constructed from three radial stations (the airfoil
shapes) by interpolating station data radially, using cubic splines.
5.2.4 Bounding the design vector
It is necessary to establish upper (xu) and lower bounds (xl) on the design
vector. The choice of bounds is problem dependent, but not critical as the
search space can be expanded if necessary. The arbitrarily chosen design space
is centered around the current design for the Rofanco compressor (x) and a
constant oﬀset of 10° is used to establish the upper and lower bounds of the
design space. The bounds are listed in Table 6.1 and given by the equations
below.
xl = x− 10° (5.2.3)
xu = x+ 10° (5.2.4)
5.2.5 Outlet ﬂow angle constraints
To ensure the validity of the single-stage model, it is necessary to constrain
the angle of the ﬂow out of the stator so that the incidence upon the next
rotor blade is within acceptable limits. The incidence upon the rotor row at
radius r can be determined from the blade angle and outlet ﬂow angle, which
is related to the outlet ﬂow velocity:
i(r) = χ1(r)− β3(r) = χ1(r)− arctan
(
U(r)− Ct(r)
Ca(r)
)
(5.2.5)
Then the constraint takes the form:
imin ≤ i(r) ≤ imax (5.2.6)
Since the inlet blade angles are only speciﬁcally known at the radial sta-
tions, they are interpolated using cubic splines. This constraint is applied at
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ﬁve equally spaced radii, outside of the boundary layer. The boundary layer is
excluded for two reasons. Firstly, the ﬂow ﬁelds near the hub and shroud are
complex, due to tip gap and boundary layer eﬀects. No detailed validation of
the ﬂow ﬁelds in this area was undertaken and there were concerns that valid
designs could be excluded due to model error. Secondly, during post-processing
the CFX results, it was observed that there was a signiﬁcantly greater variance
in ﬂow quantities from grid points near the hub and shroud. Because of this,
it was questionable whether constraining the incidence angle calculated from
the average axial and tangential velocity had physical meaning.
5.2.6 Stall margin constraints
It is necessary to include a constraint to exclude designs which have a stalling
mass ﬂow greater than the design stalling mass ﬂow. Stall is evaluated using
the techniques of Section 3.6: three static simulations are run at diﬀerent mass
ﬂows and stall is determined by comparing their pressure coeﬃcients.
As a population based optimizer is optimizer is used to solve the inﬁll
optimization problem, there is no requirement that the stall constraint be
continuous. Therefore, the stall prediction problem is modeled as a classiﬁca-
tion problem, in order to avoid having to train three separate meta-models to
predict ψstall,1ss , ψ
stall,2
ss and ψ
design
ss individually.
S (x,mstall,1,mstall,2) =
{ −1 ψstall,1ss ∈ [ψstall,2ss , ψdesignss ]
1 ψstall,1ss /∈
[
ψstall,2ss , ψ
design
ss
] (5.2.7)
For the Rofanco compressor, these stall mass ﬂows are set as follows:
mstall,1 = 2.30 kg/s, mstall,2 = 2.25 kg/s, mdesign = 2.70 kg/s (5.2.8)
5.2.7 Stagger and camber angle constraints
In order to restrict blades to those that are physical, constraints on stagger and
camber angles are introduced. A stagger angle of ζ = 0° implies blades aligned
with axial ﬂow, while a stagger angle of ζ = 90° implies blades perpendicular
to the oncoming ﬂow. Stagger angle is thus constrained to be between these
angles, in radians:
0 ≤ ζ ≤ pi
2
(5.2.9)
Substituting for rotor and stator blade angles, yields four constraints:
0 ≤ 1
2
(χ1 + χ2) ≤ pi
2
(5.2.10)
0 ≤ 1
2
(κ1 + κ2) ≤ pi
2
(5.2.11)
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Similarly, a blade of zero camber θ = 0° does not turn the ﬂow, while a
blade of θ > 90° turns the ﬂow back in the direction it came. Putting into
constraint form, with the angle in radians again:
0 ≤ θ ≤ pi
2
(5.2.12)
Once again, substituting blade angles for camber angle, yields four additional
constraints:
0 ≤ χ1 − χ2 ≤ pi
2
(5.2.13)
0 ≤ κ1 − κ2 ≤ pi
2
(5.2.14)
5.2.8 Standard form optimization problem
Using the information of this section, it is possible to construct an optimiza-
tion problem in standard form. The pressure coeﬃcient, ψss is maximized,
subject to the incidence being greater than the minimum allowable incidence
(imin = −5°) and less than the maximum allowable incidence (imax = 5°).
Further, the compressor must not stall before some critical stalling mass ﬂow
(S (mstall,1,mstall,2) ≤ 0) as discussed in Section 5.2.6 and the blades must be
physically viable, as discussed in Section 5.2.7.
min −ψss
subject to: i (R)− imax ≤ 0
imin − i (R) ≤ 0
S (mstall,1,mstall,2) ≤ 0
Υj1 + Υ
j
2 − pi ≤ 0
− (Υj1 + Υj2) ≤ 0(
Υj1 −Υj2
)− pi
2
≤ 0(
Υj2 −Υj1
) ≤ 0
xl ≤ x ≤ xu
where: R ∈ {i ∈ [0, 4] : 0.16 + 0.1i}
j ∈ [1, 3]
Υ = χ, κ
(5.2.15)
5.3 Solving the optimization problem
5.3.1 Introduction
The optimization problem in Section 5.4 can be solved with the methods of
Section 4.7. In this section, some problem speciﬁc aspects of this process are
described. An initial optimal latin hypercube of 120 samples was trained.
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Table 5.1: The choice of models used to solve the optimization problems of Section 5.4
are listed in the table below. For explanations and deﬁnitions of each of these recipes,
see Section 4.7.7.
Response surfaces SVM Kriging
scaled rs scaled svr scaled kriging
scaled quad-rs scaled pca svr scaled pca kriging
scaled pca rs
scaled pca quad-rs
Table 5.2: The number and type of inﬁll samples. The choices in this table are
problem dependent, but were shown to perform well in test problems.
Technique Count Aim
Maximum variance 2 Improve model quality by reducing
variance
Expected improvement 5 Maximize the probability of improving
the optimum
Meta-model optima 3 Sample the predicted optimum, in or-
der to realize performance gains
Total 10
These candidate designs are summarized in Appendix D. Meta-models and
data transforms of the types outlined in Section 5.3.2 were ﬁtted to this initial
data, whereafter inﬁll samples are generated using the criteria of Section 4.7.2
and sampled using the numerical models of Chapter 3. These new samples
are used to train new models and the process is repeated until the termination
criteria of Section 5.3.5 are met, at which point the optimization process is
terminated.
5.3.2 Choosing the meta-models
It is necessary to choose meta-model varieties from the combinations of data
transforms in Section 4.5 and the models in Section 4.6. The models used
in this work are listed in Table 5.1 and based on the recipes described in
Section 4.7.7. All models are scaled for numerical conditioning reasons.
5.3.3 Choosing the inﬁll samples
Ten inﬁll points per EGO iteration were sampled, as this allowed a cadence
of one EGO iteration per day. The breakdown of these ten inﬁll samples is
listed in Table 5.2. In order to generate n meta-model optima inﬁll samples,
the optima of the n most accurate meta-models are used.
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5.3.4 The inﬁll optimizer settings
In order to generate multiple inﬁll samples per iteration criterion, using the ap-
proach of Section 4.7.3, it is necessary to set the value of rexclusion, a minimum
radius between inﬁll samples included as a constraint on the inﬁll optimiza-
tion process. It is possible to set rexclusion, based on the minimum distance
between design vectors that can be realized in a physical manifestation of the
design. It is probable that the manufacturing tolerance on critical blade angles
is greater than 0.5°. Accordingly, the exclusion radius can be set to a distance
corresponding to a diﬀerence of 0.5° on each blade angle:
rexclusion =
√
12
(
0.5°
( pi
180°
))2
= 32.23(10−3) (5.3.1)
5.3.5 Termination criteria
Section 4.7.5 outlines convergence criteria for an EGO based optimization
scheme. There must be less than a threshold probability of improvement i.e.
max {E(I)} ≤ 0.01. The objective function must be well approximated by
the meta-model i.e. R2 ≥ 0.7. At least Imin = 10 iterations must have been
completed before convergence has been achieved. The maximum number of
iterations is set at Imax = 20.
5.4 Results of the optimization problem
Ten iterations of EGO optimization were performed on the problem described
in Section 5.2.8. Over the course of the optimization process ten designs were
discovered which outperformed the original blade design. In iterations two, six
and nine a new optima was found. The best single stage pressure coeﬃcient
achieved was ψ∗ss = 0.330. This constituted an improvement of 8.55% over
the original value of ψ = 0.304. This optimized design is analyzed further in
Chapter 6.
Figure 5.2 shows the expected improvement and model optima, over the
course of the optimization process. Peak expected improvement of just over 1%
is achieved in iteration nine. The improvements in iterations one and nine are
preceded by substantial peaks in expected improvement, but the improvement
in iteration six is associated with an expected improvement of E(I) ≈ 0.
A bar chart categorizing the ten inﬁll samples per iteration is given in
Figure 5.3. It is apparent from this ﬁgure that a substantial number of inﬁll
samples are placed into constrained regions of the design space. This suggests
that a more sophisticated constraint handling strategy might have been ben-
eﬁcial, in order to deal with locally poor predictions of constraint boundaries.
It is expected that the area around the optima be highly infeasible, as it is
likely that both incidence angle constraints and stall constraint will be active
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Figure 5.2: This ﬁgure contrasts the expected improvement with the predicted and
actual model optima. Note the lack of a clear relationship between the optima of
a given iteration between expected improvement of that iteration. This might be
caused by locally poor predictions of the constraint boundary, as expected improve-
ment does not take the possibility of infeasibility into account.
or near-active at the optimum. It is also interesting to note that most feasible
designs either improved upon the initial Rofanco blade design or were in fact
new optima. The fact that few poor feasible designs were found would seem
to indicate that the optimizer narrowed in on areas of high performance from
the infeasible side of the constraint boundary.
Inﬁll samples are unseen data from the perspective of the models of the
previous iteration. Accordingly, they constitute an independent test set which
can be used to assess the quality of those models. As shown in Table 5.3,
for this unseen inﬁll data the objective function meta-model uniformly scored
R2infill > 0.9 for all iterations. Also shown in this table is the best recipe for
response surfaces, support vector regression and kriging meta-models. It is
interesting to note that R2cv > 0.95 for all recipes, which indicates that the
objective function models were of high quality. Further, the scaled rs recipe
was consistently the best performing recipe. This indicates that the underlying
function was well approximated by a quadratic polynomial, in the region of
interest. The data used to train the meta-models in this section is available in
Appendix D.
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Figure 5.3: In this ﬁgure, inﬁll samples are categorized over the course of the opti-
mization. Note the abundance of constrained inﬁll samples and the fact that most
feasible designs found are actually better than the original Rofanco blade design.
This seems to indicate that the optimizer approached the optimum from the infea-
sible region.
Table 5.3: The objective function meta-model error. Notice that the scaled rs
recipe is the best performing meta-model and that the model performs well (R2infill >
0.9) when evaluated with unseen inﬁll data.
Best
R2cv Best SVR R
2
cv Best kriging R
2
cv R
2
infillresponse
surface
scaled rs 0.995 svr-rbf 0.983 krig 0.986 0.901
scaled rs 0.987 svr-rbf 0.955 scaled krig 0.981 0.980
scaled rs 0.992 scaled svr-rbf 0.964 krig 0.988 0.991
scaled rs 0.990 scaled svr-rbf 0.962 krig 0.989 0.980
scaled rs 0.993 scaled svr-rbf 0.972 scaled krig 0.992 0.990
scaled rs 0.992 scaled svr-rbf 0.969 krig 0.991 0.970
scaled rs 0.993 svr-rbf 0.971 scaled krig 0.993 0.977
scaled rs 0.991 svr-rbf 0.973 scaled krig 0.993 0.986
scaled rs 0.993 svr-rbf 0.976 krig 0.994 0.985
scaled rs 0.993 svr-rbf 0.977 scaled krig 0.993 0.960
5.5 Conclusion
In this chapter, an optimization problem in standard form was developed to
redesign the Rofanco compressor blades. This problem was evaluated using
the numerical simulation described in Chapter 3 and solved using the MBDO
techniques of Chapter 4. Metrics from the optimization process were exam-
ined in Section 5.4. After ten iterations of EGO, an optimum blade design
was found, which constituted a 8.55% improvement over the current design.
In the next chapter, these new design will be subjected to more detailed anal-
ysis, comparable to the numerical experiments conducted for the Rofanco in
Chapter 3.
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Chapter 6
Analysis of the optimized blade
design
6.1 Introduction
In Chapter 5, an optimized blade design for the Rofanco compressor was de-
veloped. The focus of this chapter is subjecting this new blade design to more
detailed analysis, similar to that conducted in Chapter 3. Accordingly, the
pressure coeﬃcient of the new design is plotted as a function of mass ﬂow in
Section 6.3.2 and axial and tangential velocities are plotted as a function of
radius in Section 6.3.3. The incidence angles are computed from this data
and further examined in Section 6.3.4. In Section 6.4, the design is manually
adjusted in to lower the incidence angles and improve performance.
6.2 Examining the optimized blade design
The original and optimized blade designs are shown in Figure 6.1, at the three
radii at which shape is controlled. Table 6.1 lists the blade angles associated
with each station, for the original (x) and optimum (x∗) blade designs, along
with the upper and lower bounds on the design space. From the analysis
of Chapter 2, it is known that the turning angle must be increased in order
to increase the performance of the compressor. This means that χ2 must be
increased and κ2 must be decreased. This increase is clearly visible for stations
one and two, but station three increases both χ2 and κ2. This might be due
to the incidence constraints only being applied between 0.15 m ≤ r ≤ 0.20 m,
while station three is at r = 0.21 m. This means that the turning angle can
be increased at station three, without concern for the incidence upon the next
stage. χ1 is also much lower for the optimized design than the original Rofanco
design. This results in the maximum allowable incidence angle (imax = 5°)
being exceeded, even without the eﬀects of ﬂow deviation (δ):
i = β1 − χ1 = κ2 + δ − χ1 = 54.50°− 46.37°+ δ = 8.13°+ δ (6.2.1)
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Figure 6.1: Shown in this ﬁgure are the original and optimized compressor blades
for the Rofanco compressor.
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Table 6.1: The current design, optimum design and upper and lower bounds.
xl x x
∗ xu
χ11 43.52° 53.52° 46.37° 63.52°
χ12 12.48° 22.48° 29.48° 32.48°
κ11 33.52° 43.52° 33.52° 53.52°
κ12 -12.76° -2.76° 6.47° 7.24°
χ21 48.37° 58.37° 63.84° 68.37°
χ22 30.44° 40.44° 30.44° 50.44°
κ21 27.14° 37.14° 31.97° 47.14°
κ22 -13.92° -3.92° 4.54° 6.09°
χ31 51.55° 61.55° 62.50° 71.55°
χ32 40.65° 50.65° 55.41° 60.65°
κ31 24.32° 34.32° 44.32° 44.32°
κ32 -15.68° -5.68° 4.32° 4.32°
Examining the blade angles in Table 6.1 shows that several design variables
are pushing up against the design bounds. κ31 and κ
3
2 are against the upper
blade angle limit, while χ22 and κ
1
1 are against the lower blade angle limit.
This might indicate that there is more opportunity for further performance
increases if the bounds are expanded.
6.3 Comparing the original and optimized
blade designs
6.3.1 Overview
In this section, the performance of the optimized blade design is compared
to that of the original blade set. In Section 6.3.2, the pressure coeﬃcients of
the two designs are compared, while in Section 6.3.3, the velocity proﬁles are
compared. The incidence angles are computed from the velocity proﬁles and
examined in Section 6.3.4.
6.3.2 Pressure coeﬃcient
Pressure coeﬃcients for the new blade design are shown in Figure 6.2. In
Figure 6.2a, the ﬁrst stage pressure coeﬃcient at the design point, reported
by the single stage model, has increased by 8.55%, from ψss = 0.304 to ψss =
0.330. Unfortunately, Figure 6.2b shows that this increase does not translate
into an increase over the full domain; in fact the pressure coeﬃcient reported
by the full model is essentially equal to that of the current design.
It is clear that the increases from the single stage model do not trans-
late into equivalent increases over the full model for the optimum design. In
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Figure 6.2: The static-to-static pressure coeﬃcient for the original and optimized
blade designs, as reported by the single stage and full models. Experimental data
is also shown, for reference. Note the increase reported by the single stage model is
not sustained in the full model.
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Table 6.2: The pressure rise over each stage for the optimized and original Rofanco
blade design are shown below. It is noticeable that optimized blades perform sub-
stantially better over the ﬁrst stage, but that this performance deteriorates over the
second and third stage.
Blade set Model ∆pss1 ∆p
ss
2 ∆p
ss
3
Original Single stage 1151.02 Pa - -
Original Full model 1164.07 Pa 904.21 Pa 923.73 Pa
Optimized Single stage 1250.06 Pa - -
Optimized Full model 1262.70 Pa 863.11 Pa 856.33 Pa
this regard, it is interesting to examine the pressure rise over each stage, as
tabulated in Table 6.2. Clearly, the optimized model produces a signiﬁcantly
increased ﬁrst stage pressure rise. This is unsurprising, as this is the quantity
acted upon by the optimizer in Chapter 5. This increase is not carried over to
the second and third stages, in which the pressure rise for the optimum design
is in actual fact lower than that of the original design. The reason for this
discrepancy is further explored in Section 6.3.3 and Section 6.3.4.
6.3.3 Velocity proﬁles
Axial velocity proﬁles for the original and optimized blade sets are shown
in Figure 6.3. Axial velocity proﬁles for the optimized and original models
are similar at R1. As the ﬂow moves through the machine, they begin to
diverge. The velocity proﬁle for the optimized blades becomes more rounded,
with the eﬀect of lowering the axial velocity near the hub and shroud and
signiﬁcantly increasing the axial velocity near midspan. From Section 2.2.4, it
can be recalled that the reason for introducing the work-done factor was the
decrease in energy imparted to the ﬂuid caused by the increased midspan axial
velocity. This increase in axial velocity through the machine is probably part
of the cause of the low performance of the second and third stage noticed in
Section 6.3.2.
Tangential velocity proﬁles for the original and optimized blade sets are
shown in Figure 6.4. The optimized and original velocity proﬁles show similar
forms, with the optimized velocity proﬁles having higher magnitude. Since
increasing the tangential velocity results in an increased amount of work being
done on the ﬂuid, this change is expected in an optimized blade set.
6.3.4 Incidence
Using the data from Figures 6.3 and 6.4, it is possible to compute the ﬂow angle
out of the stator, as a function of radius. Flow angle out of the ﬁrst stage as
well as blade angles, interpolated via cubic splines, are shown in Figure 6.5a.
Using these two quantities, incidence upon the second stage rotor blades can
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(a) R1 axial velocity measurements
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(b) R2 axial velocity measurements
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(c) R3 axial velocity measurements
Figure 6.3: In this ﬁgure, the axial velocity predictions for the original and optimized
blade designs are plotted as a function of radius.
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(a) R1 tangential velocity measurements
0 5 10 15 20 25 30 35 40
Cx (m/s)
0.15
0.16
0.17
0.18
0.19
0.20
0.21
r
(m
)
R2
Full profile original
Full profile optimized
(b) R2 tangential velocity measurements
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(c) R3 tangential velocity measurements
Figure 6.4: In this ﬁgure, the tangential velocity predictions for the original and
optimized blade designs are plotted as a function of radius.
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be calculated and is shown in Figure 6.5b, along with the upper and lower
incidence limits of imin = −5° and imax = 5°. It is clear that these limits are
not adhered to in the region of the hub and shroud.
The statement of the optimization problem in Equation 5.2.15 mentions
that incidence is controlled at ﬁve equally distributed actual locations between
r = 0.16 m and r = 0.20 m. Inside this range, incidence angle is within the
mandated limits, but outside the range incidence is greater than imax, reaching
up to i = 20°. Incidence this high is very likely to cause ﬂow separation near
the root and tip of the blade, leading to reduced performance in those areas
and explaining the blockage that lead to more peaked axial velocity proﬁles in
Section 6.3.3.
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Figure 6.5: In this ﬁgure, the blade and ﬂow angles are compared, in order to
determine the incidence upon the next rotor row. Note how incidence is greater than
the allowable limit near the hub and shroud, where incidence is not constrained. This
is likely the cause of the blockage in axial velocity visible in Figure 6.3.
6.4 Adjusting the optimized blade design to
lower the incidence angle
6.4.1 Overview
From the analysis in Section 6.3.4 and the blade angles in Table 6.1, it is clear
that excessive incidence is worsening the performance of downstream stages.
There are three ways to solve this problem. The ﬁrst of these is to restart the
optimization process, using the full proﬁle model instead of the single proﬁle
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model. This approach implies extreme computational cost; the full proﬁle
model was initially ruled out for reasons relating to computational cost.
The second approach is to reformulate the optimization problem of Equa-
tion 5.2.15 in order to include incidence constraints that extend right the way
to the blade hub and shroud. This new optimization problem would have to
be solved again, but the process could be greatly sped up by bootstrapping
the model with existing data, since calculating the incidence angle is merely
a post-processing operation. A concern with this approach is that the design
space is already highly constrained and adding additional incidence constraints
will worsen this problem. Adding additional constraints will necessitate a
more sophisticated approach to handling incidence than that is outlined in
Section 4.7.4.
The third approach to solving the problem of excessive incidence is to
manually adjust the blade angles to lower the incidence upon the second and
third rotor stages. It is obvious that this is a substantially simpler task than
restarting the optimization process. Even were one to choose to restart the
optimization process with either the single proﬁle or full proﬁle models, seeding
it with incidence adjusted designs would be sensible. Accordingly, in this
section the optimum blades are adjusted to decrease the incidence angle. The
new set of blades are referred to as the adjusted blade set.
6.4.2 Calculating new blade angles
In order to lower the incidence angle, i, upon the ﬁrst rotor, the stator outlet
ﬂow angle, α3, should be adjusted so that relative rotor inlet angle, β1, implied
by α3, is close to the rotor inlet blade angle, χ1. From Figure 6.5, it may be
observed that incidence angles are bounded by i(0.15 m) ≈ 25° and i(0.21 m) ≈
15°. Accordingly, incidence at r = 0.15 mmust be reduced by 20° and incidence
at r = 0.21 m must be reduced by 10°.
The necessary decreases in incidence could be achieved by either increasing
the inlet blade angle or decreasing the outlet ﬂow angle. Five simulations were
run with the intention of decreasing the incidence upon the downstream rotor.
Two of these achieved the decreased incidence by only adjusting the rotor
inlet angle or stator outlet angle respectively. The remaining three simulations
linearly interpolated between these extremes. The most successful design was
that which only adjusted the stator outlet angle.
6.4.3 Adjusted blade angle results
The blade angles for the best adjusted design are shown in Table 6.3. In Fig-
ure 6.6, the pressure coeﬃcient as a function of mass ﬂow is shown for the best
adjusted design, along with the original optimized design. The performance for
the original, optimized and adjusted blade designs is summarized in Table 6.4.
The adjusted design slightly exceeds the 8.55% improvement shown by the
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Table 6.3: The current design, optimum design, adjusted design and upper and lower
bounds.
xl x x
∗ xadj xu
χ11 43.52° 53.52° 46.37° 46.37° 63.52°
χ12 12.48° 22.48° 29.48° 29.48° 32.48°
κ11 33.52° 43.52° 33.52° 33.52° 53.52°
κ12 -12.76° -2.76° 6.47° -5.68° 7.24°
χ21 48.37° 58.37° 63.84° 63.84° 68.37°
χ22 30.44° 40.44° 30.44° 30.44° 50.44°
κ21 27.14° 37.14° 31.97° 31.97° 47.14°
κ22 -13.92° -3.92° 4.54° 4.54° 6.09°
χ31 51.55° 61.55° 62.50° 62.50° 71.55°
χ32 40.65° 50.65° 55.41° 55.41° 60.65°
κ31 24.32° 34.32° 44.32° 44.32° 44.32°
κ32 -15.68° -5.68° 4.32° -13.53° 4.32°
Table 6.4: The various designs discussed in this work and their relative improvements
over the original design
Single stage model Full model
Design ψss Improvement ψss Improvement
Original 0.304 - 0.790 -
Optimized 0.330 8.55% 0.791 0.13%
Adjusted 0.331 8.88% 0.858 8.61%
optimized design when evaluated by the single stage model and importantly,
maintains a 8.61% improvement when evaluated by the full model.
When evaluated by the single stage model, the adjusted blade design does
not maintain the maximum stalling mass ﬂow of 2.3 kg/s; it stalls at 2.4 kg/s.
It should be noted that this requirement is conservative, as the current blade
set stalls at 2.4 kg/s. Further, when evaluated by the full model, stalling mass
ﬂow is found to be 2.3 kg/s, meeting this objective. For these reasons, the
adjusted design is deemed acceptable from a stall perspective.
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Figure 6.6: The mass ﬂow-pressure coeﬃcient curves for the adjusted design. Note
how the adjusted design maintains the increase in pressure coeﬃcient when evaluated
with the full model. The adjusted design achieves a 8.88% improvement over the
current design when evaluated with the single stage model and a 8.61% improvement
when evaluated with the full model.
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6.5 Conclusions
In this chapter, the optimized blade design of Chapter 5 was subjected to de-
tailed numerical analysis. The signiﬁcant increase found during the optimiza-
tion process using the single stage model, did not translate to an equivalent
increase in the full model. This was investigated in Section 6.3.4 and found
to likely be related to high incidence caused by the omission of an incidence
constraint at the hub and shroud. A new design was created by manually ad-
justing the blade angles of the optimum design, in order to lower the incidence
angle upon the downstream rotor. This adjusted design delivered an increase
of 8.61% over the current design, when evaluated with the full model. For
the adjusted design, several blade angles are limited by the upper and lower
bounds. This indicates that there might be further opportunity for improve-
ment if these bounds are widened.
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Chapter 7
Conclusion
7.1 Introduction
Over the previous ﬁve chapters, the problem of designing a new set of compres-
sor blades for the Rofanco compressor has been addressed. Over the course
of this chapter, the contents of this work are critically analyzed. Section 7.2
to Section 7.6 discuss some conclusions relating to speciﬁc topics discussed in
this work. Section 7.7 evaluates the objectives introduced in Section 1.4.
7.2 The modeling of axial compressors for
design purposes
In Chapter 3, four models were considered for design purposes. These models
were constructed from the combinations of two boundary conditions and two
model domains. The ﬁrst set of boundary conditions speciﬁed pressure and
temperature at the rotor inlet and mass ﬂow at the stator outlet. Due to
poor agreement between the velocity proﬁles predicted by these models and
experimental data, they were discarded from consideration.
The second set of boundary conditions used in this work speciﬁed a velocity
proﬁle at rotor inlet and temperature and pressure at the stator outlet. Two
domains were simulated using these boundary conditions: a single compressor
stage and the full compressor. Despite the full compressor model showing
better agreement with experimental data, the single stage model was used in
the design process for reasons of computational cost. Equation 2.3.14 was used
to convert the pressure rise over a single stage to that over the whole machine.
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7.2.1 Single stage approximation to the full compressor
model
In order to make the computational problem tractable, a simpliﬁed single
stage compressor was used in the design process. Incidence constraints were
imposed on this model, in order to ensure that ﬂow out of the stator aligned
with the rotor of the next stage. These constraints were deliberately not
applied at the hub and shroud radii, because it was felt that tip gap eﬀects
might distort ﬂow ﬁelds in this area and lead to erroneous constraint violations
(a severe problem, given the highly constrained nature of the design space).
Unfortunately, omitting these constraints at the hub and shroud resulted in
the optimizer driving high incidence angles near the rotor root and tip, which
in turn lead to blockage of axial ﬂow and a peaked axial velocity proﬁle. This
velocity proﬁle lead to decreased performance over the full model, for reasons
outlined in Section 2.2.4.
In Chapter 6, it was found that the optimizer had exploited the diﬀerence
between the low ﬁdelity and high ﬁdelity model and driven the optimum to-
ward an area where the behaviors of these models diverged. The relationship
between the pressure coeﬃcient reported by the single stage and full model was
investigated early in this work. An initial set of ten geometries were evaluated
using both the single stage and full models. The pressure coeﬃcients reported
by both models was found to vary proportionally, with no clear bias. Unfor-
tunately, as data was generated very early on and not felt to be particularly
important, it is not available today.
Had more time been spent categorizing the relationship between the sin-
gle stage model and full model, it might have been possible to deduce that
incidence constraints were also necessary at the hub and shroud. Part of the
reasoning behind not studying this relationship in great detail before com-
mencing the optimization process, was that a generally good correspondence
between the two models might not rule out problems of the type observed in
Chapter 6. The reason for this is that what mattered for the optimization pro-
cess was not that the models showed general agreement; instead they needed
to agree in the region of the optima. Without knowing the location of the
optima, correspondence in the region of interest could not be established.
7.2.2 Automatic analysis of axial compressors
An wholly automated system for analyzing arbitrary compressor geometries
was created. Designs could be speciﬁed using geometry ﬁles, created from
input design vectors. Python scripts were developed to import these geome-
try ﬁles into ANSYS Workbench, mesh them, analyze them using CFX and
post-process them with CFD-Post. These results were further processed using
custom Python scripts. This ﬂexible, automated system enabled hundreds of
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CFD simulations to be run, for various parameters and arbitrary geometries,
without any human intervention.
7.2.3 Evaluation of stall
In Section 3.6, a method for evaluating the stall margin of a compressor using
three static simulations was developed. During the course of the optimization
process it was observed that some stalled designs were incorrectly evaluated
as unstalled.
The reason for this misclassiﬁcation was an inability of the non-transient
model to properly capture the oscillatory ﬂow behavior during a stalled simula-
tion. When stalled, the ﬂow ﬁeld through the machine is inherently transient,
causing a ﬂuctuating pressure rise over the machine. When modeling this
process with a static simulation, these oscillations can be observed in the pres-
sure monitors. If all convergence criteria happen to be met, while pressure is
near the peak of an oscillation, an erroneously high pressure rise is reported.
If this process happens for both simulations at mstall,1 and mstall,2, it might
lead to the data point being marked as unstalled, according to the relation in
Equation 3.6.1.
By far the most common behavior for stalled simulations in this work was
to not converge, resulting in failures of the stall criteria being extremely rare.
Accordingly, this failure in stall prediction did not impact the results of this
work. The use of this criteria is recommended for future work due to its
robustness and simplicity, but this shortcoming should be noted.
7.3 Meta-modeling and eﬃcient global
optimization
7.3.1 Constraint handling in EGO problems
As discussed in Section 4.7.4, inﬁll criteria typically display a very high degree
of multi-modality and therefore favor the use of a population based optimizer,
such as PSO. PSO does not require the smoothness or even existence of con-
straint gradients. Because of this, inﬁll constraints could be handled simply
by masking the inﬁll criteria in areas where design constraints were violated.
This crude approach to constraint handling had a drawback. When con-
straint values are predicted using meta-models, errors in these predictions can
lead to incorrect predictions of feasibility or infeasibility of a given point. If the
gradient of the constraint is ﬂat near the constraint boundary, small prediction
errors could induce a large error in the prediction of the constraint boundary.
This could lead to poor performance, as the optimizer would have to creep
toward the real constraint boundary, by placing inﬁll samples up against the
incorrectly predicted constraint boundary.
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A better constraint handling strategy is constrained expected improvement.
Constrained expected improvement is a modiﬁed form of expected improve-
ment which incorporates probabilistic information about the feasibility of a
given point. More information regarding expected improvement can be ob-
tained from Forrester et al. (2008).
7.3.2 Generating multiple inﬁll samples per iteration
In order to reduce the ratio of time spent training meta-models to time spent
simulating new inﬁll samples, it is desirable to produce multiple inﬁll samples
per iteration. In this work, two methods for achieving this were outlined. The
ﬁrst uses an exclusion radius to impose a minimum distance between inﬁll
samples, based on the work of Chaudhuri et al. (2012). The second corrects
estimates of model variance to account for the inﬁll samples added in the same
iteration, by inserting fake data points at the location of the previous inﬁll
samples from this iteration. The value associated with these fake data points
are the value predicted by the meta-model at that location. An interesting
avenue for future work would be to compare this inﬁll update strategy to
others proposed in the literature.
7.3.3 Response surfaces and stepwise forward regression
In this work, two variants of quadratic response surfaces were used. The ﬁrst
variant was full polynomials with cross-terms and coeﬃcients determined via
stepwise forward regression. The second variant included no cross-terms, but
preprocessed data using principle component analysis (PCA). PCA, described
in Section 4.5.4, is a linear mapping between the current design space and a
space that maximizes model variance in each direction. Applying PCA aligns
the variance in the data with the main model directions. During the course of
this work it was observed that the second variant, using PCA, created models
of comparable quality to the ﬁrst variant, at signiﬁcantly lower computational
cost.
7.3.4 SVM hyper-parameter bounds
In Equations 4.6.17 and Equations 4.6.19, bounds for the Gaussian kernel
radius were derived from the support vector machine decision function. These
bounds are simple to compute, yet provide a tighter bounding for the range of
allowable kernel radii than is recommended by common guides, such as Chang
and Lin (2011). Similar bounds can be computed for other kernels, such as
the polynomial or sigmoid kernel, following the approach of Section 4.6.4. To
the knowledge of the author, these simple bounds based on an understanding
of the underlying SVM model have not been proposed before.
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7.4 The compressor blade design problem
formulation
7.4.1 Correcting the single stage blade design problem
There are several problems with the formulation of the optimization problem
as outlined in Equation 5.2.15. The ﬁrst of these is that the incidence angle
is not controlled at the hub and shroud. From the perspective of problem
formulation, the ﬁx is straightforward: extend the incidence constraint out to
the hub and shroud. A concern with this approach is that the design space is
already highly constrained; adding additional constraints will worsen this. If
this route is followed, a more sophisticated approach to handling constraints
is recommended, such as that outlined in Section 7.3.1.
A second problem with the problem as stated in Equation 5.2.15, is that
provided the incidence constraints are met, the stator outlet angle, κ2 is largely
a free parameter. Because the eﬀects of misalignment of the stator outlet and
rotor inlet are not materialized in the single stage model, κ2 can be adjusted
arbitrarily, provided it is not so grossly incorrect as to cause blade separation.
This can be corrected via the observation that rotor and stator inlet and outlet
angles are related via the geometry of Figure 2.1. If κ
′
1 is the zero incidence
stator inlet angle implied by χ2 and κ
′
2 is the zero incidence stator outlet angle
implied by χ2, then an alternative parameterization for a blade station of
Equation 5.2.2 is given below. The parameters a and b are oﬀset parameters,
which can be tightly bounded.
bi =
[
χi1 χ
i
2 κ
′i
1 + a κ
′i
2 + b
]
(7.4.1)
A third problem is that several blade angles for the optimum design are
pushing up against the problem boundary, as is visible in Table 6.3. In any
future problem, the problem bounds should be widened. The unexpected
accuracy (R2 ≈ 0.9) of the objective and constraint meta-models indicates
that widening the bounds should not pose diﬃculties from the perspective of
creating accurate meta-models.
7.4.2 An alternative to constraining the incidence angle
While incidence constraints are likely a helpful component of evaluating a
multi-stage model using a single stage simulation, they are only an indirect
control over the applicability of the single stage simulation. A more direct way
to determine the applicability of a single stage model would be to compare the
ﬂow properties as a function of radius at the single stage inlet and outlet. If
the outlet ﬂow diﬀers by more than some allowable tolerance from the inlet
ﬂow, the validity of the assumption becomes questionable.
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7.4.3 Using multiple models of diﬀerent ﬁdelity
There is no particular reason to only use a single numerical model as part of
the optimization process. Instead, a hierarchy of predictors can be trained to
approximate the output of a series of increasingly accurate and computation-
ally expensive models. Each predictor could be trained to approximate the
diﬀerence between the sum of the previous predictors and the current data
source. Since earlier models hopefully capture much of the underlying trend,
the computationally expensive models higher in the hierarchy can be sampled
less densely than those lower in hierarchy. This approach would help to resolve
the discrepancy outlined in Section 7.4.1, while keeping computational costs
in check.
One could apply this idea to the Rofanco compressor as follows. Let
ψanalyticss be the pressure coeﬃcient estimated via semi-analytic methods, ψ
single
ss
be the pressure coeﬃcient estimated via the single stage model and ψfullss be
the pressure coeﬃcient estimated via full model. The ﬁrst predictor, yˆ1 would
be trained on the data densely sampled from the (presumably) least accurate
data, ψanalyticss . The predictor yˆ2, would be trained on the diﬀerence between
yˆ1 and the predictions of the single stage compressor model i.e. ψ
single
ss − yˆ1.
The ﬁnal predictor would be trained on the diﬀerence between the yˆ2 and the
full compressor model i.e. ψfullss − yˆ2. Predictions for the performance of the
machine as a whole would be given by yˆ1 + yˆ2 + yˆ3. The model yˆ1 would be
mostly densely sampled, while yˆ2 would be less densely sampled and yˆ3 would
be least densely sampled.
7.4.4 Making the full model optimization problem
tractable
The most reliable way to correct the design problem is to use the full proﬁle
model to evaluate the objective function. This requires making the optimiza-
tion problem tractable from a perspective of computational cost. One approach
is that shown in Section 7.4.3, where multiple models can be used to construct
a computationally inexpensive, but more accurate model. An alternative ap-
proach is to recognize that software licenses are the bottleneck preventing large
scale parallel computation. It is possible to re-architecture the EGO process
to keep the available licenses fully utilized at all times by converting the meta-
model training and inﬁll optimization components of EGO to asynchronous
background processes. Every time a license was freed by the completion of a
simulation, an inﬁll sample could be proposed using the current state of the
meta-models and the current best inﬁll sample. This would minimize the time
where licenses are available but not being used.
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7.5 Engineering software and computation
7.5.1 Software licenses as the bottleneck to parallel
computation
Over the last decade, the cost of powerful computational hardware has plum-
meted. Moreover, with the rise of cloud computing services such as Ama-
zon EC2, large amounts of this hardware can be rented in increments of an
hour or less, enabling data-parallel simulations to be executed cost-eﬀectively
in a massively parallel manner. It is possible to construct a cloud based compu-
tational cluster that would feature at number 63 on the Top 100 Supercomputer
list, for less than 6,000$ (Trader (2014)).
Unfortunately, there has not been a similar change in pricing models of
simulation software. Because it is not possible to purchase licenses on an
hourly basis, it is not possible to take advantage of the available hardware.
This forces simulations to be executed in a serial or near-serial manner, despite
the availability of suﬃcient hardware for a massively parallel computation.
Were an hourly licensing model available for this work, it would not have
been necessary to use the reduced ﬁdelity single stage model. Further, it
is likely that the optimization process itself would have been much shorter,
making it easier to experiment and innovate therein.
7.5.2 Retraining of predictor models
Although the cost of an EGO iteration is dominated by the time spent running
simulations, the cost of training predictor models is not negligible. Most of the
models trained in a given iteration are constraint models. It can be observed
that it is redundant to retrain a constraint when little extra information is
added to the meta-model. It is likely possible to develop a criteria to determine
whether meta-models should be retrained based on the meta-model error at
the inﬁll points. If all inﬁll points are predicted accurately by a given meta-
model, it is likely not necessary to retrain that meta-model, as those points add
little information. Similarly, when applying a group of recipes to a constraint
dataset, it is probably not necessary to train any more models when a model
of greater than a certain threshold of accuracy is trained. Since the most
expensive part of the meta-model training process is typically the search for
meta-model hyper-parameters, it might be advantageous to simply train a
new meta-model using the hyper-parameters of the old. If this meta-model is
of acceptable quality, there is no need to undertake an expensive parameter
search.
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7.5.3 Idempotency in optimization software
Idempotency is the property that f(f(. . . f(x))) = f(x). This implies that
when a function is applied, subsequent applications of that function do not
have any eﬀect. In the context of software engineering, idempotent means
that running the same subroutine multiple times has no eﬀect. This is ex-
tremely useful when writing optimization software; idempotent software can
be restarted at any time and can recover from failure.
7.6 The new compressor blades
In Chapter 6, the optimal compressor blades are subjected to detailed numer-
ical analysis. It was found that the increase in pressure coeﬃcient obtained
on the single stage model could not be realized when the blade was evaluated
with the full model. This was attributed to excessive incidence near the blade
hub and shroud, caused by the lack of an incidence constraint in those areas.
Incidence constraints were intentionally omitted in those areas, in order to
avoid feasible designs being excluded due to incorrect reports of ﬂow angle, as
discussed in Section 5.2.5. The optimized blade design was manually adjusted,
in order to lower the incidence angle. The adjusted blades realized an increase
of 8.61% over the original blades when evaluated via the single-stage model
and 8.55% over the original blades when evaluated via the full model. Since
several blade angles in the adjusted design are limited by the problem bounds,
it is possible that there is further opportunity for improvement if these bounds
are widened.
7.7 Evaluating the objectives
In this section, the objectives from Section 1.4 are evaluated, in order to de-
termine if they have been met.
1. The exploration of the techniques and processes involved in the
application of shape optimization to airfoils.
A variety of diﬀerent techniques and processes were used in the course of this
work. Chapter 2 provided a brief overview of some of the analytic relation-
ships important to understanding axial compressors, along with a description
of some past experimental data. A relationship between the pressure rise over
a single stage and pressure rise over multiple stages was developed, which was
essential in making the computational process tractable. A computational
model was developed and validated in Chapter 3. This computational model
was combined with the optimization techniques of Chapter 4, in order to pro-
duce an optimized blade design. Due to the breadth and scope of techniques
used, it is clear that this goal has been achieved.
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2. Investigation into several diﬀerent meta-modeling techniques,
their training procedures, strengths and weakness.
In Chapter 4, three types of meta-models were introduced. Section 4.6.2 to
Section 4.6.4 discussed response surfaces, kriging and support vector regres-
sion respectively. These models were combined with the data transforms of
Section 4.5 in order to generate meta-model recipes. An automated training
function was developed to ﬁt each recipe to arbitrary data. In Chapter 5, these
models were used as part of the EGO optimization process, in order to produce
optimized blades for the Rofanco compressor. Accordingly, it is reasonable to
say that this goal has been achieved.
3. The practical application of eﬃcient global optimization tech-
niques, discussed in Chapter 5.
A powerful and ﬂexible general purpose EGO code was developed. This code
was applied to the Rofanco compressor blade design problem in Chapter 5 and
used to generate the compressor blades discussed in Chapter 6. The existence
of these blades conﬁrms that this objective has been met, despite diﬃculties
in problem formulation unrelated to the optimization process.
4. The design of a new set of blades for the Rofanco compressor.
A new set of blades were designed in Chapter 5 and analyzed in Chapter 6.
While a substantial pressure rise was achieved when evaluating these blades
using the single stage model, this pressure rise was not sustained when eval-
uated using the full compressor model. After investigation, this was found to
be related to excessive incidence near the hub and shroud.
The design was adjusted manually, in order to lower the incidence angle.
The adjusted blades delivered a performance increase of 8.61% over the original
blades, when analyzed with the full compressor model. Therefore, it is fair to
say that this goal has been achieved.
7.8 Conclusion
In this work, meta-model based design optimization was explored through the
medium of designing new compressor blades for the Rofanco compressor, a
low speed axial compressor at the Department of Mechanical and Mechatronic
Engineering at Stellenbosch University. The blades produced directly by the
optimization process did not improve upon those of the Rofanco compressor,
due to a discrepancy between the full ﬁdelity model and the approximate model
that had to be used in the design process for reasons of computational cost.
A small adjustment to the optimum blades produced a new set of compres-
sor blades with a pressure coeﬃcient 8.88% greater than that of the original
Rofanco compressor.
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Appendix A
Analytic calculations relating to
the Rofanco compressor
A.1 Introduction
In this section, some analytic calculations relating to the Rofanco compressor
are presented. All calculations are performed at mid-span (r = 0.18 m), design
mass ﬂow rate (m = 2.7 kg/s), design speed (N = 3000 rpm) and atmospheric
inlet conditions.
A.2 Solving the velocity triangles
At the rotor inlet, axial ﬂow is assumed due to the lack of inlet guide vanes.
This means that axial velocity and rotational velocity specify the inlet velocity
triangle. Axial velocity can be calculated from mass ﬂow:
Ca =
m
ρA
=
m
ρpi(r2o − r2i )
=
2.7 kg/s
(1.184 kg/m3) pi((0.21 m)2 − (0.15 m)2) (A.2.1)
= 33.61 m/s
Rotational velocity can be calculated from the compressor geometry:
U = ωr = (3000 rev/min)
(
2pi
rev
)(
min
60 s
)
(0.18 m) = 56.55 m/s (A.2.2)
Since the inlet ﬂow angle is zero i.e. α1 = 0°, the rotor inlet ﬂow angle can be
calculated from these quantities:
β1 = arctan
(
U
Ca
)
= arctan
(
56.55 m/s
33.61 m/s
)
= 59.276° (A.2.3)
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Solving the rotor outlet/stator inlet velocity triangle requires the estima-
tion of the relative rotor outlet ﬂow angle (β2). From Table 2.2, the Rofanco
compressor blade angles at mid-span are:
ζrotor = 49.40° θrotor = 17.93° ζstator = 16.16° θstator = 41.05° (A.2.4)
Using geometry, it is possible to compute the rotor blade angles from this data:
χ1 = ζrotor +
θrotor
2
= 49.40°+
17.93°
2
= 58.37° (A.2.5)
χ2 = ζrotor − θrotor
2
= 49.40°− 17.93°
2
= 40.44° (A.2.6)
Since ﬂow does not exactly follow the compressor blades, it is necessary to
calculate the rotor deviation angle, from Equation 2.3.3:
δ =
(
0.23
(
2a
l
)2
+ 0.1
( χ2
50°
))
θ
(s
l
) 1
2
(A.2.7)
=
(
0.23 + 0.1
(
40.44°
50°
))
(17.93°)
(
1
1.088
) 1
2
(A.2.8)
= 5.34° (A.2.9)
With the rotor outlet blade angle and deviation known, the rotor outlet ﬂow
angle may be obtained:
β2 = χ2 + δ = 40.44°+ 5.34° = 45.78° (A.2.10)
With β2 known, it is possible to calculate the tangential components of the
absolute (C2,t) and relative (W2,t) rotor outlet velocity:
W2,t = Ca tan β2 = (33.61 m/s) tan 45.78° = 34.54 m/s (A.2.11)
C2,t = U −W2,t = 56.55 m/s− 34.54 m/s = 22.01 m/s (A.2.12)
With the tangential component of the absolute rotor velocity known, it is
possible to calculate the absolute rotor outlet angle:
α2 = arctan
(
C2,t
Ca
)
= arctan
(
22.01 m/s
33.61 m/s
)
= 33.23° (A.2.13)
A.3 Calculating ﬂow quantities of interest
Using the basic quantities solved in the previous section, the ﬂow coeﬃcient
may be calculated from its deﬁnition:
φ =
Ca
U
=
33.61 m/s
56.55 m/s
= 0.594 (A.3.1)
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The reaction ratio may be calculated from Equation 2.2.5:
R =
1
2
(1 + φ(tan β2 − tanα1))
=
1
2
(1 + (0.594) (tan (45.78°)− tan (0°))) (A.3.2)
= 0.805
It can be shown that the stage loading coeﬃcient is given by the relation below
(Dixon (2005)).
Ψ = λφ (tanα2 − tanα1)
= (0.92) (0.594) (tan 33.23°− tan 0°) (A.3.3)
= 0.358
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Appendix B
Introduction to optimization and
meta-modeling
B.1 Introduction
In this section, several meta-modeling concepts relevant to the work of Chap-
ter 4 are discussed.
B.2 R2 in the context of response surfaces
The most basic measure of model quality is the sum-of-squares of the residuals,
shown below (Myers et al. (2009)). The original data is denoted by y and yˆ is
the approximation.
SSE =
n∑
i=1
(yi − yˆi)2 =
n∑
i=1
e2i = y
Ty − bTXTy (B.2.1)
Related to the error sum-of-squares are the regression sum-of-squares, SSR,
and the total sum-of-squares, SST . SSR is a measure of how much variance
is explained by a model and SST is a measure of the variance in the data.
According to Myers et al. (2009), these quantities are given by the following
relations for response surfaces:
SSR = b
TXTy −
(
n∑
i=1
yi
)2
n
(B.2.2)
SST = SSR + SSE = y
Ty −
(
n∑
i=1
yi
)2
n
(B.2.3)
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The R2 coeﬃcient is a normalized measure of the ratio of variance in the model
to the variance explained by the model:
R2 = 1− SSE
SST
(B.2.4)
While R2 provides useful evidence as to how well the model predicts the
current data, it is more important to evaluate how well the approximation
will generalize, i.e. how will it will predict new data. This may be evaluated
using the technique of cross-validation, explained in Section 4.4.2. The cross-
validation error sum of squares is referred to as PRESS and is analogous to
SSE.
PRESS =
n∑
i=1
(e−i)
2 =
n∑
i=1
(yi − yˆi) (B.2.5)
Fortunately, for response surfaces the model does not have to be repeatedly
retrained for each reduced data set in order to calculate the cross-validation
error. It may be shown that the cross validation error may be related to the
residual at a particular data-point using the hat matrix, H = X(XTX)−1XT ;
see Myers et al. (2009) for more details.
PRESS =
n∑
i=1
(
ei
1− hii
)2
(B.2.6)
The PRESS value may be used to compute the prediction R2 coeﬃcient
(R2pred). This quantity is analogous to R
2, but based on cross-validation error
and provides a measure of the generalizability of the model.
R2pred = 1−
PRESS
SST
(B.2.7)
B.3 Kriging correlation and regression models
The Python library used to implement kriging is scikit-learn (Pedregosa
et al. (2011)). The implementation of kriging in this library is based on that
of the MATLAB© toolbox DACE. Accordingly, the reader is referred to the
technical report on DACE by Lophaven et al. (2002). In this section, the
regression and correlation models used in this work are discussed.
B.3.1 Regression models
The regression model provides fi, the components of the kriging model in Equa-
tion 4.6.6. In this work, all three regression models available in scikit-learn
are used. The models used include the constant model, the linear model and
the quadratic model. They are summarized in Table B.1.
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Table B.1: In this table, the kriging regression models from scikit-learn are sum-
marized. The formulation is from Lophaven et al. (2002), upon which the implemen-
tation of scikit-learn is based.
Model Number of terms Equations
Constant p = 1 f1(x) = 1
Linear p = n+ 1 f1(x) = 1
f2(x) = x1 . . . fn+1(x) = xn
Quadratic p = 1
2
(n+ 1)(n+ 2) f1(x) = 1
f2(x) = x1 . . . fn+1(x) = xn
fn+2(x) = x
2
1 . . . f2n+1(x) = x1xn
f2n+2(x) = x
2
2 . . . f3n(x) = x2xn
. . .
fp(x) = x
2
n
B.3.2 Correlation models
The elements Rij of the correlation matrix R are of the form below, where m
is the number of training samples :
Rij = R (θ, si, sj) , i, j = 1 . . .m (B.3.1)
The Python package, scikit-learn, uses correlations of the form given below,
where n is the number of dimensions in the design space:
R (θ,a, b) =
n∏
k=1
Rk(θ, ak, bk) (B.3.2)
In this work, two choices of correlation function, R, are investigated. They
are the squared exponential function:
Rk(θ, ak, bk) = exp
(−θk ‖ak − bk‖2) (B.3.3)
As well as the cubic function, with ξ = min {1, θk ‖ak − bk‖}:
Rk(θ, ak, bk) = 1− 3ξ2 + 2ξ3 (B.3.4)
These functions are the recommended correlation functions in scikit-learn
for smooth data.
B.4 Some eﬃcient global optimization inﬁll
criteria
In this section, some eﬃcient global optimization inﬁll criteria are discussed,
based on the discussion of Sasena et al. (2002). The ﬁrst and most well known
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inﬁll criteria is expected improvement, which is discussed in Section 4.7.2 and
will not be discussed here. Expected improvement was generalized by Schonlau
(1998), who introducing a parameter, g, which controls the trade oﬀ between
a local and global search. Generalized expected improvement is given by:
E(Ig) = sg
g∑
k=0
(−1)k
(
g!
k!(g − k)!
)(
f
′n
min
)g−k
Tk (B.4.1)
Where f
′n
min and Tk are given by:
f
′n
min = (f
n
min − yˆ) /sˆ (B.4.2)
Tk = −φ
(
f
′n
min
)(
f
′n
min
)k−1
+ (k − 1)Tk−2 (B.4.3)
The bases of the recursion in Tk are T0 = Φ
(
f
′n
min
)
and T1 = −φ
(
f
′n
min
)
.
Watson and Barnes (1995) proposed two inﬁll criteria with the aim of
ﬁnding extreme values. The ﬁrst of these is the threshold bounded extreme
criterion, which was developed with the objective of maximizing the probability
that the sample in question exceeded some threshold. The threshold bounded
extreme (TBE) criterion is given by:
TBE = Φ
(
fnmin − yˆ
sˆ
)
(B.4.4)
The second criterion from Watson and Barnes (1995) is the regional extreme
(RE) criterion, which aims to minimize the expected value of the smallest
observation.
RE =
{
yˆ + (fnmin − yˆ) Φ
(
f
′n
min
)
+ xˆφ
(
f
′n
min
)
if sˆ > 0
0 if sˆ = 0
(B.4.5)
The last criteria used in this work is the maximum variance (MV) criteria,
which places samples in the areas of highest uncertainty:
MV = max {Var(x)} (B.4.6)
B.5 Optimization algorithms used in this work
B.5.1 Multi-objective GA
The latin hypercubes used in this work are generated by a genetic algorithm
(GA) implemented as part of this work. The implementation of the GA used in
this process is uninteresting, since it only incorporates the straight forward ef-
fects of mutation, crossover and elitist selection. It is however worth discussing
how candidate latin-hypercubes are compared, since it strongly inﬂuences the
performance of the optimizer.
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When comparing two latin hypercubes, the following three rules are used
to determine which is better:
 Any solution that is a valid latin hypercube is better than a solution that
is not.
 A latin hypercube with a greater minimum distance between samples is
better than a latin hypercube with a lesser minimum distance between
samples.
 If two latin hypercubes have equal minimum distances between samples,
then the latin hypercube with greater average distance between samples
is better.
The ﬁrst rule is straightforward and the second rule is implicit in the deﬁnition
of an optimal latin hypercube. The third rule is a tie-breaking heuristic, which
ranks latin hypercubes with a higher average distance between samples higher
than those with a lower average distance. The reasoning behind this is that
members of the population with a higher average distance between samples
have a greater probability of having a higher minimum distance when per-
turbed via mutation or crossover. This third rule substantially improves the
performance of the GA, when attempting to ﬁnd optimal latin hypercubes.
B.5.2 PSO
Particle swarm optimization (PSO) is used to solve the inﬁll optimization
problem, as it excels in solving highly multi-modal problems. Since the inﬁll
optimization problem is central to implementing eﬃcient global optimization,
it is worth taking some time to discuss the PSO algorithm implemented as
part of this work.
The PSO algorithm was originally proposed by Eberhart and Kennedy
(1995). It is based on a swarm of n particles, with position x, moving around
the design space with velocity, v, constrained to be between vmin and vmax.
The position and velocity in the k-th iteration are given by the equations below,
where plocalk is the best point yet found by the current particle at iteration k
and pglobalk is the best point yet found by all samples at iteration k.
xk+1 = xk + vk+1 (B.5.1)
vk+1 = ωvk + c1r1
(
plocalk − xk
)
+ c2r2
(
pglobalk − xk
)
(B.5.2)
Several enhancements are made to PSO. The ﬁrst of these is the combina-
tion of the elite particle and elite velocity heuristics proposed by Fourie and
Groenwold (2002). The elite particle heuristic replaces the worst particle with
a particle centered on the global optima. The elite velocity heuristic proposes
that when a new optima is found, the velocity in the next iteration be set to
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some multiple of that previous velocity for that particle i.e. vk+1 = avk where
a ∈ [0, 1].
Other heuristics used in this work are center particle, proposed by Liu et al.
(2007) and craziness, dynamic velocity reduction and dynamic inertia reduc-
tion, proposed by Fourie and Groenwold (2000). The center particle heuristic
adds a special particle, called the center particle, whose position is set to the
average of all the particles. The craziness heuristic adds a random velocity
between vmin and vmax to a given particle, with probability p. The dynamic
velocity and inertia reduction heuristics reduce the velocity and inertia of par-
ticles when an improvement is not found within h iterations. Putting this into
mathematical form, with α, β ∈ [0, 1]:
if f
(
pglobalk
)
≥ f
(
pglobalk+h
)
then ωk+1 = αωk, v
max
k+1 = βv
max
k (B.5.3)
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An eﬃcient global optimization
example problem
C.1 Introduction
In this section, an EGO example problem is used to demonstrate the meta-
modeling and EGO concepts presented in Chapter 4. The aim of this example
is to demonstrate the application of the EGO concepts discussed and to vali-
date the developed optimization tools. This problem is also used to introduce
the standard meta-model report which contains information relating to the
quality of ﬁt and hyper-parameter choice of each of the meta-models.
C.2 Problem description
The example problem is the constrained optimization of the six-humped camel
back function, described in Equation C.2.1. In the domain of interest, this
function possess four local minima. The global minima is repeated at (a,−b)
and (−a, b) where a = 0.089842 and b = 0.712656 (Molga and Smutnicki
(2005)). Constraint g1 is active at the global optimum. The contours of the
objective and constraint functions are shown in Figure C.1a, Figure C.1b and
Figure C.1c respectively.
min f(x1, x2) =
(
4− 2.1x21 +
x41
3
)
x21 + x1x2 + 4x
2
2
(−1 + x22)
Subject to: g1(x1, x2) = sgn
(
x1b
2a
(
x21
a2
− 3
)
− x2 ≤ 0
)
g2(x1, x2) =≤ 0
−2 ≤ x1 ≤ 2
−1.1 ≤ x2 ≤ 1.1
(C.2.1)
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(a) The six-hump camelback objective function
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(b) The classiﬁcation constraint function (g1).
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(c) The regression constraint function (g2).
Figure C.1: The example problem objective and constraint functions. The samples
used to train the initial meta-models are also shown.
C.3 The optimization process
A 15-level latin hypercube was used to generate the initial sample set. A
software library was created which completely automates the process of ﬁt-
ting meta-models to arbitrary data. The central concept of this library is
model recipes, which consist of a chain of predeﬁned preprocessing operations
and meta-model. As an example, the recipe powerscale_3 scale svr-rbf
speciﬁes that data be transformed using the Box-Cox transform with λ = 3,
scaled and then ﬁtted using Gaussian kernel support vector regression. Some
transforms and meta-models are listed in Tables 4.1 and 4.2.
Aside from training meta-models, the software library also produces a num-
ber of plots and tables for each model it trains, so that it is possible to access
the quality of ﬁts. This information is used by another software component de-
veloped as part of this work to produce a report containing information about
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Table C.1: The number and variety of inﬁll samples used in the example problem.
Technique Count Aim
Maximum variance 1 Improve model quality by reducing
variance
Expected improvement 2 Maximize the probability of improving
the optimum
Meta-model optima 2 Sample the predicted optimum, in or-
der to realize performance gains
Total 5
Table C.2: The choice of models used in the example problem.
Response surfaces SVM Kriging
scaled rs scaled svr scaled kriging
scaled quad-rs scaled pca svr scaled pca kriging
scaled pca quad-rs
the best variant of each of the meta-models described in Section 4.6.
A report for the objective function for the ﬁrst EGO iteration of the ex-
ample problem is shown in Figure C.2. Several useful metrics and plots are
shown in this report. Table a) lists the best recipe for each type of meta-model
as well as its estimated error. Figures b) and c) are contour plots of MSE as a
function of γ and C for the two levels of support vector regression parameter
grid search. The selected values of C and γ are indicated by a star. Figures
e), f) and g) are plots of the actual versus predicted value for each meta-model
variant. Data points closer to the line y = yˆ have lower error. Figure h)
plots the standardized residuals of the best kriging variant against the model
prediction. Clustering of samples in this plot typically indicates some sort of
systemic over- or under-prediction of the data. The histogram should appear
to be Gaussian distribution and centered around zero. Finally, Figure i) is a
plot of cross-validation error as a function of θ for each combination of kriging
regression and correlation model studied. The best combination is indicated
by bold font in the legend.
The meta-model recipes used in this example problem are shown in Ta-
ble C.1. The number and type of inﬁll samples used are shown in Table C.2.
The inﬁll criteria are optimized using the PSO algorithm described in Ap-
pendix B.5.2.
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Regression report: f (iteration 1)
(a) Summary of meta-model error
Recipe ecv R
2
krig 0.4337 0.8455
scaled svr-rbf 0.6765 0.6239
rs 0.4661 0.8215
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(h) Kriging standardized residuals
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(i) Kriging error for various parameters
1Figure C.2: An example report for the objective function during the ﬁrst EGO
iteration.
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C.4 Results
C.4.1 The kriging model and expected improvement
The kriging approximation for the objective function for the ﬁrst EGO itera-
tion is shown in Figure C.3. Comparing Figure C.3 to Figure C.1a shows that
the kriging meta-model is a reasonable approximation of the original function
in Equation C.2.1. The expected improvement and inﬁll samples are plotted in
Figure C.4. When optimizing inﬁll, the meta-model variant with the highest
R2 is used to predict each constraint model. PSO is used to optimize the inﬁll
criteria and is discussed in Appendix B.
This accounts for the fact that the inﬁll samples are slightly shifted from the
peaks of expected improvement - the peaks fall into constrained regions. The
two inﬁll samples generated by optimizing expected improvement are combined
with the two generated by optimizing maximum variance and the optimum of
the best predictor of the objective function to form the set of inﬁll samples
that are added to the training samples of the next iteration.
C.4.2 Comparing actual and predicted model error
The cross-validation predicted model R2 and the actual R2, calculated by
comparing the prediction against the known objective function, are shown in
Figure C.5. The actual accuracy of the kriging and support vector regression
models tend to increase as iterations are completed, while the actual accuracy
of the response surface model decreases. This is likely due to the inability of
the response surface model to capture the complex behavior of Equation C.2.1.
Overall, the kriging meta-model predicts the underlying function most accu-
rate, while the response surface meta-model is least accurate. It is interesting
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Figure C.3: The kriging approximation to the objective function given in Equa-
tion C.2.1, during the ﬁrst iteration.
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Figure C.4: The expected improvement contours for the ﬁrst iteration, calculated
from the kriging model in Figure C.3. The red samples are the initial latin hypercube
set, while the black samples are inﬁll samples. Note how close the inﬁll samples are
to the model optima, shown in Figure C.1a.
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Figure C.5: The actual and predicted cross-validation R2, for each of the three
basic meta-models. It is interesting to note that the actual R2 value observed for the
kriging and support vector regression models increases during the process, while that
of the response surfaces decreases. This is likely due to the inability of the response
surface to capture the underlying function.
to observe that aside from the ﬁrst iteration of support vector regression, no
meta-models substantially over predicts their capacity to model the underlying
function.
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Figure C.6: The best sample found and expected improvement, as a function of the
optimization iterations completed. Note the correspondence between high expected
improvement and a new model optima, for all iterations but iteration four.
C.4.3 Expected improvement and optima during the
optimization process
Figures C.6a and C.6b plot the optimum value found and expected improve-
ment as a function of the number of EGO iterations. These quantities decrease
proportionally, aside from an unexpected spike in expected improvement in it-
eration four. This spike does not correspond to an improvement in the model
optima.
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