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Abstract
Optical ow methods are used to estimate pixelwise motion information based on consecutive frames in image sequences. The image sequences traditionally contain frames that are similarly exposed. However, many real-world scenes contain high dynamic range content that cannot be captured well with a single exposure setting. Such scenes result in certain image regions being over-or underexposed, which can negatively impact the quality of motion estimates in those regions. Motivated by this, we propose to capture high dynamic range scenes using dierent exposure settings every other frame. A framework for OF estimation on such image sequences is presented, that can straightforwardly integrate techniques from the state-of-the-art in conventional OF methods. Different aspects of robustness of OF methods are discussed, including estimation of large displacements and robustness to natural illumination changes that occur between the frames, and we demonstrate experimentally how to handle such challenging ow estimation scenarios. The ow estimation is formulated as an optimization problem whose solution is obtained using an ecient primal-dual method.
Keywords: optical ow estimation, high dynamic range, temporal coherency, primal-dual
Introduction
Optical ow (OF) methods are used to estimate apparent motion in image sequences [1, 2, 3] . They provide dense displacement elds that contain 2-dimensional motion vectors for each pixel location of a reference image. The produced low-level ow data is in turn used for higher-level computer vision tasks 5 such as segmentation, tracking, motion analysis or image registration [4, 5, 6] .
The literature on OF methods is focused almost exclusively on motion estimation for image sequences whose frames are taken with the same exposure settings. This is despite the fact that many real-world scenes contain high dynamic range (HDR) content that cannot be captured with a single exposure 10 setting due to dynamic range limitations of camera sensors [7, 8] . In such a scenario, some regions of a given image will be over-or underexposed, which leads to an inability to estimate the motion of objects in those regions. For instance, lack of contrasts in the image data are reported as a bottleneck for the quality of resulting ow estimates for vehicle driver assistance applications [9] . In recent 15 years, HDR functionality has been integrated into consumer cameras and other mobile devices. It captures the full dynamic range of the scene by taking and merging multiple images with varying exposure settings. If there is non-global motion between the images, reconstruction artifacts are typically avoided by using a HDR deghosting method [10] . Compensating for complex, local motion 20 patterns is typically not attempted due to the diculty of estimating the motion with sucient accuracy [11] . However, there is recent work on estimating a HDR image based on dense OF motion data that provides promising results [12, 13] .
In this paper, we propose a framework for optical ow estimation on image sequences with dierently exposed frames, a setup devised particularly for HDR 25 scenarios. Specically, four frames are used, taken with two dierent exposure settings that are used every other frame. The intention is that all image regions should be properly exposed (non-saturated) for at least one of the exposure settings, such that the combined dynamic range is suciently high with respect to the imaged scene. The OF method is pursued mainly for its own purposes as an 30 enabler to motion analysis applications, and we do not aim to reconstruct the HDR image data. The ow estimation is formulated as minimizing a variational cost functional which is a sum of a data term and a set of terms that enforce regularity conditions on the ow solution [1, 14] . Dierent data term formulations have been evaluated in our previous work [15] , and the best among those 35 candidates is adopted in this paper. OF methods, including ours, typically use pointwise data cost term correspondences and thus rely on a spatial regularity condition in order to obtain a minimization problem that has a unique solution. The spatial regularization term is formulated to penalize deviations from a piecewise smooth ow solution, based on the statistical observation that scenes 40 are well represented by a set of objects whose respective points move in a similar manner [16] . Conventional OF methods generally estimate motion between pairs of consecutive frames using only those two frames as input data. Some methods, however, include additional frames and enforce temporal coherence of the motion vectors in the estimation process [17, 18] . Whether such an approach 45 improves the ow estimation performance depends on to what degree the image data fullls the assumption of temporally smooth motion. Our method relies on temporal regularization since more than two input images are used.
In the context of OF estimation, there are a number of aspects related to whether or not an OF method is robust. Firstly, it has to do with using robust 50 cost expressions for the data term and the regularization terms, as opposed to the traditional L 2 -norm which deals poorly with data outliers [19, 20] . Secondly, it has to do with the ability to handle challenging scenes that lead to natural illumination changes and large ow magnitudes when captured in an image se- The performance of resulting ow estimates depends directly on the quality of the input image data [9, 15] . This is particularly the case for HDR scenarios, for which any given image contains saturated image regions due to over-or underexposure. To address the issue of saturation, the optical ow estimation problem is extended to use image sequences that contain dierently exposed 65 frames. The OF data term formulation for such a scenario is based on our previous work [15] . In this paper, we propose a complete OF method that includes handling of natural illumination changes, that occur even between images that are captured with the same exposure setting, as well as ow estimation of objects with large displacements. Deviations of the ow estimate from ow data 70 obtained from pre-matched, sparse image features are penalized in a feature matching cost term, which mitigates the eects of local minima in the iterative minimization of the total OF cost functional. Existing OF methods for HDR scenarios do not address natural illumination changes or large ow magnitudes [12, 13] . Furthermore, our method is formulated for a more general 75 camera model that allows any changes to the camera exposure settings to be made. The algorithm for computing the minima is based on an ecient primaldual method [22] (see also [23, 24] ), that handles non-dierentiable expressions of robust penalty functions [25] without the need for approximation.
Outline of the paper 80
The paper is structured as follows. Our camera model is described in Section 2. The proposed method is presented in Section 3 and the primal-dual optimization used to obtain ow estimates is presented in Section 4. Experimental results are provided in Section 5 and the paper is concluded in Section 6.
Camera model 85
We assume that an image is generated by a camera according to the model If the brightness (illuminance) of any given point is assumed to be constant along its motion trajectory, the standard assumption on which OF methods are based, another image I f +1 of the same scene can be related to the non-occluded
where u f denotes the optical ow of point x in I f . The functions Φ f , Φ f +1 can refer to arbitrary exposure settings, such as using ash illumination every other frame [15] . The local illumination eects that are caused by e.g. ash illumination, however, makes it dicult to mathematically formulate expressions for Φ f , Φ f +1 that can relate the image intensities of points in an image taken with ash illumination to an image one taken without. This is discussed further at the end of the section. For the special case where the two images are taken with dierent exposure durations (the specic scenario that is treated e.g. in [12, 13] ),
represented by the positive scalars ∆t 1 , ∆t 2 , they are given by
These images can be aligned photometrically by inverting the eect of the CRF in their non-saturated regions, followed by scaling with the inverse of the respective exposure durations. Then, the optical ow u f can be estimated between 95 I f , I f +1 for points x that are non-saturated in both images. Hence forth, we use I f to denote images that, if possible, have been aligned photometrically.
Furthermore, even such cases where the dierently exposed frames cannot be 5 aligned photometrically can be treated by the proposed optical ow method (see [15] for experimental results on such image sequences). This is a novelty of 100 the proposed method, which is achieved by taking four frames as input to the ow estimation and mathematically relating the image intensities of two pairs of similarly exposed frames as well as using shared ow variables for the respective pairs.
3. Optical ow estimation for dierently exposed input images 105 The OF method proposed in this section utilizes an image sequence of four consecutive grayscale input frames in the pair I 2 , I 3 . This term is particularly benecial due to its higher frame rate [15] . This data cost term requires that the non-saturated regions of I 2 , I 3 are photometrically aligned (recall the discussion in Section 2).
The cost functional that should be minimized for ow estimation, aside from the mentioned data term, consists of a spatial regularization term and a temporal regularization term, denoted E S and E T respectively, as well as a feature matching term E M . Furthermore, to handle natural illumination changes, two 6 approaches are considered. The rst approach is to include illumination oset variables in the data term, along with a corresponding spatial regularization term E L [26, 22] . The second is to use a data term expression that is robust to natural illumination changes without explicitly modeling them [20] . We evaluate the second approach experimentally and provide the (minor) necessary modications, but stick to the rst approach throughout the current presentation.
Thus, the task is to nd the minimizer of
where, for f = 1, 2, 3, 
interest is the estimation performance of the ow variable u 2 , which is the (timediscrete) ow at the reference frame I 2 . The illumination osets are included to account for natural illumination changes between image pairs, thereby modeling deviations from the assumption that the brightness intensity of any point x is constant along its motion trajectory [26, 22, 27] . Introducing the concatenated variables w f = (u f , l f ), the respective terms of the cost functional (4) are
where · is the L 2 -norm, each term has a constant weight set to zero ∀x and the illumination oset l 2 is removed completely from E so that each image pair has a separate illumination-oset variable in its data term.
The overall data term E D thus only contains correspondences between pairs of similarly exposed frames, but the method can still provide good estimates of the shared ow eld u 2 [15] . Each ow component, u f , has a corresponding 135 separate spatial regularization term, E Sf , that enforces the ow solution to be piecewise smooth by penalizing . The aim is that these matches will provide information 160 about large displacements or complex motion patterns, particularly of smallscale objects, that are otherwise prone to be poorly estimated. Specically, we extract HoG (histogram of oriented gradients) feature descriptors on a uniformly spaced grid, consisting of every 4th pixel location (per dimension), excluding image regions that are over-or underexposed. Then, using a fast approximate 165 NN method [29] , the descriptors of the pairs of similarly exposed images I 1 , I 3 and I 2 , I 4 are matched separately. Forward-backward consistency checks are performed to discard inconsistent matches. Furthermore, matches at feature locations x where there is minor image structure are discarded. To achieve this, the 2 × 2 structure tensor is computed for each feature location based on the 170 respective 7 × 7 neighborhoods. The locations where the smaller eigenvalue eig 2 (x) of the structure tensor satises eig 2 (x) > (eig 1 (x) + eig 2 (x))/10 are kept and the others are discarded [30, 31] . The two best NN matches are retrieved for each kept feature location, and used to set the weights m f (x)
in ( 
Flow estimation by primal-dual optimization
This section describes how (4) is minimized in order to obtain ow estimates.
185
Successive local linear approximations of the data terms E D13 , E D24 , E D23 about the current estimates (also called warping points in the OF literature), u 0 f (x), are made to nd the minimizer of (4) 
Linearized data terms
The linearized data terms (reusing the same names) are
where 
Sequential minimization
The minimization problem (4), which is convexied due to replacing E D in (5a) by the linearized data terms (6) , is approximated by a sequence of simpler minimization problems, following the approach by Estellers et al. [32] , by updating the estimates of w f sequentially for each f . That is, xed estimates w k f are taken as inputs to a given iteration k. The sequential update is performed by solving
for each f separately, where the term
is added to constrain the step length of each separate update. To encourage convergence to the minima of the joint problem, (4), the sequential minimization of w f , f = 1, 2, 3, is iterated over k = 0, . . . , K − 1. 
Pseudo-algorithm
In summary, the pseudo-algorithm for minimizing (4) is given in Table 1 . The sequential minimization scheme described in Section 4.2 is incorporated into a coarse-to-ne multi-resolution strategy. The ow-and illumination variables are initiated to zero-vectors at the initial pixel resolution ratio (S−1) of the coarse-input images are used to obtain ow estimates at a coarse resolution level.
These are re-scaled and used as inputs as the ow estimation progresses at the next, ner resolution level up until the original pixel resolution of the images 210 I f . As ow estimates are rened, the images are warped according to the current estimates, as expressed in (7). In the numerical implementation, noninteger arguments of I 1 , I 3 , I 4 that result from subpixel precision optical ow estimates are evaluated using bicubic interpolation. At a given warping point end end Table 1 : Sequential minimization method for optical ow estimation.
The sparse pre-computed feature matches are originally expressed in c 13 and c 24 (see Section 3.1) with respect to pixel coordinates at the full pixel resolution.
To be integrated into the coarse-to-ne method, their associated locations in I 2 and their ow magnitudes are re-sampled at the current resolution level, and 220 the locations are rounded to the nearest integer pixel coordinate. At a coarse resolution, the locations of multiple feature matches may be rounded to the same integer pixel coordinate. Because the spacing of the feature grid is 4 points, any level ner than a fourth of the original resolution has at most one candidate. Thus, the relative inuence of the feature matches is high at coarse 225 resolution levels and then naturally decreases as the minimization progresses to ner resolution levels. At any given resolution level, each integer location 
Primal-Dual update for given ow component
The update step w Table 1 is performed using an ecient rstorder primal-dual method by Chambolle and Pock [22] , that they demonstrate on a set of image processing tasks, including optical ow estimation. We describe the update for f = 2. The updates for f = 1, 3 are analogous but include fewer cost terms. The minimization (8) 
The minimization problem (10) is equivalent to the constrained problem min w2,w
where the argument includes a set of auxiliary variables
with equality constraints
The constrained problem (11) can be written on the form
where w = Kw 2 and K is a linear operator that relates each auxiliary variable to w 2 according to (12) . This is the class of convex problems studied by Chambolle and Pock [22] . The term E(Kw 2 ) is the linearized OF cost functional with w 1 , w 3 kept xed. The problem (13) is in primal form and has a corresponding primal-dual formulation
where E * is the convex conjugate of E, such that w * 2 in the saddle point (w * 2 , λ * )
for PD is the minimum of P. The dual variables
are the Lagrange multipliers to each of the equality constraints (12) of the auxiliary primal variables [32] . The iterative algorithm to nd w * 2 , that is the new w k+1 2 in the sequential minimization summarized in Table 1 , is:
where τ, σ > 0 are primal and dual step lengths, θ ∈ [0, 1] controls the amount of over-relaxation in z = (z u , z v , z l ), and K * is the adjoint operator of K [22] .
Maximization of PD in (14) w.r.t. λ is substituted by minimization of −PD.
Note that subscripts of λ and z are omitted to lighten up notation, although these variables are specic to each f . The reformulation of the original problem (10) leads to that E * is separable in each of its variables, that is
Thus, the dual update equation in (15) is solved separately for each dual variable in λ. Ecient closed-form solutions exist for each separate minimization problem. The update steps on the top two lines of (15) can equivalently be formulated as
where the minimizations correspond to evaluating the proximal operators of σE * (λ) and τ G(w 2 ) about the proximal points λ and w 2 . Such proximal operator notation is used in Appendix A where the update equations corresponding 235 to each separate dual term in (16) are derived [33] . The resulting expressions are given in Table 2 .
Experimental Results
Whether or not the proposed approach, to use dierently exposed input frames, has merit depends upon if the imaged scene contains signicant HDR 240 content, as discussed at further length in [15] . To exemplify, consider the image sequence in Figure 1 The estimated ow eld based on the described sequence is given in Figure 1 for n = 0, . . . , N − 1 of the frames for a given exposure setting, such as the tennis ball in the frames taken with Exp.I, thus estimating its motion may not be feasible. Figure 1 
Image sequence with large displacements
The use of the feature matching term in order to estimate ow of objects with large displacements is discussed here. First, note that if α M = 0 and β = 0, the current method becomes similar to our previous method, although 275 here we use sequential minimization (Section 4.2) with the ow updates obtained from a primal-dual solver (Section 4.4) that does not require dierentiable cost expressions, and thus the exact TV expression can be used. We validate the sequential minimization approach by comparing to the quantitative experiments in [15] . In terms average endpoint error (AEPE), we obtain equally good results 280 on the Sintel [35] sequences for which the regularization weight in [15] was and m 2 after discarding feature locations with is particularly designed to be robust in challenging scenarios, such as repetitive image structures [37] .
Robustness to natural illumination changes
In this section, the benet of accounting for natural illumination changes in 310 our method is demonstrated on two image sequences from the KITTI raw data sequences (that unlike the ow annotated KITTI sequences contain more than 2 frames per sequence) [38] . Aside from using the data term presented in Section 3, we run a separate experiment using the CSAD data term introduced in [20] , which is adapted for inclusion in our proposed method. The CSAD expression Figure 4 . Image sequences from the KITTI benchmark suite [39] are known to typically include natural illumination changes between the captured frames. As a result, the estimation performance is improved when accounting for illumination changes in the OF cost functional modeling [27, 40, 20] . Due to the nature of the KITTI data, consisting largely of at surfaces, 325 we exchange the spatial TV regularization in E S by the second order Total
Generalized Variation [25] that penalizes deviations from (piecewise) ane ow solutions. The mathematical TGV2 expression and the modications that follow to the update equations in Table 2 
Conclusions
In this paper, a framework has been proposed for OF estimation on image sequences with dierently exposed frames, intended for motion analysis in HDR scenarios. 
By the Moreau decomposition, the mapping is equivalent to
where prox 1 σ F * is the proximal operator of The proximal operator of σE * D24 for the proximal point λ (D24) = λ (D24),n + σK D24 z n = λ (D24),n + σz n , using the Moreau decomposition as in (19) , gives
where s * is obtained by pointwise (w.r.t. x) evaluation of the proximal operator of E D24 /σ. To obtain the nal expression for λ (D24),n+1 we evaluate s * further.
Taking E D24 from (6) and introducing a 0 , a, ρ for shorter notation,
we get (using (18) 
where s = λ (D24) /σ. The solution is given by a simple and eective thresholding scheme on the values of ρ( s), which is derived by replacing |ρ(s)| by a dual variable ρ and solving the inequality constrained problem min. 
Using the abbreviations in (21), this expression for s * inserted in (20) to get the corresponding thresholding steps for the update
Another enlightening interpretation of the solution to (22) is given in [20] . does not change. The following set of update equations are added for q, its over-relaxation expression q and its dual λ q :
Details of how to implement e.g. the derivative operators numerically are specied in [25] . 395 Next, the update equations are derived for the CSAD data term introduced in [20] . For each of the data terms in (5a), as exemplied for E D24 in (22) 
This can be reduced to a one dimensional problem in the direction of a [43, 20] , such that s * = s + δ * a/ a , where
This is a problem of the form arg min
in [43] . Identifying ξ = 1/2, f = 0, its solution is given by
where b 1 = −(a 0 + a T s/ a ), c 0 = ν 1 = η a , c 1 = −ν 1 = −η a . Inserting into s * = s+δ * a/ a gives the same expression as derived in (24) . Exemplifying for the CSAD data term corresponding to E D24 , its linearized expression is 
where N (x) is a 3 × 3 neighborhood of x. Notice that the illumination terms are removed, and thus a = ∇I 4 . Similar to (37), we get
which using the solution formula to (39) given in [43] gives δ * = arg min 
