Abstract-In order to analyze non-Markovianity of tripartite quantum states from a resource theoretical viewpoint, we introduce a class of quantum operations performed by three distant parties, and investigate an operational resource theory (ORT) induced it. A tripartite state is a free state if and only if it is a quantum Markov chain. We prove monotonicity of functions such as the conditional quantum mutual information, intrinsic information, squashed entanglement, a generalization of entanglement of purification, and the relative entropy of recovery. The ORT has five bound sets, each of which corresponds to one of the monotone functions. We introduce a task of "nonMarkovianity dilution", and prove that the optimal rate for the task, namely the "non-Markovianity cost", is bounded from above by entanglement of purification in the case of pure states. We also propose a classical resource theory of non-Markovianity.
In this paper, we apply the concept of operational resource theory (ORT) [8] - [11] , which originates in entanglement theory, for analyzing non-Markovianity of tripartite quantum states from an operational point of view. We consider a scenario in which three distant parties Alice, Bob and Eve perform operations on their systems by communicating classical messages, quantum messages and applying local operations. We restrict the class Ω of free operations to be one consisting of (i) local operations by Alice and Bob, (ii) local reversible operations by Eve, (iii) broadcasting of classical messages by Alice and Bob, (iv) quantum communication from Alice and Bob to Eve, and their compositions. We analyze an ORT induced by Ω. It turns out that a tripartite quantum state is a free state if and only if it is a quantum Markov chain. Thus the obtained ORT is regarded as an operational resource theory of non-Markovianity.
One of the principal goals of an ORT in general is to identify 1) necessary and sufficient condition for one state to be convertible to another by free operations (single-shot convertibility), and 2) the optimal ratio of number of copies at which one state is asymptotically convertible to another by free operations (asymptotic convertibility). These are, however, often a highly complex problem as in the case for an ORT of multipartite entanglement (see e.g. [6] , [7] , [12] [13] [14] ). In such cases, a key milestone would be to identify 3) subsets of states that are closed under free operations and tensor product (bound sets), and 4) real-valued functions of states that are monotonically nonincreasing under free operations (monotones).
In this paper, we mainly address 3) and 4) above for an ORT induced by Ω. We also address 1) by considering particular examples of qubit systems, and 2) by introducing and analyzing a task of non-Markovianity dilution, in which copies of a unit state is transformed to copies of another state by a free operation. We note that our approach is different from that of [15] , which addresses quantification of nonMarkovianity of processes.
This paper is organized as follows. Section II provides the setting of the problem. In Section III, we prove that the conditional quantum mutual information is monotonically nonincreasing under free operations, and that a state is a free state if and only if it is a quantum Markov chain. In Section IV, we identify functions that are monotonically non-increasing under free operations, including a quantum analog of intrinsic information [2] [3] [4] , a generalization of entanglement of purification [16] , the squashed entanglement [17] and the relative entropy of recovery [18] . In Section V, we find five bound sets, each of which have a clear correspondence to the monotone functions mentioned above, and analyze inclusion relations among them. In Section VI, we prove that the monotone functions and the bound sets are connected with each other by a type of "duality", which is analogous to the duality of CQMI for four-partite pure states [19] . Examples of single-shot convertibility are provided in Section VII. In Section VIII, we introduce a task of nonMarkovianity dilution, and prove that the non-Markovianity cost, namely the optimal achievable rate in non-Markovianity dilution, is bounded from above by the entanglement of purification for the case of pure states. In Section IX, we consider a classical resource theory of non-Markovianity. Conclusions are given in Section X. Some of the proofs of the main results are provided in appendices. . We denote |ψ ψ| simply as ψ. The von Neumann entropy of a state ρ A is interchangeably denoted by S(ρ A ) and S(A) ρ . log x represents the base 2 logarithm of x.
Notations. A system composed of two subsystems

II. SETTINGS
Suppose three distant parties Alice, Bob and Eve have quantum systems A, B and E, respectively. A quantum state on system ABE is specified by finite-dimensional Hilbert spaces H A , H B , H E and a density operator on H A ⊗ H B ⊗ H E . We denote the set of all quantum states on ABE by S all . An operation on system S ∈ {A, B, E} is specified by a linear CPTP map E from S(H S ) to S(H S ), where H S and H S are Hilbert spaces corresponding to the input and the output of E, respectively.
Consider the following classes of operations performed by Alice, Bob and Eve (see Figure 1 ): By "reversible", we mean that for any operation V ∈ R E , there exists an operation V * by Eve such that V * • V is the identity operation on S(H In(V) ), with H In(V) denoting the Hilbert space corresponding to the input of V. We require that Eve cannot refuse to receive anything that is sent to her in the above operations, i.e., quantum communication from Alice in Q AE , one from Bob in Q BE , classical messages from Alice in P A and one from Bob in P B . This condition, together with the reversibility of Eve's operation, imposes a strong restriction on what the three parties can perform by the above classes of operations. We denote by Ω the set of operations that can be represented as a composition of operations belonging to the above classes.
In this paper, we consider a scenario in which Alice, Bob and Eve are only allowed to perform operations in Ω. We analyze conditions under which a state on ABE is convertible to another by an operation in Ω. That is, we consider an operational resource theory induced by Ω. Due to the condition of reversibility of Eve's operations, it is too restrictive to define convertibility of a state ρ 1 to ρ 2 by the existence of an operation E ∈ Ω such that E(ρ 1 ) = ρ 2 . Thus we relax the definition of state convertibility as follows.
Definition 1 A state ρ 1 is convertible to ρ 2 under Ω if there exists an operation E ∈ Ω and a reversible operation V on E such that E(ρ
).
It should be noted that, if we ignore Eve's system, Q AE and Q BE are regarded as subclasses of L A and L B , respectively, and P A and P A as equivalent to classical communication between Alice and Bob. Hence any operation in Ω can be identified with local operations and classical communication (LOCC) between Alice and Bob, if we ignore Eve.
III. BASIC PROPERTIES
In this section, we analyze basic properties of an operational resource theory (ORT) induced by Ω. We prove that the degree of non-Markovianity of quantum states, measured by the conditional quantum mutual information, is monotonically nonincreasing under Ω. We also prove that a state is a free state if and only if it is a quantum Markov chain. Thus an ORT proposed in this paper is regarded as that of non-Markovianity. The "maximally non-Markovian state", from which any other state of a given dimension is generated by an operation in Ω, is identified.
A. Monotonicity of Conditional Quantum Mutual Information
The conditional quantum mutual information (CQMI) I(A : B|E) ρ of a tripartite quantum state ρ on system ABE is defined by
where S is the von Neumann entropy. The CQMI is nonnegative due to the strong subadditivity of the von Neumann entropy [20] , and has operational meanings in terms e.g. of quantum state redistribution [21] [22] [23] , deconstruction protocols [24] and the conditional quantum one-time pad [5] . For simplicity, we denote I(A : B|E) ρ by I M (ρ). The following lemma states that I M is monotonically nonincreasing under Ω.
Lemma 2 For any ρ ∈ S all and E ∈ Ω, we have I M (ρ) ≥ I M (E(ρ)).
Proof: It suffices to prove that I M is monotonically nonincreasing under any class of operations that comprises Ω.
1)
Monotonicity under L A and L B : For any ρ ∈ S all , E ∈ L A and E ∈ L A , we have
due to the data processing inequality for the conditional quantum mutual information. 2) Monotonicity under R E : For any V ∈ R E , we have
due to the data processing inequality. Hence we obtain
In the same way, we also have
Thus we have
which implies the monotonicity (actually the invariance) of I M under R E . 3) Monotonicity under P A and P B : The state before broadcasting of classical message by Alice is represented by a density operator
where C A is a register possessed by Alice, {p m } m is a probability distribution, {|m } m is a set of orthonormal pure states, and ρ m is a density operator for each m. In the same way, the state after broadcasting is represented by
where C B and C E are registers possessed by Bob and Eve, respectively. We have
which implies monotonicity under P A . The monotonicity under P B follows along the same line. 4) Monotonicity under Q AE and Q BE : Let Q be a quantum system that is transmitted from Alice to Eve. For any quantum state ρ on ABEQ, we have
which implies monotonicity under Q AE . The monotonicity under Q BE follows along the same line.
B. Quantum Markov Chains are Free States
A quantum Markov chain is defined as a tripartite quantum state for which the conditional quantum mutual information (CQMI) is zero [1] . For a tripartite system composed of systems A, B and E, the condition is represented as
We denote the set of quantum Markov chains satisfying (4) by S Markov . Ref. [1] proved that Equality (4) is equivalent to the condition that there exists a quantum operation R : E → BE satisfying
as well as to the condition that there exists a linear isometry
Here, {p j } j∈J is a probability distribution, {|j } j∈J is an orthonormal basis of E 0 , and σ j and τ j are quantum states on composite systems AE L and BE R , respectively, for each j.
In an ORT, a state is called a free state if it can be generated from scratch by a free operation. That is, a state σ ∈ S all is called a free state under Ω if, for any ρ ∈ S all , there exists E ∈ Ω such that E(ρ) = σ. Due to the following proposition, an ORT induced by Ω is regarded as that of of non-Markovianity.
Proposition 3 A state σ
ABE is a free state under Ω if and only if σ ∈ S Markov .
Proof: To prove the "if" part, consider the following procedure: 1. Alice generates a random variable J which takes values in J according to a probability distribution p j , 2. Alice broadcasts J to Bob and Eve, 3. Eve records J on her register, 3. Alice locally prepares a state σ
and sends E L to Eve, 4. Bob locally prepares a state σ BE R j and sends E R to Eve, and 5. Alice and Bob discards J. It is straightforward to verify that any state in the form of (5) can be generated by this protocol.
To prove the "only if" part, suppose that σ ∈ S all is a free state. By definition, for any σ ∈ S Markov there exists an operation E ∈ Ω such that E(σ) = σ . From Lemma 2, it follows that 0 = I M (σ) ≥ I M (σ ), which yields I M (σ ) = 0 and thus σ ∈ S Markov .
In an ORT, it would be natural to require that the set of free states is closed under tensor product [8] - [10] . The following lemma states that this condition is satisfied in an ORT induced by Ω.
Proof: It is straightforward to verify that for any σ 1 ∈ S Markov on A 1 B 1 E 1 and σ 2 ∈ S Markov on A 2 B 2 E 2 we have
C. Maximally non-Markovian state
Let |Φ d be a d-dimensional maximally entangled state defined by
and consider a state Φ I,d ∈ S all defined by
Suppose that A and B are d-dimensional quantum systems. It is straightforward to verify that any state ρ ∈ S all is created from Φ I,d by the following operation, which is an element of Ω: 1. Alice locally prepares a state ρ ABE , 2. Alice sends system E to Eve, and 3. Alice teleports system B to Bob by using Φ I,d as a resource. Therefore, Φ I,d is regarded as a d-dimensional "maximally non-Markovian state" on ABE. Note that the classical message transmitted by Alice in Step 3 is decoupled from the state obtained at the end of the protocol.
D. Nonconvexity
An ORT is said to be convex if the set of free states is convex, or equivalently, if any probabilistic mixture of free states is also a free state. Most of the ORTs proposed so far satisfies convexity (see [9] [10] [11] and the references therein), except that of non-Gaussianity [25] . We show that an ORT induced by Ω is another example of nonconvex ORTs.
Consider states ρ 1 , ρ 2 ∈ S all defined by
respectively. These states apparently satisfy ρ 1 , ρ 2 ∈ S Markov . On the contrary, any probabilistic mixture of the two states, which takes the form of
does not belong to S Markov because
Hence S Markov is not a convex set.
IV. MONOTONES
In this section, we introduce several functions of tripartite quantum states that are monotonically nonincreasing under Ω. We will refer to these functions as non-Markovianity monotones, analogously to entanglement monotones for multipartite quantum states [6] , [26] . Proofs of the monotonicity are provided in Appendix B.
A. CQMI-based Monotones
We introduce three non-Markovianity monotones based on the conditional quantum mutual information. The first one is a quantum mechanical generalization of intrinsic information [2] [3] [4] , [17] , defined as
where infimum is taken over all operations T on E. The socond one is defined as
where the infimum is taken over all extensions of ρ on ABEF , i.e., over all state satisfying
Entanglement of bipartite reduced state ρ AB = Tr E [ρ ABE ] is quantified by an entanglement measure E A:B for bipartite quantum states. The monotonicity of E A:B under Ω simply follows from the fact that any operation in Ω can be identified with LOCC between Alice and Bob, if we ignore Eve. We may choose for E A:B an arbitrary entanglement monotone [6] , [26] for bipartite quantum states. In this paper, we adopt the squashed entanglement [17] , [27] defined by
for a bipartite state τ on AB, where the infimum is taken over all extensions ω ABR of τ AB . Note that E sq (τ ) = 0 if and only if τ is a separable state. In the following, we will use the notation
for ρ ∈ S all .
B. Generalized Entanglement of Purification
Consider a state ρ ∈ S all and suppose we split system E to a composite system E A E B by applying a linear isometry W from E to E A E B . 
where the infimum is taken over all extensions ABEF of ρ ABE . By taking the infimum over all splitting of E, we define
This quantity could be regarded as a generalization of the entanglement of purification introduced in [16] .
Let F A and F B be arbitrary quantum systems, and let |φ ρ be a state on ABEF A F B that is a purification of ρ ABE , i.e.,
The squashed entanglement of state φ ρ between AF A and BF B is given by
where the infimum is taken over all operations T on E. Taking the infimum over all purifications of ρ ABE , we define
Due to the data processing inequality for the CQMI, we have
as well as
C. Relative Entropy of Recovery
Let Ω → be the set of operations that can be represented as a composition of operations belonging to L A , L B , R E , P A , Q A and Q B (but not to P B ). Instead of Ω, we may consider an ORT induced by Ω → . It follows from the proof of Proposition 3 (see Section III-B) that a state σ ABE is a free state under Ω → if and only if σ ∈ S Markov . The relative entropy of recovery [18] (see Remark 6 therein) is defined as
where the infimum is taken over all quantum operations R from E to BE. The regularized version of the above function has an operational meaning in the context of quantum hypothesis testing [28] . We prove in Appendix B-F that D V. BOUND SETS In an operational resource theory (ORT), a set of states that is closed under free operations and tensor product is called a bound set. That is, a set S ∈ S all is a bound set under Ω if, for any ρ, σ ∈ S and E ∈ Ω, we have ρ ⊗ σ ∈ S and E(ρ) ∈ S. In this section, we will show that an ORT induced by Ω has five bound sets in addition to S Markov . Based on the equivalence between separability of bipartite states and Markovianity of its extension, we analyze inclusion relations among those bound sets.
A. Definitions
One of the five bound sets is the set of states that can be transformed to a quantum Markov chain by an (possibly irreversible) operation by Eve, i.e.,
where we denote by L E the sets of quantum operations on E. Let F be an ancillary quantum system, and denote by S A:B|F Markov the set of quantum Markov chains on ABF . Another bound set is the set of states on ABE that has an extension on ABEF such that the reduced state ABF is a quantum Markov chain, namely,
Markov }. Since any operation in Ω is regarded as a LOCC between Alice and Bob by ignoring Eve, the set of states on ABE that are separable between A and B when we trace out E is also a bound set:
By definition, it is straightforward to verify that the two bound sets defined above have a clear correspondence to the nonMarkovianity monotones introduced in Section IV. Namely, we have
Suppose we split system E to a composite system E A E B by applying a linear isometry W from E to E A E B . Depending on the state ρ ∈ S all , we may choose W so that the state after splitting, namely W(ρ), is a separable state between AE A and BE B . The set of such states is proved to be a bound set: Here, we denoted by S
the set of separable states between AE A and BE B . Let F A and F B be arbitrary quantum systems, and let |φ ρ be a state on ABEF A F B that is a purification of ρ ABE , i.e., Tr
By properly choosing |φ ρ , the reduced state on ABF A F B may be a separable state between AF A and BF B . We define
}.
We will prove in the next subsection that similar relations as (9)- (11) hold between J * ↓ , J ↓ and S * J , S J , respectively (see (18) and (19)).
A proof that the sets
It is left open whether relations (15) are strict.
B. Equivalence of Separability and Markovianity
The condition that a bipartite quantum state is separable is equivalent to the condition that there exists a quantum Markov chain that is an extension of the state, and to the condition that its purification is mapped to a quantum Markov chain by a local operation on the purifying system, as stated in the following lemma. We will use this equivalence for analyzing relations among bound sets and monotones. 
Proof: 1)⇒2) was proved in [27] (see the proof of Theorem 7 therein), and 2)⇒1) was proved in [29] (see Equality (6) therein). Thus it suffices to prove 1)⇒3) and 3)⇒2). 1)⇒3): Suppose that ρ AB is separable. By definition, there exists states σ j , τ j and a probability distribution {p j } j such that
Thus a purification |φ ρ ABE of ρ AB is given by
Due to Uhlmann's theorem [30] , for any purification |ϕ ρ ABE of ρ AB , there exists a linear isometry W on E such that
operation on E with respect to the basis {|j } j , and define
which completes the proof of 1)⇒3).
3)⇒2): Suppose that, for a purification |ϕ ρ ABE of ρ AB ,
Markov . It is straightforward to verify that T (ϕ ρ ) is an extension of ρ AB . Hence 3) implies 2).
Due to Lemma 5, the bound sets S * J and S J are represented as
and
respectively. Note that W( ABEF ) in (16) is an extension of W(ρ ABE ). Hence, in the same way as (9)- (11), we have
C. Proof of Inclusion Relations
In the following, we prove Relations (12), (13) and (15), except the strictness of their relations. Relation (14) and the strictness of (12), (13) will be proved in Section VII by construction.
1) Relation (12) : Note that any state ρ ∈ S Markov is decomposed by a linear isometry Γ from E to E 0 E L E R in the form of (5) . Denoting E 0 E L and E R by E A and E B , respectively, it follows that the state (5) is separable between AE A and BE B , which implies S * J ⊇ S Markov . Let F 0 , F L and F R be quantum systsmes, and |φ σj AE L F L and |φ τj BE R F R be purifications of σ j and τ j , respectively, for each j. A purification |φ ρ of ρ is given by
from which, by tracing out E, we obtain
Denoting F 0 F L and F R by F A and F B , respectively, the above state is separable between AF A and BF B , which leads to 
we obtain
by the data processing inequality, which implies I(A : B|E) T (ρ) = 0 and thus T (ρ) ∈ S A:B|E Markov . Hence ρ ∈ S I , which implies S J ⊆ S I .
Suppose ρ ∈ S * J . There exists a linear isometry 
which yields I(A : B|F ) . Hence ρ ∈ S * I and thus S * J ⊂ S J .
VI. DUALITY OF MONOTONES AND BOUND SETS
Consider a tripartite quantum state ρ on system ABE, and let |φ ρ be an arbitrary purification thereof, on system ABEF . The CQMI satisfies a relation
which is often referred to as the duality of CQMI [19] . It follows that the condition of a tripartite quantum state ρ on system ABE being a quantum Markov chain conditioned by E is equivalent to the condition that its purification |φ ρ on ABEF is, considering the reduced state on ABF , a quantum Markov chain conditioned by F . The following proposition states that a similar type of duality holds for the monotone functions and the bound sets introduced in Sections IV and V, respectively.
Proposition 6 Let |φ 1
ABEF and |φ 2 ABEF be purifications of ρ 1 , ρ 2 ∈ S all , respectively, and let U EF SWAP be the swap operation of E and F . If
holds, we have
Under the same condition, we also have
Proof: As stated in [27] (see Section III therein), for any operationT on F , the stateT (|φ 2 φ 2 |) ABEF is an extension of ρ . Conversely, for any extension
. In the same way, for any isometry W from F to
, and conversely, for any purification |φ 1
Let T be an arbitrary operation on E, and letT be an operation on F that acts in the same way as T . It follows that
Taking the infimum over all T , we obtain
which implies (21) . Due to (25) , the following conditions are equivalent: 1) existence of T satisfying I(A : B|E) T (ρ1) = 0, 2) existence ofT satisfying I(A : B|F )T (φ2) = 0. In addition, due to the argument in the first paragraph, Condition 2) is equivalent to the existence of 2 satisfying I(A : B|F ) 2 = 0. Hence we obtain (23) .
To prove (22) , let W be an arbitrary linear isometry from F to F A F B , and letW be a linear isometry from E to E A E B that acts in the same way as W. We have
Taking the infimum over all T , we obtain 
where the infimum in the first line is taken over all purifications φ 1 of ρ 1 . Thus we obtain (22) . It is straightforward to verify that the following conditions are equivalent due to (20) :
Noting that W(|φ 1 φ 1 |) is a purification of ρ 1 , and that we haveW
we obtain (24).
VII. EXAMPLES In this section, we consider examples of states on a tripartite system composed of qubits, and analyze convertibility among those states under Ω. For each state, we compute values of the non-Markovianity monotones introduced in Section IV, as well as identify bound sets that the state belongs to. Examples presented here completes the proof of Relations (12)- (15) . We also provide examples to show that irreversible operations by Eve may generate and increase non-Markovianity of quantum states.
A. Convertibility among The States
Define pure states |Φ pq (p, q = 0, 1) of a system composed of two qubits by
where σ x and σ z are Pauli operators defined by σ x := |0 1|+ |1 0| and σ z := |0 0| − |1 1|. Define a state Φ I ∈ S all by
Consider the following protocol that belongs to Ω: (P1) Alice flips a fair coin and broadcasts the result (c = 0, 1) to Bob and Eve. Bob discards the message communicated from Alice, while Eve records it on her quantum register. Alice performs σ z on her qubit if c = 1, whereas she does not apply any operation if c = 0. Finally Alice erases the memory in which the result of coin flip has been recorded. It is straightforward to verify that the state Φ I is transformed by the above protocol to the state
Let (P1') be the same protocol as (P1), except that Alice applies σ z instead of σ x if c = 1. This protocol transforms Φ II to
Define a state Ψ * I by
Let D be the dephasing operation on A with respect to the basis {|0 , |1 }, represented by D(·) = |0 0|(·)|0 0| + |1 1|(·)|1 1|, and V be a reversible operation on E defined by
We have
Let Ψ I be the GHZ state [31] defined by
Suppose that the three parties initially share Φ II . Alice prepares a qubit systemẼ in the state |0 , performs the CNOT gate
and sendsẼ to Eve. Eve then performs the CZ gate
Noting that we have
for p = 0, 1, this protocol transforms Φ II to the state
where V is a reversible operation on E defined by Fig. 3 . Convertibility between the states is depicted. The number on each arrow represents the optimal rate of number of copies at which the initial state is convertible to the final state under Ω. The optimality of those ratios follows from the values of non-Markovianity monotones for each state (see Table I ).
and π 2 = (|0 0| + |1 1|)/2. Hence Φ II is convertible to Ψ I . Suppose that the three parties initially share Ψ I . They apply the protocol (P1'), and then Eve performs the Hadamard operation H defined by
on her qubit. Defining
the obtained state is expressed as
where the second line follows from
We denote ρ ∼ σ if a state ρ ∈ S all is convertible to σ ∈ S all and vice versa. As we prove in Appendix C, it holds that
The convertibility among the states presented in this section is depicted in Figure 3 . We will prove in Appendix D that we have
The above relations provide a proof for Relation (14) and the strictness of (12) and (13). The values of non-Markovianity monotones for the above states are listed in Table I .
B. Irreversible Operations
Suppose Alice flips a fair coin, record the result on her quantum register, and broadcasts it to Bob and Eve, who also record it on their quantum register to obtain the state
The state Ψ * I in (28) 
The Hadamard operation by Eve transforms the state Ψ I defined by (29) to the state
By dephasing operation on E with respect to the basis {|0 , |1 }, this state is transformed to Φ II defined by (26 
By an irreversible operation E on E A E B defined by
this state is transformed to Φ III defined by (27) .
VIII. NON-MARKOVIANITY DILUTION
In this section, we introduce a task of non-Markovianity dilution, and define the non-Markovianity cost of a state as the optimal achievable rate in non-Markovianity dilution. We prove that the non-Markovianity cost for pure states is bounded from above the entanglement of purification of its bipartite reduced state.
A. Definitions
Let us consider asymptotic convertibility of states under operations in Ω. We generalize the definition of state convertibility (Definition 1) to that of -convertibility as follows:
Definition 7 A state ρ 1 is -convertible to ρ 2 under Ω if there exists an operation E ∈ Ω and a reversible operation V on E such that
where · 1 is the trace norm defined by A 1 = Tr|A| for an operator A.
In analogy to entanglement dilution, we formulate nonMarkovianity dilution as a task in which copies of the maximally non-Markovian state is transformed by an operation in Ω to copies of a state we are concerning. We require that the error vanishes in the asymptotic limit of infinite copies. The nonMarkovianity cost of a state is defined as the minimum number of copies of the maximally non-Markovian state required in non-Markovianity dilution. Rigorous definitions of nonMarkovianity dilution and the non-Markovianity cost are given as follows:
Definition 8 A rate R is achievable in non-Markovianity dilution of a state ρ ∈ S all if, for any > 0 and sufficiently large n, the state Φ ⊗nR I is -convertible to (ρ ABE ) ⊗n under Ω. The non-Markovianity cost of a state ρ, which we denote by M C (ρ), is defined as the infimum of achievable R in nonMarkovianity dilution of ρ.
B. Non-Markovianity Cost of Pure States
The entanglement of purification [16] of a bipartite quantum state τ on system AB is defined as
, where the infimum in the first line is taken over all purifications φ τ of τ on AE A BE B , and one in the second line over all linear isometry from E to E A E B with a fixed purification φ * τ of τ on ABE. It is straightforward to verify that, for any tripartite pure state |ψ on system ABE, we have
The regularized entanglement of purification of a bipartite state τ is defined as
The following proposition states that the non-Markovianity cost of a pure state is bounded from above by the regularized entanglement of purification.
Theorem 9 For all tripartite pure state |ψ on ABE, we have
Proof: It was proved in [16] that the regularized entanglement of purification is equal to the asymptotic cost of entanglement that is required for generating copies of a bipartite quantum state only by local operations (without communication). In particular, it was proved in [16] that for any R > E ∞ P (ψ AB ), > 0 and sufficiently large n, there exists local operations E 1 by Alice and E 2 by Bob such that
Let A 0 and B 0 be ancillary system possessed by Alice and Bob, respectively, and let U 1 : A → AA 0 and U 2 : B → BB 0 be linear isometries such that Stinespring dilations of E 1 and E 2 are given by Suppose Alice and Bob initially share nR copies of Φ 2 and consider the following protocol that is an element of Ω:
1) Alice and Bob locally performs U 1 and U 2 , respectively.
2) Alice and Bob sends A 0 and B 0 , respectively, to Eve.
It follows from (39) that
≤ .
Therefore, due to Uhlmann's theorem ( [30], see also Lemma 2.2 in [32]), there exists a linear isometryŨ from
is -convertible to (ψ ABE ) ⊗n under Ω, which yields R ≤ M C (ψ). Since this relation holds for any R > E
It should be noted that Equality in (38) holds if J * ↓ satisfies a property called asymptotic continuity.
IX. CLASSICAL RESOURCE THEORY
In this section, we consider a classical resource theory of non-Markovianity. We present settings of the problem and briefly review the main results without providing proofs, since the proofs proceeds almost in parallel to those for quantum resource theory which are provided in the previous sections and Appendices.
A. Settings
Suppose Alice, Bob and Eve have access to random variables X, Y and Z, respectively. A state of those random variables is specified by finite sets X , Y and Z, in which the variables takes values, and a probability distribution P on X × Y × Z. We denote the set of all states by S c all . We consider a scenario in which the three parties are only allowed to perform the following operations and their compositions: By "local processing", we refer to an operation represented by a stochastic map from a set of alphabets to another. For example, a local processing E by Alice is represented by a conditional probability distribution {{e(x |x)} x ∈X } x∈X . A local processing V represented by {{r(z |z)} z ∈Z } z∈Z is said to be reversible if there exists another stochastic map V * represented by {{r
We denote the set of operations that can be represented as a composition of the above operations by Ω c (see Figure 4 ). Convertibility between states is defined analogously to the quantum case as follows.
Definition 10 A state P 1 is convertible to P 2 under Ω c if there exists an operation E ∈ Ω c and a reversible operation V ∈ R c E such that E(P 1 ) = V(P 2 ).
B. Free States, Bound Sets and Monotones
A state Q is said to be a classical Markov chain if the probability is decomposed in the form of Q(x, y, z) = Q(x|z)Q(y|z)Q(z), or equivalently, if it satisfies I(X : Y |Z) Q = 0. We denote the set of classical Markov chains by S Analogously to S I defined by (8) , the following set is a bound set under Ω c :
It is straightforward to verify that we have
The conditional (classical) mutual information are monotonically non-increasing under Ω c . Here, the infimum is taken over all stochastic map T on random variable Z.
C. Examples
Consider states P I , P II ∈ S c all defined by probability distributions
respectively, for x, y, z ∈ {0, 1}. Here, ⊕ denotes summation modulo 2. The states satisfy 
D. Maximally non-Markovian State
Consider a state P I,d ∈ S c all defined by a probability distribution Since the random variable M is decoupled from X, Y and Z, the state P is obtained in this manner.
X. CONCLUSION
In this paper, we have introduced a class of quantum operations performed by three distant parties, and analyzed an operational resource theory (ORT) induced by it. We have proved that a tripartite quantum state is a free state if and only if it is a quantum Markov chain. We introduced monotone functions and bound sets that have a clear correspondence to each other. We also formulated a task of non-Markovianity dilution, and proved that the optimal rate for the task is asymptotically given by the entanglement of purification in the case of pure states.
The result presented in this paper is a first step toward an operational resource theory of non-Markovianity. We conclude this paper by listing problems that are left as a future work:
• single- • lockability of non-Markovianity monotones: It has been known that the squashed entanglement and the entanglement of purification are lockable [33] . Are J ↓ and J * ↓ lockable as well?
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APPENDIX A DESCRIPTION OF FREE OPERATIONS
In this appendix, we present a mathematical description of P A and R E , which will be used in Appendix B.
A. Description of P A and P B
Recall that the state before and after broadcasting of classical message by Alice are represented by density operators (1) and (2), respectively. Let
be an extension of ρ i and define
where
It is straightforward to verify that f is an extension of ρ f . Let |φ ρm ABEF be a purification of ρ ABE m for each m, and let C F be a quantum system. Purifications of ρ i and ρ f are given by
respectively.
B. Description of Reversible Operations
The following lemma states that a reversible operation takes a simple form in terms of the Stinespring dilation.
Lemma 12 Let V be a reversible operation on a system S, and let V * be an operation such that V * • V = id| H In(V) . Let R be an ancillary system, and W be a linear isometry from
There exists a state σ 0 ∈ S(H R ) such that for any τ ∈ S(H In(V) ) we have
Proof: Let S be a system represented by a Hilbert space H that has the same dimension as H In(V) , and let |Γ ∈ H ⊗ H In(V) be the maximally entangled state. By definition, we have
which implies that there exists a state σ 0 ∈ S(H R ) satisfying
For any pure state |ϕ ∈ H In(V) there exists a supernormalized state |φ ∈ H such that
Hence we have
Noting that any state on S is represented as a probabilistic mixture of pure states, this completes the proof of (44).
APPENDIX B PROOF OF MONOTONES AND BOUND SETS
In this Appendix, we prove that the functions introduced in Section IV is monotonically nonincreasing under Ω, and that the subsets of states defined in Section V are bound sets under Ω, or equivalently, under any class of operations that comprises Ω. Note that, due to the symmetry of those functions and subsets in exchanging systems A and B, monotonicity of the functions and closedness of the subsets under L B , P B and Q BE immediately follows from those for L A , P A and Q AE , respectively.
A. Monotonicity of I ↓ and Boundedness of S I
Take arbitrary states ρ ∈ S all , σ ∈ S I and operations
For any E ∈ L A , we have
due to the data processing inequality for the conditional quantum mutual information. Taking the infimum over T , this implies the monotonicity of I ↓ . It follows that there exists
which implies E(σ) ∈ S I . 2) R E : By definition, for any V ∈ R E , there exists an operation V * ∈ L E such that V * • V is the identity operation on S(H In(V) ). Hence we have
which implies the monotonicity of I ↓ by taking the infimum over all T . Denoting T 0 • V * byT 0 , we have
3) P A and P B : Recall that the states before and after public communication by Alice are represented by density operators ρ i and ρ f , respectively, in (1) and (2). We have
It follows that
where the infimum in the R.H.S. is taken over all operations from C E E to E . This implies the monotonicity of I ↓ . Suppose that σ ∈ S I is decomposed in the form of
which is, after the communication by Alice, transformed to
Applying (45) yields
which leads to σ ∈ S I . 4) Q AE and Q BE : Let Q be a quantum system that is transmitted from Alice to Eve. In the same way as (3), for any quantum state ρ on ABEQ, we have
where the infimum in the R.H.S. is taken over all operations from EQ to E . This implies the monotonicity of I ↓ . From (48), we have
which implies that S I is closed under Q BE . 5) Closedness under Tensor Product: Consider arbitrary states σ 1 , σ 2 ∈ S I and operations T 1 , T 2 ∈ L E such that T 1 (σ 1 ), T 2 (σ 2 ) ∈ S Markov . Due to the closedness of S Markov under tensor product (Lemma 4), we have
which implies that S I is closed under tensor product.
B. Monotonicity of I * ↓ and Boundedness of S * I
Take arbitrary states ρ ∈ S all and σ ∈ S * I , and consider their extensions ABEF and ς ABEF , respectively, such that
For any E ∈ L A , an extension of E(ρ) is given by E( ). Hence, due to the data processing inequality for CQMI, we have
where the infimum is taken over all extensions of E(ρ). Taking the infimum over all , this implies the monotonicity of I ↓ . It follows that
which implies E(σ) ∈ S * I .
2) R
where the infimum is taken over all extensions of V(ρ). Taking the infimum over all , this implies the monotonicity of I ↓ . It follows that
which implies V(σ) ∈ S * I . 3) P A and P B : Recall that the states before and after broadcasting of classical message by Alice are represented by density operators ρ i in (1) and ρ f in (2), respectively. Let i be an arbitrary extension of ρ i , and define an extension f of ρ f by (41). Denoting by D the dephasing operation on C A with respect to the basis {|m } m , we have
where the infimum in the L.H.S is taken over all extensions
of ρ i , while one in the R.H.S. is over all extensions
This implies the monotonicity of I * ↓ . Suppose that σ ∈ S * I is decomposed in the form of (46), which is transformed to σ given by (47) after the communication by Alice. Define an extension ς of σ by
for each m. It follows from (49) that
which implies that S * I is closed under P A . 4) Monotonicity under Q AE and Q BE : Let Q be a quantum system that is transmitted from Alice to Bob. For any quantum state ρ on ABEQ and its extension on ABEF Q, we have
where the infimum in both sides is taken over all extensions of ρ. This implies the monotonicity of I * ↓ . From (52), we have
which implies that S * I is closed under Q AE .
5) Closedness under
Tensor Product: Consider arbitrary states σ 1 , σ 2 ∈ S * I and extensions ς 1 , ς 2 thereof, respectively, on ABEF such that ς ABF 1 , ς ABF 2
∈ S
A:B|F Markov . Due to the closedness of S Markov under tensor product (Lemma 4), we have
Hence S * I is closed under tensor product.
C. Monotonicity of I sq and Boundedness of S sep
Note that any operation in Ω is regarded as a LOCC (local operations and classical communication) between Alice and Bob if we ignore Eve. The monotonicity of I sq under Ω immediately follows from the monotonicity of the squashed entanglement E sq under LOCC [27] . In the same way, the closedness of S sep under Ω follows from the fact that any separable state is mapped to another separable state by LOCC.
Since ρ A1B1 ⊗ σ A2B2 is a separable state between A 1 A 2 and B 1 B 2 if both ρ and σ are separable, S sep is closed under tensor product.
D. Monotonicity of J ↓ and Boundedness of S J
Take arbitrary states ρ ∈ S all and σ ∈ S J , and consider purifications |φ ρ ABEF A F B and |φ σ ABEF A F B thereof, respectively, such that φ
, the existence of which follows from (17) .
1) L A and L B : For any E ∈ L A , there exists a quantum system A 0 and a linear isometry U from A to AA 0 such that a Stinespring dilation of E is given by E(·) = Tr A0 [U(·)]. Denoting the composite system A 0 F A byF A , the pure state
ABE . In addition, for any operation T on E. we have
where the second infimum in the R.H.S. is taken over all purifications φ E(ρ) of E(ρ). This implies the monotonicity of J ↓ under L A . The monotonicity under L B follows along the same line. It follows from (53) that
which implies E(σ) ∈ S J .
2) R E : Let V be an arbitrary reversible operation on E, let E 1 be an ancillary system and U 1 be a linear isometry from E to EE 1 such that the Stinespring dilation of V is given by V = Tr E1 • U 1 . Let V * be an operation on E satisfying V * • V = id, let E 2 be an ancillary system and U 2 be a linear isometry from E to EE 2 such that the Stinespring dilation of V * is given by V * = Tr E2 • U 2 . Define a pure state |φ ρ on
Due to Lemma 12, we have
Denoting by |ψ 0 a purification of σ 0 , it follows that
Hence a purification of V(ρ) is given by
where we have denoted the composite system
) .
Thus we obtain
where the first infimum in the R.H.S. is taken with respect to all operations T from E to E , and the second one is over all purifications φ V(ρ) of V(ρ). This implies the monotonicity under R E . It follows from (54) that
) , which yields V(σ) ∈ S J .
3) P A and P B : Recall that the states before and after public communication by Alice are represented by density operators ρ i and ρ f in (1) and (2), and that purifications of those states are given by φ * ρi in (42) and φ * ρ f in (43), respectively. Let D A and D E be the dephasing operation on C A and C E with respect to the basis {|m }. Due to Uhlmann's theorem [30] , for any purification φ ρi of ρ i , there exists a linear isometry
where we definedT := D E ⊗ T in the last line. Noting that W(φ ρ f ) is a purification of ρ f , it follows that
where the infimum in the R.H.S. is taken over all operations T from M E E to E and all purifications φ ρ f of ρ f . This implies the monotonicity of J * ↓ . Suppose that σ ∈ S J is decomposed in the form of (46), which is transformed to σ in (47) after communication by Alice. Denoting by |φ σm a purification of σ m for each m, we obtain the following purifications of σ and σ , respectively:
From (55), we obtain
Noting that W(φ * σ ) is a purification of σ , the above inequality implies σ ∈ S J . 4) Q AE and Q BE : Let Q be a quantum system that is transmitted from Alice to Bob. In the same way as (48), for any quantum state ρ on ABEQ and for any operation T on E, we have
where the second infimum in the R.H.S. is taken over all operations from EQ to E . The monotonicity under Q BE follows along the same line. From (56), we have
which implies that S J is closed under Q AE . 5) Closedness under Tensor Product: Consider arbitrary states σ 1 , σ 2 ∈ S J and purifications φ σ1 , φ σ2 thereof, respectively, on ABEF A F B such that φ
. It is straightforward to verify that we have
E. Monotonicity of J * ↓ and Boundedness of S * J Take arbitrary states ρ ∈ S all and σ ∈ S * J , let ABEF and ς ABEF be extensions thereof, respectively, and let W and W 0 be linear isometries from E to E A E B such that such that
By the monotonicity of the conditional quantum mutual information, for any E ∈ L A we have
Noting that E( ) is an extension of E(ρ), it follows that inf inf
where the second infimum in the R.H.S. is taken over all extensions of E(ρ). Thus we obtain the monotonicity of J * ↓ . Inequality (57) implies
which yields E(σ) ∈ S * J . 2) R E : Suppose V ∈ R E . Due to Lemma 12, there exists a state σ 0 and a linear isometry U from E to EE 0 such that a Stinespring dilation of V * is given by V * (·) = Tr E0 [U(·)], and that
holds for any τ . Denote E B E 0 byẼ B , and define a linear isometryW from E to E AẼB byW := (W ⊗ id E0 ) • U. Due to (58), we have
Noting that V( ) is an extension of V(ρ), we have inf inf
where the infimum in the R.H.S. is taken with respect to all extensions of ρ and linear isometries W of E to E A E B . This implies the monotonicity of J 3) P A and P B : Recall that the states before and after public communication by Alice are represented by density operators ρ i and ρ f in (1) and (2), respectively. Let i be an arbitrary extension of ρ i , and define an extension f of ρ f by (41). Denoting by D the dephasing operation on C A with respect to the basis {|m } m , we have
Here, we have denoted E B C E byẼ B , and denoted a linear isometry W ⊗ id C E from EC E to E AẼB byW. Hence we
where the infimum in the second line is taken over all linear isometries W from EC E to E A E B and all extensions f of ρ f . The monotonicity under P B follows along the same line. Suppose that σ ∈ S * J is decomposed in the form of (46), which is transformed to σ given by (47) after the communication by Alice. Define an extension ς of σ by (50) and (51). Inequality (60) yields
which leads to σ ∈ S * J . 4) Q AE and Q BE : Let Q be a quantum system that is transmitted from Alice to Bob, and define an operationW from EQ to E A E B Q byW := W ⊗ id Q . Denoting the composite system E A Q byẼ A , we have
Hence we obtain inf inf
where the second infimum in the R.H.S. is taken over all linear isometries from EQ toẼ A E B . This implies the monotonicity of J * ↓ . From (61), we have
which implies that S * J is closed under Q AE . 
where the infimum is taken over all quantum operations R from E to BE. This implies the monotonicity under local operations by Alice. To prove the monotonicity under Bob's operation, suppose E ∈ L B . We have
where infimum in the last line is taken with respect to all quantum operations R from E to BE. Noting that we have
this implies the monotonicity under L B .
2) Monotonicity under R
where the infimum is taken over all quantum operations R from E to BE. This implies
Consider states ρ i and ρ f defined by (1) and (2), respectively. Let R be an arbitrary quantum operation from E to BE. We have
which yields
Define a quantum operationR from
It is straightforward to verify that
and thus we have
Combining this with (62), we obtain
where the infimum in the last line is taken over all operations R from C E E to C B BC E E. This implies the monotonicity under P A . 4) Monotonicity under Q AE and Q BE : Let Q be a quantum system that is transmitted from Alice to Eve, and let ρ be a quantum state on ABEQ. We have
where the infimum in the L.H.S. is taken over all quantum operations from E to BE, and one in the R.H.S. over all operations from EQ to BEQ. This implies the monotonicity under Q AE . Suppose now that Q is a quantum system that is transmitted from Bob to Eve. We have
where the infimum in the L.H.S. is in this case taken over all quantum operations from E to BEQ. This implies the monotonicity under Q BE .
APPENDIX C PROOF OF (32) In this appendix, we prove Relation (32) after presenting basic calculations of Pauli operators. 
Thus we obtain 
where we used (63) in the second line. 
where the second and the seventh lines follow from the data processing inequality; the third and the fifth lines from the chain rule; and the sixth and the last lines from the fact that we havẽ
Combining (73) and (74), we obtain I(AF A : BF B |E) ρ2 ≥ 2, which implies J ↓ (ρ) ≥ 2 by taking the infimum over all T and W. It is straightforward to verify that the equality holds when T is the dephasing operation on E with respect to the computational basis and U is a linear isometry such that |0 → |0 |0 and |1 → |1 |0 . Applying Proposition 6 also yields J * ↓ (ρ) = 2. Hence we have Φ III ∈ S J , which yields I ↓ (Φ III ) = J ↓ (Φ III ) = 0 due to (19) and (6) . Observe that we have U EF SWAP (φ III ) = φ III . Therefore, due to Proposition 6, we obtain Φ III ∈ S * 
Noting that , which yields Ψ II ∈ S * J . Hence, from (19) and (7), we have I * ↓ (Ψ I ) = J * ↓ (Ψ I ) = 0. Observe that we have U EF SWAP (ψ II ) is a purification of Ψ * II . Therefore, due to Proposition 6, we also have Ψ
