Many aspects of the brain's design can be understood as the result of evolutionary drive towards efficient use of metabolic energy. In addition to the energetic costs of neural computation and transmission, experimental evidence indicates that synaptic plasticity is metabolically demanding as well. As synaptic plasticity is crucial for learning, we examine how these metabolic costs enter in learning. We find that when synaptic plasticity rules are naively implemented, training neural networks requires extremely large amounts of energy when storing many patterns. We propose that this is avoided by precisely balancing labile forms of synaptic plasticity with more stable forms. This algorithm, termed synaptic caching, boosts energy efficiency manifold. Our results yield a novel interpretation of the multiple forms of neural synaptic plasticity observed experimentally, including synaptic tagging and capture phenomena. Furthermore our results are relevant for energy efficient neuromorphic designs.
: Energy efficiency of perceptron learning (a) A perceptron cycles through the patterns and updates its synaptic weights until all patterns produce their correct target output. (b) During learning the synaptic weights follow approximately a random walk until they find the solution (yellow region). The energy consumed by the learning corresponds to the total length of the path (under the L 1 norm). (c) The energy required to train the perceptron diverges when storing many patterns (red curve). The minimal energy required to reach the correct weight configuration is shown for comparison (green curve). (d) The inefficiency, defined as the ratio between actual and minimal energy plotted in panel c, diverges as well (black curve). The overlapping blue curve corresponds to Eq. 3 in the text.
Motivated by these experimental results, we analyze the metabolic energy required to form 16 associative memories in neuronal networks. We demonstrate that traditional learning algorithms 17 are metabolically highly inefficient. Therefore we introduce a synaptic caching algorithm that 18 is consistent with synaptic consolidation experiments, and distributes learning over transient 19 and persistent synaptic changes. This algorithm increases efficiency manifold. Synaptic caching 20 yields a novel interpretation to various aspects of synaptic physiology, and suggests more energy 21 efficient neuromorphic designs. 22 
Results

23
To examine the metabolic energy cost associated to synaptic plasticity, we first study the 24 perceptron. A perceptron is a single artificial neuron that attempts to binary classify input 25 patterns. It forms the core of many artificial networks and has been used to model plasticity in 26 cerebellar Purkinje cells. We consider the common case where the input patterns are random 27 patterns each associated to a randomly chosen binary output. Upon presentation of a pattern, 28 the perceptron output is calculated and compared to the desired output. The synaptic weights
The energy required by the perceptron learning rule depends on the number of patterns P 48 to be classified. The set of correct weights spans a cone in N -dimensional space (yellow region 49 in Fig. 1B ). As the number of patterns to be classified increases, the cone containing correct 50 weights shrinks and the random walk becomes longer [15] . Near the critical capacity of the 51 perceptron (P = 2N ), the number of epochs required diverges as (2 − P/N ) −2 , [16] . The energy 52 required, which is proportional to the number of updates that the weights undergo, follows a 53 similar behavior, Fig. 1C .
54
It is useful to consider the theoretical minimal energy required to classify all patterns. The 55 most energy efficient algorithm would somehow directly set the synaptic weights to their desired 56 final values. Geometrically, the random walk trajectory of the synaptic weights to the target is 57 replaced by a path straight to the correct weights. Given the initial weights w i (0) and the final 58 weights w i (T ), the energy required in this idealized case to set the synapses correctly is
While the minimal energy also grows with the memory load (Methods), it increases less steeply, 
61
We express the metabolic efficiency of a learning algorithm as the ratio between the energy 62 the algorithm requires and the minimal energy (the gap between the two curves in Fig. 1C ). As 
which fits the simulations well.
66
There is evidence that both cerebellar and cortical neurons are operating close to their 67 maximal memory capacity [17, 18] . Indeed, it would appear wasteful if this were not the case.
However, the above result demonstrates that for instance classifying 1900 patterns by a neuron 69 with 1000 synapses with the traditional perceptron learning requires about ∼900 times more 70 energy than minimally required. As the fruit-fly experiments indicate that even storing a single 71 association in long-term memory is already metabolically expensive, storing many memories 72 would thus require very large amounts of energy if the biology would naively implement these 73 learning rules. that this form of plasticity is much less energy-demanding than long-term memory [9, 10, 12] . In 81 mammals there is evidence that synaptic consolidation, but not transient plasticity, is suppressed 82 under low energy conditions [19] . Inspired by these findings we propose that the transient form of correspond to an increased/decreased vesicle release rate [20, 21] so that it diverges from its 102 optimal value [7] .
103
To estimate the energy saved by synaptic caching we assume that the maintenance cost is When there is no decay and no maintenance cost the energy equals the minimal one (green line) and the efficiency gain is maximal. As the maintenance cost increases, the optimal consolidation threshold decreases (lower panel) and the total energy required increases, until no efficiency is gained at all by synaptic caching. 
Global threshold, global cons. When the learning rate is sufficiently small, the metabolic cost of plasticity is independent of the homeostasis and long-term stability could impact the cost of learning as well. Moreover, this work focuses on just the metabolic cost of synaptic plasticity, but the brain also expends significant 236 amounts of energy on spiking, synaptic transmission, and maintaining resting potential. Further 237 study is needed to understand how this impacts total energy cost during and after learning. 
The last term is a source term that describes the re-insertion of weights by the reset process. The 
where erfi(x) = −ierf(ix), σ 2 = τ ∆t σ 2 s and with normalization factor
where 2 F 2 is the generalized hypergeometric function. In the limit of no decay this becomes a 297 triangular distribution P (s i ) = [θ − |s i |]/θ 2 .
298
We obtain maintenance power
For small θ/σ, i.e. small decay, this is linear in θ, m trans ≈ cN θ 3 . It saturates for large θ because 299 then the decay dominates and the threshold is hardly ever reached.
300
The consolidation rate follows from Fick's law
The consolidation power is 301 m cons = N θr (6)
In the limit of no decay one has r = σ 2 /θ 2 , so that m cons = pN η 2 /θ. Strictly speaking this 302 approximates learning with a random walk process and assumes local consolidation, Fig. 3A . 
where the learning rate η can be set to one without loss of generality. The perceptron algorithm For the multi-layer networks trained on MNIST, we use networks with one hidden layer, logistic
