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APPROXIMATING RUELLE’S LINEAR RESPONSE FORMULA BY
SHADOWING METHODS
ANGXIU NI
Department of Mathematics, University of California, Berkeley, CA 94720, USA
Abstract. Ruelle’s linear response formula and shadowing methods are major
options for sensitivity analysis of averaged objectives in chaotic systems. This paper
shows that the shadowing method equals a part of Ruelle’s linear response formula.
Moreover, the systematic error of shadowing methods is typically small for systems
with small ratio of unstable directions. For other cases, a correction term is given
for reducing the error of shadowing methods.
1. Introduction
Ruelle gave a linear response formula for derivatives of averaged objective function
in uniform hyperbolic systems [26, 27, 28, 17], which is typically used as a model
for general chaotic systems. In computation, this formula has been implemented in
an ensemble approach, by Lea et al. [18, 14] and Lucarini et al. [19, 16], where the
conventional sensitivity formula is averaged over an ensemble of trajectories. Ensem-
ble approach typically suffers from slow convergence due to averaging out an noise
growing exponentially to the individual trajectory length [9]. Abramov and Majda
addressed the computational efficiency of linear fluctuation response, using an ap-
proximate formula which has no exponentially growing terms [1, 2]. Recently, a more
efficient but complicated implementation of linear response formula is given by Wang
and Chandramoorthy using an accurate formula [10].
Shadowing methods, starting from the theoretical advancement made by Anosov,
Bowen, and Pilyugin [3, 7, 25], was developed into algorithms by Wang, Blonigan,
and Chater et al. [29, 30, 12], The computational efficiency of shadowing methods
was boosted by a ‘non-intrusive’ formulation [23, 24], and the adjoint shadowing
theory and corresponding non-intrusive algorithms were also developed [20, 22, 6, 11].
Currently, for high dimensional problems, such as computational fluid systems with
4 × 106 degrees of freedom, non-intrusive shadowing method is one of the very few
choices that can give accurate derivatives with high efficiency [21]. Another reason
non-intrusive shadowing methods raises engineering interests is that it fits well into
the framework of conventional trajectory-based linearized solvers. The shortcoming
of shadowing methods is that its derivation makes the strong assumption that, all
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shadowing trajectories are representative. This is generally not true, and shadowing
methods can fail for simple systems such as the 1-dimensional sawtooth map [5].
This paper explores the relation between the two methods in the following order.
First we review the shadowing method and Ruelle’s linear response formula for dis-
crete systems. Then I will show that shadowing methods equals a part of the linear
response formula, and explain when shadowing methods are accurate or good approx-
imations. Finally, a correction term, which reduces the systematic error of shadowing
methods, is given, and is demonstrated on the sawtooth map.
2. Shadowing methods
Consider an autonomous system with the governing equation:
(1) uk+1 = f(uk, s), k ≥ 0 .
Here f is a smooth diffeomorphism in u, u ∈ RM is the state of the dynamical system,
u0 is the initial condition, and s ∈ R is the parameter. The objective, or observable,
is a long-time-averaged quantity,
(2) Javg := lim
K→∞
1
K
K−1∑
k=0
J(uk, s) .
Here J is a smooth function that represents the instantaneous objective. The goal is
to perform sensitivity analysis, that is, to compute the derivative δsJavg := δJavg/δs.
Shadowing methods have been regarded as ‘trajectory-based’, meaning that the sen-
sitivity of objective is computed by first investigate how δs would affect uk. Differenti-
ate equation (1) with respect to s, define vk := δuk/δs, it satisfies the inhomogeneous
tangent equation:
(3) vk+1 = fukvk + fsk .
where the first subscript of fuk indicates partial derivative to u, the second subscript
is the point of evaluation, that is, fsk := ∂f/∂s(uk, s) is a column vector, and the
Jacobian matrix is fuk := ∂f/∂u(uk, s). v0 is yet to be determined, since there is
freedom to choose u0 without affecting the objective. The homogeneous tangent
equation is defined as:
(4) wk+1 = fukwk .
Both shadowing methods and linear response formula assume uniform hyperbolic-
ity, which says that for every u there is a splitting of the tangent space RM(u) =
V +(u)
⊕
V −(u), where V + is the unstable subspace of dimension m, and V − the
stable subspace. Moreover, there is a constant C1 > 0 and λ ∈ (0, 1) such that for
every u on the attractor,
‖Dkl wl‖ ≤ C1λl−k‖wl‖, for k ≤ l, wl ∈ V +(ul),
‖Dkl wl‖ ≤ C1λk−l‖wl‖, for k ≥ l, wl ∈ V −(ul);
(5)
where Dkl is a differential map which maps the homogeneous tangent solution at step
l to step k, that is, Dkl wl = wk. Since most initial conditions w0 contain unstable
APPROXIMATE LINEAR RESPONSE BY SHADOWING 3
components, the corresponding tangent solutions grow exponentially fast. Hence,
most inhomogeneous solutions also grow exponentially fast.
However, there is an inhomogeneous tangent solution, the shadowing direction,
whose norm remains bounded. To obtain it, at each step, split fs into stable and
unstable component, and let the stable component propagate into the future, whereas
the unstable component into the past. More specifically, shadowing direction has the
following expression,
(6) vk =
∑
l≤k
Dkl P
−
l fs,l−1 −
∑
l≥k+1
Dkl P
+
l fs,l−1 =
∑
l≤k
DklX
−
l −
∞∑
l≥k+1
DklX
+
l ,
Here P−l+1 and P
+
l+1 are oblique projection operators onto the stable and unstable
subspace, and X±l := X
±(ul) := P
±
l fs,l−1, where the seemingly mismatch in subscript
is due to that ul = f(ul−1, s), and perturbation on step l is given by differentiation
at step l − 1. Due to the exponential decay, both summations in the expression are
bounded. Intuitively, this implies that after perturbing the parameter by ds, we can
shift each state by a small amount, vkds, to obtain a new trajectory, which is the
shadowing trajectory [7, 4].
Uniform hyperbolic systems have the SRB measure [31], and for almost all u0 in
a neighborhood of its support, the empirical distribution weakly converges to the
SRB measure. However, for sensitivity analysis, shadowing methods make an extra
assumption that, once the base trajectory is representative of the original system,
the shadowing trajectory is also representative of the perturbed system. Essentially,
this says that the new system is so similar to the old system that the old behavior is
shadowed. It hints the existence of a smooth map between the two systems; in fact,
as we shall see, this map is given by Ruelle, but it is not smooth enough to preserve
representative behaviors. Hence, the extra assumption typically introduces an error,
which will be examined in section 4.
Since both shadowing trajectories are assumed to be representative of the long-
time behavior, we can take their difference to compute the change in the averaged
objectives. Due to the boundedness of shadowing directions, the limit of summation
and the limit in the derivative can interchange place, so
(7) δsJavg = δs lim
K→∞
1
K
K−1∑
k=0
J(uk, xk, s) ≈ δsds Javg := lim
K→∞
1
K
K−1∑
k=0
(Jukvk + Jsk) ,
where Juk := ∂J/∂u(uk) is a row vector, and the approximation sign reflects the error
introduced by our extra assumption, and upper script ‘sd’ is for ‘shadowing’.
Non-intrusive shadowing methods are fast and easy to implement, mainly due to
that the seemingly complicated formula of shadowing direction in equation (6) can
be equivalently characterized by the following definition.
Definition 1. The shadowing direction is the only inhomogeneous tangent solution
that is bounded for all time.
In comparison to the formula in equation (7), this definition does not involve any
decomposition to stable and unstable components, and can be exploited for developing
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efficient and neat algorithms. The non-intrusive shadowing methods such as the non-
intrusive least-squares shadowing (NILSS) searches the coefficients a which minimizes
the l2 norm v∗+
∑m′
j=1 wjaj, where v
∗ is a particular inhomogeneous tangent solution,
and {wj}m′j=1 are m′ homogeneous tangent solutions with random initial conditions,
with m′ ≥ m [23, 24]. NILSS’s cost is mainly in computing these m′ + 1 tangent
solutions, which can be accelerated by simultaneously integrating several tangent
solutions [22]. Adjoint non-intrusive shadowing methods have also been developed
based on an adjoint shadowing lemma [20, 22].
3. Ruelle’s linear response formula
In [26], Ruelle presented the final formula as if an ensemble average:
(8) δsJavg =
∞∑
n=0
ρ 〈grad(J ◦ fn), X〉 .
Here 〈·, ·〉 is the inner product in RM , X := fs ◦ f−1, ρ is the SRB measure to which
the inner product is integrated, and δs := δ/δs. This connects to Ruelle’s notation
by δf = fsδs, since all perturbations are due to s in this paper.
The formula in equation (8) has the same advantage of shadowing direction that,
it does not explicit involve the stable and unstable components, and hence can be im-
plemented neatly using only tangent or only adjoint solvers, as by ensemble methods
[14]. However, due to the existence of unstable components, 〈grad(J ◦ fn), X〉 grows
exponentially to n: this phenomenon is also known as the ‘exploding gradients’. Due
to exploding gradients, the number of samples requested to evaluate the integration
to ρ also grows exponentially to n, incurring large computational cost [9].
Exploding gradients are circumvented in another formula by Ruelle [27],
(9) δsJavg =
∞∑
n=0
ρ
[〈
grad(J ◦ fn), X−
〉
− (J ◦ fn) div+σ X+
]
.
Here X−(u) := P−(u)fs ◦ f−1(u), X+(u) := P+(u)fs ◦ f−1(u), hence X− +X+ = X.
To parse this notation, consider a trajectory whose step l is at ul, then X
−(ul) =
P−(ul)fs(ul−1), coinciding with the notations we used for shadowing methods. Here
div+σ is the divergence on the unstable manifold, under a metric whose volume function
σ is the conditional SRB measure, and its detailed definition is in [27]. For the purpose
of this paper, it suffices to know that this definition allows integration by parts on
the unstable manifold, that is, for any smooth function Φ and vector field X,
(10) ρ
(
Φdiv+σ X
+
)
= −ρ
〈
gradΦ, X+
〉
.
Letting Φ = J ◦ fn yields the equivalence between equation (8) and (9); letting Φ ≡ 1
yields that ρ(div+σ X
+) = 0. div+σ X
+ is Holder continuous over the support of the
SRB measure, in the sense of distribution [27].
Equation (9) circumvents the issue of exploding gradients, since the first term
involves propagating only the stable components into the future, while the second
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term is subject to the exponential decay of correlation. More specifically, since
ρ(div+σ X
+) = 0, there is C2 > 0 and γ ∈ (0, 1), such that
(11)
∣∣∣ρ((J ◦ fn) div+σ X+)∣∣∣ = ∣∣∣ρ 〈grad(J ◦ fn), X+〉∣∣∣ ≤ C2γnρ(|JuX+|).
I normalized the right side by ρ(|JuX+|), which bounds the first term with n = 0, to
make C2 close to 1. While the convergence issue in equation (9) is gone, the difficulty
becomes computing div+σ X
+, which goes beyond the pursuit of this paper.
The derivation of the linear response formula reveals its connection to shadowing
methods. When changing s to s˜, f is changed to f˜ := f(·, s˜), and the new SRB
measure is ρ˜, whose support also changes location. Via the implicit function theorem,
Ruelle showed that there is a Holder diffeomorphism, j, which relates the new and
old dynamics by conjugation f˜ j = jf , moreover, j maps the old attractor to the new
attractor. Let µ(·) := ρ˜(j(·)), where ρ˜ is the SRB measure of the perturbed system,
then Javg = ρ˜(J) = µ(J ◦ j). Also note that assigning s˜ = s gives back the old system
by j = Id, µ = ρ.
Differentiating Javg at s by the product rule yields δsJavg = ρ(δs(J ◦ j)) + δsµ(J).
Ruelle derived expressions for both terms, and we further dissect the second term
into δsµ(J) = δ
(2)
s Javg + δ
(3)
s Javg, where
ρ(δs(J ◦ j)) =
∞∑
n=0
ρ
〈
grad(J ◦ fn), X−
〉
− ∑
n≤−1
ρ
〈
grad(J ◦ fn), X+
〉
,
δ(2)s Javg :=
∑
n<N
ρ
〈
grad(J ◦ fn), X+
〉
, δ(3)s Javg := −
∑
n≥N
ρ
(
(J ◦ fn) div+σ X+
)
.
(12)
Here N is a positive integer whose selection will be addressed later. Applying equa-
tion (10) here recovers equation (8) and (9).
4. Approximating linear response by shadowing methods
The term ρ(δs(J ◦j)) is the derivative while assuming µ is fixed at ρ, or equivalently,
assuming that the SRB measure, hence the long-time behavior, is preserved by the
conjugation map j. This is very similar to the assumption we made for shadowing
methods, hinting the following equivalence.
Lemma 1. ρ(δs(J ◦ j)) = δsds Javg.
Proof. Apply the invariance of SRB measure; then use the exponential decay to justify
Fubini’s theorem; finally, use the fact that SRB measure is approximated by almost
any trajectories, we have
ρ(δs(J ◦ j)) =
∞∑
n=0
ρ
[〈
grad(J ◦ fn), X−
〉
◦ f−n
]
− ∑
n≤−1
ρ
[〈
grad(J ◦ fn), X+
〉
◦ f−n
]
= ρ

 ∞∑
n=0
〈
grad(J ◦ fn), X−
〉
◦ f−n − ∑
n≤−1
〈
grad(J ◦ fn), X+
〉
◦ f−n


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= lim
K→∞
1
K
K−1∑
k=0

 ∞∑
n=0
〈
grad(J ◦ fn), X−
〉
(uk−n)−
∑
n≤−1
〈
grad(J ◦ fn), X+
〉
(uk−n)


= lim
K→∞
1
K
K−1∑
k=0

 ∞∑
n=0
JukD
k
k−nX
−
k−n −
∑
n≤−1
JukD
k
k−nX
+
k−n


= lim
K→∞
1
K
K−1∑
k=0
Jukvk = δ
sd
s Javg,
where in the second last step we substituted l = k − n in equation (6). 
The systematic error in shadowing methods is δsµ(J). A sufficient condition for
this to be zero is that j can be extended to a C1 map over the entire phase space.
Recall that the SRB measure is the unique limit of evolving a Lebesgue measure
in a neighborhood of the attractor [31]. For a nice j, absolute continuity to the
Lebesgue measure is preserved, and by the continuous mapping theorem, µ is the
limit of a measure absolutely continuous to Lebesgue. Hence, µ must always be the
SRB measure on the original attractor, which yields δsµ ≡ 0. This equivalence could
potentially hold for Hamiltonian systems, which has more regularities.
It is important to determine the conditions for a small δsµ(J), when shadowing
methods are adequate approximations to the linear response formula. Looking at
equation (12), one possible condition is that X and Ju have small unstable compo-
nents. This can be achieved by several more basic assumptions, and an interesting
scenario is when the phase space has large dimension M , but a relatively small un-
stable dimension m. This is typically the case for systems with dissipation, such as
fluid mechanics, where non-intrusive shadowing methods have been shown to be suc-
cessful [21, 22, 23, 6, 11]. The intuition is that, if X and Ju has no particular reason
to be aligned with the unstable directions, projection to a low dimensional unstable
subspace reduces the vector norm.
To be more rigorous, it requires to view J,X as random functions. I shall make two
assumptions on their probability distributions, then estimate ‖JuX+‖ and ‖δsµ(J)‖.
Here ‖JuX+‖ := (E(JuX+)2)0.5, where the expectation is with respect to the joint
distribution of J,X and u, with u marginally distributed according to the SRB mea-
sure ρ. In contrast, the expectation in ‖δsµ(J)‖ := (E(δsµ(J))2)0.5 is with respect
to the distribution of only J and X, since ρ has been integrated out in δsµ. Both
quantities are normalized by ‖JuX‖, which is an estimation of the magnitude of the
true sensitivity. The first assumption is to describe that Ju and X are not particularly
aligned with the unstable subspace.
Assumption 1. For any u1 and u2, X(u1) and Ju(u2) follow independent multivari-
ate normal distributions N (0, IM).
Lemma 2. Under assumption 1, ‖JuX+‖/‖JuX‖ ≤ (sinα)−1
√
m/M , where α is the
smallest angle between stable and unstable subspace on the attractor.
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Proof. By independence, EJ iuX
jJkuX
l = 0 unless i = k and j = l, where Xj is the
j-th coordinate of X. Hence
E(JuX)
2 = E(
M∑
j=1
J juX
j)2 =
M∑
j=1
E(J juX
j)2 =M.
Denote the entries in the oblique projection matrix P+ by P+ij , then
E(JuX
+)2 = E(JuP
+X)2 = E(
∑
i,j
J iuP
+
ijX
j)2 =
∑
i,j
E(J iuP
+
ijX
j)2 = ρ

∑
i,j
(P+ij )
2

 .
For any M ×M orthogonal matrix A,∑
i,j
(P+ij )
2 = tr(P+TP+) = tr((P+A)T (P+A)) =
∑
i,j
(P+A)2ij .
Let the first m and the rest M −m columns of A be orthonormal basis of (V −)⊥ and
V −, then only the first m columns of P+A are non-zero, and their norms are bounded
above by 1/ sinα. Hence E(JuX
+)2 ≤ m/(sinα)2. 
In equation (11) for decorrelation, C2 depends on J and X. To prove the approxi-
mation theorem, I also make a assumption regarding uniform decorrelation.
Assumption 2. A common C2 exists for the entire distribution of J and X.
A typical trick to break this uniformity assumption is to pass J to J ◦ fn; however,
this trick does not affect δsµ(J), which is what we are really interested in. Moreover,
this assumption is backed by observations in such as [8]. It is also worth noticing that
the decorrelation rate is faster than γ in the short time [13], making the bound safer.
Finally, for engineering problems, the error of non-intrusive shadowing methods can
be computed directly by comparing results from NILSS with finite differences. For
theoretical interests, the systematic error of shadowing method is estimated by the
following theorem.
Theorem 3. Under assumption 1 and 2,
(13)
‖δsµ(J)‖
‖JuX‖ ≤
(
C1
(1− λ) sinα +
C2γ
(1− γ) sinα
)√
m
M
.
Proof. Set N = 1 in equation (12). First obtain the exponential decay of terms in
δ(2)s Javg by propagation of the unstable vectors in equation (5). Define Df
n(uk) :=
Dk+nk , and note that Ju(f
n(u)) and X(u) are independent by assumption 1, we have
∥∥∥〈grad(J ◦ fn), X+〉∥∥∥2 = ∥∥∥Ju(Dfn)P+X∥∥∥2 = ρ

∑
i,j
(DfnP+)2ij

 .
Use the same A as in the proof of lemma 2, then use the fact that the non-zero columns
in P+A are in the unstable subspace, and Dfn reduces their norms for n ≤ 0,
ρ

∑
i,j
(DfnP+)2ij

 = ρ

∑
i,j
(DfnP+A)2ij

 ≤ C21λ−2n m(sinα)2 .
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By Cautchy-Schwarz inequality, for any suitable function g, (ρ(g))2 ≤ ρ(g2). Hence
‖ρ(g)‖ ≤ ‖g‖, where the integration in the first norm is over joint distribution of only
Ju, X, and the second is over Ju, X, and ρ. Use this,∥∥∥ρ 〈grad(J ◦ fn), X+〉∥∥∥ ≤ ∥∥∥〈grad(J ◦ fn), X+〉∥∥∥ ≤ C1λ−n√m/ sinα.
On the other hand, the exponential decay of terms in δ(3)s Javg is due to the decorrela-
tion, with the rate given by assumption 2 and equation (11). Further use lemma 2,∥∥∥ρ ((J ◦ fn) div+σ X+)∥∥∥ ≤
(
E
(
C2γ
nρ(|JuX+|)
)2)0.5 ≤ C2γn‖JuX+‖ ≤ C2γn√m/ sinα.
Finally, the error of shadowing methods is bounded by sums of two geometric series.∥∥∥δ(2)s Javg
∥∥∥ ≤ ∑
n≤0
∥∥∥ρ 〈grad(J ◦ fn), X+〉∥∥∥ ≤ C1
√
m
(1− λ) sinα ;
∥∥∥δ(3)s Javg∥∥∥ ≤ ∑
n≥1
∥∥∥ρ ((J ◦ fn) div+σ X+)∥∥∥ ≤ C2γ
√
m
(1− γ) sinα.
The proof is completed by the definition δsµ(J) = δ
(2)
s Javg + δ
(2)
s Javg. 
The proof above shows that the error of shadowing method is small when the
decorrelation is fast and the ratio of unstable directions is small. Slow decorrelation
makes most computations related to SRB measure expensive, whereas it causes a large
systematic error in shadowing methods. On the other side, although SRB measure
was invented for dissipative systems, many of which have low dimensional unstable
subspaces, there are counter examples with large
√
m/M , and shadowing methods
fail. A remedy to reduce the systematic error is given in the next section.
5. Corrections to shadowing methods
When the error of shadowing method is large, it can be reduced by further adding
the correction term, δ(2)s Javg, as defined in equation (12), with a positive N . This
correction to shadowing methods reduces, though not eliminate, its systematic error.
By the proof of theorem 3, the relative error is reduced to
(14)
∥∥∥δ(3)s Javg
∥∥∥
‖JuX‖ ≤
C2γ
N
(1− γ) sinα
√
m
M
.
There are two new issues in computing this correction term. The first is to compute
X+. In contrast to the original shadowing methods, which require either tangent or
adjoint solvers, computing X+ in the correction term requires both solvers in order
to find the unstable tangent and adjoint subspaces. More specifically, denote the
i-th covariant Lyapunov Vector (CLV) at uk by w
i
k, which also is a homogeneous
tangent solution of equation (4). Denote the adjoint CLV by wik, which is a homoge-
neous adjoint solution whose norm grows exponentially. Further denote the adjoint
unstable subspace by V
+
, then dim V
+
= dim V +, and V
+ ⊥ V − [20]. We can
compute tangent CLVs using an algorithm given by Ginelli [15], which asserts that
APPROXIMATE LINEAR RESPONSE BY SHADOWING 9
V + is approximated by evolving m homogeneous tangent solutions with random ini-
tial conditions. Unstable adjoint CLVs and V
+
can also be computed by Ginelli’s
algorithm.
A trick in [20] helps to solve X+. At step k, assume X+k =
∑m
i=1 c
i
kw
i
k, where
cik’s are undetermined coefficients. Since the oblique projection to V
+ is along V −,
X − X+k ∈ V −. The orthogonality condition implies that
〈
X −X+k , wik
〉
= 0 for all
unstable adjoint CLVs. Since dim V
+
= dimV +, there are exactly m linear equations
for m undetermined coefficients at step k.
The second new issue is to efficiently sum up the series. To achieve this, use the
trick in proving lemma 1, the definition Dkk−nw
i
k−n = w
i
k, and Fubini’s theorem,
δ(2)s Javg =
∑
n<N
ρ
(〈
grad(J ◦ fn), X+
〉
◦ f−n
)
= lim
K→∞
1
K
K−1∑
k=0
∑
n<N
JukD
k
k−nX
+
k−n
= lim
K→∞
1
K
K−1∑
k=0
∑
n<N
JukD
k
k−n
m∑
i=1
cik−nw
i
k−n = lim
K→∞
1
K
K−1∑
k=0
Juk
m∑
i=1
wik
∑
n<N
cik−n.
Analytically, the last summation converges since wik−n grows exponentially to −n and
hence cik−n shrinks exponentially. To prevent numerical issues caused by exponentially
growing CLVs, QR factorization should be performed every often, and the R matrices
should be inserted into the last summation.
The adjoint algorithm for δ(2)s Javg is obtained by using
δ(2)s Javg =
∑
n<N
ρ
〈
grad(J ◦ fn), X+
〉
= lim
K→∞
1
K
K−1∑
k=0
∑
n<N
Ju,k+nD
k+n
k X
+
k
= lim
K→∞
1
K
K−1∑
k=0
∑
n<N
Ju,k+nD
k+n
k P
+
k Xk = lim
K→∞
1
K
K−1∑
k=0
∑
n<N
(
Ju,k+nP
+
k D
k+n
k
)
Xk.
The last equality uses thatDk+nk P
+
k = P
+
k D
k+n
k . Here P
+
k andD
k+n
k acting on the right
of a row vector Ju,k+n are the oblique projection operator onto the adjoint unstable
subspace and the adjoint propagation operator [20]. The techniques for computing
adjoint projections and summing up series are the same as in the tangent algorithm
for the correction term.
Large N reduces systematic error; however, in practice, N is limited by compu-
tational cost, since large N requires exponentially increasing the trajectory length.
Hence, I suggest to use a N such that, the trajectory used in the original shadowing
methods is long enough to average out the exponentially growing tangent solutions.
In practice, this can be observed as the point when the correction term stops im-
proving the quality of the sensitivity, while keep using the same trajectory. For N
determined in this way, the extra computational cost of the correction is mainly com-
putingm homogeneous adjoint solutions, which is similar to the original non-intrusive
shadowing methods.
Although numerical implementations are not done in this paper, an example helps
illustrating the correction term. This example of sawtooth map is a 1-dimensional
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unstable system, which has been previously used as a counter example of shadowing
methods [5]. It is also the underlying source of chaos for several other counter exam-
ples such as the solenoid map. Earlier analysis in this paper shows that shadowing
methods would fail, due to that all directions are unstable, and
√
m/M = 1. However,
the proposed correction fixes the error.
Example (sawtooth map). Consider the dynamical system on [0, 2pi) given by uk+1 =
f(uk, s) := 2uk + s sin uk (mod 2pi). The objective function is J(u) = cosu, and the
base parameter is s = 0, at which we compute the sensitivity.
At s = 0, the density of SRB measure is ρ(x) ≡ 1. For |s| < 1, the SRB measure
is the unique stationary measure absolute continuous to Lebesgue measure. As we
can check, if a density is stationary for s˜, it is also stationary for −s˜. This symmetry
indicates that δsJavg = 0. Since X
− ≡ 0, it is clear from equation (12) that, setting
N = 0, then δsds Javg + δ
(2)
s Javg = 0, that is, shadowing methods with corrections give
the correct sensitivity. Some further analysis will improve our understanding.
First, we check that each term in δ(3)s Javg is zero. Notice that X
+ = X = sin ◦f−1,
and since f is a 2-to-1 map, X+(u) is a random variable taking value sin(u/2) or
sin(u/2 + pi) with equal probabilities. For n ≥ 0, J ◦ fn is a function, and grad(J ◦
fn)(u) = −2n sin(2nu). Also use integration by parts, we have
− ρ
〈
(J ◦ fn) div+σ X+
〉
= ρ
〈
grad(J ◦ fn), X+
〉
=ρ
(
−2n sin(2nu) sin u
2
)
+ ρ
(
−2n sin(2nu) sin u+ 2pi
2
)
= 0.
We also directly compute δsds Javg and δ
(2)
s Javg . For n ≤ −1, to parse the notation
ρ 〈grad(J ◦ fn), fs ◦ f−1〉 for a 2-to-1 map f , consider ρ as the limit of an empirical
distribution on a trajectory {uk}, where f−1(uk) = uk−1 unambiguously. Then it is
clear that, in the limit, fn(u) is a random variable which, conditioned on f−1(u),
equally distribute among all 2−n−1 further possible values. Hence, the only non-zero
term in δ(2)s Javg is
ρ
〈
grad(J ◦ f−1), X+
〉
= ρ
(
−1
2
sin2
u
2
)
+ ρ
(
−1
2
sin2
u+ 2pi
2
)
= −1
2
.
Similarly, the result given by the original shadowing methods is δsds Javg = 1/2. This
is the same as the computational result in figure 2-17(a) of [5], where the interval is
[0, 1], only 1/2pi of ours, so δsds Javg there should be pi by our analysis. 
6. Conclusions
For engineering applications, especially dissipative systems with large degrees of
freedom, such as fluid systems, I suggest to try shadowing methods first, then add
on the correction term if error is large. For several previous applications, shadowing
methods meet the accuracy demand even without correction. A full-blown realization
of Ruelle’s formula is the final option, which has no systematic error, but it should
be slower and more complicated than shadowing methods with correction.
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