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Abstract
In this paper, we first give several operator identities involving the bivariate Rogers–Szegö polynomials. By applying the tech-
nique of parameter augmentation to the multiple q-binomial theorems given by Milne [S.C. Milne, Balanced 3φ2 summation
theorems for U(n) basic hypergeometric series, Adv. Math. 131 (1997) 93–187], we obtain several new multiple q-series identities
involving the bivariate Rogers–Szegö polynomials. These include multiple extensions of Mehler’s formula and Rogers’s formula.
Our U(n + 1) generalizations are quite natural as they are also a direct and immediate consequence of their (often classical)
known one-variable cases and Milne’s fundamental theorem for An or U(n + 1) basic hypergeometric series in Theorem 1.49 of
[S.C. Milne, An elementary proof of the Macdonald identities for A(1)
l
, Adv. Math. 57 (1985) 34–70], as rewritten in Lemma 7.3 on
p. 163 of [S.C. Milne, Balanced 3φ2 summation theorems for U(n) basic hypergeometric series, Adv. Math. 131 (1997) 93–187] or
Corollary 4.4 on pp. 768–769 of [S.C. Milne, M. Schlosser, A new An extension of Ramanujan’s 1ψ1 summation with applications
to multilateral An series, Rocky Mountain J. Math. 32 (2002) 759–792].
© 2008 Elsevier Inc. All rights reserved.
Keywords: Operator identity; Multiple q-series identity; Bivariate Rogers–Szegö polynomial; Mehler’s formula; Rogers’s formula; Milne’s
fundamental theorem for An or U(n + 1) basic hypergeometric series
1. Introduction
Throughout this paper, let 0 < q < 1. We adopt the following notation and terminology in [11]. The q-shifted
factorial is defined by
(a;q)0 = 1, (a;q)n =
n−1∏
k=0
(
1 − aqk), (a;q)∞ = ∞∏
k=0
(
1 − aqk).
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(a;q)n = (a;q)∞
(aqn;q)∞ . (1)
We also adopt the following notation for multiple q-shifted factorial:
(a1, a2, . . . , am;q)n = (a1;q)n(a2;q)n . . . (am;q)n,
where n is an integer or ∞. The q-binomial coefficient is defined by[
n
k
]
= (q;q)n
(q;q)k(q;q)n−k .
The basic hypergeometric series r+1φr is given by
r+1φr
(
a1, a2, . . . , ar+1
b1, b2, . . . , br
;q, x
)
=
∞∑
n=0
(a1, a2, . . . , ar+1;q)n
(q, b1, b2, . . . , br ;q)n x
n.
The following is the homogeneous form of the q-shifted factorial:
Pn(x, y) = (x − y)(x − qy) . . .
(
x − qn−1y),
which is also called by Cauchy polynomials.
In [5, p. 667], Chen, Fu, and Zhang introduced the bivariate Rogers–Szegö polynomials hn(x, y|q) by
hn(x, y|q) =
n∑
k=0
[
n
k
]
Pk(x, y).
The classical Rogers–Szegö polynomials
hn(x|q) =
n∑
k=0
[
n
k
]
xk
are a special case of hn(x, y|q) when y → 0. For the classical Rogers–Szegö polynomials hn(x|q), we have the
Mehler’s formula
∞∑
n=0
hn(x|q)hn(s|q) z
n
(q;q)n =
(sxz2;q)∞
(z, zx, szx, sz;q)∞ (2)
and the Rogers formula
∞∑
n=0
∞∑
m=0
hn+m(x|q) t
n
(q;q)n
sm
(q;q)m = (xst;q)∞
∞∑
n=0
∞∑
m=0
hn(x|q)hm(x|q) t
n
(q;q)n
sm
(q;q)m . (3)
These two formulas (2) and (3) have been extensively studied, see [6,8,14,16,23–25,27]. Specially, in [8], Chen, Saad
and Sun gave the Mehler’s and Rogers’s formulas for the bivariate Rogers–Szegö polynomials hn(x, y|q).
We also define the conjugate bivariate Rogers–Szegö polynomials by
ωn(x, y|q) =
n∑
k=0
[
n
k
]
q(
k
2)−nkPk(x, y).
By q-binomial inversion [12]: Let an and bn be two real sequences. Then⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
an =
n∑
k=0
[
n
k
]
bk,
bn =
n∑
(−1)kq(k2)
[
n
k
]
ak,
(4)k=0
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Pn(x, y) =
n∑
k=0
[
n
k
]
(−1)kq(k2)hk(x, y|q).
Rogers–Szegö polynomials appear as coefficients in Fine’s transformation of hypergeometric series [10, p. 27].
Some results for them have been given in [4,9,13,18]. The Rogers–Szegö polynomials play an important role in the
theory of orthogonal polynomials, particularly in the study of the Askey–Wilson integral [2,14,15].
Multiple basic hypergeometric series associated to the unitary U(n + 1) group have been investigated by various
authors. Many different types of such series exist in the literature. In [21], Milne initiated the theory and application
of the U(n + 1) generalization of the classical Bailey Transform and Bailey Lemma. This program is based upon the
U(n+ 1) terminating very-well-poised 6φ5 summation theorems in [20]. By means of his U(n+ 1) Bailey transform,
Milne derived U(n + 1) terminating balanced 3φ2 summations directly from his suitable U(n + 1) terminating very-
well-poised 6φ5 summations. Special limiting cases of these U(n + 1) terminating balanced 3φ2 summations, then
yielded numerous U(n + 1) q-Gauss summations, U(n + 1) q-Chu–Vandermonde summations, and U(n + 1) q-
binomial theorems. In [27], from several U(n+1) generalizations of the q-binomial theorem and q-Gauss summation
theorem established by Milne [21], we applied the technique of parameter augmentation in [6,7,17], to obtain some
transformation formulae and summation theorems of multiple basic hypergeometric series such as the U(n + 1)
Kalnins–Miller transformation formula and the U(n+1) Jackson q-analog of the Euler transformation. Our U(n+1)
generalizations are quite natural as they are also a direct and immediate consequence of their (often classical) known
one-variable cases and Milne’s fundamental theorem for An or U(n+1) basic hypergeometric series in Theorem 1.49
of [19], as rewritten in Lemma 7.3 of [21, p. 163] or Corollary 4.4 of [22, pp. 768–769].
This paper is organized as follows. Section 2 states several operator identities involving the bivariate Rogers–Szegö
polynomials. In Section 3, applying the technique of parameter augmentation [6,7,17] to the multiple q-binomial theo-
rems given by Milne [21], we give some multiple q-series identities involving the bivariate Rogers–Szegö polynomials
such as the multiple Mehler’s formula for hn(x, y|q). Section 4, we consider the terming cases of the multiple q-series
identities. Section 5 begins with the multiple Rogers’s formula for hn(x, y|q). In Section 6, we give the multiple
Mehler’s and Rogers’s formulas involving q-Hermite polynomials.
After we had written this paper, it was brought to our attention that all of the U(n+1) generalizations here, as well
as in the papers [27] and [29], are a direct and immediate consequence of their (often classical) known one-variable
cases and either Lemma 7.3 of [21, p. 163] or Corollary 4.4 of [22, pp. 768–769]. Lemma 7.3 of [21, p. 163] is
an immediate application of Milne’s fundamental theorem for An or U(n + 1) basic hypergeometric series in [19,
Theorem 1.49] and Corollary 4.4 of [22, pp. 768–769] is a simple useful consequence of Lemma 7.3. In Sections 3–6
of this paper, as well as in [29], it is noted how each of the various U(n + 1) results is a direct consequence of either
Lemma 7.3 of [21, p. 163] or Corollary 4.4 of [22, pp. 768–769]. For reference, the classical one-variable case and
Corollary 4.4 of [22, pp. 768–769] yields Proposition 3.1, Theorems 3.2, 3.4, 5.2, 5.3, 6.1, and 6.3 of [27]. Using
Lemma 7.3 of [21, p. 163] was the first proof in [21] of Proposition 5.1 of [27]. While Proposition 4.1 of [27] was
first proven in [21], it also immediately follows from Lemma 7.3 of [21, p. 163] by first letting N → ∞, then taking
as → q−Ns , and finally appealing to the n → N1 + · · · + Nn case of the classical terminating q-binomial theorem.
Theorem 4.2 of [27] follows in exactly the same way from its one-variable case.
The U(n + 1) results in this paper, as well as those in [27] and [29], are not as deep as most of the material in
Sections 2–6 of [21], but rather are on a level of the simpler results in Section 7 of [21] and [22]. As discussed in [21,
p. 163], [11, Section 11.7], and [22, p. 760], Milne’s fundamental theorem for An or U(n + 1) basic hypergeometric
series and Lemma 7.3 of [21, p. 163] have many important and interesting applications, including a simple elementary
proof in [19] of the Macdonald identities for An. Thus, the U(n + 1) results in this paper, as well as those in [27]
and [29], are still quite worthwhile and should have interesting applications. The operator identity techniques in this
paper and [27] and [29] connect their U(n + 1) results to the theory of orthogonal polynomials, while their direct
short proofs based on [19,21,22] demonstrate the connection with the theory of symmetric functions, combinatorics,
and mathematical physics. Moreover, these two different methods of proof are an efficient check that these U(n + 1)
results are correct.
It should be noted that the U(n + 1) results in [26] do not follow directly from either Lemma 7.3 of [21, p. 163]
or Corollary 4.4 of [22, pp. 768–769], but are of the more difficult type of results in Sections 2–6 of [21]. This is
important as it shows that the operator identity techniques can lead to some deeper results as well.
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The q-difference operator and the q-shift operator η are defined by
Dq
{
f (a)
}= 1
a
(
f (a) − f (aq))
and
η
{
f (a)
}= f (aq),
respectively. In [6] Chen and Liu construct operator
θ = η−1Dq. (5)
Then they introduce further two operators:
T (bDq) =
∞∑
n=0
(bDq)
n
(q;q)n
and
E(bθ) =
∞∑
n=0
(bθ)nq(
n
2)
(q;q)n .
There hold the following operator identities [6,7]:
T (bDq)
{
1
(at;q)∞
}
= 1
(at, bt;q)∞ , (6)
E(bθ)
{
(at;q)∞
}= (at, bt;q)∞. (7)
Next we give the following operator identities.
Theorem 2.1. We have
T (dDq)
{
an
(at;q)∞
}
= a
n
(at, dt;q)∞
n∑
k=0
[
n
k
]
(at;q)k
(
d
a
)k
= a
n
(at, dt;q)∞ hn
(
d
a
, dt
∣∣∣∣q
)
(8)
and
E(dθ)
{
an(as;q)∞
}= an(as, ds;q)∞ n∑
k=0
[
n
k
]
(−1)kq(k2)−nk(q/as;q)k(ds)k
= an(as, ds;q)∞ωn
(
−ds,−q d
a
∣∣∣∣q
)
. (9)
Proof. Applying
Diq
{
ak
}= (q;q)k
(q;q)k−i a
n−k
and
Dnq
{
f (a)g(a)
}= n∑
k=0
qk(k−n)
[
n
k
]
Dkq
{
f (a)
}
Dn−kq
{
g
(
aqk
)}
(see [6]), we have
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{
ak
(at;q)∞
}
=
∞∑
n=0
(dDq)
n
(q;q)n
{
ak
(at;q)∞
}
=
∞∑
n=0
dn
(q;q)n
n∑
i=0
qi(i−n)
[
n
i
]
Diq
{
ak
}
Dn−iq
{
1
(atqi;q)∞
}
=
∞∑
n=0
dn
(q;q)n
n∑
i=0
qi(i−n)
[
n
i
]
(q;q)k
(q;q)k−i a
k−iDn−iq
{
1
(atqi;q)∞
}
=
∞∑
i=0
(q;q)k
(q;q)i(q;q)k−i
∞∑
n=i
dn
(q;q)n−i q
i(i−n)ak−iDn−iq
{
1
(atqi;q)∞
}
=
k∑
i=0
[
k
i
]
ak−i
∞∑
n=0
dn+i
(q;q)n q
−inDnq
{
1
(atqi;q)∞
}
=
k∑
i=0
[
k
i
]
ak−idi
∞∑
n=0
(dq−iDq)n
(q;q)n
{
1
(atqi;q)∞
}
=
k∑
i=0
[
k
i
]
ak−idiT
(
dq−iDq
){ 1
(atqi;q)∞
}
=
k∑
i=0
[
k
i
]
ak−idi 1
(atqi, dt;q)∞
= 1
(at, dt;q)∞
k∑
i=0
[
k
i
]
(at;q)iak−idi
= a
n
(at, dt;q)∞ hn
(
d
a
, dt
∣∣∣∣q
)
.
Similarly, we can obtain the second formula. 
Theorem 2.2. We have
T (dDq)
{
(aυ;q)∞
(as, at, aw;q)∞
}
= (aυ, adsw;q)∞
(at, as, aw,ds, dw;q)∞ 3φ2
(
υ/t, as, aw
aυ, adsw
;q, dt
)
, (10)
where |dt | < 1.
Proof. The proof of the theorem is contained in the proof of Theorem 2.4 in [28]. 
Corollary 2.3. We have
T (dDq)
{
1
(at, as, aw;q)∞
}
= (adsw;q)∞
(at, as, aw,ds, dw;q)∞ 2φ1
(
as, aw
adsw
;q, dt
)
, (11)
where |dt | < 1.
Proof. Take υ = 0 in the second formula of Theorem 2.2. 
In Eq. (2.1) of [5], Chen, Fu, and Zhang have established the following homogeneous q-difference operator
Dxyf (x, y) = f (x, q
−1y) − f (qx, y)
−1x − q y
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the q-exponential of the homogeneous q-difference operator:
E(Dxy) =
∞∑
k=0
Dkxy
(q;q)k .
Chen, Fu, and Zhang gave the following identities:
Theorem 2.4. We have
E(Dxy)
{
(yt;q)∞
(xt;q)∞
}
= (yt;q)∞
(t, xt;q)∞ , (12)
E(Dxy)
{
Pn(x, y)
}= hn(x, y|q). (13)
Proof. See [5]. 
3. The multiple basic hypergeometric series involving the Rogers–Szegö polynomials
Proposition 3.1 (The nonterminating U(n + 1) refinement of the q-binomial theorem). (See [21, Theorem 5.42].) Let
b, z and x1, . . . , xn be indeterminate, and let n 1. Suppose that none of the denominators in the following identity
vanishes, and that 0 < |q| < 1 and |z| < |x1 . . . xn| · |xm|−n|q|(n−1)/2, for m = 1,2, . . . , n. Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(b;q)y1+···+ynzy1+···+yn
}
= (bz;q)∞
(z;q)∞ , (14)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. See [21]. 
Proposition 3.1 is also an immediate consequence of its one-variable case and Corollary 4.4 of [22, pp. 768–769].
Theorem 3.2. Let b, c, z and x1, . . . , xn be indeterminate, and let n 1. Suppose that none of the denominators in the
following identity vanishes, and that 0 < |q| < 1 and max{|z|, |cz|} < |x1 . . . xn| · |xm|−n|q|(n−1)/2, for m = 1,2, . . . , n.
Then ∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(b;q)y1+···+ynhy1+···+yn(c, bcz|q)zy1+···+yn
}
= (bz, bcz;q)∞ (15)
(z, cz;q)∞
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∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(b;q)y1+···+ynωy1+···+yn(−cz,−qc|q)zy1+···+yn
}
= (bz, bcz;q)∞
(z, cz;q)∞ , (16)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. From Proposition 3.1, we have
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(b;q)y1+···+yn
zy1+···+yn
(bz;q)∞
}
= (z;q)∞
and
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)(b;q)y1+···+yn(z;q)∞zy1+···+yn
}
= (bz;q)∞.
Applying the operators T (cDq) and E(cθ) to above two equations, respectively, we obtain the theorem. 
Theorem 3.2 is also an immediate consequence of its one-variable case in Eqs. (17) and (18), and Corollary 4.4
of [22, pp. 768–769].
In the case when n = 1, this theorem reduces to
Corollary 3.3. We have
∞∑
k=0
(b;q)khk(c, bcz|q) z
k
(q;q)k =
(bz, bcz;q)∞
(z, cz;q)∞ , (17)
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k=0
(b;q)kωk(−cz,−qc|q) z
k
(q;q)k =
(bz, bcz;q)∞
(z, cz;q)∞ , (18)
where |z| < 1, |cz| < 1.
Theorem 3.4. Let x, y, z and x1, . . . , xn be indeterminate, and let n  1. Suppose that none of the denominators
in the following identity vanishes, and that 0 < |q| < 1 and max{|z|, |xz|} < |x1 . . . xn| · |xm|−n|q|(n−1)/2, for m =
1,2, . . . , n. Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)hy1+···+yn(x, y|q)zy1+···+yn
}
= (yz;q)∞
(z, xz;q)∞ , (19)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. Let z → xz and b → y/x in Proposition 3.1. Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)Py1+···+yn(x, y)zy1+···+yn
}
= (yz;q)∞
(xz;q)∞ . (20)
Applying E(Dxy) to both sides of the equation gives the theorem by Theorem 2.4. 
Theorem 3.4 is also an immediate consequence of its one-variable case in Eq. (21), and Corollary 4.4 of [22,
pp. 768–769].
In the case when n = 1, this theorem reduces to
Corollary 3.5. (See [5, Theorem 4.2].) We have
∞∑
n=0
hn(x, y|q) z
n
(q;q)n =
(yz;q)∞
(z, xz;q)∞ , (21)
provided by |z|, |xz| < 1.
Theorem 3.6 (The multiple Mehler’s formula for hn(x, y|q)). Let x, y, s, t , z and x1, . . . , xn be indeterminate, and
let n  1. Suppose that none of the denominators in the following identity vanishes, and that 0 < |q| < 1, |sz| <
{1, |x1 . . . xn| · |xm|−n|q|(n−1)/2} and max{|z|, |xz|, |szx|} < |x1 . . . xn| · |xm|−n|q|(n−1)/2, for m = 1,2, . . . , n. Then
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yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× hy1+···+yn(x, y|q)hy1+···+yn(s, t |q)zy1+···+yn
}
= (zy, zxt;q)∞
(z, zx, szx;q)∞ 3φ2
(
y, zx, t/s
zy, zxt
;q, sz
)
, (22)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. Multiply both sides by 1/(uz;q)∞ in (19). Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)hy1+···+yn(x, y|q)
zy1+···+yn
(uz;q)∞
}
= (yz;q)∞
(z, xz,uz;q)∞ . (23)
Applying T (vDq) to both sides of the equation with respect to the variable z gives
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
×
n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)
× (−1)(n−1)(y1+···+yn)hy1+···+yn(x, y|q)
zy1+···+yn
(uz,uv;q)∞ hy1+···+yn
(
v
z
, vuy
∣∣∣∣q
)}
= T (vDq)
{
(yz;q)∞
(z, xz,uz;q)∞
}
= (zy, zvxu;q)∞
(z, xz,uz, vx,uv;q)∞ 3φ2
(
y, zx, zu
yz, vzxu
;q, v
)
by the identities (8) and (10). The theorem is proved after taking v → sz and u → t
tz
in above equation. 
Theorem 3.6 is also an immediate consequence of its one-variable case in Eq. (24), and Corollary 4.4 of [22,
pp. 768–769].
In the case when n = 1, this theorem reduces to
Corollary 3.7 (The Mehler’s formula for hn(x, y|q)). We have
∞∑
n=0
hn(x, y|q)hn(s, t |q) z
n
(q;q)n =
(zy, zxt;q)∞
(z, zx, szx;q)∞ 3φ2
(
y, zx, t/s
zy, zxt
;q, sz
)
, (24)
provided by max{|z|, |zx|, |sz|, |szx|} < 1.
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Theorem 3.8. Let x, y, s, z and x1, . . . , xn be indeterminate, and let n 1. Suppose that none of the denominators in
the following identity vanishes, and that 0 < |q| < 1 and max{|z|, |xz|, |sz|, |sxz|} < |x1 . . . xn| · |xm|−n|q|(n−1)/2, for
m = 1,2, . . . , n. Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× hy1+···+yn(x, y|q)hy1+···+yn(s, syz|q)zy1+···+yn
}
= (yz, syz, sxz
2;q)∞
(z, zx, szx, sz;q)∞ , (25)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. Take t → syz in Theorem 3.6 and apply the q-Gauss summation theorem. 
Theorem 3.8 is also an immediate consequence of its one-variable case in Eq. (26), and Corollary 4.4 of [22,
pp. 768–769].
In the case when n = 1, this theorem reduces to
Corollary 3.9. We have
∞∑
n=0
hn(x, y|q)hn(s, syz|q) z
n
(q;q)n =
(yz, syz, sxz2;q)∞
(z, zx, szx, sz;q)∞ , (26)
provided by max{|z|, |zx|, |sz|, |szx|} < 1.
Theorem 3.10. (See [27, Theorem 6.3].) Let x, s, z and x1, . . . , xn be indeterminate, and let n  1. Suppose that
none of the denominators in the following identity vanishes, and that 0 < |q| < 1 and max{|z|, |zx|, |zs|, |szx|} <
|x1 . . . xn| · |xm|−n|q|(n−1)/2, for m = 1,2, . . . , n. Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× hy1+···+yn(x|q)hy1+···+yn(s|q)zy1+···+yn
}
= (sxz
2;q)∞
(z, zx, szx, sz;q)∞ , (27)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. Take y → 0 in Theorem 3.8. 
Theorem 3.10 is also an immediate consequence of its one-variable case in Eq. (28), and Corollary 4.4 of [22,
pp. 768–769].
In the case when n = 1, this theorem reduces to
894 Z. Zhang, T. Wang / J. Math. Anal. Appl. 343 (2008) 884–903Corollary 3.11. (See [6, Theorem 8.1].) We have
∞∑
n=0
hn(x|q)hn(s|q) z
n
(q;q)n =
(sxz2;q)∞
(z, zx, szx, sz;q)∞ , (28)
provided by max{|z|, |zx|, |sz|, |szx|} < 1.
Similar to the proof of Theorem 3.2, we have the following results.
Proposition 3.12 (The nonterminating U(n + 1) refinement of the q-binomial theorem). (See [21, Theorem 5.38].)
Let a1, . . . , an and x1, . . . , xn and z be indeterminate, and let n  1. Suppose that none of the denominators in the
following identity vanishes, and that 0 < |q| < 1 and |z| < 1. Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[
( xr
xs
as;q)yr
(q xr
xs
;q)yr
]
qy2+2y3+···+(n−1)ynzy1+···+yn
}
= (a1 . . . anz;q)∞
(z;q)∞ . (29)
Proof. See [21]. 
Proposition 3.12 is also an immediate consequence of its one-variable case and Lemma 7.3 of [21, p. 163]. This
simple derivation is one of the classical applications of Lemma 7.3 in [21, p. 163].
Theorem 3.13. Let a1, . . . , an and x1, . . . , xn and y, z be indeterminate, and let n  1. Suppose that none of the
denominators in the following identity vanishes, and that 0 < |q| < 1 and max{|z|, |yz|} < 1. Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[
( xr
xs
as;q)yr
(q xr
xs
;q)yr
]
qy2+2y3+···+(n−1)ynhy1+···+yn(−yz,−qy|q)zy1+···+yn
}
= (a1 . . . anz, a1 . . . anyz;q)∞
(z, yz;q)∞ (30)
and
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[
( xr
xs
as;q)yr
(q xr
xs
;q)yr
]
qy2+2y3+···+(n−1)ynωy1+···+yn(y, yz|q)zy1+···+yn
}
= (a1 . . . anz, a1 . . . anyz;q)∞
(z, yz;q)∞ . (31)
Theorem 3.13 is also an immediate consequence of its one-variable case and the full power of Lemma 7.3 of [21,
p. 163].
4. The terming multiple q-series identities involving the Rogers–Szegö polynomials
By applying (zq−N ;q)N = (zq−N ;q)∞/(z;q)∞, similar to the proof of Theorem 3.2, we obtain the results of this
section.
Proposition 4.1 (The terminating U(n + 1) refinement of the q-binomial theorem). (See [21, Theorem 5.44].) Let
x1, . . . , xn and z be indeterminate, and let Ni be nonnegative integers for i = 1,2, . . . , n with n  1. Suppose that
none of the denominators in the following identity vanishes. Then
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0ykNi
i=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[
( xr
xs
q−Ni ;q)yr
(q xr
xs
;q)yr
]
qy2+2y3+···+(n−1)ynzy1+···+yn
}
= (zq−(N1+···+Nn);q)
N1+···+Nn. (32)
Proof. See [21]. 
Proposition 4.1 immediately follows from Lemma 7.3 of [21, p. 163] by first letting N → ∞, then taking
as → q−Ns , and finally appealing to the n → N1 + · · · + Nn case of the q-binomial theorem.
Theorem 4.2. Let x1, . . . , xn and y and z be indeterminate, and let Ni be nonnegative integers for i = 1,2, . . . , n with
n 1. Suppose that none of the denominators in the following identity vanishes. Then
∑
0ykNi
i=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[
( xr
xs
q−Ni ;q)yr
(q xr
xs
;q)yr
]
qy2+2y3+···+(n−1)yn
× ωy1+···+yn(−yz,−qy|q)zy1+···+yn
}
= (zq−(N1+···+Nn), yzq−(N1+···+Nn);q)
N1+···+Nn
and
∑
0ykNi
i=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[
( xr
xs
q−Ni ;q)yr
(q xr
xs
;q)yr
]
qy2+2y3+···+(n−1)yn
× hy1+···+yn
(
y, yzq−(N1+···+Nn)
∣∣q)zy1+···+yn
}
= (zq−(N1+···+Nn), yzq−(N1+···+Nn);q)
N1+···+Nn.
Theorem 4.2 immediately follows from Lemma 7.3 of [21, p. 163] by first letting N → ∞, then taking as → q−Ns ,
and finally appealing to the n = 1 case.
Proposition 4.3 (The terminating U(n + 1) refinement of the q-binomial theorem). (See [21, Theorem 5.50].) Let
x1, . . . , xn and z be indeterminate, and let N be a nonnegative integer, let n 1. Suppose that none of the denomina-
tors in the following identity vanishes. Then
∑
y1,...,yn0
0y1+···+ynN
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
](
q−N ;q)
y1+···+yn(−1)(n−1)(y1+···+yn)
×
n∏
i=1
(xi)
nyi−(y1+···+yn)qy2+2y3+···+(n−1)yn+(n−1)[(
y1
2 )+···+(yn2 )]−e2(y1,...,yn)zy1+···+yn
}
= (zq−N ;q)
N
, (33)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. See [21]. 
Proposition 4.3 is an immediate consequence of the terminating q-binomial theorem and Corollary 4.4 of [22,
pp. 768–769].
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none of the denominators in the following identity vanishes. Then
∑
y1,...,yn0
0y1+···+ynN
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
× (q−N ;q)
y1+···+yn(−1)
(n−1)(y1+···+yn)
n∏
i=1
(xi)
nyi−(y1+···+yn)qy2+2y3+···+(n−1)yn
× q(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)ωy1+···+yn(−yz,−qy|q)zy1+···+yn
}
= (zq−N,yzq−N ;q)
N
(34)
and
∑
y1,...,yn0
0y1+···+ynN
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
× (q−N ;q)
y1+···+yn(−1)
(n−1)(y1+···+yn)
n∏
i=1
(xi)
nyi−(y1+···+yn)
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)hy1+···+yn
(
y, yzq−N
∣∣q)zy1+···+yn
}
= (zq−N,yzq−N ;q)
N
, (35)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Theorem 4.4 is also an immediate consequence of its one-variable case and Corollary 4.4 of [22, pp. 768–769].
Proposition 4.5 (The terminating U(n + 1) refinement of the q-binomial theorem). (See [21, Theorem 5.52].) Let
x1, . . . , xn and z be indeterminate, and let N be a nonnegative integer, let n 1. Suppose that none of the denomina-
tors in the following identity vanishes. Then
∑
y1,...,yn0
0y1+···+ynN
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
× (q−N ;q)
y1+···+ynq
y2+2y3+···+(n−1)ynzy1+···+yn
}
= (zq−N ;q)
N
. (36)
Proof. See [21]. 
Proposition 4.5 is also an immediate consequence of the terminating q-binomial theorem and Lemma 7.3 of [21,
p. 163].
Theorem 4.6. Let x1, . . . , xn and y, z be indeterminate, and let N be a nonnegative integer, let n 1. Suppose that
none of the denominators in the following identity vanishes. Then
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y1,...,yn0
0y1+···+ynN
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
× (q−N ;q)
y1+···+ynq
y2+2y3+···+(n−1)ynωy1+···+yn(−yz,−qy|q)zy1+···+yn
}
= (zq−N,yzq−N ;q)
N
(37)
and
∑
y1,...,yn0
0y1+···+ynN
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
]
× (q−N ;q)
y1+···+ynq
y2+2y3+···+(n−1)ynhy1+···+yn
(
y, yzq−N
∣∣q)zy1+···+yn
}
= (zq−N,yzq−N ;q)
N
. (38)
Theorem 4.6 is also an immediate consequence of its one-variable case in Eqs. (39) and (40), and Lemma 7.3
of [21, p. 163].
In the case when n = 1, above formulas reduce to
Corollary 4.7. We have
N∑
k=0
(
q−N ;q)
k
ωk(−yz,−qy|q) z
k
(q;q)k =
(
zq−N,yzq−N
)
N
(39)
and
N∑
k=0
(
q−N ;q)
k
hk
(
y, yzq−N
∣∣q) zk
(q;q)k =
(
zq−Nyzq−N
)
N
. (40)
Applying
(q−N ;q)k
(q;q)k =
[
N
k
]
(−1)kq(k2)−Nk
to (40) and taking z → zqN , we have
N∑
k=0
[
N
k
]
(−1)kq(k2)hk(y, yz|q)zk = (z, yz;q)N . (41)
Let N → ∞. Then
∞∑
k=0
(−1)kq(k2)hk(y, yz|q) z
k
(q;q)k = (z, yz;q)∞. (42)
5. The multiple Rogers formula for hn(x,y|q)
Theorem 5.1 (The multiple Rogers formula for hn(x, y|q)). Let s, z, t , w and x1, . . . , xn and u1, . . . , um be in-
determinate, and let n,m  1. Suppose that none of the denominators in the following identity vanishes, and that
0 < |q| < 1 and max{|z|, |zw|} < |x1 . . . xn| · |xi |−n|q|(n−1)/2, for i = 1,2, . . . , n, and max{|s|, |sw|} < |u1 . . . um| ·
|ui |−m|q|(m−1)/2, for i = 1,2, . . . ,m. Then
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yk0
k=1,2,...,n
∑
vk0
k=1,2,...,m
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] ∏
1r<sm
[1 − ur
us
qvr−vs
1 − ur
us
]
×
n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] m∏
r,s=1
[(
q
ur
us
;q
)−1
vr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
] m∏
i=1
[
u
mvi−(v1+···+vm)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× qv2+2v3+···+(m−1)vm+(m−1)[(v12 )+···+(vm2 )]−e2(v1,...,vm)(−1)(m−1)(v1+···+vm)
× hy1+···+yn+v1+···+vm(w, t |q)zy1+···+ynsv1+···+vm
}
= (zt;q)∞
(z, sw,wz;q)∞ 2φ1
(
t, wz
tz
;q, s
)
, (43)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. Let b → 0 in Proposition 3.1. Replacing z by xz and xs, we have
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)xy1+···+ynzy1+···+yn
}
= 1
(xz;q)∞ (44)
and
∑
vk0
k=1,2,...,m
{ ∏
1r<sm
[1 − ur
us
qvr−vs
1 − ur
us
] m∏
r,s=1
[(
q
ur
us
;q
)−1
vr
] m∏
i=1
[
u
mvi−(v1+···+vm)
i
]
× qv2+2v3+···+(m−1)vm+(m−1)[(v12 )+···+(vm2 )]−e2(v1,...,vm)(−1)(m−1)(v1+···+vm)xv1+···+vmsv1+···+vm
}
= 1
(xs;q)∞ . (45)
Therefore we immediately have
∑
yk0
k=1,2,...,n
∑
vk0
k=1,2,...,m
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] ∏
1r<sm
[1 − ur
us
qvr−vs
1 − ur
us
]
×
n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] m∏
r,s=1
[(
q
ur
us
;q
)−1
vr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
] m∏
i=1
[
u
mvi−(v1+···+vm)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× qv2+2v3+···+(m−1)vm+(m−1)[(v12 )+···+(vm2 )]−e2(v1,...,vm)(−1)(m−1)(v1+···+vm)
× zy1+···+ynsv1+···+vm x
y1+···+yn+v1+···+vm
(xt;q)∞
}
= 1 . (46)
(xt, xz, xs;q)∞
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we can get
∑
yk0
k=1,2,...,n
∑
vk0
k=1,2,...,m
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] ∏
1r<sm
[1 − ur
us
qvr−vs
1 − ur
us
]
×
n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] m∏
r,s=1
[(
q
ur
us
;q
)−1
vr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
] m∏
i=1
[
u
mvi−(v1+···+vm)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× qv2+2v3+···+(m−1)vm+(m−1)[(v12 )+···+(vm2 )]−e2(v1,...,vm)(−1)(m−1)(v1+···+vm)
× zy1+···+ynsv1+···+vm x
y1+···+yn+v1+···+vm
(xt,wt;q)∞ hy1+···+yn+v1+···+vm
(
w
x
,wt
∣∣∣∣q
)}
= (xwts;q)∞
(xz, xt, xs,wt,ws;q)∞ 2φ1
(
xt, xs
xwts
;q,wz
)
.
Taking z → z/x, s → s/x and w → wx, t → t/wx in above equation gives
∑
yk0
k=1,2,...,n
∑
vk0
k=1,2,...,m
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] ∏
1r<sm
[1 − ur
us
qvr−vs
1 − ur
us
]
×
n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] m∏
r,s=1
[(
q
ur
us
;q
)−1
vr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
] m∏
i=1
[
u
mvi−(v1+···+vm)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× qv2+2v3+···+(m−1)vm+(m−1)[(v12 )+···+(vm2 )]−e2(v1,...,vm)(−1)(m−1)(v1+···+vm)
× hy1+···+yn+v1+···+vm(w, t |q)zy1+···+ynsv1+···+vm
}
= (st;q)∞
(z, s,ws;q)∞ 2φ1
(
t/w, s
st
;q,wz
)
.
Applying the Heine’s transformation:
2φ1
(
t/w, s
st
;q,wz
)
= (s, tz;q)∞
(st,wz;q)∞ 2φ1
(
t, wz
tz
;q, s
)
,
the proof of the theorem is completed. 
Theorem 5.1 is a simple direct consequence of the n = m = 1 case in Corollary 5.2, and Corollary 4.4 of [22,
pp. 768–769]. First, apply this Corollary 4.4 to the innermost sum on the left-hand side, interchange the (now) single
inner sum and the multiple outer sum. Apply this Corollary 4.4 again to the new inner multiple sum to obtain a double
(2-dimensional) sum. Interchange summation again, and finally apply Corollary 5.2 below to obtain the right-hand
side.
In the case when n = m = 1, this formula reduces to
Corollary 5.2. (See [8, Theorem 3.1].) We have
∞∑
n=0
∞∑
m=0
hn+m(x, y|q) t
n
(q;q)n
sm
(q;q)m =
(ys;q)∞
(s, xs, xt;q)∞ 2φ1
(
y, xs
ys
;q, t
)
, (47)
provided by max{|t |, |s|, |tx|, |sx|} < 1.
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Suppose that none of the denominators in the following identity vanishes, and that 0 < |q| < 1 and
max
{|z|, |zw|}< {|x1 . . . xn| · |xi |−n|q|(n−1)/2, |λ1 . . . λl | · |λj |−l |q|(l−1)/2},
for i = 1,2, . . . , n and j = 1,2, . . . , l, and
max
{|s|, |sw|}< {|u1 . . . un| · |ui |−m|q|(m−1)/2, |η1 . . . ηp| · |ηj |−p|q|(p−1)/2},
for i = 1,2, . . . ,m and j = 1,2, . . . , p. Then
∑
yk0
k=1,2,...,n
∑
vk0
k=1,2,...,m
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] ∏
1r<sm
[1 − ur
us
qvr−vs
1 − ur
us
]
×
n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] m∏
r,s=1
[(
q
ur
us
;q
)−1
vr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
] m∏
i=1
[
u
mvi−(v1+···+vm)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× qv2+2v3+···+(m−1)vm+(m−1)[(v12 )+···+(vm2 )]−e2(v1,...,vm)(−1)(m−1)(v1+···+vm)
× hy1+···+yn+v1+···+vm(w|q)zy1+···+ynsv1+···+vm
}
= (wzs;q)∞
(cz, cs;q)∞
∑
yk0
k=1,2,...,l
∑
vk0
k=1,2,...,p
{ ∏
1r<sl
[1 − λr
λs
qyr−ys
1 − λr
λs
] ∏
1r<sp
[1 − ηr
ηs
qvr−vs
1 − ηr
us
]
×
l∏
r,s=1
[(
q
λr
λs
;q
)−1
yr
] p∏
r,s=1
[(
q
ηr
ηs
;q
)−1
vr
] l∏
i=1
[
λ
lyi−(y1+···+yl)
i
] p∏
i=1
[
η
pvi−(v1+···+vp)
i
]
× qy2+2y3+···+(l−1)yl+(l−1)[(y12 )+···+(yl2 )]−e2(y1,...,yl )(−1)(l−1)(y1+···+yl)
× qv2+2v3+···+(p−1)vp+(p−1)[(v12 )+···+(vm2 )]−e2(v1,...,vp)(−1)(p−1)(v1+···+vp)
× hy1+···+yl (w, c|q)hv1+···+vp (w, c|q)zy1+···+yl sv1+···+vp
}
, (48)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn}.
Proof. Take t → 0 in Theorem 5.1. The right side of (43) is
(wzs;q)∞
(z,wz, s,ws;q)∞ .
Applying Theorem 3.4, the proof is completed. 
In a similar fashion that Theorem 5.1 was also a simple direct consequence of the n = m = 1 case in Corollary 5.2,
and Corollary 4.4 of [22, pp. 768–769], we also obtain Theorem 5.3. In this case, two similar applications of this
Corollary 4.4 reduce each side of Eq. (48) to the corresponding sides of Eq. (49) in Corollary 5.4. Note also that the
right-hand side of Eq. (48) is a product of two multiple sums—there are NO mixed terms.
In the case when n = m = l = p = 1, this theorem reduces to
Corollary 5.4. We have
1
(xst;q)∞
∞∑ ∞∑
hn+m(x|q) t
n
(q;q)n
sm
(q;q)m
n=0 m=0
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(ct, cs;q)∞
∞∑
n=0
∞∑
m=0
hn(x, c|q)hm(x, c|q) t
n
(q;q)n
sm
(q;q)m , (49)
provided by max{|t |, |s|, |tx|, |sx|} < 1.
When c → 0, this formula become the classical Rogers formula (3).
6. Identities involving q-Hermite polynomials
The Rogers–Szegö polynomials are some variants of q-Hermite polynomials which play an important role in the
theory of basic hypergeometric series [1].
The continuous big q-Hermite polynomials are defined as
Hn(x;a|q) =
n∑
k=0
[
n
k
](
aeiθ ;q)
k
ei(n−2k)θ , x = cos θ.
There holds
Hn(x;a|q) = einθhn
(
e−2iθ , ae−iθ
∣∣q), x = cos θ. (50)
The Rogers–Szegö polynomials are closely related to the q-Hermite polynomials
Hn(x|q) =
n∑
k=0
[
n
k
]
ei(n−2k)θ , x = cos θ.
The following relation holds
Hn(x|q) = Hn(x;0|q) = einθhn
(
e−2iθ
∣∣q), x = cos θ.
Applying (50), we note that it is not difficult to reformulate Theorems 3.6 and 5.1 in terms of Hn(x;a|q).
Theorem 6.1 (The multiple Mehler’s formula for Hn(x;y|q)). Let x, y, a, b, z and x1, . . . , xn be indeterminate, and
let n 1. Suppose that none of the denominators in the following identity vanishes, and that 0 < |q| < 1, |zei(θ−β)| <
{1, |x1 . . . xn| · |xm|−n|q|(n−1)/2} and max{|zei(θ+β)|, |zei(β−θ)|, |ze−i(θ+β)|} < |x1 . . . xn| · |xm|−n|q|(n−1)/2, for m =
1,2, . . . , n. Then
∑
yk0
k=1,2,...,n
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× Hy1+···+yn(x;a|q)Hy1+···+yn(y;b|q)zy1+···+yn
}
= (aze
iβ, bze−iθ ;q)∞
(zei(θ+β), ze−i(θ−β), ze−i(θ+β);q)∞ 3φ2
(
ae−iθ , ze−i(θ−β), beiβ
azeiβ, bze−iθ ;q, ze
i(θ−β)
)
, (51)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn} and x = cos θ , y = cosβ .
Theorem 6.1 is also an immediate consequence of its n = 1 case and Corollary 4.4 of [22, pp. 768–769].
Theorem 6.2 (The multiple Rogers formula for Hn(x;y|q)). Let s, z, a, x and x1, . . . , xn, u1, . . . , um be inde-
terminate, and let n,m  1. Suppose that none of the denominators in the following identity vanishes, and that
0 < |q| < 1 and max{|zeiθ |, |ze−iθ |} < |x1 . . . xn| · |xi |−n|q|(n−1)/2, for i = 1,2, . . . , n and max{|seiθ |, |se−iθ |} <
|u1 . . . um| · |xi |−m|q|(m−1)/2, for i = 1,2, . . . ,m. Then
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yk0
k=1,2,...,n
∑
vk0
k=1,2,...,m
{ ∏
1r<sn
[1 − xr
xs
qyr−ys
1 − xr
xs
] ∏
1r<sm
[1 − ur
us
qvr−vs
1 − ur
us
]
×
n∏
r,s=1
[(
q
xr
xs
;q
)−1
yr
] m∏
r,s=1
[(
q
ur
us
;q
)−1
vr
] n∏
i=1
[
x
nyi−(y1+···+yn)
i
] m∏
i=1
[
u
mvi−(v1+···+vm)
i
]
× qy2+2y3+···+(n−1)yn+(n−1)[(y12 )+···+(yn2 )]−e2(y1,...,yn)(−1)(n−1)(y1+···+yn)
× qv2+2v3+···+(m−1)vm+(m−1)[(v12 )+···+(vm2 )]−e2(v1,...,vm)(−1)(m−1)(v1+···+vm)
× Hy1+···+yn+v1+···+vm(x;a|q)zy1+···+ynsv1+···+vm
}
= (az;q)∞
(zeiθ , se−iθ , ze−iθ ;q)∞ 2φ1
(
ae−iθ , ze−iθ
az
;q, seiθ
)
, (52)
where e2(y1, . . . , yn) is the second elementary symmetric function of {y1, . . . , yn} and x = cos θ .
In the same way that we applied Corollary 4.4 of [22, pp. 768–769] to the n = m = 1 case in Corollary 5.2 to obtain
Theorem 5.1, we also arrive at Theorem 6.2 from its n = m = 1 case.
The n = m = 1 case of Theorem 6.2 is the equation just above Corollary 3.1.1 of [8, p. 6078]. The n = 1 case of
Theorem 6.1 is Eq. (1.12) of [8, p. 6074], in which we have applied formula (III.9) of [11, p. 359] to the 3φ2 on the
right-hand side of this (1.12). The specialization used is: a → te−ı(θ−β), b → teı(θ+β), c → at/b, d → ateıβ , and
e → t2. Here, we have x = cos θ and y = cosβ . Eq. (1.12) of [8] first appeared as Eq. (4.15) of [3, p. 52].
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