The Hochschild cohomology of a differential graded algebra, or a differential graded category, admits a natural map to the graded center of its homology category: the characteristic homomorphism. We interpret it as an edge homomorphism in a spectral sequence. This gives a conceptual explanation of the failure of the characteristic homomorphism to be injective or surjective, in general. To illustrate this, we discuss modules over the dual numbers, coherent sheaves over algebraic curves, as well as examples related to free loop spaces and string topology.
Introduction
Differential graded categories seem to have been considered for the first time by Kelly [Kel65] , but it took a while before it was realized that these are much better behaved than the derived categories that are left over when the homological hatchet has done its work. Keller's ICM talk [Kel06] , for instance, justifies this point of view.
Centers, and graded variants of this concept, have been investigated in various derived contexts, for instance for the derived categories of modules over (commutative and non-commutative) algebras, derived categories of coherent sheaves in algebraic geometry, as well as stable module categories in representation theory. See, for instance, Lowen-van den Bergh [LvdB05] , Avramov-Iyengar [AI07] , Buchweitz-Flenner [BF08] , and Krause-Ye [KY11] . The non-linear and unstable situation in homotopy theory is addressed in [DS17] .
The purpose of this article is to shed light on the relationship between the centers of these derived categories on the one hand and the derived version of the center in the form of Hochschild cohomology on the other. It has already been known for some time that these can be related by the so-called characteristic homomorphism that have the characteristic homomorphisms as edge homomorphisms. See our Theorems 6.1 and 6.3 for precise statements. These spectral sequences can be used to get deeper insights into questions such as if a characteristic homomorphism is injective or surjective. A characteristic homomorphism is not injective if there is a term outside of the edge that survives the spectral sequence. A characteristic homomorphism is not surjective if there is a non-trivial differential involving classes on the edge; in that case one can say that the target of this differential is an obstruction to lifting the class from the graded center into Hochschild cohomology.
We will also describe spectral sequences of the form . This is related to the homotopy limit problem in the sense of Thomason [Tho83] and Carlsson [Car87] , compare Remark 6.10.
Here is an outline of this article. In Section 1 we reveal our conventions for gradings, differentials and homology, and in Section 2 we do so for the various sorts of categories that we will be referring to. In Section 3 we explain the relation between gradings and automorphisms; this allows us to give slightly more general definitions than those published so far. In Sections 4 and 5 we set up the centers and the Hochschild cohomology of these categories, respectively. In the main Section 6 we present and discuss the spectral sequences that interpolate between these invariants, and the final Sections 7, 8, and 9 contain examples from algebra, algebraic geometry, and algebraic topology, respectively, to illustrate the complexity of the situation.
Gradings, differentials, and homology
Throughout this text, we fix a ground field K, and we will suppress it from the notation whenever convenient. For instance, if V and W are two vector spaces, then their tensor product V ⊗W and their homomorphism space Hom(V,W ) will always be taken over the ground field. This makes the category of vector spaces a closed symmetric monoidal category with respect to the usual symmetry v ⊗ w → w ⊗ v.
A graded vector space V is just a family (V n | n ∈ Z) of vector spaces, indexed by the abelian group Z of integers. Every vector space V gives rise to a graded vector space that is concentrated in degree 0. We recover the vector space from this graded vector space as the degree 0 part. We will use this observation to assume that everything is graded throughout this text, with apparently ungraded objects embedded in degree 0 if necessary. If V and W are two graded vector spaces, their graded tensor product V ⊗W is defined by the unsurprising formula so that Hom is right adjoint to the tensor product ⊗, as it should be. This endows the category of graded vector spaces with the structure of a closed symmetric monoidal category with respect to the Koszul symmetry v ⊗ w → (−1) |v||w| w ⊗ v, where the superscripts |v| and |w| refer to the grades in which the vectors v and w live. We will sometimes have reasons to shift graded vector spaces in either direction of the index. If V is a graded vector space, and n is an integer, then the graded vector spaces Ω n V and Σ n V are defined by (Ω n V ) m = V m+n and (Σ n V ) m = V m−n . This actually defines an automorphisms Σ of the category of graded vector spaces with inverse Ω. Finally, we will sometimes write V t = V −t whenever this is more convenient.
A differential graded vector space is a graded vector space X together with a differential: an endomorphism δ X ∈ Hom(X, X) −1 of degree −1 such that δ 2 X = 0. In other words, the differential graded vector spaces are just the chain complexes. Every graded vector space can be regarded as a differential graded vector space that has zero differential. If X and Y are two differential graded vector spaces, their tensor product X ⊗Y has differential δ (x ⊗ y) = δ x ⊗ y + (−1) |x| x ⊗ δ y and the homomorphism space Hom(X,Y ) has differential (still of degree −1) deter-
. This makes the category of differential graded vector spaces a closed symmetric monoidal category with respect to the same Koszul symmetry as for graded vector spaces. Both the shift automorphism Σ and its inverse Ω change the sign of the differential.
There are at least two useful ways to pass from a differential graded vector space to a graded vector space: On the one hand, we can forget about the differential, and on the other hand, we can pass to homology. The homology H • X of a differential graded vector space X is a graded vector space. We write H n X = (H • X) n for the term in degree n, as usual. Since we are working over a field, we have very simple formulas for the homology of tensor products and homomorphisms spaces:
both as graded vector spaces. Here, the second equation deserves to be spelled out for the particular grades:
Differential graded categories
Throughout this paper, we will have occasion to deal with differential graded categories, which are our main interest, and the more basic graded categories, which can be thought of as differential graded categories without differentials. Even more basic are the linear categories, which can be thought of as graded categories concentrated in degree 0. This section gives precise definitions and introduces our notation alongside with them. Compare with [Kel94] , where the conventions are different, however.
A differential graded category A consists of a set of objects together with differential graded vector spaces A(x, y) for each pair (x, y) of objects, composition homomorphisms
that are associative, and identities id x ∈ A(x, x) 0 for each object x that are neutral with respect to these compositions. A differential graded category with one object is essentially just a differential graded algebra C = A( , ). If C is a differential graded algebra, then the category of differential graded C-modules (with a suitable size restriction) is a differential graded category.
A graded category is just a differential graded category C where the differential is zero. A graded category C with one object is essentially the same structure as a graded algebra A = C( , ). For instance, if K denotes our ground field, the algebra A could be K[δ ]/δ 2 with δ in dimension −1. Then the graded A-modules are precisely the differential graded vector spaces. If A is a graded algebra, then the category of graded A-modules (with a suitable size restriction) is a graded category.
A linear category C is a graded category C that is concentrated in degree 0. An algebra A can be thought of as a linear category with exactly one object and endomorphism algebra C( , ) = A. Then the composition (2.1) is just the multiplication in the algebra. If A is an algebra, then the category Mod A of A-modules (with a suitable size restriction) is a linear category.
As already mentioned before, there are two ways to pass from a differential graded vector space to a graded vector space, and there are, correspondingly, two ways to pass from a differential graded category to a graded category: On the one hand, we can forget the differentials, and on the other hand we can pass to homology. The latter path leads to the (graded) homology categories that we will briefly recall here, compare [Kel94, Sec. 3].
Let A be a differential graded category. The homology category H • A of A is the graded category that has the same objects, and its morphism spaces are defined by (H • A)(x, y) = H • (A(x, y)). The homology category of a differential graded category is a graded category. If C is a differential graded algebra, then H • C is its graded homology algebra. This type of example will be studied in the final Section 9, where C = CX will be the differential graded algebra of cochains on a space X.
A complex of modules over an algebra A is perfect if it is (quasi-isomorphic to) a bounded complex of finitely generated projective A-modules [SGA6] . If Per A denotes the differential graded category of perfect complexes over an algebra A,
A is the perfect derived category of A with its usual grading from its triangulated structure. Similarly, if Per X is the differential graded category of perfect complexes over a scheme X, then H • Per X = D per X is the perfect derived category of X. These types of examples will be studied in Sections 7 and 8, respectively.
Automorphisms
So far, automorphisms of the categories under consideration have not been mentioned, except for the suspension and de-suspension functors Σ and Ω. Since automorphisms will play a major role when it comes to defining suitable notions of centers and Hochschild cohomology later on, we will now clarify their place in our context. From a conceptual perspective, an automorphism is essentially the same thing as an action of the additive group of the integers Z, and one may be tempted to develop a theory in the generality of group actions on categories. We resist for the benefit of readability. The interested reader may find further inspiration in [HPS97] , [ENO05] , and [TV13] , for instance.
In many cases, the (differential) graded categories with graded automorphisms that we will be concerned with are the result of a simple procedure that produces graded categories with graded automorphisms from categories with automorphisms. This procedure will now be explained.
Let T : C → C be a linear automorphism of a linear category C. This yields a graded category with the same objects and
for all objects x and y. The displayed formula shows that the category C we started with can be recovered as the degree 0 part of this graded category. The automor-phism T extends to a graded automorphism of the graded category,
It is obvious from (3.1) that the identity functor on a category C defines a rather uninteresting graded category. In contrast, if (T, ∆, Σ) is a triangulated category with shift automorphism Σ, then this leads to the usual graded category with degree 0 part T. Note that the class ∆ of distinguished triangles is not needed anywhere here.
On the other hand, given any graded category C, its identity functor is a graded automorphism, but it does not have to come from a functor on the degree 0 part in the way just described. In fact, rather many interesting graded categories are not defined by automorphisms of its degree 0 part. This can be the case, for instance, if C is a graded algebra A = C( , ), where there is only one object . In that case, an automorphism is just a graded automorphism of the graded algebra.
It seems natural to think that every category C has a preferred automorphism: the identity functor Id C . This is certainly true when C is concentrated in degree 0. But, in the graded context, this is no longer the most useful thing to do. Here is a more useful alternative: Let C be a graded category. The parity functor
is defined as the identity on objects, and Gr C : C(x, y) → C(x, y) sends a morphism f to (−1) | f | f .
Centers
The zeroth Hochschild cohomology of an algebra is its center. We therefore need to review the appropriate notions of centers for the various types of categories at hand. If C is just a linear category, that is a graded category concentrated in degree 0, then its center Z(C) is the set of natural transformations Id C → Id C from the identity functor to itself. (This is sometimes called the Bernstein center of C, in reference to Bernstein's work [Ber84] which discusses a particular case of interest.) The center is a commutative algebra under composition. If A is an algebra, thought of as a linear category with only one object, then we recover the usual concept of the center Z(A) of A. If C = Mod A is a category of A-modules that contains a free A-module of rank 1, then the center Z(Mod A ) of that category is isomorphic to the center Z(A) of the algebra, by evaluation on the generator.
Let now C be a graded category. There is only one possible definition of its center: The graded center Z • gr (C) is the graded vector space that is defined as follows. The elements Φ ∈ Z n gr (C) in degree n are the families ( Φ x | x ∈ C ) of morphisms Φ x ∈ C(x, x) n that are natural in the sense that
for all morphisms f : x → y. The graded center Z • gr (C) of a graded category is a graded algebra (with respect to composition of morphisms) which is commutative in the graded sense. For any graded category C, the degree 0 part Z 0 gr (C) of the graded center Z • gr (C) of C is contained in the center Z(C 0 ) of the degree 0 part C 0 of C. But there is no reason why these two should be equal if C is not concentrated in degree 0.
We can now present a definition of the graded center of a graded category together with a graded automorphisms (in the sense of the previous Section 3). Let (C, T ) be a graded category together with an automorphism that preserves the grading. Then the graded center
is the graded vector space that is defined as follows. The vector space Z n gr (C, T ) is the subspace of the space Z n gr (C) that consists of the elements which are compatible with T up to sign: families ( Φ x | x ∈ C ) of morphisms Φ x ∈ C(x, x) n that are natural (4.1) and such that
for all objects x. The graded center Z • gr (C, T ) of a graded category together with an automorphism that preserves the grading is a graded algebra (with respect to composition of morphisms). It is commutative in the graded sense, because it is a subalgebra of the algebra Z • gr (C) that is commutative in the graded sense.
One may wonder if, given a graded category C, there is a canonical choice of an automorphism T of C such that Z • gr (C, T ) is the plain center Z • gr (C). There is no reason why the identify functor T = Id C should work, due to the sign in (4.2). In contrast, the parity functor Gr C always works, so that we have Z • gr (C, Gr C ) = Z • gr (C), because the signs cancel each other.
In the special case where the graded category and its graded automorphism come from an automorphism on a category, as in Section 3, we have the following result that is an immediate consequence of the definitions.
Proposition 4.1. Given a category C together with an automorphism T , the degree n part of the graded center of the associated graded category with graded automorphism is the same as the subspace of the space of natural transformations Id C → T n of functors C → C such that (4.2) holds.
To lighten the notation, we will simply write Z • gr (C, T ) for the graded center of the associated graded category with graded automorphism. This cannot lead to confusion, because Z • gr (C, T ) is undefined so far if C is only a linear category without grading.
Let (T, ∆, Σ) be a triangulated category with shift automorphism Σ. Then Proposition 4.1 implies that the graded center of the associated graded category with graded automorphism is the graded center of the triangulated category T as studied by Buchweitz and Flenner [BF08] , Linckelmann [Lin09] , and Krause and Ye [KY11] . It seems from this discussion that our definition is slightly more general than theirs.
If A is a differential graded category, then we can of course ignore the differential. This gives a graded category A, and we are free to consider the graded center Z • gr (A). This is certainly a graded algebra. Remembering the differential on A, we see that the graded center Z • gr (A) has the structure of a differential graded algebra. Passing to homology we get the graded algebra H • (Z • gr (A)). We will soon see that this graded algebra re-appears when we discuss the edge homomorphisms of the forgetful spectral sequences in Section 6.2.
Remark 4.2. At this point it may be tempting to define the "differential graded center" of the differential graded category A either as the differential graded algebra Z • gr (A) or perhaps rather as its graded homology algebra H • (Z • gr (A)) from above. But, we will see later that, from a conceptual point of view, neither of these is entirely adequate, compare Remark 5.6.
The discussion here would have been the same in the presence of an automorphism; only the notation would have been a little bit more involved.
We close this section with an example that illustrates the role of the automorphism when it comes to calculating centers: We will describe the graded centers of the graded categories Per A of perfect complexes over algebras A that are differential graded algebras concentrated in degree 0. The automorphism Σ is given by the shift functor. Proof. Let us first study the part in degree 0. We use the chain complexes D n A with (D n A ) k = A for k = n, n − 1 and differential id A between these groups; everything else is zero. Then there is a natural isomorphism Hom(D n A ,V ) ∼ = V n , so that D n A represents the functor V → V n . It follows that any Φ in the center is determined by a family ( a n | n ∈ Z ) of elements a n in A: The chain map Φ V sends v to a n v if v is an element of degree n. Evaluating this on V = D n A shows that a n = a n−1 for all n, so that Φ is determined by an element a in A. Naturality forces a to lie in the center Z(A) of the algebra A. Conversely, it is obvious that multiplication by an element a in the center Z(A) of the algebra A defines an element in the center of the category. Note that these elements are automatically compatible with the shift automorphism.
For the other degrees t = 0, we again use the chain complexes D n A . Since these are concentrated in degrees n and n − 1 of distance 1, the last statement immediately follows. For the second one, we see that we necessarily have elements a n ∈ Z(A) such that Φ is given by v → a n δ v for all elements v of degree n. Here, since we have δ 2 = 0, there are no relations between the elements a n . This shows
Since we are imposing shift invariance, this then implies that one of the elements a n is enough to determine the others.
Note that we have [a n δ v] = [δ a n v] = 0 in homology, so that the elements in the degree 1 part Z 1 gr (Per A ) of the center all act trivially on the derived category.
Hochschild cohomology
In this section we recall the definition of Hochschild cohomology for graded categories and differential graded categories, possibly with automorphisms.
Let C be a (small) graded category. Let M : C op ⊗ C → Mod K be a graded linear functor to the category of vector spaces over the ground field K, also known as a (C, C)-bimodule. Consider the cosimplicial vector space whose s-th term is the vector space
where the indices x 0 , . . . , x s range over the (s + 1)-tuples of objects of C. The cosimplicial structure maps are the usual ones. From this cosimplicial vector space, the alternating sum formula produces a cochain complex CH gr (C ; M) in graded vector spaces, the Hochschild cochain complex. Compare [Mit72, Sec. 17] and also [BW85] . The Hochschild cohomology of the graded category C is the cohomology HH
of the cochain complex CH gr (C ; M). The Hochschild cohomology of a graded category is a graded commutative algebra.
and here the cohomology HH Note that by this definition of the Hochschild cohomology HH s gr (C) of a graded category C, the result is a graded vector space, so that it makes sense to write HH s gr (C) t , or HH s,−t gr (C) as will often be convenient. Using the suspension Σ on the graded morphism spaces, we can actually do without this second grading by using coefficients: HH
gr (C ; Σ t M). We will abbreviate this as HH s gr (C ; Σ t M). In this notation (and the one introduced in Example 5.1) we can write:
Proof. This follows immediately from the definition of the first differential in the Hochschild complex.
If T is an automorphism of the graded category C, then we can generalize the process that leads to the definition of the graded center, and introduce the subspaces CH s gr (C, T ) ⊆ CH s gr (C) by requiring that the cochains are T -invariant up to the natural sign (4.2):
These subspaces are preserved by the differential, so that we get induced homomorphisms HH
respectively.
The analogue of Proposition 5.2 is:
Proposition 5.4. We have HH 0,t gr (C, T ) ∼ = Z t gr (C, T ) as graded algebras, for every graded category C with automorphism T .
Let now A be a (small) differential graded category, and M an (A, A)-bimodule. Consider the cosimplicial differential graded vector space whose s-th term is the differential graded vector space E s 0 (A ; M) given by E
where the indices x 0 , . . . , x s range over the objects of A. The cosimplicial structure maps are given again by the usual formulas. The alternating sum produces a cochain complex in differential graded vector spaces from this cosimplicial differential graded vector space.
Remark 5.5. In contrast to the procedure for graded categories, we will not consider this as the cohomological Hochschild complex, and its cohomology is not the Hochschild cohomology. We will explain later (in Section 6.2) how these too naive ideas lead to cohomology groups that contain more than what is usually considered as interesting; what needs to be cut down can be made precise, and we will do so later (again, in Section 6.2). Before that, we recall the usual (genuinely interesting) definition.
The definition of the Hochschild cohomology of a differential graded category starts from the observation that a cochain complex in differential graded vector spaces is a bicomplex: The Hochschild complex of a differential graded category A is the (product) total complex CH dg (A ; M) = Tot (E 0 (A ; M) ) of the bicomplex E 0 (A ; M). This is a cochain complex in vector spaces. Its cohomology HH s dg (A ; M) = H s (CH dg (A ; M) ) is the Hochschild cohomology of A as a differential graded category. This is a standard definition, see [Kel06, 5.4 ], for instance.
Remark 5.6. Proposition 5.2 might suggest that the zeroth Hochschild cohomology of a differential graded category is the "differential graded center" of that differential graded category. However, as it stands, this does not have a meaning, because the latter is not defined! (Compare with Remark 4.2.) Instead, the Hochschild cohomology of a differential graded category can be related to the graded center of the derived category by means of the characteristic homomorphism. This will be explained in Section 6.1.
If we are given a graded automorphism T of the differential graded category A, then we can again introduce subspaces E 0 (A, T ) ⊆ E 0 (A) by requiring that the cochains are T -invariant, up to the natural sign as before in (5.1). This defines a subcomplex CH dg (A, T ) = Tot(E 0 (A, T )) of Tot(E 0 (A)) = CH dg (A), so that we get induced homomorphisms HH 
The spectral sequences
Since the Hochschild cohomology of a differential graded category A with coefficients in an (A, A)-bimodule M is defined as the cohomology of the (product) totalization of the double complex E 0 (A ; M) given by
there are automatically two spectral sequences that calculate it. See [Wei94, 5.6], for instance, or any other text on homological algebra. These will be discussed in this section in general terms. Concrete examples will be presented in the following sections.
The characteristic spectral sequence
The characteristic spectral sequence is obtained from the double complex (6.1) by calculating the internal (i.e. with respect to t) differentials first. Since homology commutes with products and we are working over a field, that gives
This E 1 page carries a (Hochschild) differential in the s-direction, and its cohomology is the Hochschild cohomology of the graded category H • C with coefficients in the bimodule H • M. So we get: The spectral sequence in Theorem 6.1 will be referred to as the characteristic spectral sequence. The characteristic spectral sequence is a right-plane spectral sequence of cohomological type, so that E s,t r → E s+r,t−r+1 r is the differential on the r-th page.
The spectral sequence in Theorem 6.1 is the differential graded analogue of the spectral sequence derived in [Szy] in the (non-linear and unstable) context of simplicial or topological categories, i.e. categories that have mapping spaces of morphisms. For any such category C there is a homotopy coherent center Z(C) which is a space. The (Bousfield-Kan type) spectral sequence in [Szy] computes the homotopy groups π • Z(C), and the initial term E 2 0,0 receives a map from the center (in the ordinary sense) of the homotopy category Ho(C). The associated edge homomorphism Z(Ho C) → π 0 Z(C) is discussed in [Szy] as well. The edge homomorphism that comes with the spectral sequence in Theorem 6.1 will be described in the following Section 6.1. Bicategories can be thought of as (very) special simplicial categories, and [MS15] contains a description of the resulting situation in detail.
Let us spell out the interesting one-object-case of Theorem 6.1: In the special case of differential graded algebras, the existence of spectral sequences that compute Hochschild homology is also asserted in [Lod92, 5.3.4]. Another predecessor of the spectral sequence in Corollary 6.2 originates in algebraic topology, this time in stable homotopy theory: Differential graded algebras C naturally give rise to A ∞ ring spectra HC over the integral EilenbergMac Lane spectrum HZ, and conversely, in such a way that the homology H • C of a differential graded algebra is naturally isomorphic to the homotopy π • HC of the associated A ∞ ring spectrum HC. Shipley [Shi07] actually made more refined statements, but the present summary conveys the idea. In a context closely related to A ∞ ring spectra, Bökstedt (unpublished) has established spectral sequences that compute the (topological) Hochschild (co)homology from the (ordinary) Hochschild (co)homology of its homotopy ring. See [EKMM97, Ch. IX] for more on this.
In Section 9 we will discuss another interesting very special case of the spectral sequence in Corollary 6.2, namely when the differential graded algebras arise as cochain algebras on spaces.
We are now going to relate the edge homomorphism of the characteristic spectral sequence in Theorem 6.1 to the characteristic homomorphism as studied by Buchweitz Since this comparison will involve the more general setting of differential graded categories A together with a chosen automorphism T , we note that the construction of the spectral sequence in Theorem 6.1 extends easily to this more general situation. We have:
Theorem 6.3. The edge homomorphism of the characteristic spectral sequence in Theorem 6.1 is the characteristic homomorphism Proposition 6.4. The characteristic homomorphism (6.2) is surjective whenever the spectral sequence in Theorem 6.1 degenerates at the E 2 page.
Proof. This is an immediate consequence of (6.3): If the differentials are trivial, then E 0,t ∞ = · · · = E 0,t 2 , and we get
as claimed.
We will see later in examples that the hypothesis in Proposition 6.4 is satisfied in substantial classes of examples.
The forgetful spectral sequence
Let A be a differential graded category. The forgetful spectral sequence is the spectral sequence that we obtain from the double complex (6.1) by calculating the differential in the Hochschild direction (that is the s-direction) first. In other words, this boils down to forgetting the differential of A for a while, treating it simply as a graded category. Thus, the E 0 page is now the structure mentioned in Remark 5.5, and the E 1 page is its cohomology, the graded Hochschild cohomology groups HH s gr (A). These are still differential graded vector spaces, so they come with differentials (in the internal t-direction). The cohomology gives rise to the E 2 page of the forgetful spectral sequence. The coordinate transformation (s,t) = (q, p) leads again to a spectral sequence of standard cohomological type, i.e. such that the differentials on the E r page are of the form E The spectral sequence in Theorem 6.5 will be referred to as the forgetful spectral sequence. In the special one-object-case we obtain again an interesting particular result:
Corollary 6.6. For every differential graded algebra C and bimodule M there is a spectral sequence of cohomological type with E Remark 6.7. Weibel [Wei94, 9.9.1] has some information about a homological analogue of the spectral sequence in Corollary 6.6.
The forgetful spectral sequence in Corollary 6.6 can be used in the following way: Given any differential graded algebra C, or any graded algebra C with the trivial differential, we can find a differential graded algebra F together with a quasiisomorphism (homology equivalence) C ← F, and such that F is free as a graded algebra, i.e. F = TV is the tensor algebra of some graded vector space V . The first of these properties ensures that the differential graded algebras C and , where the differential sends an element a to its inner derivation D a . This complex is obviously concentrated in degrees q = 0 and q = 1, and we get, of course, HH 0 (TV ) = Z(TV ) and HH 1 (TV ) = Out(TV ), where Out(TV ) are the outer derivations of the algebra TV , and with differentials inherited from TV (now remembering them again). All of the higher Hochschild cohomology groups are zero. The forgetful spectral sequence in Corollary 6.6 degenerates at E 2 to give short exact sequences
It turns out that the injection on the left hand side of 6.4 is an instance of the forgetful edge homomorphism that we will discuss now and that is always injective when the forgetful spectral sequence degenerates on the E 2 page, see Proposition 6.9 below.
Remark 6.8. It would be interesting to see if the surjections on the right hand side of 6.4 preserve the natural Lie algebra structures that live on the source and the target: Hochschild cohomology has a Gerstenhaber bracket, and H p−1 (Out(TV )) inherits a Lie algebra structure from the (outer) derivations.
Let us consider the forgetful spectral sequence of Theorem 6.5 in the case of the standard bimodule M = A(Id A , Id A ) = A as in Example 5.1, so that it takes the form E p,q 2
In this case, its edge homomorphism is Proposition 6.9. The edge homomorphism H p (Z gr (A)) → HH p dg (A) is an injection whenever the spectral sequence in Theorem 6.5 degenerates at the E 2 page.
Remark 6.10. The question if this forgetful edge homomorphism is an isomorphism is one form of the homotopy limit problem (in the sense of Thomason [Tho83] and Carlsson [Car87] ) which in this case compares the cohomology of the strict center with the cohomology of the space of derived natural transformations.
Remark 6.11. The discussion in this section extends again easily to the more general situation when an automorphism acts on the differential graded category, as has been the case in Sections 6.1. We can then interprete the discussion above as the special case when the automorphism is given by the parity functor (3.3). We have not done so because we will not use this extension in the rest of this paper.
Modules over the dual numbers
In this section we consider an extended algebraic example. It concerns a differential graded category A = Per A of perfect chain complexes over an algebra A which can be thought of as a differential graded algebra concentrated in degree zero. Note that these modules are automatically free when the algebra A is local. The shift-invariant Hochschild cohomology of A is isomorphic to the usual Hochschild cohomology of the algebra A, or HH We now choose A to be the (commutative, local) algebra A = K[ε]/(ε 2 ) of dual numbers, where K is our ground field, and ε has degree 0. It will make a difference whether the characteristic of the ground field is different from 2, so that the derivative 2ε of ε 2 with respect to ε is non-zero, or not. Let A = Per K[ε]/(ε 2 ) be the differential graded category of perfect chain complexes of finitely generated projective K[ε]/(ε 2 )-modules. Remember that these modules are automatically free since the algebra K[ε]/(ε 2 ) is local. Examples are the complexes
where the modules K[ε]/(ε 2 ) live in the degrees from m to n, for some pair of integers m n. The category Per K[ε]/(ε 2 ) comes with the usual shift-automorphism Σ for differential graded modules. The Hochschild cohomology of the alge- 
The class ζ is of degree 2 unless the characteristic of our ground field is 2, in which case it is of degree 1. We get
if the characteristic of the ground field is not 2, and dim Z t gr (D
, Σ) = 1 in all positive degrees if the characteristic of our ground field is 2. The calculations above allow us to deduce the behavior of the characteristic edge homomorphism in the spectral sequence.
Proposition 7.1. For the differential graded category of perfect complexes over the algebra of dual numbers, the characteristic edge homomorphism is not surjective (in degree 0) and not injective (in positive degrees).
Proof. The graded center of the perfect derived category of the algebra K[ε]/(ε 2 ) is infinite dimensional in degree 0, but the 0-th Hochschild cohomology is the finite dimensional algebra K[ε]/(ε 2 ) itself. It follows that the characteristic edge homomorphism can never be surjective (in degree 0). In other words, there are obstructions to lifting classes from the graded center into Hochschild cohomology in the form of differentials supported on these classes. The claim about noninjectivity also follows immediately from the dimension counts above. This means that the spectral sequence contains elements in the spots E s,t
Coherent sheaves over algebraic curves
In this section we discuss geometric examples where the characteristic homomorphism is not injective or not surjective from the point of view of the spectral sequence in Theorem 6.1. Let X be a smooth algebraic curve over an algebraically closed field. In the smooth case, every coherent sheaf has a finite resolution by a complex of vector bundles. Therefore the differential graded categories of bounded and perfect complexes are equivalent and so the perfect derived category D per X is the bounded derived category of coherent sheaves over X. On argues as in the preceding section that the shift-invariant Hochschild cohomology of the differential graded category Per X of perfect complexes is isomorphic to the usual Hochschild cohomology of X, so that we have an isomorphism HH
will turn out that the behavior of the characteristic homomorphism depends on the genus g(X) 0 of X; it never is an isomorphism. This statement summarizes the following two results.
Proposition 8.1. If the genus g(X) of the curve X is non-zero, then the characteristic homomorphism
Proof. Consider the group Z 2 (D per X , Σ) on the E 2 page which is a target of the edge homomorphism. In the present case, it must be zero, because smoothness implies that the global dimension of X is 1, and so the category of coherent sheaves on X is hereditary. On the other hand, the Hochschild-Kostant-Rosenberg decomposition
reduces to an isomorphism HH 2 (X) ∼ = H 1 (X ; T X ) in the case of curves. If the genus is g(X) = 1, then this is of dimension 1 > 0, and if the genus is g(X) 2, then this is of dimension 3g(X) − 3 > 0. It follows in all cases that the kernel of the edge homomorphism in dimension 2 is not zero.
In other words, there is a non-trivial operation on the differential graded category of coherent complexes on X that is trivial from the point of view of the derived category. The above argument generalizes a statement of Buchweitz and Flenner [BF08, Rem. 3.3.8] on elliptic curves, who in turn refer to an unpublished preprint [Cȃl] of Cȃldȃraru.
Proposition 8.2. If the genus g(X) of the curve X is zero, then the characteristic homomorphism
Proof. Clearly, the algebraic curve X in question is the projective line P 1 . In this case the Hochschild-Kostant-Rosenberg decomposition gives
On the other hand, here is a description of the graded center Z • (D per X , Σ): By Beilinson [Bei78] , the category of coherent sheaves on X = P 1 is derived equivalent to the category of finite-dimensional representations of an algebra A, namely the Kronecker algebra. This algebra is finite-dimensional. It does not have finite presentation type, but it is tame. The Auslander-Reiten quiver of A has three types of components: the pre-projective, the pre-injective, and the regular parts. The latter are indexed by the closed points of X = P 1 , and they are the only ones that contribute to the graded center by [KY11, Lem. 4.9]. The Auslander-Reiten translation τ is the identity on them, so that the situation is 1-periodic. We can then use another result of Krause and Ye [KY11, Prop. 4.10] to infer
and the edge homomorphism cannot be surjective.
Free loop spaces and string topology
In this final section, we will discuss topological examples from the point of view of the spectral sequence in Theorem 6.1. It will turn out that the edge homomorphism (6.2) is rarely injective, but surjective. To put this into context, note that we consider here the special case of differential graded categories A that have only one object, as in Corollary 6.2, and the endomorphism differential graded algebra A of that object will be the differential graded algebra CX of cochains (with coefficients in a ground field K) over a topological space X. In particular the omnipresent automorphism is trivial, given by parity. Our grading conventions C p X = (CX) −p force these graded algebras to be supported in negative degrees. The characteristic [Coh04] ) have identified the target with the homology of the free loop space ΛX of X. If X = M is, in addition, a closed oriented manifold, then this is the string homology of M, and in this special case, a spectral sequence such as (9.1) has also been constructed by Felix, Thomas, and Vigué-Poirrier [FTV-P04, 3.3 Prop.]. Our algebraic approach makes it clear that no hypothesis on X is necessary to obtain this Moore spectral sequence. The edge homomorphisms of the Moore spectral sequence (9.1) takes the following form: HH t (CX) → H t (X). Note that the target is indeed the entire cohomology ring H • X: Since it is commutative, it agrees with Z t gr (H • X).
Example 9.1. Figure 9 .1 shows part of the Moore spectral sequence (9.1) for the 3-dimensional sphere X S 3 . The vector spaces
on the E 2 page are displayed as follows. A bullet indicates a 1-dimensional vector space; a dot indicates that the vector space is trivial. The more general case when X S n for an odd integer n 5 is similar. Compare with Kuribayahsi's computation [Kur11, Prop. 2.4]. Sparseness implies that these spectral sequences degenerate. We see that the characteristic edge homomorphisms are surjective, but they have a non-trivial kernel.
The following Proposition 9.2 demonstrates that the behavior in the preceding Example 9.1 is typical. Recall that a topological space is formal (over K) if there are homomorphisms CX ← A → H • (X) of differential graded algebras inducing isomorphisms in cohomology. Here H • (X) is the differential graded algebra with trivial differential δ = 0. See [DGMS75] , [Sul77] , or [FOT08] for many interesting geometric and topological examples of formality.
Proposition 9.2. Let X be a formal space. Then the characteristic edge homomorphism HH t (CX) → H t (X) is an epimorphism for all t.
Proof. If X is a formal space, then we know that there exists a sequence of quasi-isomorphisms connecting the differential graded cochain algebra CX with the discrete cohomology algebra H • X. is an epimorphism for all t.
Example 9.3. Let K be a field of characteristic 0. Let us consider an example of a manifold that is not formal (over the field K) and that is not even simply-connected, namely the 3-dimensional Heisenberg manifold X. (See [FOT08, Ex. 3.17] for an introduction.) The Heisenberg manifold is actually an aspherical manifold, namely we have an equivalence X BG, where BG is the classifying space of the integral Heisenberg group G of unit triangular (3, 3)-matrices. The cohomology algebra is 6-dimensional, namely H • X ∼ = (Λ(a 1 , a 2 ) ⊗ Λ(b 1 , b 2 ))/(a 1 a 2 = b 1 b 2 ), where the subscripts indicate the degree. Since G is nilpotent but not abelian, we know from general principles that X cannot be formal [Has89] . This can also be seen directly: The Massey product a 1 , a 1 , b 1 is a 2 = 0. G] ), and the right hand side can be computed as the product of the group cohomologies of the centralizers of the elements in G. The centralizer of the unit is G itself, so that H • BG ∼ = H • X also appears in the target of the spectral sequence, and the edge homomorphism is surjective.
More generally, we have the following result.
Proposition 9.4. Let K be a field of characteristic 0 and X be any topological space. Then the characteristic edge homomorphism HH t (CX) → H t (X) is surjective.
Proof. In characteristic 0, the E ∞ differential graded algebra CX of cochains on the space X can be replaced by a quasi-isomorphic differential graded algebra C that is (strictly) commutative (in the graded sense), so that we have isomorphisms HH t (C) ∼ = HH t (CX) and H Since the first version of this paper appeared, Briggs and Gélinas published a preprint [BG] where they discuss the characteristic homomorphism in the A ∞ setting, and the full E ∞ structure might be useful to extend the above result to positive characteristics.
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