r Medical software has become an increasingly critical component of health care, yet the regulation of these devices is inconsistent and controversial.
S oftware in medical devices has become an increasingly critical component of health care. In many clinical settings, medical equipment and devices controlled by software have numerous applications, such as tracking patients' vital signs, alerting physicians to the risk of adverse drug events, and controlling the amount of medication that patients receive. The use of medical software, both in stand-alone form or integrated into other technologies, is becoming increasingly central to the practice of medicine. 1, 2 Health information technology (IT), for example, includes electronic medical records (EMRs), clinical decision support (CDS), mobile medical applications, and any softwaredriven medical device used in the diagnosis or treatment of disease. medical care and are leveraging large amounts of medical data generated, collected, and analyzed by software to help reduce medical errors, lower hospital readmissions, and understand population health. 1, 4 Prior to passage of the 21st Century Cures Act in December 2016, the US Food and Drug Administration (FDA) was responsible for ensuring that medical devices (including EMRs and other health IT) were safe and effective for patients. However, as Table 1 shows, the regulatory landscape for software in medical devices is complex, with the FDA using both objective and subjective methods to categorize, review, and recall software devices that pose a risk to patients. 5 The regulation of medical devices starts with a review of a device before it is allowed to be sold and continues after it goes on the market. The type of FDA product review plays a key role in risk assessment, since it determines the amount of evidence required for a product to be approved or cleared by the FDA. Premarket approval (PMA), the FDA's most stringent review process for devices, applies to software posing the greatest risk to patient safety and requires the manufacturer to provide clear evidence of safety and effectiveness. In contrast, products expected to pose less risk to patients, and thus go through the 510(k) review process, are not required to be proven safe, effective, or accurate but instead must demonstrate that they are similar to a product already sold in the United States in order to be cleared for market by the FDA. 6, 7 Through their existing regulatory infrastructure, the FDA classifies all products according to their general risk to patients (see Table 1 ): Class I devices have the lowest risk; Class II devices have a moderate risk; and Class III have the highest risk. 6 In addition, the FDA has the authority to recall a device after it goes on the market; it defines such recalls as the removal or correction of a marketed device in violation of FDA law. 5 Recalls can be initiated by either the manufacturer or the FDA if a medical device is determined to be a risk to patient health or safety; any voluntary recalls by the manufacturer must be reported to the FDA. 5 The FDA recalls devices using a classification system based on the severity of their potential to cause harm. In this system, Class I recalls are those that pose the highest risk to patients; Class II recalls are those that pose a moderate risk; and Class III recalls are those that pose a relatively low risk to patients. 5, 6 In 2015 and 2016, the FDA published several guidance documents for industry, describing its approach to regulating the growing number of software devices. The guidance also discusses the FDA's plans to exercise its enforcement discretion by not actively regulating software that does not perform clinical analysis, such as medical device data systems that exchange or display medical data, medical image storage and communications devices, and low-risk general wellness software focused on maintaining a healthy lifestyle. 8, 9 Instead, the FDA planned to regulate software that involves the direct diagnosis or treatment of disease, or software that could lead to serious harm if it malfunctioned.
Once a medical product is on the market, there are voluntary and mandatory reporting and monitoring policies in place. The US Congress first gave the FDA the authority to regulate medical devices by amending the Food, Drug, and Cosmetics Act in 1976, leading to the creation of the PMA and 510(k) review processes for medical devices described earlier. 6 Over time, the scope and complexity of medical devices and innovations have continued to expand rapidly. The Health Information Technology for Economic and Clinical Health (HITECH) Act passed in 2009 focused on converting paper medical records into electronic form, which has led to the rapid adoption, by most hospitals and clinics throughout the country, of EMRs, clinical decision support, and other health information technologies. 10 The FDA Safety and Innovation Act's (FDASIA's) working group is a collaboration of the FDA, the Office of the National Coordinator for Health IT, and the Federal Communications Commission. The working group has recommended a risk-based regulatory framework to address safety-related concerns for health IT. 3 Its proposed framework places eligible health IT products into 3 risk categories (low, medium, high) based on a group of factors, including product purpose, intended audience, severity of potential injury, complexity of software and upgrades, required amount of training, and degree of connectivity and security. 3 The FDASIA's recommendations would apply to diverse types of health IT software and underscore the need to find a balance between fostering innovation and ensuring that patient populations are protected from the potential risks associated with software devices.
Important concerns about the regulation and safety of software in health care have frequently been raised and continue to be a critical topic of discussion. 11 The 21st Century Cures Act, which was signed into law in December 2016, removes electronic medical records, decision-support software, and related stand-alone software from the FDA's regulatory jurisdiction. 12 Understanding the possible risks and benefits of the FDA regulation of software in its diverse forms, along with the impact of these legislative changes in the FDA's regulatory scope, is important to the future of health care.
Unintended software-induced medical errors, remote hacking of medical systems, and recent cybersecurity breaches of hospitals' EMRs are proof of the real and growing risks to patients if software defects are not monitored consistently. Unfortunately, there is currently very little published information available that describes the impact of health IT and other types of software on patient safety. 11 Earlier studies have investigated general safety issues in only a small number of medical devices or in only a few types of software. [13] [14] [15] The ECRI Institute, for example, publishes a list each year of its 10 most important "generic hazards-problems that result from the risks inherent to the use of certain types or combinations of medical technologies." 14 The institute's most recent list of health technology hazards includes at least 3 medical products (infusion pumps, ventilators, medical device software management) with safety risks tied, at least in part, to faulty software. 14 However, to our knowledge the safety and regulatory implications of all software-related defects in medical devices have not been systematically analyzed.
In order to determine which policies might best protect patients, we have evaluated whether the regulation of medical software has provided essential safeguards for patient safety. The goal of our study was to determine the frequency of software-related recalls in medical devices, including more recent technologies like EMRs, and to examine key issues that the FDA determined could cause injury, serious harm, or even death.
Methods
In order to better understand the types of software malfunctions that could affect clinical care, we searched the FDA medical device databases over the most recent 5-year period for all medical devices recalled by the FDA primarily because of software defects. 16 The FDA's database for medical device recalls is accessible online and can be searched by providing specific search criteria (eg, recall class, date range). We performed a broad search for all medical devices that were recalled between January 1, 2011, and December 31, 2015, primarily because of their software, as coded in the database. We counted both the numbers of low, moderate, and high-risk recalls and the reported number of units of each recalled product on the market.
In addition, for the high-risk recalls and recalls of EMRs, we collected information about the recalling firm or manufacturer, device classification, submission type, medical specialty, product details, and categorization as either an implantable or a life-sustaining device. We then merged the search results, identified devices for which the manufactureror FDA-reported reason for recall directly involved software, and, finally, standardized the data (eg, removed duplicates and treated multiple products with the same manufacturer, recall date, and event identifier as single entries).
For all those high-risk recalls that satisfied those criteria and also for moderate-risk recalled EMRs, we used the FDA's databases to determine the type of testing used as the basis of the FDA's regulatory determinations that allowed the devices to go on the market. This included reviewing any relevant data or testing information described in device companies' 510(k) publicly available summaries, as described in an earlier study. 7 We calculated our descriptive statistics using Microsoft's Excel Version 14.0 (Redmond, WA).
Results

Characteristics of Software-Related Recalls
Over the 5-year study period, 627 different devices (1,447,134 units) were recalled because of software-related issues, of which 23 devices (5,140 units) were low-risk recalls, 592 (1,251,398 units) were moderate-risk recalls, and 12 (190,596 units) were high-risk recalls.
The high-, moderate-, and low-risk categories of the recalls were not related to whether the devices were considered high, moderate, or low risk when they were initially submitted to the FDA for approval. Of the highest-risk software recalls (Table 2) , the FDA initially classified only 1 of the 12 devices (Defibtech) as a high-risk (Class III) device when it was reviewed for approval, and it classified 11 of the 12 as moderate-risk (Class II) devices. The high-risk device and all but one moderate-risk device were reviewed and cleared for market by the FDA through the 510(k) review process, which is generally intended for moderate-risk devices (see Table 1 ). The one moderate-risk (Class II) device, "ABACUS Total Parenteral Nutrition Calculation Software," was exempted from any FDA regulatory review because the FDA initially considered a regulatory review to be unnecessary. The FDA classified half of the high-risk recalled software devices as life sustaining, and none were implantable. 
Medical Specialties of Devices Recalled as High Risk
The largest category of high-risk software-related recalls pertained to anesthesiology, with 6 devices, of which 5 were ventilators and 1 (McKesson) was a clinical decision support system (see Table 2 ). The manufacturers' summaries in the FDA's recall database explain that the software defect could lead to premature stoppage of mechanical ventilation and that the CDS software defect could lead to the storage of the wrong (ie, another patient's) data for the current patient. Four general hospital devices made up the second largest category, comprising one-third of the highest-risk recalls. Of these devices, 3 were infusion pumps designed to directly administer fluids or medications to patients. The FDA's database described malfunctions in software (eg, device log corruption, communication error, broken timer functionality) that could lead to either the over-or the under-infusion of medications and fluids. The final device in this category calculated total parenteral nutrition (TPN), in which a malfunction caused the incorrect calculation and/or display of information, which could result in either highly diluted or toxic amounts of intravenous nutrition being given to patients. The recommended solutions for infusion pumps ranged from upgrading the software to contacting the manufacturer for repair, and the TPN software solution required health care providers to perform additional time-consuming steps when interacting with the system.
The remaining products subject to the highest-risk recalls included one neurology device and one cardiovascular device. The neurology software problem affected the cortical stimulator control unit used to perform functional brain mapping, which helps surgeons decide which parts of the brain to remove in order to treat tumors or epilepsy. 17 The cardiovascular product was an automated external defibrillator (AED) in which a software error could cause the AED to cancel electrical shock treatment to a patient in cardiac arrest.
Types of Premarket Studies of Software Devices from High-Risk Recalls
The only software device that was subject to a high-risk recall after being classified as high risk (Class III) before approval was also cleared through the 510(k) process, as noted earlier. Of the 11 software devices reviewed through the 510(k) process, none was tested in clinical trials to determine safety or effectiveness. In their publicly available 510(k) application summaries, the manufacturers stated that they performed nonclinical testing (eg, simulation, performance testing, software validation) to determine substantial equivalence to software devices already on the market. We did not include the type of nonclinical testing in Tables 2 and  3 because none of the summaries for the devices in this study provided testing data to prove substantial equivalence, even though the summaries are required by law to provide such data. 7 For example, the 510(k) summary for the Covidien Puritan Bennett 980 Ventilator mentioned building more than 50 units "for different aspects of Verification and Validation testing" but did not provide further supporting details or data to describe their performance testing. 18 
Subanalysis of Software Recalls for EMRs
Of the 592 moderate-risk recalls due to software errors, 5 were EMR systems, with a total of 9,347 units ( Table 3 ). The EMR defects were incorrect drug dosage calculations (MOSAIQ 2.6), treatment files (MOSAIQ 2.4), and medication order status (CareSuite), as well as failed allergy interaction warnings (ED PulseCheck) and the display of medical information for the wrong patients (Picis Anesthesia Manager).
Discussion
Software plays an increasingly central role in the practice of medicine, and the regulation of these technologies has important implications for patient safety. Our study is timely, given the rapid adoption of software and health IT, increased concern for medical device cybersecurity vulnerabilities, Trump administration plans to revamp health IT regulations, and the recently passed 21st Century Cures Act that will deregulate many health technologies. 10, [19] [20] [21] [22] More than 190,000 software units were subject to high-risk recalls and were products that treated a broad range of patients in diverse clinical settings. More important, although many recalled devices, such as implants, pose a risk to only one patient, each EMR can be used for hundreds or thousands of patients served in a medical practice or hospital. Furthermore, other software devices are also often reused repeatedly on different patients, amplifying the potential impact of each unit recalled. The recalled ABACUS TPN software, for example, is a "Windows-based software application used by pharmacists to calculate or order TPN formulas," and its flawed calculations could have affected every patient being treated during the 8 years it was on the market. 23 Other recalled software-controlled devices, such as ventilators and infusion pumps, are cleaned, sterilized, and reused many times on multiple patients. The types of software flaws leading to the high-risk recalls described in this study (eg, computer screens freezing, storage of wrong patient data, formula calculation errors) are not limited to products considered as high risk but could apply to almost any software device being used by health care providers.
The design of current health IT software can result in unintended consequences and medical errors that are hard to detect, challenging to monitor, and harmful to patients. 13, [24] [25] [26] For example, the McKesson clinical decision support system notifies physicians of possible adverse drug events for all patients during surgery. But since software flaws led to loading the wrong patient data, this warning system was not uniformly safe and effective for all surgery patients. These types of software issues would be magnified for hospitals with heavy patient loads and would apply to those EMRs commonly used for all patients in a particular hospital. Although recent cybersecurity issues, such as the remote access/control ("hacking") of drug infusion devices and the breach (and subsequent ransom) of electronic patient records by unauthorized users have not yet led to recalls, they underscore the serious vulnerabilities of software that is increasingly scalable and interconnected. 14, 21, 27, 28 The results of our study provide insights into the FDA's regulatory review process and postmarket surveillance of software devices before the regulatory changes that will be implemented in accordance with the 21st Century Cures Act or by the new FDA commissioner nominated by President Trump and confirmed in 2017. Although premarket testing is not infallible, greater FDA scrutiny during the premarket approval process could have reduced the introduction of defective software devices into the market and reduced the number of high-risk recalls. For example, only 14 recalled devices in the 5-year study were approved through the FDA's PMA process, which is the only device review that requires proof of safety and effectiveness through a clinical trial or other scientific analysis; the defects later found in these devices resulted in low-or moderate-risk, not high-risk, recalls. In contrast, none of the high-risk recalls involved devices that had been reviewed through the more rigorous (PMA) process. The one device that had been exempted from any FDA review shows that even health IT that seems to pose little riskin this case, nutrition calculation-can still result in life-threatening dangers.
The fact that none of the devices that the FDA recalled as having a high risk had been classified as high risk during the review process suggests that it underestimated the risk of these software devices before granting approval and therefore did not require them to be proven safe or effective as part of its review process. Instead, these devices were required to show "substantial equivalence" to other devices on the market, which were similarly not required to be proven safe or effective. 7 AEDs, for example, were classified as high-risk devices but were reviewed under the less stringent 510(k) process for years until a large volume of medical device reports and recalls associated with AED failure resulted in a change in FDA policy requiring PMA applications in 2015. 29 This evidence gap has been described as a fundamental flaw of the 510(k) review process, in reports by the National Academy of Medicine (formerly the Institute of Medicine) and others. 6, 30 Although the 510(k) application summaries provided by manufacturers do not provide data, they do indicate that their software often underwent some type of performance and validation testing. Unfortunately, these software engineering approaches were not designed for assessing safety-related issues. 31, 32 More specifically, while performance and validation testing can find several important "bugs" and technical flaws, they are not able to ensure that the software will perform optimally in most safety-critical situations, such as those common in health care. 31, 32 Successfully addressing these issues in the future will require a multidisciplinary approach involving the application of new areas of informatics and computer science (eg, safety-critical computing) to health care. 33, 34 Our findings also provide insight into the potential impact of the 21st Century Cures Act, which will reduce the types of health IT software under the FDA's regulatory authority. 12 Had such legislation been in effect over the past 5 years, those deregulated software devices likely would not have been reviewed by the FDA and no adverse events would have been reported to any federal agency. Given the FDA's central role in implementing device recalls, at least one high-risk recall in Table 2 and all the recalls listed in Table 3 would not have been possible had such proposed legislation been in place, nor are similar recalls likely to be implemented in the future. 35 The new legislation is expected to reduce the accountability and transparency of software problems, since companies would have sole authority to decide whether or not to recall defective devices and whether or not to make software problems public. Medical errors have been recognized in both studies and lawsuits as an important cause of patient morbidity and mortality, with physicians and medical facilities held responsible. 36 Indeed, unintended medical errors resulting from medical professionals using defective software devices have already begun to raise similar issues and concerns. 14, 15 Improving the safety of medical device and health IT software on a national level will require a much more comprehensive approach. Indeed, any health IT safety strategy focused solely on product recalls would be fundamentally reactive and would identify risks only when someone has been potentially harmed, thereby shifting the burden of proof from the vendor (to demonstrate that the software is safe) to the health care organization (to determine when it is not). 37 Furthermore, many critical software flaws in diverse health IT systems probably cannot be detected or will not lead to FDA recalls, making recalls a necessary but not sufficient component of any national health IT safety strategy. 38 Without a robust, mandatory, and enforceable approach to risk assessment and adverse-event reporting for software, whether through the FDA or another government agency with sufficient authority and resources, it is likely that the risks to patients from health IT and other medical devices will increase.
Limitations
This study has several limitations. First, our analysis focused primarily on data collected from a single database of medical devices recalled for patient safety concerns, and not from problems reported through the FDA's adverse-reporting system or reports made to the companies involved. Although this FDA database is not expected to include all defective devices, it is currently the most comprehensive source of safety-related issues for medical software. Second, the data provided in the recall summaries do not indicate whether the initial recall decision was triggered by the company, the FDA's recommendations, or direct complaints from patients, providers, or hospitals. Moreover, even if the companies initiated some of the recalls, we cannot know whether those recalls would have taken place or been implemented in the same way if the FDA did not have the authority to gather and publicize adverse reports and to take defective software products off the market. Finally, most adverse event reporting is voluntary, and software errors are difficult to detect and sometimes even impossible to separate fully from human error. As a result, the actual number of risky devices is likely to be underrepresented and the full impact of software problems underestimated. Despite these limitations, the data from this study help highlight some of the most important regulatory and patient safety issues in medical devices caused by software.
Conclusions
Software problems in medical devices are not rare and can hinder medical care. Premarket regulation has not captured all the software issues that could harm patients, evidenced by the potentially large number of patients exposed to software products that are later subject to high-risk and moderate-risk recalls. As a result of the 21st Century Cures Act's weakening of the FDA's premarket and postmarket oversight of health IT devices, the number of physicians and their patients at risk from medical errors caused by software-related problems in medical devices is likely to increase.
