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GLUING OF GRAPHS AND THEIR JACOBIANS
ALESSANDRO CHILELLI AND JAIUNG JUN
Abstract. The Jacobian of a graph is a discrete analogue of the Jacobian of a Riemann surface. In
this paper, we explore how Jacobians of graphs change when we glue two graphs along a common
subgraph focusing on the case of cycle graphs. Then, we link the computation of Jacobians of graphs
with cycle matrices. Finally, we prove that Tutte’s rotor construction with his original example produces
two graphs with isomorphic Jacobians when all involved graphs are planar. This answers the question
posed by Clancy, Leake, and Payne in [CLP15], stating it is affirmative in this case.
1. Introduction
A chip-firing game on a graph G is a combinatorial game starting with a pile of chips (or “negative”
chips) at each vertex of G. At each turn, a player chooses a vertex to lend (resp. borrow) chips to
(resp. from) adjacent vertices. A player wins if no vertex has “negative” chips after finitely many
turns. When one plays a chip-firing game, a natural question one may have is whether or not there is
a winning strategy depending on an initial configuration of chips.
In [BN07], inspired by the fact that finite graphs could be seen as a discrete analogue of Riemann
surfaces, Baker and Norine formulated and proved an analogue of the Riemann-Roch theorem where
effective divisors correspond to configurations where no vertex has negative chips. As an application,
Baker and Norine provided an easy way to check whether or not there is a winning strategy for the
chip-firing game in some cases. For instance, if the total number of initial chips on a graph is greater
than or equal to the number g = |E(G)| − |V (G)|+ 1, then there is always a winning strategy for
this initial configuration. For the precise statement, see [BN07, Theorem 1.9]. We note that Dhar’s
burning algorithm provides a resolution of a chip-firing game in general [CP18, §3]. In fact, a chip-
firing game (more generally divisor theory for graphs) is one of the main tools in some sub-fields of
algebraic geometry. We refer the interested reader to [BJ16] for an extensive survey.
Each configuration of chips on a graph G can be considered as an element of the free abelian group
Z[V (G)] generated by V (G), the set of vertices of G. Two configurations, D1 and D2, are equivalent
if and only if D1 can be obtained from D2 by a finite sequence of moves (lending and borrowing). In
particular, for a given initial configuration D, one has a winning strategy if and only if D is equivalent
to a configuration whose coefficient at each vertex is nonnegative. This defines a congruence relation
∼ on Z[V (G)], and hence we have the quotient group Pic(G) := Z[V (G)]/∼, called the Picard group
of G. The Jacobian Jac(G) of G is defined to be the torsion subgroup of Pic(G).
Due to its extensive applications, there is a growing interest in computing Jacobians for various
families of graphs. In [Big99], Biggs computed the Jacobian of a wheel graph, Wn, when the number
of vertices on the rim of Wn is odd. Later, in [NW11], Norine and Whalen computed Jacobians of
nearly complete graphs and threshold graphs, and as an application they computed a remaining case
of the Jacobian for wheel graphs. Also, Jacobians of iterated cones Gn over a graph G, which is
the join of G and the complete graph Kn, have been studied in [BMZB18], [GP19]. We refer the
reader to [AV12] and the references therein for an extensive list of authors contributing to this line of
research.
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An interesting question one may ask is how the Jacobian of a graph changes under various graph
operations such as deletion, contraction, or gluing along a common subgraph. For example, a nearly
complete graph in [NW11] is a graph obtained by removing edges from a complete graph in a certain
way. In general, based on our numerical experiments, it seems to be very hard to precisely compute
how the Jacobian changes under these graph operations.
In this paper, we study the case where we glue two graphs along a common subgraph. Our motiva-
tion came from a question posed in [CLP15]. The authors asked whether or not a certain graph-gluing
process (Tutte’s rotor construction) produces a pair of graphs whose Jacobians are isomorphic while
they were proving another question concerning the two-variable zeta function of a graph.
To be precise, in [Lor12] Lorenzini introduced the notion of a Riemann-Roch structure on a lattice
of corank 1 in Zn (including the Riemann-Roch theory for graphs), and associated a two-variable
zeta function to each such structure. Lorenzini’s construction was inspired by several works on two-
variable zeta functions for number fields and algebraic curves over finite fields [Den03], [LR03],
[Pel96], [vdGS00].1 With his construction, Lorenzini asked whether or not two connected graphs with
the same Tutte polynomial should have the same associated two-variable zeta functions or isomorphic
Jacobians, and he proved that for trees the answer is affirmative.
In [CLP15], Clancy, Leake, and Payne proved that no two of these invariants determine the third
in general. One of their methods was to use Tutte’s rotor construction [Tut74]. Roughly speaking,
Tutte’s rotor construction glues two graphs, R and S, in two different ways through a fixed automor-
phism of R (see §5 for the precise definition) producing two non-isomorphic graphs with the same
Tutte polynomial. While they were producing counterexamples, they observed that applying Tutte’s
construction with his original example of a rotor of order 3 always produced a pair of graphs with
isomorphic Jacobians in all of their test cases. Hence, they posed the following question:
Question. ( [CLP15, Question 1.4.]) Does Tutte’s rotor construction with his original example [Tut74,
Figure 2] of a rotor of order 3 always generate a pair of graphs with isomorphic Jacobians?
To investigate the above question, we consider a more general situation of gluing two graphs along
a common subgraph. Tutte’s rotor construction corresponds to the case when a common subgraph is
a set of isolated vertices. We note that the Jacobian of a graph G can be computed by the Laplacian
matrix of G. The gluing of Laplacians of graphs and their spectra has been studied in [CTY20], which
might be useful for further investigation.
Let G1 and G2 be graphs with a common subgraph H, and G = G1unionsqH G2 be the graph obtained by
gluing G1 and G2 along H. Unfortunately, there is no relationship among Jac(G), Jac(G1), Jac(G2),
and Jac(H) in general even when H is just an edge (see Example 3.3). For this reason, we will mostly
consider gluings of cycle graphs.
In §3, we compute the Jacobian of several classes of graphs that we obtain by gluing cycle graphs.
For example, we compute the Jacobian of the following gluing: Let Cn and Ck be cycle graphs with n
and k vertices respectively, and p be a positive integer less than min{n,k}. Let A (resp. B) be a path
of length p in Cn (resp. Ck). Let Cn ∗A,B Ck be the graph obtained by gluing Cn and Ck along the paths
A and B (see Example 3.6). Then, we have the following.
Theorem A. (Proposition 3.5) With the same notation as above, we have
Jac(Cn ∗A,B Ck)' Z/dZ×Z/((nk− p2)/d)Z,
where d = gcd(n,k, p).
We also apply a similar argument as in the proof of Theorem A to compute various gluings of
graphs in §3.
1In the definitions of two-variable zeta functions above, h0(D) and h1(D) are not defined as the dimension of certain
associated vector spaces. In [Bor03], Borisov constructed the spaces H0(D) and H1(D) which precisely compute h0(D)
and h1(D) for the zeta function in [vdGS00] by working in a larger category (than the category abelian groups).
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For a graph G, its first (mod 2) homology H1(G,Z2) is called the cycle space (a vector space over
Z2) of G.2 The cycle space of G can be considered as the set of all spanning Eulerian subgraphs of
G, where addition is given by symmetric difference. A fundamental cycle of G is a cycle created by
adding an edge to a spanning tree of G. Once we fix a spanning tree, the set of fundamental cycles of
G forms a basis of H1(G,Z2). In [CY09], Chen and Ye introduced the weighted fundamental circuits
intersection matrix of a graph, and proved that it can be used to compute the Jacobian of a graph.
Let G be a planar graph. We first introduce a matrix, BG, which is obtained from the face cycle
matrix of G. Note that BG is well-defined after we fix an embedding of G into the plane. The matrix
BG encodes information of face cycles of G and how they are adjacent to each other. In §4, we provide
another way to compute the Jacobian in terms of face cycle matrices for planar graphs. This reduces
the size of a matrix that we have to compute greatly.
Theorem B. (Proposition 4.4) Let G be a connected, planar graph. Fix an embedding of G into the
plane. Then BG and a reduced Laplacian L˜G of G have the same invariant factors. In particular,
Jac(G) can be computed from BG.
Remark 1.1. After we posted our first version on arXiv, we learned from Matt Baker the work [CY09]
of Chen and Ye by which one can obtain our Theorem B as a special case.
Finally, in §5, we answer [CLP15, Question 1.4] in the case when all involved graphs are planar.
Our proof heavily depends on Theorem B by which we only have to keep track of newly-created face
cycles (and how they are adjacent to other face cycles) after Tutte’s rotor construction. We prove the
following case of the question:
Theorem C. (Theorem 5.3) Let R be Tutte’s original example of a rotor of order 3, and S be a
connected planar graph. Suppose that G and H are two graphs obtained from S by Tutte’s rotor
construction with R. If G and H are planar, then Jac(G)' Jac(H).
Acknowledgment We would like to thank Jaehoon Kim for many helpful conversations and his
various comments on the first draft of the paper. We are grateful to Chris Eppolito for his detailed
feedback and for pointing out some minor mistakes in the first draft. We also thank Yoav Len and
Moshe Cohen for helpful comments on the first draft. Finally, we thank Matt Baker for pointing out
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2. Preliminaries
Throughout the paper, by a graph we always mean a finite, connected multigraph without loops
unless otherwise stated. For a graph G, we let V (G) be the set of vertices of G and E(G) be the
multiset of edges of G. A divisor on G is an element of the free abelian group generated by V (G):
Div(G) = { ∑
v∈V (G)
D(v)v | D(v) ∈ Z}.
The degree of a divisor D=∑v∈V (G)D(v)v, denoted by deg(D), is the sum ∑v∈V (G)D(v). This defines
the following group homomorphism:
deg : Div(G)→ Z, D 7→ deg(D).
Let D1 =∑v∈V (G)D1(v)v and D2 =∑v∈V (G)D2(v)v be divisors of G. We say that D1 is obtained from
D2 by a lending move at v, if
D1 = D2− ∑
vw∈E(G)
(v−w) = D2−degG(v)v+ ∑
vw∈E(G)
w, (1)
2Here, we consider G as a simplicial complex.
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where degG(v) is the degree of a vertex v. Similarly, D1 is obtained from D2 by a borrowing move at
v if
D1 = D2+ ∑
vw∈E(G)
(v−w) = D2+degG(v)v− ∑
vw∈E(G)
w. (2)
For D1,D2 ∈ Div(G), we let D1 ∼ D2 if D1 can be obtained from D2 by a finite sequence of lending
and borrowing moves. Clearly, this is a congruence relation on Div(G), hence we obtain the quotient
group Pic(G) := Div(G)/ ∼, called the Picard group of G. One can easily see that if D1 ∼ D2, then
deg(D1) = deg(D2). In particular, the degree homomorphism factors through Pic(G), that is, we have
the following homomorphism:
deg : Pic(G)→ Z, [D] 7→ deg(D), (3)
where [D] is the equivalence class of a divisor D. The Jacobian of G, Jac(G), is the kernel of the
degree homomorphism (3), and hence Jac(G) is the torsion subgroup of Pic(G). In fact, the following
short exact sequence splits, where the set of sections of the homomorphism deg is in bijection with
the subset Pic1(G)⊆ Pic(G) consisting of the equivalence classes of degree 1 divisors:
0 Jac(G) Pic(G) Z 0deg (4)
One may avoid using the combinatorial game of lending and borrowing moves and define the
Jacobian of a graph purely in terms of linear algebra via the Laplacian of a graph. Recall that for a
finite graph G, once we fix an ordering of V (G), the Laplacian of G, LG, is defined as follows:
LG = DG−AG,
where DG is the degree matrix of G and AG is the adjacency matrix of G. Then, one has the following
map of Z-modules:
LG : Z|V (G)|→ Z|V (G)|, ~v 7→ LG~v.
With this one has
Pic(G)' coker(LG).
Similarly, it is well-known that one can compute the Jacobian of a graph via the reduced Laplacian,
L˜G, which is a matrix obtained by removing the i-th column and i-th row for any i = 1,2, . . . , |V (G)|.
Then, as in the case of the Laplacian, L˜G defines a Z-module morphism, and
Jac(G)' coker(L˜G).
We note that one may compute the Smith normal form of a reduced Laplacian, L˜G, to find the invariant
factors, and hence find Jac(G). See [CP18, §2] or [Lor08].
3. Jacobians Under Graph Gluing
In this section, we consider Jacobians of graphs obtained by gluing cycle graphs in several ways.
To the best of our knowledge, the only consideration of Jacobians under graph gluing is when one
glues two graphs along one vertex. This is elementary and well-known, but we include a proof for
completeness. For instance, see [CP18].
Proposition 3.1. Let G1 and G2 be graphs. Let G be the graph obtained by gluing G1 and G2 along
one vertex. Then
Jac(G)' Jac(G1)× Jac(G2).
Proof. Let V (G1) = {v1, . . . ,vn} and V (G2) = {u1, . . . ,um}. We may assume that G is obtained by
gluing vk and uk. For a divisor D, we let [D] be the divisor class of D in Pic(G). For divisors
D1 = ∑ni=1 aivi ∈ Div(G1) and D2 = ∑mi=1 biui ∈ Div(G2), we define the following divisor on G:
D1 ∗D2 :=
n
∑
i=1,i 6=k
aivi+
m
∑
i=1,i6=k
biui+(ak +bk)vk.
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Now, one can easily check that the following map is an isomorphism of groups:
Ψ : Jac(G1)× Jac(G2)→ Jac(G), ([D1], [D2]) 7→ ([D1 ∗D2]).

Example 3.2. Consider G1 = G2 = K3. Let G be the graph obtained by gluing G1 and G2 along one
vertex - see Figure 1.
FIGURE 1. K3 glued to K3 (single vertex)
We have Jac(K3) ' Z/3Z. Hence, Jac(G1)× Jac(G2) ' Z/3Z×Z/3Z. A reduced Laplacian L˜G
and its Smith normal form NG are as follows:
L˜G =

2 0 0 −1
0 2 −1 0
0 −1 2 0
−1 0 0 2
 , NG =

1 0 0 0
0 1 0 0
0 0 3 0
0 0 0 3

It follows that Jac(G)' Z/3Z×Z/3Z.
The following example shows that Proposition 3.1 could fail to hold when we glue two graphs
along even one edge.
Example 3.3. Let H1 = H2 = K3 and glue one common edge to obtain H - see Figure 2.
FIGURE 2. K3 glued to K3 (single edge)
A reduced Laplacian L˜H and its Smith normal form NH are as follows:
L˜ =
 2 −1 0−1 3 −1
0 −1 2
 , NH =
1 0 00 1 0
0 0 8

The invariant factors are 1,1,8. This implies that Jac(H)' Z/8Z. In particular,
Jac(H) 6' Jac(H1)× Jac(H2).
This has failed Proposition 3.1. The special case of gluing along a single vertex is the key aspect and
quite unique to the gluing process. This implies the resulting Jacobian of a resulting graph H depends
very highly on the way the two graphs H1 and H2 are arranged.
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Let Cn denote the cycle graph with n vertices. Let n,k, p be positive integers such that p <
min{n,k}, and A (resp. B) be an ordered set of edges of Cn (resp. Ck) such that |A|= |B|= p. We fix
cyclic orientations of Cn and Ck, and let Cn ∗A,B Ck be the graph obtained by gluing Cn and Ck along
the edges in A and B; if A= {e1, . . . ,ep} and B= {t1, . . . , tp}, then we glue ei and ti for each i in such a
way that the orientations of ei and ti are same. In general, the resulting graph Cn ∗A,B Ck does not have
to be planar as it depends on how we glue Cn and Ck. However, one can characterize gluing patterns
of edges of Cn and Ck so that the resulting graph Cn ∗A,B Ck is planar by using the fact that a graph G
is planar if and only if the conflict graph of every cycle in G is bipartite. See [Tut58].
We first compute the Jacobian of graphs obtained by gluing two cycle graphs along distinct edges
where the resulting graph is planar. In the case of gluing one edge (p = 1), we obtain a graph whose
Jacobian is cyclic. The following theorem by Cori and Rossin will be our main computational tool:
Theorem 3.4. [CR00, Theorem 2] Let G be a planar graph and Gˆ be any of its duals 3, then
Jac(G)' Jac(Gˆ).
Proposition 3.5. Let n,k, p be positive integers such that p<min{n,k}. Let A= {e1, ...ep} (resp. B=
{t1, ..., tp}) be an ordered set of p-consecutive edges of Cn (resp. Ck). Then we have
Jac(Cn ∗A,B Ck)' Z/dZ×Z/((nk− p2)/d)Z,
where d = gcd(n,k, p). In particular, if p = 1, then
Jac(Cn ∗A,B Ck)' Z/(nk−1)Z.
Proof. Let G=Cn ∗A,BCk. Clearly G is planar, so we let Gˆ be the planar dual of G. One can easily see
that Gˆ has 3 vertices; 2 vertices to represent the planar regions contained by the cycle graphs, and a
third vertex to represent the outer region. The first 2 vertices have exactly p edges between them and
n− p and k− p edges respectively to the third vertex. The Laplacian matrix LGˆ of Gˆ is given below.
LGˆ =
 n −p −(n− p)−p k −(k− p)
−(n− p) −(k− p) n+ k−2p

With respect to the third vertex, the reduced Laplacian matrix is given by the following matrix:
M =
[
n −p
−p k
]
Now, one can easily check the Smith normal form of M is as follows:[
d 0
0 nk−p
2
d
]
Therefore, from Theorem [CR00], we obtain
Jac(G)' Jac(Gˆ)' Z/dZ×Z/((nk− p2)/d)Z.

Example 3.6. Let G be the graph obtained by gluing C8 and C10 along 4 consecutive edges as in
Figure 3 below.
We have d = gcd(n,k, p) = gcd(10,8,4) = 2 and nk− p2 = 64. By Proposition 3.5, we have
Jac(G)' Z/2Z×Z/32Z.
3We note that for a planar graph G, “the” dual graph Gˆ is not unique in the sense that it depends on a particular
embedding.
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FIGURE 3. C8 glued to C10 (4 consecutive edges)
In fact, one can apply the same idea as in Proposition 3.5 to the following gluing procedures. We
omit the proofs.
(1) Let C∗n be a cycle graph where each edge splits into 2 distinct, undirected parallel edges. Then,
Jac(C∗n)' (Z/2Z)n−2×Z/(2n)Z. (5)
This may be seen as gluing two cycle graphs Cn along the set of all isolated vertices.
(2) Fan Graphs are the join of Km (m vertices with no edge) and Pn (a path with n vertices),
denoted as Fm,n. Here is F1,5:
FIGURE 4. Fan graph F1,5
One can easily compute that Jac(F1,5)' Z/55Z. In general, one may apply the same idea
as in the proof of Proposition 3.5 to obtain the following for n≥ 3:
Jac(F1,n)' Z/(3xn−1− xn−2)Z, (6)
where xi = |Jac(F1,i)|.
(3) Given a cycle graph Cn, let A and B be two disjoint sets of consecutive edges along Cn each
with p1 and p2 edges respectively. Let p = p1 + p2, and suppose the v1,vp1 and vp1+a,vp+a
are the first and last vertices, respectively, of the paths A and B. Draw an edge between v1 and
vp+a, as well as vp1 and vp1+a. Denote this new graph as H. Here is C14 with p1 = 2, p2 = 3,
and a = 5 as an example in Figure 5:
FIGURE 5. Gluing of three cycles
Then, with q(a) = n(p+1)− p2+a(n− p)(p+2)− (p+2)a2, we have
Jac(H)' Z/q(a)Z. (7)
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(4) Given a cycle graph Cn, fix an independent set of 3 vertices, and add 3 edges joining them in
a triangle. Let a,b,c be the number of edges that Cn has been partitioned into by this triangle,
such that a+b+ c = n. Denote this new graph by H, then we have
Jac(H)' Z/dZ×Z/( f/d)Z,
where d = gcd(a+1,b+1,c+1) and
f = n(a+1)(b+1)(c+1)− (a2(b+1)(c+1)+b2(a+1)(c+1)+ c2(a+1)(b+1)).
The following is C14 with a = 4, b = 6, and c = 4 in Figure 6:
FIGURE 6. Gluing of four cycles
4. The Jacobian of Graphs via Cycle Matrices
Let G be a connected planar graph with m edges and n vertices containing q cycles (q ≥ 1). We
assume that a planar graph G is embedded into the plane. Fix an orientation on G, and choose some
arbitrary positive direction of rotation, for instance, clockwise direction. For every edge of G, it will
either be contained or not contained within a particular cycle as well as with or against this positive
direction. Once we label the edges and cycles of G, we can define the cycle matrix,4 B(G) := (Bi j)q×m
as follows:
Bi j =

1, if i th cycle contains j th edge in positive direction,
−1, if i th cycle contains j th edge in negative direction,
0, otherwise.
(8)
The rank of B(G) is said to be the circuit rank5, which is equal to g = m− n+ 1. By removing the
rows from B(G) which do not correspond to a face cycle, one obtains a g×m matrix B(G) f . For
notational convenience, we let
BG := B f BTf , B f := B(G) f .
One can easily check that BG is a g× g symmetric matrix which is invertible, where g = rk(B(G)),
and each entry of BG is given as follows:
(BG)i j =
{
| fi|, if i = j,
−| fi∩ f j|, if i 6= j.
(9)
where fi is the ith face cycle and | fi| is the number of edges in fi. In particular, this implies that
BG only depends on the underlying graph G (without orientation or rotation), and hence BG can be
defined independently.
Remark 4.1. As we mentioned, BG depends on an embedding of G into the plane. In what follows,
we always assume that G is embedded into the plane so that BG is well-defined.
4Note that we slightly altered the definition to include orientation of a graph so that it would coincide with the reduced
Laplacian later in Proposition 4.4.
5This is also known as the genus g(G) of a graph G.
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Example 4.2. Let H be the graph in Example 3.3. Consider the following orientation on the graph
with labeled edges as shown below.
FIGURE 7. H with an orientation
We consider a positive direction of rotation as being clockwise. We have exactly 3 cycles, namely
C1 = (e1,e2,e5), C2 = (e2,e3,e4), and C3 = (e1,e3,e4,e5). The cycle matrix B(H) is given below.
B(H) =
1 1 0 0 10 −1 −1 −1 0
1 0 −1 −1 1

C1 and C2 are face cycles, and hence we have
B f = B(H) f =
[
1 1 0 0 1
0 −1 −1 −1 0
]
Hence we obtain
BH = B f BTf =
[
3 −1
−1 3
]
Now, the following is straightforward.
Proposition 4.3. Let G be a connected planar graph with m edges and n vertices containing q cycles
(q≥ 1). Then, with the same notation as above, the following hold.
(1) All eigenvalues of BG are positive.
(2) B f BTf and B
T
f B f have the same nonzero eigenvalues.
One may compute the Jacobian of a planar graph G via the matrix BG as the following proposition
shows.
Proposition 4.4. Let G be a connected, planar graph. Then BG and a reduced Laplacian L˜G have
the same invariant factors. In particular, Jac(G) can be computed from BG.
Proof. Let Gˆ be the dual of G, and L˜Gˆ be the reduced Laplacian of Gˆ obtained by removing the row
and column of the Laplacian of Gˆ corresponding to the “exterior region” of G. We claim that
BG = L˜Gˆ.
In fact, suppose that vertices of Gˆ are labelled in such a way that the i th face cycle of G corresponds to
the vertex i, and the “exterior region” of G corresponds to the vertex 0. One may observe that (L˜Gˆ)ii
exactly counts the number of edges in the i th face cycle. Also, for i 6= j, one can easily check that
(L˜Gˆ)i j is the number of common edges between the i
th and j th face cycles6. Now, our claim follows
from the description (9) of BG, and the proposition follows from Theorem 3.4 and the claim. 
Example 4.5. Consider the following graph G:
6Note this entry is counted as a negative number
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FIGURE 8. Four face cycles
One may check that the Jacobian of G is cyclic with order 476 by directly computing the Laplacian
of G which is of size 12× 12. Much simpler, however, is the associated BG which is only 4× 4 in
size. It is given below.
BG =

4 −1 0 −1
−1 5 −1 −2
0 −1 5 −1
−1 −2 −1 7

The Smith normal form of BG is as follows:
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 476

Clearly, this agrees with the invariant factors produced by the Laplacian matrix of G. Thus BG has
also given us Jac(G)' Z/476Z.
We have the following proposition generalizing the fan graphs case (2) in Example 3.6.
Proposition 4.6. Let G be a graph obtained by gluing cycle graphs Cn1 , . . . ,Cnk , where each is glued
along a single edge to the previous cycle and along a single edge to the next cycle. Then, Jac(G) is a
cyclic group of order xk, where xi = nixi−1− xi−2 for 3≤ i≤ k, and x1 = n1, x2 = n1n2−1.
Proof. It follows from [BG16, Theorem 2.4] that Jac(G) is cyclic. Hence it is enough to check the
order of Jac(G). Since G is a planar, connected graph, we can use BG to compute the Jacobian by
Proposition 4.4. One can easily see that
BG =

n1 −1 0 0 · · · 0 0
−1 n2 −1 0 · · · 0 0
0 −1 n3 −1 · · · 0 0
0 0 −1 n4 · · · 0 0
...
. . .
...
0 0 0 0 · · · nk−1 −1
0 0 0 0 · · · −1 nk

Now, by induction, one can check that det(BG) = xk as defined above. 
Example 4.7. Consider a chain of cycles beginning with a 4 cycle, then attach a 6 cycle, then a 5
cycle, and finally a 3 cycle. The graphs are shown below.
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n1 = 4, x1 = 4, n2 = 6, x2 = 23, n3 = 5, x3 = 111, n4 = 3, x4 = 310.
5. Tutte’s Rotor Construction
We briefly recall Tutte’s rotor construction in [Tut74] which produces two non-isomorphic graphs
with the same Tutte polynomial. A rotor is a triple (R, f ,v) consisting of a graph R, a graph automor-
phism f ∈ Aut(R) of order n, and a vertex v ∈ V (R) such that #{v, f (v), . . . , f n−1(v)} = n. Let S be
another graph, and
g : {v, f (v), . . . , f n−1(v)}→V (S)
be a function which does not have to be injective. Tutte’s construction glues R and S in two different
ways by using f and g to produce two new (non-isomorphic) graphs.7 To be precise, the first glued
graph is obtained by identifying f i(v) with g( f i(v)). The second glued graph is obtained by identify-
ing f i(v) with g( f i+1(v)). We follow Tutte’s notation and call the resulting graphs supergraphs.
In this section, we prove the question [CLP15, Question 1.4] is true when the resulting supergraphs
are planar. To this end, by (R, f ,v) we always mean Tutte’s original example [Tut74, Figure 2]; R is
the graph in Figure 9, f is the automorphism of order 3 such that f (a) = b, f (b) = c, f (c) = a, and
v = a. By abuse of notation, we denote this rotor simply by R.
FIGURE 9. Tutte’s original example R
We first consider a variation of Tutte’s construction - we add an edge between two vertices. To be
precise, with the same notation as above, the vertex f i(v) will be joined by an edge to g( f i(v)) for
i= 0,1,2. This supergraph will be denoted by G. We will then use an automorphism f : V (R)→V (R)
which will essentially reflect the graph R along the center vertical line and then construct a new
supergraph, H, by joining an edge between the vertex f i(v) and g( f i+1(v)). Throughout this section,
by abuse of notation, we let G and H be two supergraphs obtained in these two ways, although clearly
they depend on the graph S to which we glue.
We first prove that Jac(G)' Jac(H)when S is a cycle by using the interpretation of the Jacobian via
cycle matrices in §4 as this proof will be modified to prove our main theorem and is more illustrating.
7Tutte called R the front-graph and S the back-graph.
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Proposition 5.1. [Variation of Tutte’s construction] Let S be a cycle graph. Let G and H be super-
graphs obtained by the variation of Tutte’s rotor construction explained above. Then, we have
Jac(G)' Jac(H).
Proof. Let R′ = f (R). Since R and R′ are isomorphic graphs, BR and BR′ differ only by a permutation
of rows and columns corresponding to relabeling face cycles. Let n be the number of vertices of S.
Choose 3 vertices of S (not necessarily distinct), and call them x,y and z. Define g as the following:
g(a) = x, g(b) = z, g(c) = y.
With the construction defined above, consider the resulting supergraphs G and H below.8
GRAPH G
GRAPH H
Note that we immediately acquire 3 new face cycles labeled d1,d2, and d3. Denote the number of
edges between d1 and d3 by |x− y| and the number of edges between d2 and d3 by |y− z|. Let N be
the subgraph of G with the edges contained in only the new face cycles d1,d2, and d3. Then, we have
the following:
BN =
 |d1| −1 −|x− y|−1 |d2| −|y− z|
−|x− y| −|y− z| n

Note that N is not altered in the reflection of R, that is N is also the subgraph of H obtained in the
same way. In fact, BN is a submatrix of BG and BH as follows:
BG =
[
BR AG
ATG BN
]
, BH =
[
BR′ AH
ATH BN
]
where AG and AH are 6×3 matrices which encode the adjacency between the face cycles of R and R′
respectively and N as follows:9
8Although our picture describes when g is injective, we do not assume that g is injective.
9AG and AH depend on the relabeling of face cycles.
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AG =

0 0 0
0 0 0
−1 0 0
−1 0 0
0 −1 0
0 −1 0
 , AH =

−1 0 0
−1 0 0
0 0 0
0 0 0
0 −1 0
0 −1 0

Clearly, these matrices differ by 2 row permutations corresponding to the relabeling of face cycles
of graphs R and R′. This implies that BG and BH only differ by 2 row and column permutations which
will only affect the submatrices BR and BR′ . In particular, BG and BH have the same Smith normal
form. Now, from Proposition 4.4, we have Jac(G)' Jac(H). 
Remark 5.2. One may observe that our proof of Proposition 5.1 can be modified to prove a more
general result when S is a planar graph.
Now we turn our attention to Tutte’s original construction; we glue the vertices a,b,c to g(a), g(b),
g(c) respectively by identifying each as a single vertex without adding any new edges. We prove that
Tutte’s original construction with a connected planar graph S obtains two resulting supergraphs which
have isomorphic Jacobians if they are planar.
Theorem 5.3. [Tutte’s original construction] Let S be a connected planar graph. With the same
notation as above, if the supergraphs G and H are planar, then we have Jac(G)' Jac(H).
Proof. One can observe that BS is a submatrix in both BG and BH . Similar to the proof of Proposition
5.1, we let N be the subgraph of G with the edges contained in the new face cycles created after
gluing. One can easily check that N does not change after reflecting R, that is, N is also the subgraph
of H with the edges contained in the new face cycles created after gluing. Hence, BN is a submatrix
in both BG and BH . In fact, we have the following:
BG =
BR AG 0ATG BN CS
0T CTS BS
 , BH =
BR′ AH 0ATH BN CS
0T CTS BS

where CS encodes the adjacency between the face cycles of S and N which are the same for both G
and H. AG and AH are the same as in Proposition 5.1 which also only differ by permutation. It follows
that BG can be obtained from BH via row and column permutations. In particular, BG and BH have
the same Smith normal form, and hence Jac(G)' Jac(H) by Proposition 4.4. 
Example 5.4. Consider S to be the following graph:
Defining g as g(a) = x,g(b) = y, and g(c) = z, the constructions for graphs G and H are below.
One can check the Smith normal form of BG and BH are the same and Jac(G) ' Jac(H) is a cyclic
group of order 163,780,565.
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