S8 Data Evaluation

S1. Details on the two lightsheet microscopes SPIM-1 and SPIM-2
S1.1. Optical setup of the SPIMs
Tab. ST1 summarizes the components used in SPIM-1 and SPIM-2. An explanation of the optical setup is given in the main text. The sketch in the main text shows the setup of SPIM-1, whereas SPIM-2 is shown in Fig. S1 .
We found it to be advantageous to mount the beam dichroic beam combiner onto a piezo-driven kinematic mount (customized MDI-H, Radiant Dyes, Wermelskirchen, Germany) as this allows a very fine adjustment of the two lightsheets with respect to each other. Table ST1 . Important components of the two microscopes used in this paper. The focal lengths of the different lenses are given as f = .... [1]
[2]
[3]
[4] [6] [10] [7] [8] 
S1.2. Camera Properties
Both setups use an Andor iXon X3 860 electron-multiplying CCD camera. We used the frame-transfer mode of this camera to gain high acquisition times for the measurements. The following Tab. ST2 summarizes the typical acquisition settings used for out SPIM-FCCS measurements. Table ST2 . typical camera settings S1.3. Sample Mounting Fig. S2 illustrates the different types of sample mounting. For FC(C)S calibration, different samples (as e.g. described in Ref.
[1]) were filled into small, heat-sealed sample bags made from thin transparent foil with a refractive index matching that of water (fluorinated polyethylene propylene films, thickness 13.0 µm, refractive index 1.341 − 1.347, Katco Ltd., United Kingdom, or Lumox Folie 25 M, thickness 25 µm, Sarstedt AG & Co, Nümbrecht, Germany). Between 20 µl and 50 µl were filled into each of these bags. Cells were grown (as described in the main text and section S3) on small glass pieces cut from No. 3 cover slips (0.28 mm − 0.32 mm thick, No. 16301, Neolab, Heidelberg, Germany). The glass pieces were washed with acetone or 70% ethanol and the with deionized water. Finally they were sterilized before use. 
S2. SPIM-FCCS alignment and calibration
S2.1. Alignment procedure
The alignment process for SPIM-FCCS is more complicated than that for SPIM-FCS, still with some simple tools it can be routinely done within a few minutes. First the blue laser is aligned as usual for a SPIM. A mirror is mounted under 45 • in the sample chamber, which allows to directly observe the light sheet. The second (green) laser is then overlay to the first by means of the beam combining dichroic mirror and the separate beam expander. The first allows to set the beam position perpendicular to the observation plane and the latter allows to position the two beam waists over each other along the x-direction (light sheet's direction of propagation). The alignment can be checked by scanning the 45 • mirror along the x-axis. See Fig. S6A for a sketch of the setup and Fig. S6B ,C exemplary results. The two light sheets can be aligned typically with a distance in z-direction δ z of less than 30 − 100 nm (at a typical light sheet width of ∼ 1.2 − 1.3 µm).
In a second step the DualView optics was aligned, by imaging an electron microscopy grid with 16.9 µm or 12.7 µm grid spacing (1500 or 2000 lines per inch; Latech Scientific Supply Pte. Ltd, Singapore) in transmission illumination mode. This step is crucial, as the MDE of the two camera pixels for the red and green fluorescence channel have to be overlay as perfectly as possible. The DualView allows to position both of the two color channels independently on the camera chip. During the alignment, the image cross-correlation coefficient IC between the two image halves {L x,y } and {L x,y } of width w and height h is maximized to position the images with sub pixel-accuracy:
where the average of an image L is L = ∑
x,y L xy /(w · h) and its variance is given by σ 2
The results of the alignment were checked by a z-scan of fluorescent microspheres embedded in a gel cylinder (see Fig. S6D and section S1.3 for details on the preparation). Fitting a 3D Gaussian model function to each bead in both channels allowed us to measure the displacement of the MDEs in all directions (see section S2.2). We routinely reach a lateral and longitudinal displacement δ x, δ y and δ z of better than 100 nm. Exemplary results are shown in Fig. S6D ,E.
Non overlapping spilt view images
Overlapping spilt view images 
S2.2. Bead Scans
Beads in a gel cylinder for the PSF determination were prepared as follows:
1. Dissolve 0.5% Phytagel and 0.1% MgSO 4 in 20 − 40 ml of deionized water 2. Heat until gel has dissolved 3. Let cool down to around 40 • C and mix with beads (e.g. 7 µl of 100 nm-diameter TetaSpec Microsphere stock with 1 ml of gel) by vortexing the gel in an Eppendorf tube 4. Cut the tip of a standard 1 ml syringe (inner diameter 4.6 mm) and drawn up ∼ 400 µl of the fluid gel. Ensure that no air is trapped bewteen the gel and the plug.
Data was then acquired and evaluated as follows (a more detailed description of these methods can be found in the supplementary information of [1]):
1. After the gel has solidified, extrude a few millimeters of the gel in front of the detection objective and image in the first millimeter of the gel. Let the gel settle inside the sample chamber for a few minutes.
2. z-stacks were recorded with 100 − 200 nm step size and 2000 frames using both lasers for illumination. (a) One image half was segmented according to intensity and from every connected set of pixels only the one pixel with the highest intensity was used as first estimate for the bead position. The script also took care to keep a minimum distance of 3 pixels (in x-, y-and z-direction) between any two initial bead positions. (b) A region-of-interest (ROI) around each bead position was cut from both channels (i. e. the bead positions determined in one channel are used to evaluate both) an: (c) Fit three 1D Gaussian functions to x-, y-and z-cuts through the brightest pixel of each bead. (d) Fit a 3D Gaussian function to the whole bead: From the position r 0,g and r 0,r of the fit 3D gaussian in both channels the displacement d := r 0,g -r 0,r between the color channels could be calculated. (e) Only those beads were used for further evaluations, where the inter-channel displacement was in a given range: −1 µm ≤ | d| ≤ 1 µm. Also beads with unreasonably high or low widths were excluded, as these indicate bad fits or that no bead was inside the ROI. (f) Histograms of the different bead widths and the displacements d were created.
The 1/e 2 -widths ψ xy (w xy ) obtained in the fits described above had to be corrected for the finite pixel size: For this correction a 1D molecular detection efficiency function (MDE) was set up:
where Rect(x; a) is 1 for −a/2 ≤ x ≤ a/2 and 0 anywhere else (i. e. a is the pixel width), w xy is the 1/e 2 -width of the Gaussian PSF PSF(x; w xy ), denotes a convolution and N is a normalization constant. Then a simple 1D-Gaussian PSF(x; ψ xy ) was fitted to Eq. (S2), using a least-squares scheme. From the resulting plot ψ xy (w xy ) (see Fig. S5 ) the corrected w xy can be read. 
S2.3. PSF calibration
As already discussed in [1, 3] SPIM-FCS needs a calibration of the PSF-size w g and w r , but in contrast to confocal FCS, the calibration does not need a sample of known diffusion coefficient. We use the known pixel size of the camera and magnification of the optical system as a ruler to determine the absolute diffusion coefficient of a calibration sample. Then this diffusion coefficient can be used in a second step to estimate the PSF-sizes w g and w r . The calibration is performed in these steps:
1. acquire a measurement of any calibration sample sealed in sample bags, as described in section S1.3, we used either:
• 100 nm fluorescent microspheres (FluoSpheres YG [F-8803] 2. The longitudinal widths z g and z r were estimated from bead scans or the measured light sheet width, taking into account the depth of focus of the detection objective.
3. Autocorrelation functions were calculated using ImFCS or QuickFit 3.0 for different binnings of the pixels. Usually a binning between 1 × 1 and 5 × 5 was used, giving a pixel size between 0.4 × .4 µm 2 and 2 × 2 µm 2 in the object plane (taking into account the 24 µm pixels of our Andor iXon X3 860 and the magnification of 60×).
4. At large pixel sizes a w g , w r (higher binnings), the diffusion coefficient measured with SPIM-FCS is mostly independent of the value of w g , w r (see Fig. S7 ). The different sets of ACFs were fitted with the standard SPIM-FCS autocorrelation model:
the parameters a and z g , z r were fixed to their known values (from the respective binning and step 2). The fits were performed for different values of w g , w r chosen around the expected value of w g , w r (e.g. between 400 nm and 800 nm). For increasing binning the curves w g , w r against the pixel size a converge against the true diffusion coefficient D. 5. Finally the unbinned data was fitted again, now using the diffusion coefficient D determined in the last step and a and z g , z r still fixed. From this final fit a good estimate of the lateral focal size w g , w r can be extracted at the lowest binning. See Fig. S7 (B,E).
6. As a second method of SPIM calibration, here first time we used fluorescent organic dyes to determine the lateral PSF. It should be noted that, the current EMCCD camera frame rate could achieve ∼ 3, 700 fps for 4 × 128 pixel camera resolution, and this temporal resolution would not be sufficient to get accurate diffusion coefficient or concentration of small-fast diffusing organic dyes Ref.
[4]. However, the fluorescent signal can be easily auto-correlate (at different binning of camera pixels, above method step 1-5) and lateral PSF of the microscope can be determined. As a demonstration, here we used mixed solution of 5 − 10 nm Atto-488/Atto-565 dyes and recorded their fluorescence signal at 270 µs camera exposure (4 × 128 pixel, 150, 000 − 200, 000 frames). Acquired image frames can be easily analyzed, to get reliable lateral PSF of the microscope (stated above; step 1-5) Fig. S7 (C-E). Tab. ST3 summarizes typical focus sizes we obtained for both SPIM setups.
(604 ± 50) (680 ± 110) w r [nm] (616 ± 50) (760 ± 125) Table ST3 . Results of the SPIM-FCCS calibration. The focus heights were determined by bead scans and the widths by SPIM-FCS calibrations as described in the text.
S2.4. Stability of the setups
As already discussed before the SPIM setups are very stable over time. Fig. S8 shows that the PSF size of a SPIM does not change significantly over the course of more than half a year. 
S2.5. Volume overlap: objective scan
Light sheet microscopes typically have two objectives in orthogonal direction, one for the illumination (low NA) and a second one (high NA) for imaging the fluorescence signal onto the camera sensor (see figure Fig. S1 ). This configuration for the objectives requires a perfect overlap of the illumination light sheet plane and the detection plane created by high NA detection objective. So the proper alignment of a SPIM for FCS/FCCS measurements can easily be tested by measuring the diffusion coefficient D and the particle number N in the same sample at different displacements of the detection and projection objective from their ideal (after alignment) positions. Fig. S9 shows the results of such a measurement. Here the measurements are shown for the green detection channel. The relative positions of both illumination (5 µm step, shown in blue circles) and detection (1 µm step, green circles) objectives respectively were changed systematically. The optimal alignment will be in the region with lowest particle number (empty circles) and highest diffusion coefficient (filled circles), i. e. smallest (and best) detection volume. 
S3. Sample preparation
S3.1. Cell culture protocols: FuGENE
Adherent HeLa cells (provided by F. Rösl, DKFZ, Heidelberg, Germany) were grown in a 5% CO 2 humidified atmosphere at 37 • C in a phenol red-free DMEM growth medium (Invitrogen Life Technologies, Carlsbad, USA) supplemented with 10% fetal calf serum and 1% Glutamine. First, the growth medium was removed from the flask and the cells are washed with 5 ml Hanks balanced salts solution (PAN-Biotech, Aidenbach, Germany). Cells were trypsinized, by incubating the cells for ∼ 1 min with 5 ml of Trypsin/EDTA solution. To stop the trypsinization process we add 10 ml of DMEM medium. The cells were diluted (between 1:5 and 1:80) in fresh medium and seeded in new cell culture flask, depending on the requirements. For the in vivo SPIM measurements the cells are seeded on small glass pieces in a 35 mm petri dish. Transfection with the mammalian expression vectors is carried out with FuGENE HD transfection reagent (Roche Diagnostics, Mannheim, Germany) as proposed by the manufacturer. The cells were transfected 24 − 48 h before the measurements. Details on the used amounts of DNA and transfection reagent are given in Tab. ST4. 
c-Fos-eGFP 1 − 1.5 µg -" -HeLa Table ST4 . Detailed protocols used for the transfection of cells in this paper. The amounts in the table are given for standard 35 mm petri dishes.
As a positive control for maximum cross-correlation in vivo the pSV-eGFP-mRFP1 was used. It is a two-color fusion protein of eGFP and mRFP1 separated by a 7 amino acid linker. As a control for no cross-correlation we used the pIRES2-eGFP-mRFP1. It is an internal ribosomal entry site (IRES) vector, which expresses the dyes separately. The plasmid construction is described in more detail in Ref. [5] . Note that due to the close proximity of the two fluorophores, our eGFP-mRFP1 fusion construct, shows ∼ 30% Förster resonance energy transfer (FRET) efficiency [6] .
To show interaction in cell membranes, we used three constructs already described in [7] : As negative control a red or green fluorescent protein (GFP or mRFP) was fused to a plasma membrane targeting sequence (PMT) on it's N-terminus. As positive control we used an epidermal growth factor receptor (EGFR) fused to an mRFP at it's extracellular and and a GFP on the intracellular side. 
S3.2. Cell culture protocols: Neon transfection
HeLa and RBL-2H3 (gift from Min Wu, CBIS, NUS, Singapore) cells were maintained as described in the previous section. For transfection we used a Neon-Transfection system (Invitrogen, Singapore) with 10 µl gold tips (resuspension buffer R and electrolyte buffer E) using the protocoll recommendet by the manufacturer (Neon Transfection protocols). The used amounts of plasmid are given in Tab. ST4. Following transfection, the cells were spread on the cover slips (as described above) and finally used for the live cell measurements.
S3.3. Small and giant unilamellar vesicle
As a test sample that can easily be created in any lab, we used small unilamellar vesicle (SUVs). Single-and double-labeled vesicles were prepared according to the protocol given in [8] . All lipids, fluorescently labeled lipids and cholestrol were purchased from Avanti Polar Lipids (Alabaster, Alabama, USA). Briefly, a stock solution of POPG lipid (1-hexadecanoyl-2-(9Z-octadecenoyl)-sn-glycero-3-phospho-(1'-rac-glycerol), sodium salt) and head group labelled lipids Rhod-PE (1,2-dimyristoyl-sn-glycero-3-phosphoethanolamine-N-(lissamine rhodamine B sulfonyl), ammonium salt) and/or Bdp-Chol (23-(dipyrrometheneboron difluoride)-24-norcholesterol) were prepared individually in chloroform (Sigma Aldrich, Singapore) and mixed thoroughly in a round bottom flask. The chloroform was evaporated (∼ 3 hrs) on a rotary evaporator (Rotavap R-210, Buchi, Switzerland). Lipids were then hydrated in 500 µl buffer containing 10 mM HEPES and 150 mM NaCl (Buffer A, pH 7.4) and sonicated for ∼ 30 min in a water bath sonicator (FB15051 Model, Fisher Scientific, Singapore). To avoid large variations in vesicle size, we centrifuged the vesicles at 10, 000 − 15, 000 g for 30 − 40 min and supernatant used for the measurements.
Giant unilamellar vesicles (GUVs, POPC 89%, POPG 10% and PI(4,5)P 2 1% and TopFluor PI(4,5)P 2 , Avanti polar lipids) were prepared by gentle hydration. Then the GUV solution was mixed with a low melting agar solution (0.5-0.8 %, ∼ 40°C temperature) and sealed in sample bag for the measurements.
S4. Additional SPIM-FC(C)S example data
Here in this section first we give additional test sample measurements that show what is possible with SPIM microscope, when used for fluorescence correlation spectroscopy. Later we present additional SPIM-FCCS measurements, in order to give an overview of the un-and pre-processed raw data for FCCS analysis. S4.2. Additional data from 607bp DNA measurement 
S5. Confocal FCCS measurements
S5.1. Confocal FCS measurements 1 (Heidelberg)
Confocal FCCS measurements for comparison to the SPIM-FCCS measurements were performed on a custom FCCS setup [9] , based on an inverted Olympus IX-70 microscope (Olympus, Hamburg, Germany), a galvanometric scanner to position the focus and a 60x/NA1.2 objective. Light from the 488 nm and 568 nm lines of an ArKr-Laser (CVI Melles Griot, Bensheim, Germany), filtered by an AOTF (AOTF Nc, AA Opto Electronic, France), was reflected into the microscope resulting in about 3 µW of laser power above the objective. Fluorescence was detected with two avalanche photodiodes (SPCM-AQR-13, Perkin-Elmer, Wellesley, USA) and correlated by a hardware correlator card (ALV-5000/E, ALV Laser GmbH, Langen, Germany). The two color channels were split with a *** dichroic mirror and the filtered with a 535DF30 bandpass filter in the green and a OG590 longpass filter in the red channel. Data evaluation was performed using QuickFit 3.0 [10]. As a FCCS-calibration standard, we used a 170 bp dsDNA (carrying an Alexa488 and an Alexa594 dye at the two ends). With this sample we achieved a maximum relative crosscorrelation of (see also Fig. S15 )
The model was fit to the average of these runs and their standard deviation was used for weighting. Runs with deviations due to e.g. cell movement were excluded before the fit. 
S5.2. Confocal FCS measurements 2 (Singapore)
The confocal FCCS setup used in Singapore was described previously [11] and we will provide only a brief description of the instrument. The confocal FCS system is based on a modified Olympus FV 300 confocal microscope (Olympus, Tokyo, Japan). Fluorescence was excited with the 488 nm and 543 nm lines of an argon ion laser (Melles Griot, Albuquerque, NM, USA), which was focused by a water-immersion objective (60x, NA 1.2; Olympus, Tokyo, Japan) into the sample. The fluorescence light emitted from the sample was collected by the same objective and passed through a 560DCLP dichroic mirror (Omega Optical, Brattleboro, VT) followed by band-pass filters (510AF23/615DF45, Omega Optical, VT, USA). Further it passes through 3x magnification system and was spatially filtered by a 150 µm pinhole. The light from the pinhole was imaged onto an avalanche photodiode which operated in photon counting mode (SPCM-AQR-14-FC; Pacer, Berkshire, UK). The autocorrelation curves were computed online by a hardware correlator (Flex02-01D; Correlator.com, Bridgewater, NJ, USA). The laser power was adjusted according to the samples (0.2 − 20 µW), as measured in front of the microscope objective.
S5.3. Sample preparation for confocal microscopes
In-vitro samples were filled into 8-well chambered coverslides (Lab-Tek chambered #1.0 borosilicate coverglass, No. 155411, NUNC, Rochester, USA) or 18-well slides (µ-Slide 18 well, No. 81821, Ibidi, Martinsried, Germany).
S5.4. Confocal volume calibration
Calibration of the two confocal microscopes was done with solutions of different small dye molecules. The assumed diffusion coefficients of these are given in Tab. ST5. 
S5.5. Confocal data Evaluation
FCS measurements were evaluated using a normal or anomalous diffusion confocal (Gaussian) fitting model with C components:
where G ∞ is the convergence value for long correlation times, Θ t is the triplet fraction and τ t its correlation time, N is the number of particles in the focal volume, D i is the normal diffusion coefficient of the particles of species i = 1..C, Γ is the anomalous diffusion coefficient and α the anomality parameter (α = 1 is normal diffusion). The axial ratio of the Gaussian focal volume is denoted by K = w z /w xy . The lateral focal 1/e 2 -half width w xy was calibrated as described above. The axial ratio K was fixed to 5 or 8, depending on the microscope. The fraction of the i-th component is denoted by ρ i with ∑ C i=0 ρ i = 1. The overall particle concentration in the sample can be calculated using the effective focal volume V (confocal) eff for the confocal case as:
S6. Derivation of the SPIM-FCCS Correlation Functions
S6.1. Notation
This section extends the SPIM-FCCS theory given in the main text. normalized correlation function of the given species in the given channel, e.g. g ab gr is the crosscorrelation function between the green (g) and red(r) channel of species ab. g ∞ offset value of a normalized correlation function G species channels (τ)
non-normalized correlation function between the given channels and for the given species I channel (t), I channel (t, r) fluorescence intensity timetrace in the given channel I raw channel (t, r) raw fluorescence intensity timetrace after background and before bleach correction in the given channel and at the given position δ I channel (t) fluorescence fluctuations in the given channel MDE channel ( r) molecular detection efficiency function of the given channel δ ( r)
is the Dirac-δ distribution PSF channel ( r) point spread function of the given channel η species channel brightness of the given species in the given channel η channel brightness of the given channel c channel average particle concentration in the given channel c species concentration of a given molecular species κ gr crostalk coefficient from the green into the red channel I function that describes the position and size of a camera pixel in the object plane (it is 1 inside the pixel and 0 outside) a, b pixel size in x-and y-direction z LS,channel lightsheet 1/e 2 -halfwidth in z-driection z PSF,channel PSF 1/e 2 -halfwidth in z-driection z channel MDE 1/e 2 -halfwidth in z-driection w channel MDE 1/e 2 -halfwidth in x-and y-driection D species normal diffusion coefficient of the given species Γ species anomalous diffusion coefficient of the given species α anomality parameter d = (δ x, δ y, δ z) t shift between the green and the red focus v = (v x , v y , v z ) t drift velocity of particles Table ST6 . Notation used for SPIM-FC(C)S theory
In Eq. (S9), G χ γρ (τ) are the unnormalized (cross-)correlation functions of species χ between channels γ and ρ:
Here φ χ ( r, r , τ) is the Green's function describing the motion of species χ. In the case of normal diffusion it can be written as:
S6.3. SPIM molecular detection functions
As in our previous publications [1,15,16], we model the SPIM-FC(C)S MDEas the convolution of a Gaussian PSF and a rectangular pixel of size a × b:
where denotes a convolution, PSF ρ (x, y, z) is the point-spread function describing the detection optics and N is a normalization constant determined, so:
The camera pixel in the object plane is described by
The Gaussian PSF is defined as
where w ρ is the lateral 1/e 2 -width of the rotational symmetric PSF and the axial 1/e 2 -extent of the MDEis given by the axial extent of the lightsheet z LS,ρ and the PSF z PSF,ρ [1]:
The parameters w ρ and z ρ can be calibrated using e.g. a measurement of fluorescent beads dissolved in water and bead-scans, as described in sections S2.2 and S2.3.
The MDE can now be written as:
S6.4. SPIM correlation functions
With the SPIM MDE as defined in the last section, the integrals in Eq. (S12) can be solved analytically. They can be separated into three directional components
Here MDE γ (x) is the part of the MDE-factor in the x-direction, assuming a separable MDEas in Eq. (S18) and for channel γ, γ ∈ {g, r}. The z-factor is the same as usually used in confocal FCS:
In the main text only correlation functions for the simple case of a vanishing shifts | d| = | r − r| → 0 between the MDEs was given.
S6.5. Confocal Microscopy correlation functions
For sake of completenes we also state the non-normalized correlation functions for a purely Gaussian MDE
where N is a normalization factor to fulfill condition Eq. (S15). For normal diffusion, we then get:
For the simple case G A gg (τ) (autocorrelation in the green channel) and setting d = 0 this reduces to the well known form of the normalized confocal autocorrelation function:
where we used the definitions N = c A ·V eff = c A · π 3/2 w 2 g w z for the particle number N in the effective volume V eff , K = z g /w g for the structure factor K and the correlation time τ A = w 2 g /(4D A ).
S6.6. FCCS correlation functions with different mobility modes
If an additional directed flow v = (v x , v y , v z ) t is present in the sample, this can also be incorporated into the model, by replacing:
Also anomalous diffusion can easily be incorporated by using the modified Green's function:
Basically the expression derived in the main text and the last subsection can be used when the following replacement is performed:
where Γ χ is the anomalous diffusion coefficient and α the anomality parameter. Note that generally Γ χ is a function of α and has unit length 2 /time α !
S6.7. Multiple components
Multiple Diffusion components can also be incorporated in a per-species manner, i.e. we assign several diffusion coefficients D χ,1 , D χ,2 , ... to every species χ. For N C components, N C fractions ρ χ,1 , ... with the normalization condition
ρ χ,i = 1 are used. So far the single-species, non-normalized correlation functions G χ (τ) ≡ G χ (τ; D χ ) only depended on a single diffusion coefficient. Now we add the additional diffusion components by replacing:
The G χ (τ; D χ ) in this equation are the single-species correlation functions used throughout the paper and derived in the previous sections S6.4-S6.5
S6.8. Background Correction
If the background contribution has not been corrected for before the correlation (in that case B m r,g = 0), the normalized correlation functions have to be corrected for this artifact by the transformation:
S6.9. Triplet and other Blinking Dynamics
Most dyes used in FCS and FCCS show on-off dynamics ("blinking") where the fluorophore now and then gets trapped in a dark state for a certain time. In all dyes used in this paper one of these dark states is the triplet state with its lifetime τ T . This fast blinking leads to an additional decay term in the autocorrelation functions, that can be incorporated into the model functions described in this section by extending the non-normalized autocorrelation functions for species χ [19]:
The triplet decay term T χ (τ) can be written as:
where Θ T ∈ [0...1] is the fraction of molecules currently in the triplet state. Some of the fluorescent proteins used in this paper show an additional blinking dynamics on a longer timescale due to conformational changes (e.g. mRFP, see Ref.
[20]) or chemical reactions ( e.g. a protonation of GFP, see Ref.
[21]). The parameters for such a second reaction will be denoted by Θ R and τ R and can also be incorporated into Eq. (S26):
Note however that these dynamics are typically too fast (1 µs ≤ τ T ≤ 5 µs and 10 µs ≤ τ R ≤ 100 µs) to be captured in SPIM-FC(C)S, so these corrections are not necessary there. But they have to be accounted for in confocal FC(C)S (see also section S6.5).
S7.2. Test of the SPIM-FCCS models and fitting routines
For the shift δ x = 0 nm, we checked whether the correct relative concentrations could be measured at all. Fig. S16 shows the results, which are in good agreement with the simulation parameters. 
S7.3. Crosscorrelation amplitude error in dependence of alignment accuracy
When moving the red and green detection focus apart by a distance δ x in lateral direction, we get a slowly decreasing correlation amplitude. Fig. S17 shows example correlation curves from the simulation for different separations and relative concentrations. For small separations δ x < a, the crosscorrelation function still has approximately the form of the unshifted case. For larger displacement (see especially δ x = 1000 nm in Fig. S17 ), a distinct peak is visible in the crosscorrelation function. To test the influence of different displacements of the real foci on the fit results (assuming non-shifted foci), we fitted all these curves with an assumed shift of δ x = δ y = 0δ z = 0 nm. The results are shown in Fig. S18 . The relative error of the relative concentration
stays below 5% (orange line in Fig. S18 ) for shifts of up to ∆x = 200 nm, so an alignment accuracy of better than 100 nm for our SPIM setups is enough to obtain accurate results from the fits. where ∆t is the frame time of the acquisition and N B is the number of background frames acquired before the measurement.
S8.2. Bleach Correction
If bleaching was visible in the image series, it was corrected after the background correction and before the correlation, as described in Ref. [16, 19] . If the bleaching rates are not too high, the fluorescence decay in each pixel can be described by a simple exponential function
For longer measurements (typically > 75000 frames), the mono-exponential decay is not sufficient, so we are using a heuristically modified function to describe the decay:
This function is related (as an early cut-off) to the cumulant analysis often used to dynamic light scattering to analyze poly-exponential decay curves [24] . We fit one of the above functions (free parameter f 0 , f 2 , f 3 , τ B ) to a subset of the intensity time series I raw γ (t, r) in each pixel r of each channel γ. For the fitted subset, equally distributed blocks of 50 − 80 consecutive intensity samples are averaged to yield one estimate of the count rate each. Then the intensity is pixel-wise corrected with the operation: It can be shown that with this transformation the corrected signal has a mean and a variance of f (0), which is expected if the intensity scales linearly with the number of particles in the observation volume and the number of particles is distributed according to a Poissonian distribution. In principle this transformation can also be used with a more complex model f (t). Fig. S19 compares the effect of different bleach corrections. The first row shows the count rate and correlation function (CF) with no bleach correction. In the second row, model Eq. (S30) was applied and in the third row model Eq. (S31). The CFs are shown as average and standard deviatio over 5 consecutive runs. The maximum CF amplitude descreases with improving bleach correction and the prominent offset at higher lag times vanishes. Also the standard deviation of the run CFs is reduced, as different runs do no longer differ in visible particle number or absolute intensity.
We also checked this bleach correction method using the FCS simulation tool described above. A set of random walk trajectories were created. In addition the walkers were sucessively removed from the simulation with a per timestep bleaching probability p bleach for each walker. This leads to an exponentially decaying particle number in the simulation box, resembling the situation in our samples. The simulation used the parameters shown in Tab. ST8. Fig. S20 summarizes the results. The diffusion coefficient obtained from the uncorrected curve is (23.1 ± 0.3) µm 2 /s and from the bleach-corrected curves we got (22.8 ± 0.3) µm 2 /s. Thus no systematic deviation of the mobility parameters obtained from a fit to a bleach-corrected autocorrelation curves could be detected, when bleaching up to at least ∼ 50% of the initially available particles. 
S8.3. Correlation & Fitting
Finally the full frame is split into two halves, representing the two color channels I g (t; r) and I r (t; r). Subsequently the auto-and crosscorrelation functions are calculated using a multi-τ software correlator. The resulting sets {(τ i ,ĝ γρ,i )} of estimates of the correlation function for semi-logarithmically spaced lag-times τ i , can be used to estimate the parameter β of a theoretical model function g γρ (τ; β ) using a least-squares fit:
where β * is the optimal set of model parameters. The weighting factors σ γρ,i allow to incorporate knowledge about the accuracy of the estimates {(τ i ,ĝ γρ,i )}. They can either be calculated theoretically [25, 26] , or be estimated from the measurement: For each pixel we split the complete timeseries into 3 − 10 segments of equal length that each yield a correlation function. The models are then fit to the per-lag average of these functions. The corresponding per-lag standard deviations can be used as weighting factor σ γρ,i . In [27] more advanced methods have been proposed that allow to estimate also the off-diagonal elements of the covariance-matrix.
S8.4. Global Model Fitting
In the main text we derived model functions g gg (τ; 
where π γρ ( β ) maps the "global" parameter vector β to the "local" vector containing only the parameters used by the model function g γρ (·; ·). To solve this optimization problems we used either a version of the Levenberg-Marquardt algorithm [28, 29] , implemented in the software library lmfit [30] or our own implementation of the simulated annealing stochastic optimizer [31] . Table ST9 . Typical time consumption/performance for data evaluation a time series of 128 × 20 pixels and 100, 000 frames. All data was evaluated on an AMD Phenom II X6 1090T, 3 GHz, 16 GB RAM running Linux. QuickFit 3.0 was optimized for this architecture during compilation. A 64 − bit built was used. Processing times on Windows 7 (64-bit build of QuickFit 3.0 from our homepage) are typically 20 − 30% slower on a comparable computer. A single thread is used for one tasks, but several measurements can be evaluated in parallel.
S8.6. Calibration of the measured concentration
As already discussed in Refs. [1, 32] , absolute concentrations cannot be measured with camera-based SPIM-FCS/FCCS. But as we already showed in Ref.
[1], the dependence between the true concentration and the measured concentration is linear, so a calibration factor can be derived, if the true concentration is known.
To calibrate the concentrations in SPIM-FCCS a modified procedure can be used. We prepared a 170 bp dsDNA sample, containing a mixture of Alexa-488 and Alexa-594 single-labeled, as well as double-labeled molecules. Then a concentration series of this sample was measured using SPIM-FCCS and a confocal FCCS setup. Both measurements were evaluated with a global fitting model (D A = D B = D AB ), as described in the main text. Then a calibration factor can be calculated by a (robust) regression analysis. Fig. S21 shows the measured data as well as the resulting regression coefficients. Note that this calibration depends on the camera properties and should be redone for any new image sensor (or set of camera settings) and SPIM-FCCS setup. 
