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ON THE CHALLENGE OF RECONSTRUCTING LEVEL-1
PHYLOGENETIC NETWORKS FROM TRIPLETS AND CLUSTERS
P. GAMBETTE, K.T. HUBER, S. KELK
Abstract. Phylogenetic networks have gained prominence over the years due to their ability
to represent complex non-treelike evolutionary events such as recombination or hybridiza-
tion. Popular combinatorial objects used to construct them are triplet systems and cluster
systems, the motivation being that any network N induces a triplet system R(N) and a
softwired cluster system S(N). Since in real-world studies it cannot be guaranteed that all
triplets/softwired clusters induced by a network are available, it is of particular interest to
understand whether subsets of R(N) or S(N) allow one to uniquely reconstruct the un-
derlying network N . Here we show that even within the highly restricted yet biologically
interesting space of level-1 phylogenetic networks it is not always possible to uniquely re-
construct a level-1 network N , even when all triplets in R(N) or all clusters in S(N) are
available. On the positive side, we introduce a reasonably large subclass of level-1 networks
the members of which are uniquely determined by their induced triplet/softwired cluster
systems. Along the way, we also establish various enumerative results, both positive and
negative, including results which show that certain special subclasses of level-1 networks N
can be uniquely reconstructed from proper subsets of R(N) and S(N). We anticipate these
results to be of use in the design of algorithms for phylogenetic network inference.
1. Introduction
Phylogenetic trees are essentially graph-theoretical trees whose set of leaves is labelled by
a set of species or organisms (more abstractly, taxa) and which do not have any degree-two
vertices, except possibly the root. They have been the model of choice for many years for
shedding light on the evolutionary past of a set of taxa. However, in cases where the taxa are
suspected to have undergone reticulate evolutionary events such as hybridization or recom-
bination, trees have been found to not always be appropriate [19]. The need for structures
capable of appropriately dealing with such data sets, combined with the fact that different
evolutionary processes have given rise to them, has resulted in the introduction of a number
of more general structures for representing evolutionary relationships. Subsumed under the
name “phylogenetic network” these include hybrid phylogenies [3], ancestral recombination
graphs [10], galled trees [9, 27], normal networks [28], regular networks [2], tree-sibling net-
works [5], level-k networks [15, 22], median networks [1] and NeighborNets [4], to name just
a few, which all generalize a phylogenetic tree in one way or another.
Apart from median networks and NeighborNets which are a special type of split-based phy-
logenetic network, the basic graph-theoretical structure underpinning a phylogenetic network
is a rooted directed acyclic graph (DAG) that has a unique root and whose set of sinks is
a given set of taxa. One of the combinatorially simplest types of phylogenetic network, but
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still complicated enough to be of interest to Evolutionary Biology, is that of a binary level-1
network (see Fig. 1 for an example). Such structures have attracted a considerable amount of
Figure 1. A binary level-1 phylogenetic network N on X = {1, . . . , 10} that
is also 4-outwards and saturated. As in all figures all arcs of the network are
directed downwards, so we do not explicitly indicate the direction of arcs.
interest in the literature (see e. g. [15, 9, 17, 12]) and can informally be thought of as degree-
constrained rooted DAGs with vertex-disjoint undirected cycles. (Formal definitions of all
terms will follow in later sections). However, this simplicity has proven to be deceptive, as
the combinatorial structure of such networks has turned out to be more complicated than
originally thought (see e.g. [8, 11]). Limits on our ability to reconstruct level-1 networks con-
stitute lower bounds on how well we can reconstruct phylogenetic networks more generally.
On the other hand, positive results for reconstructing level-1 networks can be an important
first step towards algorithms for reconstructing more complex phylogenetic networks.
In this paper, we start by establishing a number of enumerative results for binary level-1
networks. These include upper and lower bounds on the number of vertices and arcs in such
networks. We gradually shift our focus onto cluster systems, that is, collections of non-empty
subsets of the leaves, and triplet systems, that is, binary phylogenetic trees on just three leaves.
Guided by the fact that these systems have been used for reconstructing phylogenetic networks
(see e. g. [16] and [13] for recent overviews), we are particularly interested in finding bounds
on the minimum size of a triplet system/cluster system required to “uniquely determine” a
level-1 network. For trees this question is well understood. Specifically, for a phylogenetic
tree T on n ≥ 3 leaves it is well-known that T is uniquely determined by its induced triplet
system R(T ) (leading to an upper bound of
(
n
3
)
for such a minimum-sized set) and that n−2
carefully chosen triplets from R(T ) suffice to uniquely reconstruct T when T is binary (see
Theorem 3 of [20] and its Corollary). For this case, it is also well-known that T is uniquely
determined by its induced cluster system C(T ) and that for a minimum-sized cluster system
to uniquely determine T , it must have |C(N)| = 2n− 1 elements.
As we shall see, the situation is more complicated for binary level-1 networks. Every level-
1 network N induces a triplet system R(N) and a certain cluster system S(N) called the
softwired cluster system of N (see [14] for background) but their ability to fully capture the
topological structure of N is not as strong as one might hope. Let us say that a binary
level-1 network N is encoded by its induced triplet system if for every binary level-1 network
N ′ such that R(N ′) = R(N), we have N = N ′. Continuing, we say that a binary level-1
network is 4-outwards if its underlying graph does not have a cycle of length four or less. It
is precisely the 4-outwards binary level-1 networks N that are encoded by R(N) as well as
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S(N) [8] (where we define a binary level-1 network to be encoded by its induced softwired
cluster system in an analogous way).
Intriguingly, if R(N ′) = R(N) is replaced by R(N) ⊆ R(N ′) (as is the case in our for-
malization of “uniquely determining”) then the assumption that N is 4-outwards is no longer
strong enough to guarantee uniqueness. A similar observation holds for S(N) (see Sections 6
and 7 for examples for both cases). However, the situation changes for both if, in addition
to being 4-outwards we require that N is saturated, that is, none of its vertices is incident
with more than one cut arc (Theorem 6.3 and Theorem 7.3). Simple networks on n ≥ 4
leaves are 4-outwards, saturated networks that have precisely one cycle in their underlying
graph. We show that at most 2n − 1 carefully chosen triplets suffice to uniquely determine
such networks. As the network on four leaves depicted in Fig. 6 indicates, this bound is
however not tight because five triplets suffice in that case (which can be checked by a simple
case analysis). Given that any binary level-1 network N contains at least one triplet for any
three of its leaves and so |R(N)| ≥
(
n
3
)
holds, this suggests that at least for simple phy-
logenetic networks there is a considerable amount of redundancy in R(N) with regards to
reconstructing N from R(N). To establish a similar result for general binary level-1 networks
N might not be straightforward in view of Proposition 4.2, which suggests that |R(N)| is
not easily expressible in terms of a natural parameter associated with a phylogenetic network
N , namely its number of non-trivial cut arcs (see Section 3). This is somewhat surprising in
view of the close relationship between the triplet system induced by a binary level-1 network
N and its associated softwired cluster system S(N) (see e. g. [8, Proposition 2 and Theorem
1] for details concerning this relationship) because the size of S(N) is closely related to the
number of cut arcs of N (Theorem 4.1). As in the case of triplet systems, it is easy to find
examples of binary level-1 networks N that indicate that there is redundancy in the softwired
cluster system induced by N with regards to uniquely determining N . Again focusing on
simple networks N , we show that at most n carefully chosen (softwired) clusters induced by
N suffice to uniquely determine N (Corollary 7.2). However, we do not know if this bound is
sharp.
Given that in phylogenetic analyses one is hardly ever guaranteed to have all triplets/clusters
induced by a (as yet unknown) phylogenetic network available, the above observations have
profound consequences for phylogenetic network reconstruction. One of the most important
ones is that a phylogenetic network reconstructed from a triplet or cluster system need not
be the network that gave rise to this system.
The paper is organized as follows. In the next section, we present basic terminology of
relevance to this paper, including the definition of a level-k network and that of a gall in
a level-1 network. In Section 3, we define cut arcs and present formulas for counting the
number of vertices, arcs, and galls in a binary level-1 network. These results improve on the
results in [6] which imply that the number of vertices in a binary level-1 network on n leaves
is linear in n and that the number of hybrid vertices is at most n − 1. In Section 4.1, we
formally define the softwired cluster system S(N) induced by a binary level-1 network N and
establish Theorem 4.1. In Section 4.2, we define the triplet system R(N) induced by a binary
level-1 network N and establish Proposition 4.2. In Section 5, we establish in Proposition 5.1
a relationship between the triplet system induced by a binary level-1 network N and a certain
partition of the leaf set of N that will be crucial for showing Theorem 6.3. In Section 6, we first
formalize the notion of “uniquely determining” and then present the aforementioned examples
for triplet systems. Starting in that section and continuing in Section 7, we investigate
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saturated, 4-outwards, binary level-1 networks and establish Theorem 6.3 and Theorem 7.3,
respectively.
2. Definitions and Notation
In this section we present only basic definitions and notation to avoid overloading the reader.
Concepts such as triplets and (softwired) clusters are formalized in subsequent sections.
Throughout the paper, let X denote a finite set of size n ≥ 2. Also all graphs G considered
have non-empty finite sets of vertices and edges (or arcs in case G is directed) and have no
loops or multiple edges (or arcs in case G is directed).
Suppose for the following that G = (V,A) is a directed acyclic graph (DAG). If v and w
are vertices of G such that there exists an arc a from v to w in G then we denote that arc by
(v,w) and refer to v as the tail of a, denoted by tail(a), and to w as the head of a, denoted
by head(a). Suppose v ∈ V is a vertex of G. Then we denote by outdeg(v) the out-degree of
v (i.e. the number of arcs whose tail is incident to v) and by indeg(v) the in-degree of v (the
number of arcs whose head is incident to v). The sum of the out-degree and the in-degree of
v is called the degree of v, denoted by deg(v). If indeg(v) = 1 and outdeg(v) = 0 then v is
called a leaf of G. The set of leaves of G is denoted by L(G). Every vertex in V − L(G) is
called an interior vertex of G. If G has a unique vertex ρ = ρG ∈ V with indeg(ρ) = 0 and
outdeg(ρ) ≥ 2 then ρ is called the root of G and G is called a rooted DAG. If G is a rooted
DAG with leaf set X and G′ = (V ′, A′) is a further rooted DAG with leaf set X then we
say that G is equivalent to G′ if there exists a graph isomorphism from G to G′ that is the
identity on X.
A phylogenetic network N on X is a rooted DAG whose set of leaves is X, and every interior
vertex v of N except the root ρN is either (i) a split vertex of N , that is, indeg(v) = 1 and
outdeg(v) ≥ 2 or (ii) a hybrid vertex of N , that is, indeg(v) ≥ 2 and outdeg(v) ≥ 1. In case
only the size of X is of relevance to the discussion then we will simply call N a phylogenetic
network on |X| leaves and if the set X is of no relevance to the discussion then we will simply
call a phylogenetic network N on X a phylogenetic network. We denote the set of hybrid
vertices of a phylogenetic network N by H(N) and say that N is binary if the root of N as
well as every split vertex of N has out-degree two and every hybrid vertex of N has out-degree
one and in-degree 2.
An undirected graph G is called biconnected if G is connected and G − v is connected for
all v ∈ V (G). A maximal biconnected subgraph H of G is called a biconnected component
of G. (We say that a biconnected component is non-trivial if it contains more than one
edge). Let U(N) be the underlying graph of N i.e. the undirected graph obtained from N
by ignoring the orientation of its arcs. We say that a binary phylogenetic network N is a
level-k (phylogenetic) network, if every biconnected component of U(N) contains at most k
hybrid vertices. Reflecting the fact that a cycle of length three in the underlying graph of a
phylogenetic network is indistinguishable (from a triplet or cluster perspective) from a split
vertex, we follow common practice and will always assume that a cycle in the underlying
graph of a level-1 network N contains at least four vertices.
Note that a phylogenetic network N for which H(N) = ∅ holds is simply a rooted phy-
logenetic tree on X (sensu [18]). Thus, level-0 networks are rooted phylogenetic trees. All
phylogenetic trees considered in this article are rooted so we henceforth drop the “rooted”
prefix.
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We denote the class of all binary level-1 networks on n ≥ 2 leaves by L1(n). Alternatively,
we will also use L1(X) to denote that class if we want to emphasize the leaf set X of the
networks in L1(n).
Now, suppose that N is a level-k network, k ≥ 1. Then we call N proper if N is not also
a level-l network for some 0 ≤ l ≤ k − 1. Note that in case k = 1 such a network must have
at least three leaves and at least one hybridization vertex. In that case, we call a non-trivial
biconnected component of U(N) with its original directions in N restored a gall of N and
denote the set of galls of a level-1 network N by G(N). If N is binary, contains precisely one
gall C, and every leaf of N is adjacent with a vertex of C then N is called simple. Together
with phylogenetic trees, such networks may be viewed as the building blocks of (proper) level-
1 networks [22]. For the convenience of the reader, we present examples of two simple level-1
networks on X = {x1, . . . , x5} in Fig. 2.
(i) (ii)
Figure 2. Two examples of simple level-1 networks on X = {x1, . . . , x5}.
Note that both networks are 4-outwards and saturated.
3. Counting arcs, vertices and galls
In this section, we present some enumerative results concerning the number of vertices,
arcs, and galls of a level-1 network. We start by introducing some relevant notation. Suppose
N is a phylogenetic network on X. Following [26], we say that a phylogenetic tree T on X
is displayed by N if there exists a subgraph N ′ of N that is a subdivision of T i.e. T can
be obtained from N ′ by repeatedly suppressing vertices with in-degree and out-degree both
equal to 1. For N a level-1 network, we denote the number of galls of N by g(N), that is, we
let g(N) = |G(N)|.
3.1. Counting arcs and vertices. In case N is a binary level-0 network on n ≥ 2 leaves,
that is, N is a binary phylogenetic tree on n leaves, it is easy to see that N has 2n − 1
vertices and 2(n − 1) edges (see e. g. [18, Proposition 2.1.3] for the corresponding result for
unrooted binary phylogenetic trees). For the more general case that N is a binary, proper,
level-k network on n ≥ 2 (and thus on n ≥ 3) leaves, and k ≥ 1, it was shown in [21,
Lemma 4.5] that any such network can contain at most 2n−1+k(n−1) vertices and at most
2n−2+ 32k(n−1) arcs. Denoting for n ≥ 3 the subclass of all proper level-1 networks in L1(n)
by L1(n)
−, the sizes of the vertex and arc sets of a network N = (V,A) in ∈ L1(n)
− can thus
be at most 3n−2 and 3.5(n−1), respectively. Moreover, if follows from [21, Lemma 4.4] that
|V | = 2n + 1 = |A| holds in the special case that N is simple. The next result indicates that
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the size of the vertex set of a simple level-1 network lends itself to providing lower bounds on
the sizes of the vertex set and arc set of a general proper level-1 network, respectively.
Lemma 3.1. Let n ≥ 3 and suppose N = (V,A) ∈ L1(n)
−. Then 2n+1 ≤ |V | ≤ 3n− 2 and
2n+1 ≤ |A| ≤ 3.5(n− 1). These bounds are tight if n = 3, in which case N must be a simple
level-1 network.
Proof. Suppose X has size n and assume that N = (V,A) is a network in L1(n)
− with leaf
set X. The upper bounds have already been established in the above discussion, so it suffices
to prove that 2n + 1 ≤ |V | and 2n + 1 ≤ |A|. Let g = g(N) and note that g ≥ 1 holds
because N is assumed to be proper. We start by adding a new taxon y 6∈ X just above the
root of N , in the following way: introduce a new vertex u, add an arc from u to the root of
N , and add an arc from u to y. Let Ny be this new network, whose root is u. Ny has |V |+2
vertices and |A|+2 arcs. Let T = (VT , AT ) be any binary phylogenetic tree on X∪{y} that is
displayed by Ny. Then there exists a subgraph T ′ of Ny that is a subdivision of T . Observe
that T ′ must contain 2g vertices whose in-degree and out-degree (in T ′) are both equal to 1.
Specifically, g of them are hybrid vertices of Ny and the other g are tails of arcs in Ny whose
head is contained in H(Ny). (The correctness of these claims requires the root of T ′ to be the
same vertex as the root of Ny, and this is the reason for the addition of y in the first place.)
Consequently, |VT | = (|V |+ 2)− 2g. Noting that T has 2(n+ 1) − 1 vertices (i.e. because it
is binary) we have,
|V | = |VT |+ 2g − 2 = (2(n+ 1)− 1) + 2g − 2 = 2n− 1 + 2g ≥ 2n+ 1,
where the last inequality follows because g ≥ 1. Similarly, to obtain T ′ from Ny, we need to
delete for every hybrid vertex h ∈ H(Ny) precisely one of its incoming arcs (v, h). Hence,
both v and h will have in-degree and out-degree 1 in T ′. (Note that v might be the root of
the gall that contains h in Ny). Hence, |AT | = (|A| + 2) − g − 2g. Noting (again, because it
is binary) that T has 2(n+ 1)− 2 arcs, we have
|A| = |AT |+ 3g − 2 = 2(n+ 1)− 2 + 3g − 2 = 2n + 3g − 2 ≥ 2n + 1
where, as before, the last inequality follows because g ≥ 1.
It can easily be verified that the bounds are tight in the case n = 3. Specifically, all
expressions evaluate to 7. Finally, if n = 3 then N must be a simple level-1 network, because
otherwise it would either be a tree (and thus not proper) or violate the assumption that every
cycle in the underlying graph of N contains at least four vertices. 
3.2. Counting galls. We next establish a formula for counting the number of galls of a
level-1 network. To this end, we require further terminology. Suppose G = (V,A) is a rooted
DAG. Then an arc a ∈ A is called a cut arc of G if the deletion of a disconnects the underlying
graph U(G) of G. If a is a cut arc of G such that head(a) is a leaf of G then we call a a trivial
cut arc of G and a non-trivial cut arc of G otherwise. We denote the number of non-trivial
cut arcs of a level-1 network N by cN .
Suppose N is a level-1 network on X. For a gall C of N , we call an arc of N whose tail but
not its head is a vertex of C an outgoing arc of C. Note that our assumption that every cycle
in U(N) has at least four vertices implies that every gall must have at least three outgoing
arcs. Moreover, if N is binary then we call two distinct leaves x and y of N a cherry of N if x
and y have a common parent. Note that that parent must be a split vertex of N . In addition,
if N is a binary phylogenetic tree and |X| = 3 then N is called a triplet (on X). Saying that
a vertex v of a rooted DAG G is below a vertex w of G if w lies on a directed path from the
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root of G to v but is distinct from v, we denote a triplet t on X = {a, b, c} for which the last
common ancestor of a and b is below the root of t by ab|c (or equivalently c|ab). Finally, a
collection R of triplets is called a triplet system (on
⋃
t∈R L(t)).
Theorem 3.2. Let n ≥ 2 and suppose N ∈ L1(n). Then g(N) ≤ n − cN − 2 and this bound
is tight if either N is a phylogenetic tree or every gall of N has exactly three outgoing arcs.
Proof. We prove the theorem by induction on n ≥ 2. Suppose N ∈ L1(n). Then the stated
inequality clearly holds in the form of an equality for n = 2 since in that case N is a phylo-
genetic tree. It also holds for n = 3 because in that case N is either a triplet and so has one
non-trivial cut arc but no gall, or N is a simple level-1 network and so has precisely one gall
but no non-trivial cut arcs.
Suppose that N has n ≥ 4 leaves and assume that g(N ′) ≤ n − 1 − cN ′ − 2 holds for all
level-1 networks N ′ ∈ L1(n−1). Clearly, g(N) = n− cN −2 holds in case N is a phylogenetic
tree as in that case g(N) = 0 and every non-trivial cut arc of N is an interior edge of N , of
which there are n − 2. So assume that N ∈ L1(n)
−. To see the stated bound for g(N), we
distinguish between the cases that (i) N contains a gall C whose outgoing arcs are all trivial
cut arcs and (ii) that this is not the case, that is, N contains a cherry.
Assume first that Case (i) holds. We distinguish the cases that C has three outgoing arcs
and that C has at least four outgoing arcs. Assume first that C has at least four outgoing
arcs. Then there must exist a leaf a of N that is the head of an outgoing arc of C but is not
adjacent with the unique hybrid vertex of C. Consider the rooted DAG N ′ obtained from N
by first removing a, its parent a′ ∈ V (N), and all arcs adjacent with a′ and then adding a new
arc from the parent of a′ to the child of a′ contained in V (C). Clearly, N ′ is a binary level-1
network on L(N) \{a} and g(N) = g(N ′) and cN = cN ′ both hold. Since |L(N
′)| = n− 1, we
have g(N) = g(N ′) = n− 1− cN ′ − 2 = n− 3− cN < n− cN − 2, by the induction hypothesis.
Consequently, g(N) < n− cN − 2 holds in this case.
Next, assume that C has exactly three outgoing arcs a1, a2, a3. Let N
′ be the rooted DAG
obtained from N by contracting C as well as a1, a2, and a3 into a new leaf x. Clearly, N
′ is a
binary level-1 network on L(N)∪{x} \ {head(a1), head(a2), head(a3)} and g(N
′) = g(N)− 1
and cN ′ = cN − 1. Thus, g(N
′) ≤ n − 2 − cN ′ − 2 and, so, g(N) ≤ n − cN − 2 holds in this
case too.
Last but not least, assume that Case (ii) holds, that is, N contains two leaves x and y that
form a cherry. Let N ′ denote the rooted DAG obtained from N by first deleting x, its parent
p, and all arcs incident with p and then adding a new arc from the parent of p to y. Clearly
N ′ is a binary level-1 network on L(N) \ {x} and g(N ′) = g(N) and cN ′ = cN − 1 both hold.
Consequently, g(N) = g(N ′) ≤ n − 1 − cN ′ − 2 = n − 1 − (cN − 1) − 2 = n − cN − 2 holds
by the induction hypothesis. This concludes the proof of this case and thus the proof of the
stated bound for g(N).
It remains to establish that the stated bound for g(N) is tight for a level-1 network N ∈
L1(n) for which all of its galls have precisely three outgoing arcs. To see this, one can again
perform induction on n ≥ 2 but this time assuming that g(N ′) = n − cN ′ − 2 holds for all
level-1 networks N ′ ∈ L1(n−1) for which every gall has precisely three outgoing arcs. In this
context it should be noted that the cases n ∈ {2, 3} and N is a phylogenetic tree on n leaves
have already been observed above. We leave the details to the interested reader. 
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4. Counting clusters and triplets
In this section we establish enumerative results for computing the sizes of the so-called
hardwired and softwired cluster system, respectively, that have both been introduced in the
literature for phylogenetic network reconstruction [13]. In addition, we establish that the
corresponding result for triplets does not hold. We start with clusters.
4.1. Counting clusters. We call a non-empty subset of X a cluster and refer to a set of
clusters of X as a cluster system on X, or just a cluster system if the set X is clear from the
context. Suppose for the following that N is a phylogenetic network on X and that v ∈ V (N).
Then we define the cluster CN (v) associated with v to comprise of all leaves of N that are
below v and let CN (v) = {v} in case v is a leaf of N . Again, we simplify our notation by
writing C(v) rather than CN (v) if N is clear from the context. Note that C(ρN ) = X. Then
the hardwired cluster system C(N) associated withN is the cluster system {C(v) : v ∈ V (N)}.
Note that if N ∈ L1(X)
−, then Lemma 3.1 implies that 2n + 1 ≤ |C(N)| ≤ 3n − 2 and if N
is a phylogenetic tree, then |C(N)| = |V (N)| = 2n − 1, where n denotes |X| in both cases.
Denoting by T (N) the set of phylogenetic trees on X displayed by N , the softwired cluster
system S(N) associated with N is defined as S(N) =
⋃
T∈T (N) C(T ).
To illustrate this definition, consider the level-1 network N1 on X = {x1, . . . , x5} depicted
in Fig. 3(i). Then S(N1) comprises the clusters X, {x2, x3, x4, x5}, {x3, x4, x5}, {x4, x5},
{x2, x3, x4}, {x3, x4}, {x1}, {x2}, {x3}, {x4}, and {x5}.
(i) (ii)
Figure 3. Two networks N1 and N2 on X = {x1, . . . , x5}. Note that both
networks are 4-outwards, but neither is saturated.
It is not too difficult to argue that S(N) contains O(n) clusters. To see this, let T be a
tree on X displayed by N and let v be a vertex of T . From the definition of display it follows
that a subdivision of T can be topologically embedded within N . Fix such an embedding,
and let T ′ and v′ be the images of T and v in N . If v′ is the head of a cut arc in N , or the
root of N , then CT (v) will be equal to CN (v
′), irrespective of the exact embedding. If v is not
the head of a cut arc, nor the root, then it is a vertex of some gall of N . In that case, there
are only (at most) two possibilities for CT (v). Specifically, the choice of cluster is completely
determined by which of the two edges incoming to the hybridization vertex in the gall, are in
T ′ (irrespective of the exact topology of the embedding). Now, from Lemma 3.1 N contains
O(n) vertices. Given that (as argued) each vertex can contribute at most two clusters, it
follows that S(N) contains O(n) clusters. The next result improves on this O(n) observation
by providing a formula for the size of the closely related cluster system S(N)− := S(N)\{X}.
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(This is also an improvement on the result presented in [8, Proposition 3].) To establish it,
we require further terminology.
SupposeN ∈ L1(X) and X
′ ⊆ X. Then we define the restriction N |X′ of N to X
′ to be the
network in L1(X
′) obtained from N by deleting all vertices in X −X ′ and then applying the
following “cleaning up” operations in any order until no more can be applied1 : (i) suppressing
vertices with in-degree and out-degree both equal to one; (ii) deleting vertices with out-degree
zero that are not an element in X; (iii) collapsing multi-arcs into a single arc; (iv) if a gall G
has been created that has exactly two outgoing cut arcs (u, v), (u′, v′), then deleting these two
cut arcs and all the arcs of G and adding arcs (r, v) and (r, v′), where r is the unique vertex
of G whose children are u and u′; (v) deleting vertices with in-degree zero and out-degree
one. (Note that if N is a phylogenetic tree this definition specializes to the usual definition
of “restriction” used in the tree literature.) We often write N |X−x as shorthand for N |X−{x}.
Theorem 4.1. Let n ≥ 2 and suppose N ∈ L1(n). Then |S(N)
−| = 3n− 4− cN .
Proof. We prove the theorem by induction on n ≥ 2. Suppose N ∈ L1(n). Then the stated
equality holds if n = 2 as then N is a phylogenetic tree on two leaves and if n = 3 because in
that case N is either simple and so cN = 0 holds or N is a triplet. In the former case, |T (N)| =
2 and both phylogenetic trees contained in T (N) are triplets. Thus, |S(N)−| = 5 = 3n−4−cN
holds in this case. In the latter case, cN = 1 follows and thus |S(N)
−| = 4 = 3n − 4− cN in
this case, too.
Now suppose n > 3 and assume that the theorem holds for all networks N ′ with at most
n − 1 leaves. Let X = L(N). We distinguish between the cases that every cut arc of N is
trivial and the case that N contains at least one non-trivial cut arc.
Suppose first that every cut arc of N is trivial. Then cN = 0 and N is simple. Note that
since n > 3, at least one of the two directed paths from the root ρN to the hybrid vertex
hN of N must contain at least two vertices distinct from ρN and hN . Let P1 denote such
a path. Moreover, let v ∈ V (P1) denote the vertex on P1 that is adjacent with ρN and let
x ∈ X denote the leaf of N that is adjacent with v. Let X ′ = X − {x} and N ′ = N |X′ .
Clearly N ′ ∈ L1(n − 1) and cN ′ = cN = 0. Thus, |S(N
′)−| = 3(n − 1) − 4, by the induction
hypothesis. Observe that the definition of S(N) implies that S(N)− contains exactly three
clusters that S(N ′)− does not. Indeed, in case the other directed path from ρN to hN also
contains vertices distinct from ρN and hN , the three clusters missing from S(N
′)− are {x},
CN (v) \ {h} and CN (v), where h is the leaf below hN . Otherwise, the three clusters missing
from S(N ′)− are {x}, CN (v) \ {h} and CN (v
′) where v′ is the child of v that is not contained
in X. Consequently, |S(N)−| = |S(N ′)−|+ 3 = 3(n − 1) − 4− 0 + 3 = 3n − 4− cN holds in
this case.
Now suppose that N has a non-trivial cut arc e = (u, v). Let Y1 = {l ∈ X : l is below v}
and Y2 = X − Y1. Note that 2 ≤ |Y1| < n. Hence, 1 ≤ |Y2| ≤ n − 2. Consider the rooted
DAG N1 with leaf set Y1 obtained from N by deleting all vertices (plus their incident arcs)
that are not below v and the rooted DAG N2 on Y2 ∪ {v} obtained from N by deleting all
vertices below v (plus their incident arcs). Since |Y1| ≥ 2 it follows that N1 ∈ L1(Y1) and since
|Y2 ∪ {v}| ≥ 2, we have that N2 ∈ L1(Y2 ∪ {v}). Note that a phylogenetic tree T is displayed
by N if and only if T |Y1 is displayed by N1 and T |Y2∪{v} is displayed by N2. Consequently,
S(N)− = S(N1)
−
·
∪ {C ∈ S(N2)
− : v 6∈ C}
·
∪ {C −{v}∪ Y1 : v ∈ C and C ∈ S(N2)
−} must
1In this paper only a subset of these “cleaning up” operations will be required. However, we list them all
to retain consistency with the wider literature.
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hold. Thus,
|S(N)−| = |S(N1)
−|+ |S(N2)
−|.
Let i = 1, 2 and let ni = |L(Ni)| and ci = cNi . Then |S(Ni)
−| = 3ni−4−ci, by the induction
hypothesis. Consequently, |S(N)−| = 3n1 − 4− c1 + 3n2 − 4− c2. Since n1 + n2 = n+ 1 and
c1 + c2 = cN − 1 it follows that |S(N)
−| = 3(n + 1) − 8 − (cN − 1) = 3n − 4 − cN , holds in
this case, too. 
4.2. Counting triplets. In view of the close relationship between the cluster system C(T )
induced by a phylogenetic tree T on at least three leaves and the triplet system R(T ) induced
by T (see e. g. [7] or [24]) it is reasonable to hope that the companion result to Theorem 4.1
might hold for the triplet system R(N) induced by a phylogenetic network N on at least
three leaves. Put differently, it should be possible to express the size of R(N) in terms of the
number of galls and non-trivial cut arcs of N . As the next result shows, this is not the case.
We start with defining the triplet system R(N).
Suppose N ∈ L1(X), where |X| ≥ 3 and a, b, and c are distinct elements in X. Then the
triplet ab|c is said to be consistent with N if there exist distinct vertices v and w in N and
directed paths in N from v to c and w, respectively, and from w to a and b, respectively, such
that any pair of those paths does not have an interior vertex in common. The triplet system
R(N) is then the set of all triplets t with L(t) ⊆ X that are consistent with N .
To illustrate this definition consider the simple level-1 network N2 on X = {x1, . . . , x5}
depicted in Fig. 2(ii). Then R(N2) comprises the sixteen triplets x3|x1x2, x4|x1x2, x5|x1x2,
x1|x3x4, x4|x1x3, x1|x3x5, x5|x1x3, x1|x4x5, x2|x3x4, x4|x2x3, x2|x3x5, x5|x2x3, x2|x4x5,
x3|x4x5, x5|x3x4, x1|x2x3.
Proposition 4.2. For all n ≥ 6, there exist distinct networks N1, N2 ∈ L1(n) with the same
number of galls and non-trivial cut arcs but |R(N1)| 6= |R(N2)|.
Proof. Let X ′ denote a finite set of size at least two and let a, b, c, and d denote pairwise
distinct elements not contained in X ′. Consider the binary level-1 networks N1 and N2 on
X := X ′ ∪ {a, b, c, d} depicted in Fig. 4, where the triangle marked T denotes some binary
phylogenetic tree on X ′.
As can be easily checked, N1 and N2 have the same number of leaves and both contain
one gall and have cT + 3 non-trivial cut arcs. Moreover, for any 3-set Y ∈
(
X
3
)
, there
exists exactly one triplet on Y that is contained in R(N1) except for Y = {a, b, c} for which
a|bc, c|ab ∈ R(N1) holds. Hence, |R(N1)| =
(
n
3
)
+ 1, where n = |X|. Similarly for every
3-subset Y ∈
(
X
3
)
, there exists exactly one triplet on Y that is contained in R(N2) except
for Y = {a, c, x} with x ∈ X ′ ∪ {b} for which a|cx, c|ax ∈ R(N2) holds. Consequently,
|R(N2)| =
(
n
3
)
+ 1 + |X ′| >
(
n
3
)
+ 1 = |R(N1)|.

5. Triplet systems and the partition Cut(N)
In this section, we start turning our attention to the question of how many triplets suffice to
uniquely determine a binary level-1 network. Central to our arguments will be a special type
of subsets of X called SN-sets which were originally introduced in [15] and further studied in,
for example, [22, 23].
Suppose |X| ≥ 3 and R is a triplet system on X. Then a subset S ⊆ X is called an SN-set
of R if there is no triplet xy|z ∈ R with x, z ∈ S and y 6∈ S. In addition, such a set S is called
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Figure 4. Two binary level-1 networks N1 and N2 on X
′ ∪ {a, b, c, d} for
which the respective number of leaves, galls, and non-trivial cut arcs are the
same yet |R(N2)| 6= |R(N1)| – see the proof of Proposition 4.2 for details.
non-trivial if S 6= X.2 Last but not least, a non-trivial SN-set S for R is called maximal if
there is no non-trivial SN-set that is a strict superset of S.
As it turns out, for a binary network N (of any level) the SN-sets of R(N) are closely
related to the cut arcs of N in the sense that if (u, v) is a cut arc of N , then CN (v) is an
SN-set of R(N) because there cannot exist a triplet xy|z ∈ R(N) such that x, z ∈ CN (v) and
y 6∈ CN (v). We call a cut arc (u, v) of N highest if there does not exist a cut arc (u
′, v′) of
N such that there is a directed path from v′ to u. We denote by Cut(N) the partition of
X induced by, for each highest cut arc (u, v) of N , taking the cluster CN (v) of X. By [23,
Observation 3], Cut(N) is exactly the set of maximal SN-sets of R(N).
To illustrate, consider the network N1 on X = X
′ ∪ {a, b, c, d} depicted in Fig. 4. Then
Cut(N1) is the bipartition {{a, b, c},X
′ ∪ {d}}.
We begin with an auxiliary observation which relies on the concept of compatibility of pairs
of sets, whereby two non-empty finite sets A and B are called compatible if A∩B ∈ {∅, A,B}
holds and incompatible otherwise. More generally, a cluster system C is called compatible if
any two clusters in C are compatible and incompatible otherwise (see e. g. [18, Section 3.5] and
[7] for more on such objects).
Observation 1. Suppose that n ≥ 3 and that N and N ′ are two networks in L1(n) such that
R(N) ⊆ R(N ′). Let v ∈ V (N) and v′ ∈ V (N ′) denote two split vertices that are heads of cut
arcs of N and N ′, respectively. Then the induced clusters CN (v) and CN ′(v
′) are compatible.
In particular, if CN (v) ( CN ′(v
′) then CN (v) is not a maximal SN-set for R(N).
Proof. Let C = CN (v) and C
′ = CN ′(v
′). Clearly, if C = C ′ then C and C ′ are compatible.
So suppose C 6= C ′. Assume for the sake of contradiction that C and C ′ are not compatible,
that is, C ∩ C ′ 6∈ {∅, C,C ′}. Choose elements x ∈ C \ C ′, y ∈ C ∩ C ′ and z ∈ C ′ \ C. Then,
out of the three possible triplets with leaf set {x, y, z}, only the triplet xy|z can be contained
in R(N). Hence, xy|z ∈ R(N ′) and, so, C ′ cannot be an SN-set of R(N ′); a contradiction as
the incoming arc of v′ is a cut arc of N ′ and, so, C ′ must be an SN-set of R(N ′). Thus, C
and C ′ must be compatible.
2There is some confusion in earlier literature whether ∅ should be considered an SN-set. Here we allow this,
as it does not adversely affect our analysis. Although it sounds a little strange, ∅ is also a non-trivial SN-set.
We adopt this convention to ensure consistency with earlier publications: X is the only trivial SN-set.
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To see the remainder of the observation, assume that C ( C ′. Then since R(N) ⊆ R(N ′)
and C ′ is an SN-set of R(N ′), it follows that C ′ is also an SN-set of R(N). Since C is also
an SN-set of R(N), it cannot be a maximal SN-set of R(N). 
The next result will be required by the induction argument that we will use in the proof of
Theorem 6.3. The proof of the proposition relies on the facts that for any saturated network
N ∈ L1(X) (i) the partition Cut(N) contains at least three elements and (ii) there exists a
gall B of N such that the root of N is a vertex of B.
(i) (ii)
Figure 5. The structure of networks (i) N and (ii) N ′ considered in the proof
of Proposition 5.1.
Proposition 5.1. Suppose that |X| ≥ 3, that N is saturated network in L1(X) and that N
′
is a network in L1(X) such that R(N) ⊆ R(N
′). Then Cut(N) = Cut(N ′).
Proof. The proof contains multiple parts so we first describe it at a high level, and then
give details. The entire proof is devoted to proving that Cut(N) ⊆ Cut(N ′), and after this
Cut(N) = Cut(N ′) follows immediately from the fact that Cut(N) and Cut(N ′) are both
partitions of X. The proof that Cut(N) ⊆ Cut(N ′) holds is a long proof by contradiction,
which starts with the assumption that there exists some C ∈ Cut(N) − Cut(N ′). We then
show that |C| ≥ 2 must hold. Combined with the assumption that N is saturated we then
infer that, up to symmetry, the structure of N is as indicated in Fig. 5(i). Choosing elements
x, p, q ∈ X as described below we obtain that R(N) must contain two distinct triplets t1 and
t2 with leaf set {x, p, q}. By examining the structure of Cut(N
′) we identify that at least
one of two cases, referred to as Cases (i) and (ii) below, must hold. However, we show that
Case (i) cannot hold, and thus conclude that Case (ii) must hold. We then show that, up to
symmetry, the structure of N ′ is as indicated in Fig. 5(ii). We argue that x, p, q are below
three distinct highest cut arcs of N ′, and that none of these are the cut arc incident to the
hybridization vertex of B′ (where B′ is the topmost gall of N ′, as shown in Fig. 5(ii)). This im-
plies that R(N ′) cannot contain both t1 and t2 which finally yields the required contradiction.
Let us then start by assuming, for the sake of contradiction, that there exists some C ∈
Cut(N)− Cut(N ′).
Proof that |C| ≥ 2: Since both Cut(N) and Cut(N ′) are partitions of X, there exists some
C ′ ∈ Cut(N ′) distinct from C such that C ∩ C ′ 6= ∅. Since, in view of [23, Observation 3]
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recalled above, C is a maximal SN-set of R(N), and, by Observation 1, C and C ′ are com-
patible, it follows that C ′ ( C. Thus, there exists a further element C ′′ ∈ Cut(N ′) distinct
from C and C ′ such that C ∩ C ′′ 6= ∅ holds, too. Thus, |C| ≥ 2.
The structure of N : Let r ∈ V (N) denote the head of the cut arc (r′, r) of N for which
C = CN (r) holds and let Br denote the gall of N that contains r in its underlying cycle (which
exists because |C| ≥ 2 and N is saturated). In view of the usual assumption that no gall in a
phylogenetic network has two or fewer outgoing cut arcs, Br has at least three outgoing cut
arcs c1, c2 and c3 (see Fig. 5(i)). Let c1 denote the outgoing cut arc of Br whose tail is the
hybrid vertex hBr of Br. Let z ∈ CN (hBr ), let x ∈ CN (head(c2)) and let y ∈ CN (head(c3)).
Clearly, R(N) contains two distinct triplets t and t′ on {x, y, z}.
The structure of N ′: Since R(N) ⊆ R(N ′) we also have t, t′ ∈ R(N ′). Since Cut(N ′) is
the partition of X induced by the maximal SN-sets of R(N ′), it follows that either (i) there
exists some element A ∈ Cut(N ′) such that x, y, z ∈ A or (ii) there exist distinct elements
Cx, Cy, Cz ∈ Cut(N
′) such that a ∈ Ca, for all a ∈ {x, y, z}.
Assume first that Case (i) holds. We claim that C ⊆ A. To see this, note that we were
free to choose any two cut arcs c2 and c3 distinct from c1 and subsequently we had a free
choice of z, x, y. For any Z := {x, y, z} chosen this way - let us call this a valid choice - it is
straightforward to see that there exist two triplets on Z in R(N) and thus in R(N ′). Since
A is an SN-set of R(N ′) it follows that as soon as two of the three leaves of a triplet on Z
are contained in A, so too is the third. Now, let {x, y, z} be our initial valid choice, so by
assumption {x, y, z} ⊆ A. Simple case analysis shows that for any element p ∈ C, at least
one of {x, y, p}, {x, p, z} or {p, y, z} is a valid choice. Hence, p ∈ A which proves the claim.
Since C 6∈ Cut(N ′) we have in fact C 6= A. But C ( A cannot hold either because C is a
maximal SN-set for R(N) and A is a maximal SN-set for R(N ′), and by Observation 1 this
cannot happen. Thus, Case (ii) must hold (see Fig. 5(ii)).
The triplets t1 and t2: Let h ∈ V (N) denote the hybrid vertex of the topmost gall K of N ,
that is, the gall of N that contains the root of N in its vertex set (which must exist because
N is saturated). Also note that because C ∈ Cut(N) it follows that (r′, r) is a highest cut
arc of N and thus r′ is a vertex of K. Since |Cut(N)| ≥ 3 there exist distinct elements
C1, C2 ∈ Cut(N) − {C} such that CN (h) ∈ {C,C1, C2}. Choose some p ∈ C1 and some
q ∈ C2. Combined with the definition of R(N) it follows that R(N) must contain two triplets
t1 and t2 on {x, p, q}, two triplets on {y, p, q}, and two triplets on {z, p, q}. Note that since
R(N) ⊆ R(N ′), those six triplets are also contained in R(N ′). (In the next part of the proof
we assume CN ′(h
′) = Cz, where these terms will be defined in due course, and the critical
point here is that CN ′(h
′) 6= Cx. This is genuinely without loss of generality because when
selecting t1 and t2 in the present part of the proof it does not matter whether they are on
{x, p, q}, {y, p, q} or {z, p, q}.)
The taxa x, p, q are all beneath distinct highest cut arcs of N ′, but none of these are incident
to the hybridization vertex: Using x, y, z, p and q, we next analyze the structure of Cut(N ′)
(see Fig. 5(ii)). Observe first that since |Cut(N ′)| ≥ 3, the root of N ′ must be contained in a
gall B′ of N ′. Let h′ ∈ V (N ′) denote the unique hybrid vertex of B′. Let Cp, Cq ∈ Cut(N
′)
be such that p ∈ Cp and q ∈ Cq.
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We claim that Cp and Cq are distinct elements in Cut(N
′) − {Cx, Cy, Cz}. To see this,
note first that, since the sets Cx, Cy and Cz are pairwise distinct and t, t
′ ∈ R(N ′), it follows
that one of x, y, and z must be contained in CN ′(h
′). Without loss of generality, assume that
z ∈ CN ′(h
′) = Cz. Note next that Cp 6= Cq. Indeed, at least two elements of {x, y, z} are
not contained in Cp, because Cx, Cy and Cz are distinct. Suppose, without loss of generality,
x 6∈ Cp. If Cp = Cq, then only the triplet pq|x will be contained in R(N
′), contradicting the
fact that t1 and t2 are distinct triplets on {x, p, q} contained in R(N
′). It remains to show
that Cp, Cq 6∈ {Cx, Cy, Cz}. Assume for the sake of contradiction that p ∈ Cx. Then only
xp|q is in R(N ′), because q 6∈ Cx, contradicting the fact that both t1 and t2 are in R(N
′).
Similarly, if p is in Cy, then at most one of the two triplets on {y, p, q} are in R(N
′), and if p
is in Cz, at most one of the two triplets on {z, p, q} are in R(N
′). So Cp 6∈ {Cx, Cy, Cz}. By
a symmetrical argument, Cq 6∈ {Cx, Cy, Cz}. This proves the claim.
By the previous claim, neither p nor q is in Cz. Since x 6∈ Cz it follows that t1 and t2 cannot
both be contained in R(N ′) which gives the final contradiction. Thus, Cut(N) ⊆ Cut(N ′),
as required.
Since both Cut(N) and Cut(N ′) are partitions of X, it follows that Cut(N) = Cut(N ′). 
6. Triplet systems that L1(X)-define
As is well-known, every binary phylogenetic tree T on X is defined by the triplet set R(T )
induced by T , where a a phylogenetic tree S on X is said to be defined by a triplet system
R on X, if, up to equivalence, S is the unique phylogenetic tree on X for which R ⊆ R(S)
holds (see e. g. [18]). In this context it is important to note that this uniqueness only holds
within the space of phylogenetic trees because all networks N ∈ L1(X) that display T have
the property that R(T ) ⊆ R(N). Combined with the fact that the network N pictured in
Fig. 6(i) is, up to equivalence, the only binary level-1 network on X = {x1, . . . , x4} that is
consistent with all five triplets depicted in Fig. 6(ii) - a simple case analysis can be applied
to verify this - and |R(N)| = 7, it is natural to ask how many triplets suffice to “uniquely
determine” a level-1 network. In this section we provide a partial answer to this question.
More precisely, saying that a network N ∈ L1(X) is L1(X)-defined by a triplet system R (on
(i) (ii)
Figure 6. The binary level-1 N on X = {x1, . . . , x4} depicted in (i) is
uniquely determined by the five triplets pictured in (ii) but |R(N)| = 7.
X) if, up to equivalence, N is the unique network in L1(X) such that R ⊆ R(N) holds, we
show that every 4-outwards network N in L1(X) that is also simple is L1(X)-defined by a
triplet system of size at most 2|X| − 1. In addition, we show that if the requirement that
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N is simple is replaced by the requirement that N is saturated, then N is L1(X)-defined by
R(N).
We note that 4-outwards is certainly a necessary condition for a network in N ∈ L1(X) to
be L1(X)-defined by any triplet system. In particular, if a network N has a gall with exactly
three outgoing cut arcs then these can be permuted without affecting R(N). However, we
shall see later that 4-outwards is not, in isolation, a sufficient condition.
As the next result shows not all triplets in R(N) are required to L1(X)-define a network
N ∈ L1(X) in case N is not only 4-outwards but also simple. To simplify its exposition, we
say that a triplet system on X L1(X)-defines a network N ∈ L1(X) if N is L1(X)-defined by
it.
Theorem 6.1. Every simple network in L1(X) with at least four leaves is L1(X)-defined by
a triplet system of size at most 2|X| − 1.
Proof. We prove the theorem by induction on |X| ≥ 4. Suppose N is a simple network in
L1(X), where n = |X| ≥ 4. Let X = {x1, . . . , xn}. Assume without loss of generality that x1
is the head of the outgoing arc of the unique gall C of N starting at the hybrid vertex v1 of
C. If n = 4 then a straightforward case analysis implies that N is L1(X)-defined by R(N).
Note that |R(N)| = 7 = 2n− 1 holds in this case.
Now assume that n ≥ 5 and that for every set Y with 4 ≤ |Y | ≤ n − 1 and every simple
network N ′ ∈ L1(Y ) there exists a triplet system R of size at most 2|Y | − 1 such that N
′ is
L1(Y )-defined by it. Starting at v1 and traversing the unique cycle C in the underlying graph
U(N) of N counter-clockwise let v1, v2, . . . , vi−1, vi = ρN , vi+1, . . . , vn+1, v1 denote a circular
ordering of the vertices of C. Without loss of generality assume that for all 2 ≤ j ≤ i− 1 the
head of the outgoing arc of C starting at vi is xi and that for all i+ 1 ≤ j ≤ n+ 1 the head
of the outgoing arc of C starting at vj is xj−1. Let X
′ = X − {xn}. We distinguish between
the cases that (i) the root ρN of N equals vn+1 and (ii) that this is not the case.
Case (i): Assume that ρN = vn+1 and let N
′ = N |X′ . Since N
′ is clearly simple and
4 ≤ |L(N ′)| = n − 1 it follows by the induction hypothesis that there exists a triplet system
R′ on X ′ of size at most 2(n−1)−1 such that N ′ is L1(X
′)-defined by R′. Let t1 = x1|xn−1xn
and t2 = xn|x1xn−1. We claim that N is L1(X)-defined by R = R
′ ∪ {t1, t2}. To see this,
assume that N1 is a network in L1(X) for which R ⊆ R(N1) holds. We need to show that N
and N1 are equivalent.
Let N ′1 = N1|X′ . By construction, R
′ ⊆ R(N ′1). Since N
′ is L1(X
′)-defined by R′ it
follows that N ′ and N ′1 must be equivalent. Consequently N
′
1 must also be a simple network
in L1(X
′). Combined with the fact that t1, t2 ∈ R ⊆ R(N1) it follows that N and N1 must
be equivalent. Indeed, let w denote the parent of xn in N1. Then t2 implies that w is either
the head of one of the two arcs of N1 starting at the root ρ
′ of the unique cycle of N1 or a
child of the root of N1. Since t1 implies that the parent w
′ of xn−1 is below w, it follows that
w must lie on the path in N1 from ρ
′ to w′.
Case (ii) Assume that ρN 6= vn+1. Then i ∈ {2, . . . , n}. We distinguish between the cases
that i = n, that is, ρN = vn and that i ∈ {2, . . . , vn−1}. In the former case the proof of the
induction step is similar to the previous case but with t1 replaced by xn−1|xnx1. In the latter
case the proof of that step is also similar to the previous case but this time with t2 replaced
by xn−1|xnx1. 
Combined with the definition of L1(X)-defining triplet systems, Theorem 6.1 immediately
implies:
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Corollary 6.2. Every simple network in L1(X) with at least four leaves is L1(X)-defined by
its induced triplet system.
An obvious problem with extending Corollary 6.2 to general networks in L1(X) is that 4-
outwards networks can have tree-like regions. Consider, for example, then situation when a a
4-outwards network N contains a directed path of length 3 or more consisting solely of cut arcs.
We can then transform it into a new network N ′ in L1(X) for which R(N) ⊆ R(N
′) holds
by subdividing the first and last cut arc of that path by new vertices u and v, respectively,
and adding a new arc (u, v). There are however more subtle situations possible which do
not require adding vertices and arcs. Consider, for example, the two networks N and N ′ on
X = {x1, . . . , x5} presented in Figures 2(ii) and 3(ii), respectively. ThenR(N
′) ⊆ R(N) holds
but N and N ′ are clearly not equivalent. Thus, N ′ is not L1(X)-defined by R(N
′) (although
N ′ is clearly encoded by R(N ′) as it is 4-outwards [8]). We therefore next turn our attention
to identifying additional conditions which allow 4-outwards networks to be L1(X)-defined by
their induced triplet systems.
To establish our next result (Theorem 6.3), we require a construction from [23] that allows
us to associate a level-1 network Collapse(N) to any level-1 network N such that Collapse(N)
is either simple, or is a phylogenetic tree on two leaves. We next review this construction for
networks in L1(X).
Let N be a network in L1(X). For each element C ∈ Cut(N) choose some element cC ∈ C
and let X∗ = {cC : C ∈ Cut(N)}. Note that |X
∗| ≥ 2, but if N is saturated |X∗| ≥ 3 and
if N is saturated and 4-outwards |X∗| ≥ 4. Then the rooted DAG Collapse(N) is obtained
from N as follows: for each highest cut arc (u, v) of N , replace the (directed) subgraph of
N containing v and all vertices below v (we denote this subgraph Nxv for later use) by the
unique element xv in X
∗∩CN (v). Clearly, if |CN (v)| ≥ 2 then Nxv is contained in L1(CN (v))
and is an isolated vertex otherwise. That Collapse(N) is a simple network in L1(X
∗) or
a phylogenetic tree on two leaves is clear. Let RCollapse(N) denote the triplet system on X
∗
comprising all triplets xw|xuxv for which there exist x1 ∈ CN (w), x2 ∈ CN (u) and x3 ∈ CN (v)
such that x1|x2x3 ∈ R(N). It is straightforward to see that R(Collapse(N)) = RCollapse(N).
Theorem 6.3. Every 4-outwards network in L1(X) that is also saturated is L1(X)-defined
by its induced triplet system.
Proof. We prove the theorem by induction on the number g(N) of galls in a saturated, 4-
outwards network N ∈ L1(X). Suppose N is such a network. Let g = g(N). Then since
|X| ≥ 2 and N is saturated we have g ≥ 1. Hence, |X| ≥ 3. In case g = 1, the assumption
that N is saturated implies that N is simple, and thus |X| ≥ 4 because N is 4-outwards. By
Corollary 6.2, N is L1(X)-defined by R(N).
So assume that g ≥ 2 and that every saturated, 4-outwards network N ∈ L1(Y ) with g− 1
galls is L1(Y )-defined by a triplet system on Y , where Y is a finite set of size at least two. Let
N ′ ∈ L1(X) denote a network for which R(N) ⊆ R(N
′) holds. We need to show that N and
N ′ are equivalent. To see this, we first analyze the networks Collapse(N) and Collapse(N ′).
Note first that, by Proposition 5.1, Cut(N ′) = Cut(N). Hence, we may assume without
loss of generality that X∗ is the leaf set of both Collapse(N) and Collapse(N ′). Next note
that Collapse(N) is 4-outwards because N is 4-outwards and |Cut(N)| ≥ 4. Since a simple
level-1 network is in particular saturated and Collapse(N) has precisely one gall, the base
case of the induction implies that Collapse(N) is L(X∗)-defined by R1 := R(Collapse(N)).
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Since with R2 := R(Collapse(N
′)) we have RCollapse(N) = R1 ⊆ R2 = RCollapse(N ′) and so
R1 ⊆ R2 holds it follows that Collapse(N) and Collapse(N
′) must be equivalent.
We next analyze the level-1 networks Nv of N with v ∈ X
∗. Let v ∈ X∗ and let C ∈ Cut(N)
be such that v ∈ C. Note that if |C| = 1 then Nv is an isolated vertex and thus a rooted
DAG with leaf set {v}. So assume that |C| ≥ 2. Then since N is a saturated, 4-outwards
network in L1(X), Nv is a saturated, 4-outwards network in L(C). Since Nv has at most g−1
galls the induction hypothesis implies that Nv is L(C)-defined by R(Nv). By assumption,
R(N) ⊆ R(N ′) and soR(Nv) ⊆ R(N
′
v). Thus N
′
v and Nv must be equivalent. Combined with
the observation that the networks Collapse(N) and Collapse(N ′) are equivalent it follows that
N and N ′ are equivalent. 
7. L1(X)-defining cluster systems
In this section, we turn our attention to the companion question of Section 6. That is,
whether some (not necessarily proper) subset of S(N) is sufficient to “uniquely determine”
a 4-outwards network N in L1(X). We first present a formalization of the idea of “uniquely
determining” to being L1(X)-defined for cluster systems. Subsequent to this, we then show
that all 4-outwards networks N ∈ L1(X) that are also simple are L1(X)-defined by a cluster
system of size at most |X| (Theorem 7.1 and Corollary 7.2). Replacing the requirement that
N is simple by the more general requirement that N is saturated, we also show that such
networks are L1(X)-defined by their induced softwired cluster system (Theorem 7.3).
Let N denote a phylogenetic network on X and let S denote a cluster system on X. Then
we say that N displays S (in the softwired sense) if S ⊆ S(N) holds. Furthermore, we say
that a network N ∈ L1(X) is L1(X)-defined by a cluster system S on X if, up to equivalence,
N is the unique network in L1(X) that displays S. It should be noted that, as in the case of
triplet systems, a binary phylogenetic tree T on X is not L1(X)-defined by its induced cluster
system C(T ) = S(T ). The reason is again that, by subdividing arcs of T and adding new arcs
joining the subdivision vertices, we can transform T into a network N in L1(X) for which
C(T ) ⊆ S(N) holds. Also it should be noted that a network in L1(X) is not L1(X)-defined by
its induced hardwired cluster system. Analogous to the triplet result presented in Section 6,
a 4-outwards networks N ∈ L1(X) also need not be L1(X)-defined by S(N). Indeed, consider
again the two 4-outwards networks N1 and N2 on X = {x1, . . . , x5} presented in Figures 3(i)
and 2(i), respectively. Then N1 and N2 are clearly not equivalent but S(N1) ⊆ S(N2).
Theorem 7.1. Let X = {x1, . . . , xn}, n ≥ 4, and suppose that N is a simple network
in L1(X) such that, when starting at the hybrid vertex v1 of N and traversing the unique
cycle C of U(N) counter-clockwise, the obtained vertex ordering for C is v1, v2, . . . , vi−1, vi =
ρN , vi+1, . . . , vn+1, v1 and xj is a child of vj , for all 1 ≤ j ≤ i− 1, and xj is a child of vj+1,
for all i ≤ j ≤ n. Assume without loss of generality that i− 2 ≥ n − i+ 1 i.e. that the right
side of the gall contains at least as many leaves as the left side. Then N is L1(X)-defined by
the cluster system Sd(X) where
(i) Sd(N) :=
⋃
2≤j≤n−1{{x1, x2, . . . , xj}} ∪ {{x2, x3, . . . , xn}} if ρN = vn+1 .
(ii) Sd(N) :=
⋃
3≤j≤n−1{{x2, x3 . . . , xj}} ∪ {{x1, x2}, {x1, xn}, {x1, x2, x3}} if ρN = vn.
(iii)
Sd(N) :=
⋃
3≤j≤i−1
{{x2, x3 . . . , xj}} ∪
⋃
n−1≥j≥i
{{xn, xn−1, . . . , xj}}
∪ {{x1, x2}, {x1, xn}, {x1, xn, xn−1}}
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if ρN 6∈ {vn, vn+1}.
Proof. Let N1 ∈ L1(X) be a network such that Sd(N) ⊆ S(N1). We first claim that N1 must
be simple. Assume for the sake of contradiction that N1 is not simple, that is, N1 contains a
non-trivial cut arc (u, v). Then every cluster in S(N1) must be compatible with C = CN1(v),
2 ≤ |C| < n, and C ∈ S(N1). We will derive a contradiction by showing that Sd(N), and
thus also S(N1), contains at least one cluster that is incompatible with C.
Case (i). We distinguish between the two alternatives that x1 ∈ C and that x1 6∈ C.
Assume first that x1 ∈ C. Then since 2 ≤ |C| < n we have for C
′ := {x2, . . . , xn} ∈ Sd(N)
that C ′ ∩ C 6= ∅ and that C ′ ∩ (X\C) 6= ∅, that is, C ′ 6⊆ C. Since x1 ∈ C it follows that
C ⊆ C ′ cannot hold either and so C and C ′ are incompatible, as required. Now, suppose
x1 6∈ C. Then since 2 ≤ |C| there exist p, q ∈ {2, . . . , n} with p < q, say, such that xp, xq ∈ C.
Clearly, xq 6∈ C
′ := {x1, . . . , xp} ∈ Sd(N). But then C
′ and C are again incompatible, as
required.
A similar analysis holds for cases (ii) and (iii); we leave the details to the interested reader.
Hence, N1 must be simple, as claimed.
Let h denote the unique hybrid vertex of N1 and let x denote the leaf of N1 that is
incident with h. For the remainder of the proof, we consider each of the three cases stated
in the theorem separately. All three cases use the following observations: (a) if N1|X−x is
a tree, then all clusters in S(N1|X−x) are pairwise compatible; (b) If Sd(N) ⊆ S(N1), then
Sd(N)|X−x ⊆ S(N1)|X−x where for any cluster system C of X we let C|X−x = {C \{x} : C ∈
C}; (c) S(N1|X−x) = S(N1)|X−x. For ease of presentation we will liberally make use of the
assumption that Sd(N) ⊆ S(N1) without explicitly stating it.
Case (i). First, we argue that x ∈ {x1, x2}. Assume for the sake of contradiction that
x 6∈ {x1, x2}. Then C = {x1, x2} and C
′ = {x2, . . . , xn} \ {x} are incompatible and clearly
contained in Sd(N)|X−x ⊆ S(N1)|X−x. Hence, S(N1)|X−x is not compatible which is impos-
sible because x is incident with h and so N1|X−x is a phylogenetic tree. So x ∈ {x1, x2}. In
fact, similar reasoning implies that x = x2 is also impossible as otherwise Sd(N)|X−x would
contain incompatible clusters {x1, x3} and {x3, . . . , xn}. So x = x1. Since {x1, x2} ⊆ Sd(N)
it follows that the other child of the parent of x2 in N1 is h. Combined with the fact that⋃
2≤j≤n−1{{x1, x2, . . . , xj}} ⊆ Sd(N) it follows that the other child of the parent of xk in N1
is the parent of xk−1, 3 ≤ k ≤ n − 1. Since {x2, . . . , xn} ∈ Sd(N) it follows that the other
child of the parent of xn in N1 is the parent of xn−1. Hence N1 is equivalent to N .
Case (ii). We claim that x ∈ {x1, x2, xn}. The argument is similar to case (i) in that
if x 6∈ {x1, x2, xn} then Sd(N)|X−x ⊆ S(N1)|X−x contains incompatible clusters {x1, x2}
and {x1, xn}, leading to a contradiction of the fact that N1|X−x is a phylogenetic tree. In
fact, similar arguments utilizing the facts that {x1, x2, x3} ∈ Sd(N) and that n 6= 3 imply
that x 6= x2 and x 6= xn. So again x = x1. Since {x1, x2} and {x1, xn} are contained in
Sd(N) ⊆ S(N1) it follows that the other child of the parents of x2 and xn in N1, respectively,
is h. In view of {x1, x2, x3} ⊆ Sd(N) ⊆ S(N1) we see that the other child of the parent of x3
in N1 must be the parent of x2. Since
⋃
3≤j≤n−1{{x2, x3 . . . , xj}} ⊆ Sd(N) similar arguments
as in the previous case imply that N and N1 must be equivalent.
Case (iii) Again the fact that N1|X−x is a phylogenetic tree implies that x ∈ {x1, x2, xn}.
However, x = xn cannot hold because n − 1 6= 2 and so {x1, x2} and {x1, xn−1} are dis-
tinct clusters that are both contained in Sd(N)|X−x and thus in S(N1)|X−x. But then
S(N1)|X−x is incompatible which is impossible as N1|X−x is a phylogenetic tree. Similarly,
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x 6= x2 as otherwise the two incompatible clusters {x1, xn} and {xn, xn−1, . . . , xi} are con-
tained in Sd(N)|X−x. So x = x1. Focussing as in case (ii) on x2 and xn we see again
that the common child of their respective parents is h. Since
⋃
3≤j≤i−1{{x2, x3 . . . , xj}} ∪⋃
n−1≥j≥i{{xn, xn−1, . . . , xj}} ⊆ Sd(N) the location of the remaining leaves of N1 is forced.
Hence, N1 is equivalent to N . 
As an immediate consequence of Theorem 7.1, we obtain the companion result for Theo-
rem 6.1.
Corollary 7.2. Every simple network in L1(X) with at least four leaves is L1(X)-defined by
a cluster system of size at most |X|.
We now prove the cluster equivalent of Theorem 6.3 i. e. that requiring that a 4-outwards
network in L1(X) is also saturated guarantees that it is uniquely determined by its induced
softwired cluster system.
Theorem 7.3. Every 4-outwards network in L1(X) that is also saturated is L1(X)-defined
by its induced softwired cluster system.
Proof. Let N and N ′ be networks in L1(X) such that N is 4-outwards and saturated and
S(N) ⊆ S(N ′) holds. We need to show that N ′ is equivalent with N . Let T = T (N).
Clearly,
⋃
T∈T S(T ) = S(N) ⊆ S(N
′). Combined with [24, Proposition 1] which implies that
R(T ) ⊆ R(N ′) and the fact that R(N) = R(T ) it follows that R(N) ⊆ R(N ′). Since, by
Theorem 6.3, N is L1(X)-defined by R(N) it follows that N and N
′ are equivalent. 
In fact, due to the very general character of [24, Proposition 1], Theorem 7.3 can easily be
extended to prove that, whenever R(N) has been proven sufficient to uniquely determine (in
our sense) a specified subfamily - any subfamily - of phylogenetic networks N , so too is S(N)
where we canonically extend the notions of an induced triplet system and softwired cluster
system to such networks.
8. Conclusions
In this paper, we have presented enumerative results concerning the number of vertices,
arcs, and galls of a binary level-1 network. By focusing on triplet systems and (softwired)
cluster systems we have also investigated the question if subsets of those systems suffice to
uniquely determine the binary level-1 network that induced them. As part of this, we have
presented examples that illustrate that a level-1 network need not be uniquely determined
by the triplet/cluster system it induces, thus illustrating the difference between the notion
of encoding and our formalization of uniquely determining. In addition, we have provided
bounds on the size of such a system in case the network in question is simple and has at least
four leaves. For the more general class of 4-outwards, saturated, binary level-1 networks we
have shown that any network in that class is uniquely determined by the triplet/softwired
cluster system it induces. However, a number of open questions remain. For example for which
binary level-1 networks are the aforementioned bounds sharp and are 4-outwards saturated
binary level-1 networks characterizable by the fact that they are uniquely determined by their
induced triplet/softwired cluster system?
We conclude with remarking that in [11] trinets, that is, rooted directed acyclic graphs
on just three leaves have recently been introduced in the literature for phylogenetic network
reconstruction. In that paper it was also shown that any level-1 network is encoded by
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the trinet system that it induces. In addition, it was shown in [25] that the more general
tree-sibling and level-2 networks are encoded by their induced trinet systems, a fact that is
not shared in general for the triplet system or the softwired cluster system induced by such
networks. Formalizing the idea of “uniquely determining” for trinet systems in a canonical
way to L1(X)-defining trinet systems it might be interesting to explore what kind of trinet
systems L1(X)-define such networks.
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