The purpose of this paper is to present an empirical study of a set of hedge funds on recent periods. Alternative investments are now widely used by institutional investors and numerous studies highlight the main features of such investments. As they are in general poorly correlated with the main world indexes, traditional asset pricing models yield poor adjustments, partially because of potential non-linearities in pay-o¤ functions. Some funds, however, exhibit high reward to variability ratios and can be advantageously incorporated in a portfolio in a diversi…cation perspective. After describing the dataset, we classify the funds employing the Kohonen algorithm. We then cross the classi…cation with the one based on the style of strategies involved, wondering if such categories are enough homogenous to be relevant. The map of funds allows to characterize families of funds -whose conditional densities are di¤erent one to anotherand to de…ne a representative fund for each class. The structure of the network of funds is then described. In particular, we measure inter-class similarities and visualize them both on the network of funds and via a map of one-to-one distances between representative funds. Finally, we underline some of characteristics of classi…ed fund families that may interest investors such as performance measurements. Keywords: Kohonen maps, Classi…cation, Multidimensional Data Analysis, General Non-linear Models, Hedge Funds, Fund-Picking, Performance Measurements. J.E.L. Classi…cation: G.10, G.12, G.13.
Introduction
Hedge funds are now recognized as an asset class in their own right since several studies have highlighted their speci…c characteristics (see, for instance, Fung and Hsieh, 1997 , 1998 . The success of that class of investments among worldwide investors indicates moreover that they have clearly some advantages for rational investors. Thought they take their name originally from hedge positions against some speci…c or market risks, hedge funds include nowadays various types of funds even if they do not hedge anything. The heterogeneity of hedge funds (in term of …nancial strategies, markets involved, return paths, nature of risk implied) claims for a robust typology that allows the investor to have an a priori on the future behavior of the funds, especially hedge funds, because of some lack of transparency due to well-protected strategies.
It has been shown nevertheless that one can identify factors explaining the dynamics of some fund returns. As pointed by Lhabitant (2001) , selecting the correct factors to explain return dynamics is often more of an art than a science. The techniques used for factor identi…cation range from principal component analysis (PCA), generalized hierarchical classi…cation (Brown and Goetzmann, 1997; Brown and Goetzmann, 2001 ), option-like return representative strategies (Fung and Hsieh, 2000; Moody, 2001; Fung and Hsieh, 2001; Agarwal and Naïk, 2001) , cluster analysis (Gruber, 2001) , hierarchical tree (Mantegna, 1998) , to well-known arbitrary speci…ed factors in frameworks of extended CAPMs, multifactor or APT models (see Blake et al, 1999; Gruber, 2001) . A special case of the last technique is Sharpe's methodology for identifying styles (see Sharpe, 1988) . In the context of hedge funds, such analysis depends crucially on the de…nition of benchmarks. Style analysis works remarkably well for investment funds and traditional portfolios (see Sharpe, 1992; Brown and Goetzmann, 1997; Daniel et al, 1997) but performs poorly with hedge funds. The reasons could be at least three-fold. Firstly, the factors underlying hedge fund returns have not been fully identi…ed yet in previous research. The use of indexes as proxies often remains a questionable and crucial issue. Secondly, hedge fund managers have often their own investment styles and their way of identifying market opportunities. The range of such styles and market opportunities are larger than for traditional stock and bond fund managers. Typically, while the latter are strictly regulated and must hold primarily long positions in the underlying assets, the former have broad mandates, take long and short positions and use varying degrees of leverage in varying market conditions. Thirdly, within general classes of strategies (Statistical Arbitrage for instance), the practices, models and markets involved are quite heterogenous. In other words, similar types of general strategies lead to very di¤erent patterns. All this facts result in non-linear pay-o¤s that can ‡aw the (linear) return-based style analysis.
We propose here a method for classifying and organizing funds -grouped without any a priori ground -that can help to models representative individuals in an homogenous class. Several studies have shown that traditional linear asset pricing fail to explain hedge fund returns. When the standard linear statistical methods are not appropriate, due to the intrinsic structure of the observations, one can try to use the Kohonen algorithm already widely used for data analysis in di¤erent …elds and in the …nancial literature in particular (de Bodt et al, 1997, for interest rate curves and Deboeck, 1997, for mutual funds).
The paper is organized as follow. In section 2, we introduce the methodology and the database. In section 3, we present di¤erent visualizations of the dataset discriminating hedge funds. Section 4 concludes, highlighting some potential drawbacks of the method and some problems associated with the dataset. Potential …nancial applications of this methodology are …nally introduced.
Methodology and Database
The Kohonen network used hereafter is a two-dimensional grid (but other topological organizations exist -see for instance Kohonen, 1993 and . The Kohonen algorithm is unsupervised and makes a classi…cation including a topology of classes. It has been widely used in di¤erent …elds, such as …nance recently (see Deboeck, 1997, and de Bodt et al, 1997) . After recalling shortly the main di¤erences between classi…cation methods, we present brie ‡y the Kohonen algorithm and some of the recent results concerning its properties.
Kohonen Map: A General Introduction
The Kohonen map organizes classes of individuals according to a neighborhood notion such as adjacent classes in the output space are close in the input space. It can be compared to the Lloyd's and K-means family algorithms and so it is well adapted to big data sets. However, the originality of Kohonen algorithm is based on the neighborhood notion involved. The output map can be considered as a representation of the surface joining all the classes centroids (i.e. representative individual of the class) and representing an adjustment of the data. The Kohonen algorithm is then an alternative representation to the more classical factorial analyses and, more precisely, to the combination of factorial analysis and classi…cation when we consider the following double aspect: classi…cation and representation. Both representation tools have the same spirit and the same goal. Factorial analysis allows to adjust the data set with a plane surface whose representation is straightforward. Because of an higher ‡exibility, the surface adjustment involved in the Kohonen method provides a better …t, but it does not imply a particular structure of representation. This last di¢culty is solved by using a map of distances between classes centroids. Moreover, the classi…-cation obtained with the Kohonen algorithm -shortly described below -can be used as an input of a classical hierarchical method.
A proposed method for visualizing distances between neighbored centroids has already been proposed (see Cottrell and de Bodt, 1996) and has been found well adapted for visualizing distances between close classes, through, unfortunately, it does not capture the whole structure of the surface in some cases (in particular when the surface makes a fold). In this paper, we use a speci…c representation which allows to visualize distances between all classes.
The Kohonen Algorithm
This algorithm -also called Self-organizing Map (SOM) because of its properties -is similar to the classical LLoyd's classi…cation algorithm, to which is added a concept of neighborhood that organizes the di¤erent classes of observations. The …rst step of the SOM algorithm is to de…ne a structure of the map, a distance between elementary units and a neighborhood function. As a structure, we choose a rectangular grid for representing the network in which we group the observations according to their similarities. For instance, when the grid is a m £ m = U square box, each unit u, u = f1; :::; U g; is de…ned by coordinates (i u ; j u ). Units can be numbered from 1 to U in an arbitrary way. The distance between two units u and v writes:
For each ray r(s) -where s is the step of the learning procedure (i.e. the iteration of the algorithm), a set of neighbored units of the unit v, denoted V (v; r(s)) is:
where r(s) is an arbitrary neighborhood function such as, for instance:
where S is the total number of iterations. To each unit u at step s, we associate a code vector, denoted G u (s); belonging to IR p : Supposing that the dimension of the input dataset 1 is (P £ N ), and once …xed the couple U and S, initialized s to 0;the Kohonen algorithm can then be summarized as follows.
1. Initialize the U code vectors of dimension (P £ 1) relative to each unit u of the map. Such initialization is obtained in our application using a random convex combination of original observations. 2. Increment s and drawn randomly without replacement from the data one observation denoted x. The winning unit associated to this drawn, denoted u 0 ; is the one whose code vector is the "nearest" of x; more precisely, the code vector of the winning unit, denoted G u0 , solves:
where k:k is the Euclidean distance. 
for the other units (5) where´(s) is an adaptive parameter which decreases to 0 when s goes to in…nity, following the Robbins-Monroe criteria 3 . For instance, one can choose:
where ®;¯and°are constants. At step 3, the observation x in ‡uences the winning and its neighbored units code vectors and, in that sense, the map self-organizes.
4. Implement the algorithm for s varying from 1 to S (steps 2 and 3). When the Kohonen algorithm attains the zero-ray step (i.e. 3=4S s < S in our example), it then reduces to that of Lloyd's simple competitive learning (1982) .
Then, at the end of the Kohonen algorithm, the classi…cation is built by a¤ecting to each element of the input dataset x, the class and the code vector corresponding to its relative winning unit. The map determines a neighborhood between classes (corresponding to units on the network) such as two code vectors of units which are "close" on the map are "similar" in the input space.
Kohonen Algorithm and Data Analysis
This algorithm is used as an alternative classi…cation method but also for data analysis (see Blayo and Demartines, 1991) . In that case, the map becomes a representation of the raw database: observations classi…ed in the same unit -or in the neighbored units -are supposed to share similarities. Once the dataset has been reduced to some classes -called micro-classes, applying a classical hierarchical method to these micro-classes allows to group them into macro-classes and have a second level of interpretation. Finally, using exogenous qualitative 2 Other criterion de…ning the neighborhood have been chosen in …nancial applications such as a notion of distance based on one minus the squared Pearson correlation coe¢cient between returns associated with …nancial assets and a benchmark (see Mantegna, 1998) . The de…nition adopted might be an important issue when classifying the funds. 3 That is P + 1 s=1´( s) = +1 and
variables, the classi…cation is explained and validated with classical inference methods.
The originality of the method rests in the organization of classes on a map according to a neighborhood notion. This methodology might be an advantageous alternative to other techniques even if, at this stage, some problems remain.
In one hand, these techniques are preferred to Forgy's Mobile Centroids Method (1965) and Ward classi…cation principle (1963) when large databases are under review (see Anderson, 1984) , mainly because they are parsimonious in term of computing time and tractability. This classi…cation method is also robust because it is less sensitive to outliers (for the input distribution) than most of other techniques. A new element in the input data set will not in general change signi…cantly the result (on the contrary to hierarchical classi…cation methods). Studies based on truncated samples built with a bootstrap method (see Cottrell and de Bodt, 2000) lead indeed to the conclusion of the robustness of the classi…cation.
In the other hand, some arbitrariness is still required when applying the Kohonen classi…cation. If it is possible to rely on Wilk and Fisher statistic for determining the right number of classes, the correct structure of the map has, in practice, to be determined on a a priori ground. In the same way, we do not dispose of a criterion to choose the set of parameter needed in the learning process (see in previous section, the role of parameters:´(:) ; V (:; :) ; r(:) and S). Moreover, more extensive results -focusing on multidimensional database -are still required concerning the convergence of the Kohonen algorithm. A state-of-the-art review of theoretical results is available in Cottrell et al (1998-a).
The Data
The original data -provided by Micropal T M consists in monthly funds Net Asset Values (expressed in EUR, rescaled to 100 at inception) since 1976 December. Figure 1 represents the number of funds in the data from the beginning of the database to the end. The maximum number of funds values is reached in June 2000 (1358 funds values are observed). Each fund is classi…ed using a three-level typology (see Appendix 1 for details): the …rst level is linked to Micropal subcategories (50 categories); the second is made using Micropal categories at an aggregated level (18 categories) ; the third groups the last categories into four categories (see Appendix one for de…nition of categories and strategies).
-Please, insert Figure 1 somewhere hereFrom this sample, applying traditional …lter rules, we keep 471 funds on a 6 year period in a compromise between a large sample of funds with few history and a small number of funds with numerous observations. We then delete funds data when too missing values were present and interpolate -using a cubic spline -missing observations when possible and normalize fund values to index 100 at 6 the beginning of the …nal sample. At the end, this one contains 294 funds and the number of observations is 67 (from January 1995 to September 2000).
The database may su¤er from major drawbacks (see conclusion) and caution is needed when addressing the results presented in next sub-sections since they are obtained with the …nal sample.
Classifying Hedge Funds and Determining Explicative Factors: An Empirical Study
In this application of SOM, we are using an grid of 49 units. This …gure is somehow arbitrary but can be justi…ed ex ante by the number of a priori classes in the Micropal Typology (50 classes) and is justi…ed ex post by noting that only a few classes de…ned by the Self-organizing Map are empty. Algorithms used are those described in previous sub-section, with the Euclidean distance and a ten level hierarchical classi…cation with the Ward distance. The learning process is composed of three steps and the neighborhood function is described in a previous sub-section.
De…ning Micro-and Macro-classes
The next …gure represents the map where each fund evolution through the sample is drawn in a unit corresponding to its micro-class (represented in a box placed in the grid). Then, we can also group funds into macro-classes (represented by colored group of boxes) de…ned using a Hierarchical classi…cation with Ward distance. The number of funds in micro-classes is heterogenous varying from 1 to 40 funds by micro-class. Moreover, two separate groups of funds can be distinguished: two third of the data belongs to the …rst one (Group 1), grouped into one macro-class only (the green zone), whilst one third belongs to the second one (Group 2: the nine other macro-classes). That indicates roughly that one can distinguish an homogenous group of funds, and some others that exhibit individual particularities. Nearly a third of funds are …nally contained in the …rst row of the grid, indicating a strong concentration in the green region.
-Please, insert Figure 2 somewhere hereBased on these remarks, we …rst focus on the latter group of funds (Group 2), and second go back to the former group of funds (Group 1). We remark this time that the number of funds is quite homogenous (compared to these of Group 1) since the mean number of fund per micro-class is 4 and the maximum number of funds in a micro-class is 12.
We can also de…ne a representative fund for each micro-class u as a result of Kohonen algorithm, and then group these funds using an hierarchical clustering method based on a Ward distance to obtain macro-classes (colored zones of the grid). Each representative fund is represented by the code vector corresponding to an particular unit u and vector codes are classi…ed according to their similarities. In Figure 3 , the evolutions (i.e. the code vectors) of these funds are visualized and we verify that neighbored code vectors exhibit strong similarities. One should notice that -in the south west and east regions (inputs 29, 37, 43, 44 and 49) -the more volatile funds are grouped together (…ve funds).
-Please, insert Figure 3 somewhere hereNevertheless, the chosen representation of the data (i.e. the grid) does not allow to capture the entire structure of the data; in particular, distances between code vectors cannot be inferred from previous …gures. A …rst and natural way of encompassing the problem is to project the code vectors on the principal plane given by a traditional Principal Component Analysis method. But the scratch due to the projection of a multidimensional data into a plane could lead to some misunderstandings and one needs here for complementary tools to visualize the structure of the map. The distance between two micro-classes can be associated with a surface proportional to the similarity between representative funds (see Figure 4 ). This visualization avoids misleading interpretations and gives an idea of the discrimination between classes. We use the method proposed by Cottrell et al (1998-b) : each unit is represented by an octagon. The bigger it is, the closer the unit is to its neighbors. So the clusters appear to be regions in which octagons tend to be big and frontiers are regions largely unshaded. In other words, the more important the undashed zone between two adjacent units, the more di¤erent the NAV of funds.
-Please, insert Figure 4 somewhere hereWe can observe that in general the "macro-classes" boundaries coincide with the most important distances between classes, con…rming the relevance of the second level classi…cation. On the contrary, if a boundary occurs between two classes with small distance, that means that the second level classi…cation splits a large group into two groups and that the path from one to the other is continuous. For instance, frontiers between magenta, green and red regions do not correspond to large distance and that indicates that perhaps we could consider -without loss of generality -a hierarchical classi…cation with fewer classes. On the contrary distances between yellow, blue, cyan, brown, grey, white and pink are marked. These categories are composed of 12 funds which have very particular evolutions within their classical typology. All funds are classi…ed "Sector" funds in the eighteen-category typology 4 , and, more precisely, three funds arein the …fty-category Micropal's typology -"Sector: Real Estate", one is "Sector: Healthcare/Biotechnology", eight are "Sector: Metals/Mining". These results clearly indicate that a new map based on the original dataset excluding these particular funds could be more informative. We build another map considering only individuals of Group 1, reducing the total number of micro-classes to 36 (see Figure 5 ). The next …gures represent the map of funds, the evolutions of representative funds and map of distance between micro-classes for the …ltered dataset corresponding to Group 1 funds.
-Please, insert Figure 5 somewhere here --Please, insert Figure 6 somewhere here --Please, insert Figure 7 somewhere hereFrom Figure 5 , we can see that numbers of funds within a micro-class is quite homogenous (it varies from 2 to 28) and two large populations can be distinguished: funds in the Magenta and Green regions represent nearly 70 % of funds. The comparison between Figure 2 and 5, indicates that this time funds spread homogeneously on the entire map. Moreover, only one unit is empty which allows to be con…dent in the arbitrary number of units chosen for the grid (a 6x6 boxes grid). Figure 6 indicates that once again the representative fund for each category exhibit strong similarities with all funds in the category. In that sense, kinds of benchmarks for categories have been de…ned.
From Figure 7 , we can see two homogenous classes since distances between close classes are relatively low for central classes (the green and magenta regions). On the contrary, large distances are located in the upper-left, upperright and bottom-right corners (the grey, cyan and yellow regions).
But all information one can extract from the data cannot be backed out from this last representation. Indeed -as in the cyan region -intra-classes are sometimes more distant than adjacent macro-classes. This drawback leads to evaluate, as a complementary tool, distances between each code vectors and all others. In the next …gure, each unit u is subdivided into U sub-units u 0 . In each sub-unit u 0 of an unit u, the color (white for small distances, red for intermediate distances and dark red for relative large distances) represents the distance between two code vectors G u and G u 0 : This superposition of maps allows to visualize directly distances between representative funds and it is then clear from this …gure that one-to-one distances between micro-classes are very di¤erent. One can distinguish four regions: a large central one (units 7, 8, 9, 10, 11, 13, 14, 15, 16, 17, 19, 20, 21, 22, 23, 25, 26, 27, 28, 29, 31, 32) , a ring region surrounding the previous one (composed of units 2, 3, 4, 5, 12, 18, 24, 30, 33, 34, 35) and three typical regions located in the upper-left, upper-right and bottom-right corners.
-Please, insert Figure 8 somewhere here -
A priori Characterization of Funds using Classical Hedge Funds Typologies
We turn now to answer the question of redundancy of information between Kohonen map and classical existing typologies. A …rst method is based on the extraction of the observations of a given class, analyzing them class-by-class by computing means, variances for quantitative variables (used for the classi…ca-tion) and frequencies for qualitative variables. But this loses the neighborhood properties of the Kohonen map, so we complete the description by studying the distribution of each qualitative variable inside each class. In each cell of the Kohonen map, we draw a frequency pie, where each modality is represented by a color occupying an area proportional to its frequency in the corresponding class. By representing frequencies of each modality across the map, we show continuities between some classes as well as the breaks between others. The next …gure consists in the combination of Kohonen map and, …rstly, the fourcategory classi…cation (funds belong to "Directional Trading", "Relative Value", "Specialist Credit" or "Stock Selection" families of fund).
-Please, insert Figure 9 somewhere hereIt is clear from this …gure that funds of the same category do not correspond exactly neither to micro-classes nor to macro-classes. Nevertheless, from Figures 8 and 9 , one notices that the large central class is composed of di¤erent style funds, whilst in other regions (ring and corners areas) category 4 funds (called "Stock Selection") are essentially represented. This category is in fact not homogenous and the meta-category classi…cation is not discriminant as it can bee seen in the green region where all categories are present. A complementary visualization focuses on a chart representation of the modality within micro-classes. Focusing this time on the location of families of funds on the network, the next …gure gives an idea of how qualitative modalities are distributed into the micro-classes. It con…rms the fact that Directional Trading and Stock Selection funds spread into the entire map, whilst Relative Value and Specialist Credit funds are placed into the green area (with a slight tendency for the Relative Value funds to be in the south of the green area and the Specialist Credit funds to be put into the north of the green area).
-Please, insert Figure 10 somewhere hereAs shown by these …gures, the considered level of aggregation do not appear …ne enough to correspond to a classi…cation that makes sense in term of fund behavior. The next …gures present results corresponding this time to the eighteen-level Micropal's aggregation. There is obviously a trade-o¤ between economic relevance of the category (in term of performance and risk) and the number of categories that is possible to distinguish on graphs. A eighteen-level aggregation is de…nitively an high level classi…cation for visualization purposes. Nevertheless, a close look to the visualization indicates that some regularities should be underlined. First of all, the three corner regions -which were indistinguishable with the meta categories -contained di¤erent types of funds: the upper-left corner (grey box) contains Emerging Market funds, the upper-right (cyan zone) contains mainly Convertible Arbitrage funds and the bottom-left corner (yellow funds) is characterized mainly by Distressed Securities funds (and Macro and Funds of funds). Con…rming previous results, Figures 11 and  12 con…rm that the green region is composed of funds of every category and, additionally, that the magenta region seems to be represented mainly by Funds of funds.
-Please, insert Figure 11 somewhere here --Please, insert Figure 12 somewhere here -
Ex post Characterization of Funds using Performance Measurements
Finally, it could be interesting to characterize micro-classes and macro classes with a qualitative variable such as the level of volatility of the fund's return, the level of its mean return or the attained level of a traditional performance measurement like its Sharpe's ratio. An illustration of a possible characterization of a priori groups of funds is proposed hereafter with the small-sample approximate Sharpe's ratio (see Sharpe, 1966; Miller and Gerh, 1978; Jobson and Korkie, 1981 and Sharpe, 1994) , de…ned such as:
where R h; t is the annualized sample mean return on hedge fund h, R f is a proxy for the riskless asset return, b ¾ h ;t is the annualized sample deviation of hedge fund return and n the number of observations in the sample.
The Figure 13 and 14 represents one possible discrimination obtained with Sharpe's ratios. In these …gures, the color represents a four-level discretization of Sharpe's ratios (each category containing a quartile of the population and colors ranging from magenta, blue, yellow and grey according to the level of the ascending Sharpe's ratio ranks of funds). From Figure 13 and 14, we remark that low and medium-low Sharpe's ratios (magenta and blue levels) can mainly be found on the ring zone of the map, that medium-high (yellow level) ones are more often in the green zone, whilst high Sharpe's ratios (grey level) are essentially located in the central zone of the map (green and magenta zones).
-Please, insert Figure 13 somewhere here --Please, insert Figures 14 somewhere hereNevertheless, the discretization of Sharpe's ratios operated here is somehow arbitrary and to go further on the attempt of characterization of the map using Sharpe's ratios, one can represents, for each unit, the conditional and unconditional Sharpe's ratios densities (see Figure 15 ) and conditional and unconditional (simpli…ed) Box-plots (see Figure 15 ). These representation con…rms that none of both information -adjusted performance measures and Kohonen classi…-cation -are redundant. Indeed, one can see on Figures 15 and 16 that high Sharpe's ratios can be found more probably in the central region of the map, whilst lower Sharpe's ratio are more present in the north and the east zones of the map. That is consistent with previous analyses of the map (Figure 13 and 14) and leads to the conclusion that the central region should be preferred by a rational and risk-adverse investor. (Treynor, 1965; Sharpe, 1966; Jensen, 1968; Merton-Henricksson, 1981) , other measures (Okunev, 1981; ConnorKorajczik, 1983; Grinblatt-Titman, 1989) or recent ones (such as Leland, 1999; Bowden, 2000; Chauveau-Maillet, 2001 or Dacorogna et al, 2001 ) depending on the hypotheses on the Data Generating Process, on market timing e¤ects, on normality of the funds returns, wealth, risk aversion coe¢cient and implied preferences of the …nal investor.
Conclusion and perspectives
We propose a general methodology to analyze multidimensional data, when a linear model is not satisfactory and when the observations are described by quantitative and qualitative variables. The Self-organizing Map is a useful tool for de…ning clear homogeneous groups of funds with little knowledge of the true category of a fund and …nancial strategies involved. Indeed, although a funds prospectus should obviously provide this information, recent researches by Dibartolomeo and Witkowski (1997) and Brown and Goetzmann (1997) present evidence of serious misclassi…cations when self-reported investment objectives are compared to actual investment styles. Robust Kohonen maps interpretation encompasses such misclassi…cation problems.
It also allows to de…ne representative funds (i.e. the code vectors) -which can be interpreted as "benchmarks" of categories. In addition, the visual tools we used yield the conclusion that existing typologies group heterogeneous funds and that some funds exhibits strong individual particularities. Speci…cally, dissimilarities between categories of funds are visualized using distances between representative funds.
We propose then an analysis mixing information extracted from the Kohonen map and performance measurement relative to funds -the Sharpe's ratio in our case -and report three types of representations, based on a combination units of Kohonen map and level of Sharpe's ratio (see Figures 13 and 14) , a combination of units of Kohonen map, and conditional and unconditional Sharpe's ratio densities (see Figure 15) , units of Kohonen map and conditional and unconditional box-plots (see Figure 16 ). These allow us to identify (or highlight) categories where risk-adjusted performances are the more interesting for investors.
This …rst of the various applications of this methodology is the building of a robust typology. The set of representative funds (see Figure 3 ) may also be used as benchmarks for style analysis of funds as in Sharpe (1988) . In this framework, each fund would be modeled by a regression on benchmarks de…ned by the Kohonen classi…cation (constrained coe¢cients would be interpreted as in the classical return-based style analysis). This type of analysis has proven to be bene…cial, even if its results must be carefully interpreted since, as underlined in Lhabitant (2001) , it is often incorrectly stated that the factor loadings correspond to the e¤ective allocation of the funds portfolio among the asset classes and since -as stated by DeRoon et al (2001) extra emphasis should be put on beta constraints and their induced biases. Nevertheless, one can say that the fund behaves as if it was invested using these speci…c pure strategies. A natural extension of this approach could be …nd in Lhabitant (2001) who uses return-based style analysis based on the nine CSFB/Tremont sub-indices for assessing relevant VaR measures corresponding to speci…c hedge funds. Auto-selected benchmarks extracted from the Kohonen algorithm could replace advantageously traditional indexes.
But the reliability of our empirical results depends crucially on the dataset as well as our methodology. The analysis can indeed be drastically mislead by survivorship and back…lling biases, non-synchronicity of observations, nonavailable observations or error measurements. In particular, since only survivor funds are available in the our database, our results hold only for funds still alive today. A more complete analysis should require to focus on funds that failed during the period under review. A larger, longer and more exhaustive database is also required is order to strengthen the results. Other typologies available on the market might also be more relevant and yield more homogeneity of fund families.
About the methodology used, one should underline that some extra theoretical results are still researched regarding the convergency of the algorithm to the …nal organization of the map. Positive results have been already obtained for many distributions for elementary networks (Cottrell and de Bodt, 2000) . For more complex structure or unknown densities, it is always possible to control -during the convergence process -that the main structure of the map is quite stable during the learning process. In our case, intermediate structures obtained during the algorithm were found in accordance with the …nal results. In that sense, the algorithm shows fast convergence properties on our sample. Nevertheless, due to the large restrictions and limitations of the database used, multivariate analysis could be sensitive to sample biases. In this context, the Kohonen map is proven to be quite robust to such biases as a recent work emphasizes (see Cottrell and de Bodt, 2000) , and, as soon as the data is ergodic, one could expect that the structure of the map is relevant. This figure presents, in each cell of the map, the minimum, maximum and mean Sharpe's ratio of the category of funds, together with, on the right, the minimum, maximum and mean Sharpe's ratios for the whole dataset.
