Abstract. We analyze the co-normally induced quasiregular representation for two families of Lie groups: the 2d-oscillator groups N SO(2d) where N is the free two-step nilpotent group on 2d generators, and the dilated 2d-oscillator groups N (SO(2d) × R * + ). We construct irreducible decompositions in both cases with explicit spectrum and intertwining operators, and in both cases we prove a Caldéron-type admissibility condition for multiplicity-free, quasiequivalent subrepresentations. We prove that in the case of the 2d-oscillator groups, the quasiregular representation has no admissible vectors, and for the dilated 2d-oscillator groups, we give an explicit construction for admissible vectors.
Introduction
For any continuous unitary representation τ of a separable, locally compact topological group G, and for any vector ψ belonging to the Hilbert space H τ of τ , we say that ψ is admissible for τ if the "matrix coefficient" a → f, τ (a)ψ belongs to L 2 (G) for all f ∈ H τ , and if the map W ψ (f ) = f, τ (·)ψ is an isometry of H τ into L 2 (G). The broad program is to determine, for various classes of representations, whether admissible vectors exist, and to construct them and/or characterize them when they do exist. When τ is irreducible, this program is worked out in [6] , and (much later) when τ is a Type I regular representation in [10] .
It is natural to consider admissibility when τ is defined as follows. Let G be a semidirect product G = N H with N normal and unimodular, and let τ be the quasiregular representation of G induced from H, and acting in L 2 (N ). In [13] where N = R n , a closed subgroup H of GL(n, R) is said to be admissible if τ has an admissible vector, and an (almost) characterization of all admissible H is proved. A number of results exist that establish connections between admissible vectors in this situation and classical discrete wavelets or frames (see for example [12] or [17] ).
Semidirect products where N is Heisenberg have been studied extensively also. Consider the case where N is the simply connected 3-dimensional Heisenberg group; there is a natural action of the circle group T on N that fixes elements of the center, and the resulting semidirect product is called the oscillator group. An explicit decomposition of τ using holomorphically induced irreducible representations is used 1991 Mathematics Subject Classification. Primary 22E45, 43A32; Secondary 42C40, 22E25.
1 to show that in this example, the quasiregular representation τ has no admissible vectors. On the other hand, suppose that H is the multiplicative group of positive reals acting on N in a way that does not fix the center. Then in this case τ does have admissible vectors (see for example [14, 20] ). A generalization of this latter situation is studied in [5] , where N is an arbitrary simply connected nilpotent group, and H is a vector group acting on N by R-split semi-simple automorphisms. Finally, in a somewhat different direction, it is shown in [11] that τ has admissible vectors when the dualN is (a.e.) a finite union of H-orbits, and this occurs in a number of important situations, for example [7] . In general the key to answering the question of when admissible vectors exist, as well as to the construction of admissible vectors, seems to be an explicit description of the orbit spaceN /H and a corresponding irreducible decomposition of the quasiregular representation τ .
In this paper we consider the following generalization of the afore-mentioned oscillator group. Let d be any positive integer and take N to be the two-step simply connected nilpotent Lie group freely generated by 2d elements. There are natural automorphism actions on N by the both the groups K = SO(2d) and the group S of positive reals. We call G = N K the 2d-oscillator group, and we call G d = N (K × S) the dilated 2d-oscillator group. When d > 1 the group K does not fix the center of N at all, but its action is extremely natural: the center of N is naturally identified with the underlying vector space of the Lie algebra k of K, and the action of K then becomes the adjoint action. Hence the orbit structure for this action can be studied using the structure theory K and k.
In Section 2 we determine a K × S-invariant set of orbital parameters Λ for the non-commutative Fourier transform on N and give a precise and explicit realizations for irreducible representations π λ , λ ∈ Λ, of N . Our constructions are compatible with the actions of both K and S on the dualN of N in the sense that h · [π λ ] = [π h·λ ]. In Section 3 , the structure of K-orbits inN is described explicitly using an open subset Σ of a Weyl chamber as a cross-section for the K-orbits. We then obtain an explicit and concrete irreducible decomposition of τ in these terms in Section 4, where the irreducibles that occur are specified in terms of the Mackey orbital parameters, and where the intertwining operator is explicit. In Section 5 we perform a similar analysis for the quasiregular representation ζ of the dilated 2d-oscillator group. Here again the cross-section for K × S-orbits inN is just the natural crosssection Ξ for dilations in Σ, and an explicit irreducible decomposition for ζ is given in the same terms as before. In Section 6 we take up the question of admissibility for both τ and ζ. Our explicit decompositions permit us to prove in both cases a Caldéron-type condition for certain multiplicity-free subrepresentations. From this condition it is easy then to show that τ does not have admissible vectors. In the case of the dilated 2d-oscillator group, we use our condition together with our concrete decomposition to give a method for construction of admissible vectors for ζ.
Preliminaries and the Fourier transform on N
Fix a positive integer n and let z be the vector space of all n×n skew-symmetric real matrices. Writing elements of R n as 1×n column vectors, we make the product n = z × R n into a nilpotent Lie algebra by defining the Lie bracket
Denoting the canonical basis of R n by {X 1 , X 2 , . . . , X n }, then the canonical basis for z is {Z kj : 1 ≤ j < k ≤ n} where
Note that n is isomorphic with the free, two-step, nilpotent Lie algebra on n generators.
Let N denote the simply connected nilpotent Lie group with Lie algebra n, realizing N as z × R n also, but with group operation
Note that with this realization, the exponential map exp N for N is just the identity. Let K denote the group SO(n) of orthogonal n×n matrices having determinant one; then K acts on n in a natural way by Lie algebra automorphisms: for a ∈ K and (Z, X) ∈ n, a · (Z, X) = (aZa −1 , aX). Via the exponential map we have the action of K on N by automorphisms and we put G = N K. When n = 2, then N is G is just the classical oscillator group. In general we shall refer to G as the n-oscillator group.
Let n * (resp. z * ) denote the real linear dual of n (resp. z). For any subset s of n we denote by s ⊥ the set of all ∈ n * that vanish on s. We imbed z * in n * by identifying z * with {0} × R n ⊥ . Recall that N acts naturally on n * by the coadjoint action:
We letN denote the unitary dual of N : the set of all equivalence classes of unitary irreducible representations of the group N . We have the usual canonical Kirillov bijection κ : n * /Ad * (N ) →N . Given ∈ n * we denote its N -orbit by O . Observe that since N is two-step with center z, then for any ∈ n * , O is an affine plane contained in + z ⊥ . From now on we assume that n = 2d for some positive integer d. For each ∈ n * , define the matrix M ( ) by
where
The following is an application of well-known facts about general nilpotent Lie algebras (see [18] or [4] ). 
Hence z * ∩ Ω is a cross-section for the coadjoint orbits in Ω.
For each λ ∈ z * ∩ Ω, we now give a canonical construction for a corresponding irreducible representation π λ , so that π λ ∈ κ O λ . Note first that the complexification n C of n is naturally realized as z C + C n , where here we regard C n as n × 1 column vectors with complex entries. Let ∈ n * and let p be a subalgebra of n C .We say that p is a polarization at if [W, Z] = 0 holds for all W, Z ∈ p and if p is maximal with respect to this property. A polarization p is said to be positive if
holds for all W ∈ p. Now let λ ∈ z * ∩ Ω. We select a polarization at λ in a canonical way as follows. Define B λ :
Then B λ is an Hermitian form on C n and rank B λ = n by definition of Ω. Note also that
Since M λ is Hermitian, it has real eigenvalues. Since 
Now for each k and l, we have
and it follows that p λ is a polarization at λ. On the other hand, let
We now define a unitary representation of N associated with the data (λ, p λ ) by the method of holomorphic induction. Define the character χ λ on z by χ λ (Z) = e iλ(Z) . Set
The positivity of p λ insures that D λ is non-empty: choose any basis
and we use these complex "p λ -coordinates" on R n = N/z, with the notation:
It is straightforward to check that ψ
Then {p
is an orthogonal subset of D λ . Let H λ be the completion of D λ with respect to the above norm, and it can be seen [1] 
. We turn now to the (non-commutative) Fourier transform on N . For each
Thenf (λ) belongs to the space H λ ⊗ H λ of Hilbert-Schmidt operators on H λ . There is a constant multiple dλ of Lebesgue measure on z
where Pf (λ) is the Pfaffian of the skew-symmetric matrix M (λ). We write dµ(λ) = |Pf (λ)|dλ for ease of notation. Now {H λ ⊗ H λ } λ∈z * ∩Ω is a Borel measurable field of Hilbert spaces and we set
The map f →f as defined above extends to all of L 2 (N ) as a unitary isomorphism 
Structure Theory for k and the Orbit Method
There are natural actions of K on both z * and n * defined for a ∈ K by
For elements W and Z belonging to z define
Then ·, · is an K-invariant inner product on z with respect to which the basis
We have
At the same time given λ ∈ z * denote by Z λ the corresponding element of z. Thus z * is identified with z and this identification is equivariant with respect to the adjoint and coadjoint actions. The inner product λ, λ = Z λ , Z λ on z * is obviously K-invariant also.
Lemma 3.1. We have the following.
so that detM (a ) = detM ( ), proving part (b). As for part (c), let X and Y belong to C n ; then
Consider now the Lie algebra k of K; it is canonically identified with the set z of n × n skew-symmetric matrices, but with the non-commutative Lie bracket
In what follows we shall use the structure theory for k to understand the action of
is a Cartan subalgebra of k. When this is the case we shall say that Z is regular. The set k reg of regular elements is an open subset of k whose complement is a finite union of hyperplanes. For each Z ∈ k reg , the subgroup
Cartan subalgebra of k and T = exp(a) the canonical maximal torus in K consisting of the matrices
The following is more or less well-known.
Proof. Let Z ∈ k reg . Since all maximal tori are conjugate, we have a ∈ K such that aC K (Z)a −1 = T and hence aZa
and Λ a = {λ ∈ Λ : Z λ ∈ a}. Note that Λ is K-invariant, and that for each λ ∈ Λ, the stabilizer of λ in K is the maximal torus C K (Z λ ), which we henceforth denote by T λ . The K-equivariant duality between z and z * is applied to Lemma 3.2 to obtain the following as an immediate consequence.
Denote the Weyl group N (T )/T by W . Then the preceding shows that the map P :
Then Σ is an open subset of the Weyl chamber C associated with the set ∆ + = {λ A l ±λ Am : 1 ≤ l < m ≤ d} of positive real roots, and Σ has full Lebesgue measure in C. Hence the natural map
is injective and W · Σ = Λ a . We conclude that Σ is a cross-section in Λ for the K orbits in Λ.
Note that for each
, and put 
HenceN max is K-invariant and the action of K on Λ can be viewed as the action of K onN max . In particular the stabilizer of [π λ ] is T λ when λ ∈ Λ.
Decomposition of the Quasiregular Representation
We now turn to the quasiregular representation τ of G in L 2 (N )
We use the notationτ (
The representationτ is described in terms of the action of K onN . Let λ ∈ Λ and a ∈ K. Define C(a, λ) :
A simple computation shows the following.
In order to analyzeτ we consider the action of K on Λ more precisely. We begin by collecting together certain useful symmetry properties of the monomials p 
holds.
(ii) For each multi-index m, both
and
hold for any a ∈ K.
Proof. Part (i) is an easy consequence of the fact that M a·λ = aM λ a −1 . As for (ii), we compute that
and hence
holds for each m. To verify identity (4.3), we apply (4.2):
For the remainder of this paper we shall use bases for the spaces W 
Note that for any a ∈ T λ , we have 
λ,m , when λ ∈ Λ ± , respectively.
Lemma 4.3. Let λ ∈ Λ and B λ a normal basis for W λ . Then for any a ∈ T λ and for each multi-index m, one has
γ λ (a)e B λ λ,m = η ± λ,m (a) e B λ λ,m . according as λ ∈ Λ ± .
Proof. By part (ii) of Lemma 4.2 we have
The following is almost already proved. 
Proposition 4.5. The subspace H m isτ -invariant.
and τ m (na) = τ (na)| Hm ; thus we have τ = ⊕τ m . The representations τ m are not irreducible, but we shall see below that they are multiplicity free.
Letμ be the push-forward of µ to Σ when identified with the quotient space Λ/K. Thus for any Borel subset E of Σ, we havẽ
We have (see for example [15 
for any non-negative Borel function g on Λ. Observe thatμ is σ-finite but not finite.
It is clear that
We now compare the representationτ α,m with an irreducible representation as constructed by the Mackey machine. Now let η ∈T , and define the extensionπ α to N T byπ α (na) = π α (n)γ α (a) and set 
Note that p b is an isomorphism. Now define
We first show that the function Lf so defined on K belongs to L α,η
that is to say,
Thus Lf belongs to L α,η
. It is easy to check that L is an isometry. Now set ρ α,η
= ρ for ease of notation. It remains to show that L intertwines ρ andτ α,m . Let f ∈ H α,m and a ∈ K. Then for any b ∈ K we compute that
while on the other hand, 
The preceding is summed up as follows.
Theorem 4.7. Let G be the 2d-oscillator group and τ the quasiregular representation of G induced from K. Let T be the canonical maximal torus of K and let Σ be the orbital parameter set defined above. Then we have the explicit decomposition
where the direct sum is taken over all multi-indices m.
We remark that the intertwining operator is given explicitly as follows. Starting with L 2 (N ), map to H by F , then to
where σ(α) = sign(α(A d )), and where the last map is obtained fiberwise by the ismorphisms of Proposition 4.6.
The Dilated Oscillator Group
Now let I be the n × n identity matrix and S = R * + I. We consider now the dilated oscillator group G d = N H where H = K × S, and where S acts on n by
We use the Haar measure da ds/s on H, and we shall write it as dh . The action of S is now non-unimodular: the modulus of this action is s 2d 2 so for h = as ∈ H we define ∆(as) = s The dual action of S leaves Λ invariant and we have
where C(s, λ) : H λ → H s·λ is defined in the same way as C(a, λ) except that the modulus of the action of S on R n = N/z must now be included: 
is an just extension of τ and we denote it by ζ:
and the following is immediate.
Accordingly we have ζ = ⊕ m ζ m , andζ = ⊕ mζm . We obtain an explicit irreducible decomposition for ζ using a cross-section Ξ for H-orbits in Λ. Recall that we have the natural K-invariant inner product on ζ. The obvious choice for Ξ is Ξ = {α ∈ Σ : |α| = 1}, which is clearly a cross-section for the S-orbits in Σ, and hence a cross-section for the H-orbits in Λ. For each ξ ∈ Ξ, define the semi-invariant measure dω ξ on the
. As was the case with the group G, the representationζ ξ,m is irreducible and isomorphic with the Mackey machine representation ind 
Now Lf belongs to H σ and is unitary since
It is easily seen that L intertwines σ andζ ξ,m : for s 0 ∈ S,
while if a ∈ K, we use the fact that a and s commute, so thatτ 
We now write the direct integral decomposition of ζ into irreducibles. Recall that we have the natural K-invariant inner product on z which is just the canonical inner product when z * is identified with R e as above. Put e = dim(z) = 2d 2 − d and m = e + d = 2d
2 . Given a Borel subset A of Ξ putÃ = {tα : α ∈ A, 0 < t ≤ 1} and define σ(A) by
σ(A) = mμ(Ã).
Then σ is a Borel measure on Ξ. An easy adaptation of the usual derivation of polar coordinates yields the following. 
The desired formula follows from a standard argument.
The following is much the same as Theorem 4.7, and we note that in a similar way the intertwining operator is explicit. 
where the sum is take over all multi-indices m.
Proof. We need only decompose the measure µ, and for this we use Lemma 5.4: for any non-negative Borel function f on Λ, we have
Thus we have
and the application of Proposition 5.3 completes the proof.
Admissibility
We turn now to the question of admissibility for both τ and ζ. Hence we have the following criterion. Proof. It is obvious from the preceding that ψ is admissible if the condition (6.1) holds. On the other hand, suppose that ψ is admissible, and put 
