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Abstract
We calculate the groups of self-homotopy classes of S3 × SO(3) and SO(4).
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1. Introduction
For a topological group G and a space X , let [X;G] be the set of homotopy classes of
maps from X into G. It inherits a group structure from G. This group has been studied
by Whitehead [15] and others. Its structure is still unknown except for a few special
cases. The group [G;G] seems to be particularly interesting; we denote [G;G] byH(G)
in order to avoid confusion with the commutator subgroup of G. We have calculated
H(G) for various simple Lie groups G of small rank [6,8–10]. The purpose of this note
is to investigate the group H(G) in case G is a compact, connected, semi-simple, and
non-simple Lie group of rank 2, that is, G is isomorphic to one of S3×S3, S3×SO(3),
SO(4), and SO(3)×SO(3) (cf. Section 2). The group H(S3×S3) was given in [6] (cf.
Proposition 2.1 below). In this paper we will determine H(S3 × SO(3)), H(SO(4)),
and nilH(SO(3) × SO(3)), where nil denotes the nilpotency class. Our calculations
entail the following three results.
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Theorem 1.1.
G S3 × S3 S3 × SO(3) SO(4) SO(3)× SO(3)
nilH(G) 2 4 4 5
Theorem 1.2. The groups H(S3 × SO(3)) and H(SO(4)) are not isomorphic.
Corollary 1.1. The groups S3 × SO(3) and SO(4) are of di2erent H-homotopy type.
We recall that S3 × SO(3) and SO(4) are homeomorphic (cf. Section 2), though.
In Section 2, we calculate H(S3 × SO(3)). In Section 3, we calculate H(SO(4))
and prove Theorem 1.2 and Corollary 1.1. In Section 4, we prove Theorem 1.1.
2. Notation and the groupH(S3 × SO(3))
Spaces are assumed to be based, maps and homotopies preserve base points, and the
base point of G is the unit. We do not distinguish in notation between a map and its
homotopy class. We denote the unit of a group by 0 or 1. The identity map of a space
X is denoted by 1 or 1X . Let
dn;X : X → X∧n = X ∧ · · · ∧ X (n-times)
be the reduced diagonal map. Let CG = C2;G : G ∧ G → G be the commutator map,
that is, CG(x ∧ y) = [x; y] = xyx−1y−1. The commutator product
[ ; ] : [X;G]× [X;G]→ [X;G]
is de@ned by [f; g] = CG ◦ (f ∧ g) ◦ d2;X , and the Samelson product
〈 ; 〉 : [X;G]× [Y; G]→ [X ∧ Y; G]
is de@ned by 〈f; g〉= CG ◦ (f ∧ g). We de@ne Cn;G : G∧n → G inductively by Cn;G =
CG◦(Cn−1;G∧1) for n¿ 3. Given two spaces X1; X2, for k=1; 2, let prk : X1×X2 → Xk
be the projection and ik : Xk → X1 × X2 the inclusion. Let Z{x} be the in@nite cyclic
group generated by x and Zn{x} the @nite cyclic group of order n generated by x.
Let Pn be the real projective space of dimension n. In particular, SO(3) = P3 and
SO(2)=S1=P1. Let p : S3 → P3 denote the double covering map. Then p∗ : k(S3) ∼=
k(P3) for k¿ 2. We abbreviate C2;P3 and Cn;P3 by C and Cn, respectively. Let C˜ :
P3 ∧P3 → S3 be de@ned by C˜(p(x)∧p(y))=CS3(x∧y). Then C˜ ◦ (p∧p)=CS3 and
p◦C˜=C. Let ik;n : Pk → Pn be the inclusion map (k ¡n) and qn : Pn → Pn=Pn−1=Sn
the quotient map. For n¿ 3, let 2 : S3 → S2 be the Hopf map and n ∈ n+1(Sn) the
(n − 2)-times suspension of 2. Recall from [14] and p. 442 of [1] (cf. Section 9 of
[13] and p. 176 of [4]) that
n+1(Sn) = Z2{n} (n¿ 3); n+2(Sn) = Z2{2n} (n¿ 2);
6(S3) = Z12{CS3}; 33 = 6CS3 ;
where 2n = n ◦ n+1 and 3n = n ◦ n+1 ◦ n+2.
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A compact, connected Lie group G of rank 2 is semi-simple and non-simple if and
only if G ∼= (S3×S3)=H with H being a central subgroup. Since the center of S3×S3
is Z2 × Z2 ([7,16]), such a Lie group G is isomorphic to one of the following:
S3 × S3; SO(3)× S3; S3 × SO(3); (S3 × S3)=d(Z2); SO(3)× SO(3);
where d : Z2 → Z2 × Z2 is the diagonal map. Recall from p. 99 of [16] and [7] that
SO(4) = (S3 × S3)=d(Z2) and note that SO(3)× S3 ∼= S3 × SO(3). De@ne
’ : S3 × P3 → SO(4)
by ’(x; p(y)) = (xy; y), where  : S3 × S3 → SO(4) is the projection. Then ’ is a
homeomorphism (but not an H-map, see Corollary 1.1). Note that
H(S3 × SO(3)) ∼= [S3 × P3;S3]⊕ [S3 × P3;P3]:
In the rest of this section, we shall calculate [S3 × P3;S3] and [S3 × P3;P3].
Lemma 2.1. (1) For any group  and any elements x; y; z of it, we have
[xy; z] = x[y; z]x−1[x; z]; [x; yz] = [x; y]y[x; z]y−1:
(2) If Y ∪ en is a space with en, an n-cell, and q : Y ∪ en → Y ∪ en=Y = Sn the
quotient map, then the image of q∗ : n(G)→ [Y ∪ en; G] is a central subgroup.
(3) [P3;P3] = Z{1P3} and [P3;S3] = Z{q3}.
(4) 〈p; i1;3〉= p ◦ 3, 〈〈p; i1;3〉; i1;3〉= p ◦ 23 and 〈〈〈p; i1;3〉; i1;3〉; i1;3〉= p ◦ 33 = 0.
(5) [S3 ∧ P2;S3] = Z4{C˜ ◦ (p ∧ i2;3)} and (C˜ ◦ (p ∧ i2;3))2 = 23 ◦ (1S3 ∧ q2).
(6) [S3 ∧ P3;S3] = Z12{C˜ ◦ (p ∧ 1P3 )} ⊕ Z4{(CS3 ◦ (1S3 ∧ q3))9} and
(C˜ ◦ (p ∧ 1P3 ))8 = (CS3 ◦ (1S3 ∧ q3))4;
CS3 ◦ (1S3 ∧ q3) = (C˜ ◦ (p ∧ 1P3 ))8(CS3 ◦ (1S3 ∧ q3))9:
(7) Let i0 : A := (S3 ∨ P3) ∪ S3 × P2 → S3 × P3 be the inclusion map, and
q : S3 × P3 → S3 ∧ P3 and +q : A → A=(S3 ∨ P3) = S3 ∧ P2 the quotient maps. Then
q ◦ i0 = (1S3 ∧ i2;3) ◦ +q (2.1)
and the following sequence is exact:
0 −−−−−→ 6(P3) q
∗(1∧q3)∗−−−−−→ [S3 × P3;P3] i
∗
0−−−−−→ [A;P3]−−−−−→ 0: (2.2)
Proof. (1) is easy and well-known. As for (2) we refer to p. 91 of [3]. The @rst
equality of (3) follows from Proposition 4.1 of [6] and the second equality is obvious.
Let
SO(3) i
′
−−−−−→ SO(4) p
′
−−−−−→ S3
be the canonical @bration. We prove 〈p; i1;3〉=p ◦ 3 by showing i′ ◦ 〈p; i1;3〉 = 0. Let
j : U(2) → SO(4) be the inclusion and p′′ : SO(5) → SO(5)=SO(3) the projection.
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Consider the following commutative diagram with exact horizontal sequences:
Recall that
3(U(2)) ∼= Z; 4(SO(5)) ∼= Z2; SO(5)=U(2) ≈ SO(6)=U(3) [2];
k(SO(6)=U(3)) ∼= k+1(SO(∞)) = 0 (k = 3; 4):
Hence 3(SO(4)) = Z{1S4} ⊕ Z{j∗} and i′ ◦p= a1S4 + bj∗ with a; b∈Z, where
 generates 3(U(2)). Since the following exact sequence splits, i′ ◦p is not divisible
by any integer ¿ 2, and so a is prime to b:
0 −−−−−→ 3(SO(3)) i
′
∗−−−−−→ 3(SO(4)) p
′
∗−−−−−→ 3(S3) −−−−−→ 0:
Let p′∗j∗ = c · 1S3 , c∈Z. Since the map p′′∗ in the diagram above is surjective and
3(SO(5)=SO(3)) ∼= Z2 [11], it follows that c is odd. Hence
0 = p′∗i
′
∗p= (±2a+ bc)1S3
and so bc =∓2a. Thus, a is odd and b is even and so
i′ ◦ p ≡ 1S4 (mod 23(SO(4)))
and
i′ ◦ 〈p; i1;3〉= 〈i′ ◦ p; i′ ◦ i1;3〉 (by (15:2) and (15:3) of [5])
= 〈1S4 ; i′ ◦ i1;3〉 (since 4(SO(4)) ∼= Z2 ⊕ Z2)
=±〈i′ ◦ i1;3; 1S4〉r (by (15:10) and (15:13) of [5])
=±J (i′ ◦ i1;3) (by (16:2) of [5]);
where 〈 ; 〉r is the relative Samelson product and J : 1(SO(4)) → 5(S4) the J ho-
momorphism [5]. Since J (i′ ◦ i1;3) = 4 and 4 = 0, we have i′ ◦ 〈p; i1;3〉 = 0 as
desired.
We have
〈〈p; i1;3〉; i1;3〉= 〈p ◦ 3; i1;3〉= 〈p; i1;3〉 ◦ 4 = p ◦ 23;
where the second equality follows from (15.4) of [5]. Similarly,
〈〈〈p; i1;3〉; i1;3〉; i1;3〉= p ◦ 33;
which is not zero. This establishes (4).
We have
p ◦ C˜ ◦ (p ∧ i2;3) ◦ (1S3 ∧ i1;2) = C ◦ (p ∧ i1;3) = 〈p; i1;3〉= p ◦ 3
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and so C˜ ◦ (p ∧ i2;3) ◦ (1S3 ∧ i1;2) = 3. Thus, (5) follows from Corollary 5(1) of [12]
and the exactness of the sequence
0 −−−−−→ 5(S3) (1∧q2)
∗
−−−−−→ [S3 ∧ P2;S3] (1∧i1;2)
∗
−−−−−→ 4(S3) −−−−−→ 0:
Since, as is well-known, the projection S2 → P2 is stably trivial, we have S3 ∧ P3 
(S3 ∧ P2) ∨ S6. Hence
[S3 ∧ P3;S3] ∼= [S3 ∧ P2;S3]⊕ 6(S3) ∼= Z4 ⊕ Z12
and so the following exact sequence splits:
0 −−−−−→ 6(S3) (1∧q3)
∗
−−−−−→ [S3 ∧ P3;S3] (1∧i2;3)
∗
−−−−−→ [S3 ∧ P2;S3] −−−−−→ 0:
Therefore [S3 ∧ P3;S3] is generated by CS3 ◦ (1S3 ∧ q3) and C˜ ◦ (p ∧ 1P3 ). Since
(1S3 ∧ p)∗(C˜ ◦ (p ∧ 1P3 )) = CS3 , it follows that the order of C˜ ◦ (p ∧ 1P3 ) is 12 and
that (1S3 ∧ p)∗ : [S3 ∧ P3;S3]→ 6(S3) is an epimorphism. Since
(1S3 ∧ p)∗{(CS3 ◦ (1S3 ∧ q3))(C˜ ◦ (p ∧ 1P3 ))−2}= 1;
the order of (CS3 ◦ (1S3 ∧ q3))(C˜ ◦ (p ∧ 1P3 ))−2 is 4. Hence
(CS3 ◦ (1S3 ∧ q3))4 = (C˜ ◦ (p ∧ 1P3 ))8
and so
CS3 ◦ (1S3 ∧ q3) = (CS3 ◦ (1S3 ∧ q3))4(CS3 ◦ (1S3 ∧ q3))9
= (C˜ ◦ (p ∧ 1P3 ))8(CS3 ◦ (1S3 ∧ q3))9:
Thus,
[S3 ∧ P3;S3] = Z12{C˜ ◦ (p ∧ 1P3 )} ⊕ Z4{(CS3 ◦ (1S3 ∧ q3))9}:
This proves (6).
The identity (2.1) is obvious from the de@nitions. In the following commutative
diagram, two vertical sequences and the @rst horizontal sequence are short exact:
Hence the second horizontal sequence is also short exact. This establishes (7) and
completes the proof of Lemma 2.1.
Proposition 2.1. We have [S3 × P3;S3] = H ⊕ Z4{(C˜ ◦ (p ∧ 1P3 ) ◦ q)9}, where H is
the image of the monomorphism (1× q3)∗ : [S3 × S3;S3]→ [S3 × P3;S3]. The group
[S3×S3;S3] is generated by pr1; pr2 and CS3 ◦ q˜, subject to the relations (CS3 ◦ q˜)12=1
and [pr1; pr2] = CS3 ◦ q˜, where q˜ : S3 × S3 → S3 ∧ S3 is the quotient map.
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Proof. For the second assertion, cf. Proposition 3.1 of [6]. Since
[pr1; q3 ◦ pr2] = CS3 ◦ (1S3 ∧ q3) ◦ q
in [S3 × P3;S3] and since the following diagram is commutative with exact rows:
0 −−−−−→ 6(S3) q˜
∗
−−−−−→ [S3 × S3;S3] −−−−−→ [S3 ∨ S3;S3] −−−−−→ 0
∩






(1∧q3)∗






(1×q3)∗ ∼=






(1∨q3)∗
0 −−−−−→ [S3 ∧ P3;S3] q
∗
−−−−−→ [S3 × P3;S3] −−−−−→ [S3 ∨ P3;S3] −−−−−→ 0;
the @rst assertion is a consequence of Lemma 2.1.
Proposition 2.2. The group [S3 × P3;P3] is generated by
z1 = p ◦ pr1; z2 = pr2; z3 = C ◦ (p ∧ 1P3 ) ◦ q; z4 = z˜94
subject to the relations
z123 = z
4
4 = [z1; z3] = [zi; z4] = 1 (16 i6 3);
[z1; z2] = z3; [z2; z3] = z63z4; (2.3)
where z˜4 = p ◦ CS3 ◦ (1S3 ∧ q3) ◦ q.
Proof. Since p∗ : [S3 ∧ P3;S3] ∼= [S3 ∧ P3;P3], it follows from Lemma 2.1(6) and
the exactness of the following sequence that the group [S3 × P3;P3] is generated by
z1; z2; z3, and z4:
0 −−−−−→ [S3 ∧ P3;P3] q
∗
−−−−−→ [S3 × P3;P3] −−−−−→ [S3 ∨ P3;P3] −−−−−→ 0:
We have [z1; z3] = 1 and [z1; z2] = z3 from the de@nition of commutator products.
Moreover, Lemma 2.1(2) implies that z4 is central so that [zi; z4] = 1 for 16 i6 3.
By Lemma 2.1(6), we have
z123 = z
4
4 = 1; z
8
3 = z˜
4
4; z˜4 = z
8
3z4: (2.4)
The cellular approximation theorem implies that there is a map
f : S3 × P3 → S3 ∧ P2 ∧ P2
such that
(q ∧ pr2) ◦ d2;S3×P3 = (1S3 ∧ i2;3 ∧ i2;3) ◦ f:
We have
[z3; z2] =C3 ◦ (p ∧ 1∧2P3 ) ◦ (q ∧ pr2) ◦ d2;S3×P3
=C ◦ (p ∧ 1P3 ) ◦ (C˜ ∧ 1P3 ) ◦ (p ∧ 1∧2P3 ) ◦ (q ∧ pr2) ◦ d2;S3×P3
=C ◦ (p ∧ 1P3 ) ◦ {(C˜ ◦ (p ∧ i2;3)) ∧ i2;3} ◦ f:
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Since Lemma 2.1(5) implies that the order of C˜ ◦ (p ∧ i2;3) is 4, we have
[z3; z2]4 = 1: (2.5)
The cellular approximation theorem implies that there is a map
g : S5 → S3 ∧ P1∧2 = S5
such that
( +q ∧ pr2|A) ◦ d2;A = (1S3 ∧ i1;2 ∧ i1;3) ◦ g ◦ (1S3 ∧ q2) ◦ +q:
Applying H 5(−;Z2) to the last equality, we see that the degree of g is odd. We have
i∗0 [z3; z2] = [i
∗
0 z3; i
∗
0 z2]
=C3 ◦ (p ∧ 1∧2P3 ) ◦ (1S3 ∧ i2;3 ∧ 1P3 ) ◦ ( +q ∧ pr2|A) ◦ d2;A
=C3 ◦ (p ∧ i∧21;3) ◦ g ◦ (1S3 ∧ q2) ◦ +q= p ◦ 23 ◦ g ◦ (1S3 ∧ q2) ◦ +q
=p ◦ 23 ◦ (1S3 ∧ q2) ◦ +q
= {C ◦ (p ∧ i2;3) ◦ +q}2 (by Lemma 2:1(5))
= {C ◦ (p ∧ 1P3 ) ◦ q ◦ i0}2 (by (2:1))
= i∗0 z
2
3
and so
[z3; z2]z−23 ∈Ker(i∗0 ) = Im{q∗(1S3 ∧ q3)∗}= Z12{z˜4}
by (2.2). Hence [z3; z2]z−23 = z˜
a
4 for some integer a. Thus,
[z3; z2] = z23 z˜
a
4
and so z8(a+1)3 = 1 by (2.4) and (2.5). Therefore, a ≡ 2 (mod 3). We shall show
a ≡ 5 (mod 6) by proving
[[[z1; z2]; z2]; z2] = p ◦ 33 ◦ (1S3 ∧ q3) ◦ q = 1: (2.6)
Assume (2.6). Then, writing a= 3a′ + 2, we have
[[[z1; z2]; z2]; z2] = [[z3; z2]; z2] = [z23 z˜
a
4; z2] = [z
2
3 ; z2]
= z3[z3; z2]z−13 [z3; z2] = z
4
3 z˜
2a
4 = z
4
3 z˜
4
4z˜
6a′
4 = z˜
6a′
4 :
Hence a′ is odd and so a ≡ 5 (mod 6). Thus, z˜6a′4 = z˜64 = z˜184 = z24 and
[[[z1; z2]; z2]; z2] = z24 :
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Furthermore, by (2.4), we have
[z3; z2] = z23 z˜
a
4 = z
2+8a
3 z
a
4 = z
6
3z
"
4
with "=±1 and so [z2; z3] = z63z−"4 . We have z˜4(x; y) = [p(x); (p ◦ q3)(y)] for (x; y)∈
S3 × P3, and so, since p ◦ q3 = 12P3 : P3 → P3, we have
z˜4 = [p ◦ pr1; (pr2)2] = [z1; z22] = [z1; z2]z2[z1; z2]z−12
= z3z2z3z−12 = z3(z
6
3z
−"
4 z3z2)z
−1
2 = z
8
3z
−"
4 = z˜
4−9"
4 :
Since the order of z˜4 is 12, it follows that " = −1 and so [z2; z3] = z63z4. This settles
(2.3) and we have
z˜4 = [z1; z22] = z
8
3z4: (2.7)
Now we prove (2.6). From the de@nition of commutator products, we have
[[[z1; z2]; z2]; z2] = C4 ◦ (p ∧ 1∧3P3 ) ◦ k;
where k=(pr1∧pr∧32 )◦d4;S3×P3 . The cellular approximation theorem implies that there
is a map
h : S6 → S3 ∧ P1∧3 = S6
such that
k = (1S3 ∧ i∧31;3) ◦ h ◦ (1S3 ∧ q3) ◦ q:
Applying H 6(−;Z2) to the last equality, we see that the degree of h is odd. Then
[[[z1; z2]; z2]; z2] =C4 ◦ (p ∧ 1∧3P3 ) ◦ (1S3 ∧ i∧31;3) ◦ h ◦ (1S3 ∧ q3) ◦ q
=p ◦ 33 ◦ h ◦ (1S3 ∧ q3) ◦ q (by Lemma 2:1(4))
=p ◦ 33 ◦ (1S3 ∧ q3) ◦ q
= 1 (by (2:2)):
This completes the proof of Proposition 2.2.
Let $ = [S3 × P3;S3] and  = [S3 × P3;P3]. Then H(S3 × P3) ∼= $ ⊕  and, by
Propositions 2.1 and 2.2, we have
[$;$] = Z12{CS3 ◦ (1S3 ∧ q3) ◦ q}; [; ] = Z12{z3} ⊕ Z4{z4};
[[; ]; ] = Z4{z63z4}; [[[; ]; ]; ] = Z2{z24}:
Hence nil$= 2 and nil = 4.
Corollary 2.1. The group H(S3 × P3) is nilpotent of class 4 and its commutator
subgroup is isomorphic to Z12 ⊕ Z12 ⊕ Z4.
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3. The groupH(SO(4))
Since ’ : S3 × P3 → SO(4) is the homeomorphism, it induces the isomorphism
’∗ :H(SO(4)) ∼= [S3 × P3;SO(4)]: (3.1)
Hence it suNces to compute [S3 × P3;SO(4)]. We have the following commutative
diagram with short exact rows:
[S3 ∧ P3;SO(4)] −−−−−→ [S3 × P3;SO(4)] −−−−−→ [S3 ∨ P3;SO(4)]
∼=






∗ ∩






∗ ∩






∗
[S3 ∧ P3;P3 × P3] q
∗
−−−−−→ [S3 × P3;P3 × P3] −−−−−→ [S3 ∨ P3;P3 × P3]:
(3.2)
Lemma 3.1. The image of the composite
[S3 ∨ P3;SO(4)] ∗−→ [S3 ∨ P3;P3 × P3]  −→ 3(P3 × P3)⊕H(P3)⊕H(P3)
is 3(P3 × P3)⊕ {(2&+ ; ) | &; ∈H(P3)} where  is the canonical isomorphism.
Proof. The image of  ◦ ∗ is the direct sum of the images of the following two
homomorphisms:
∗ : 3(SO(4))→ 3(P3 × P3); (3.3)
∗ : [P3;SO(4)]→ [P3;P3 × P3] =H(P3)⊕H(P3): (3.4)
The map ∗ in (3.3) is an isomorphism. Hence it suNces to show that the image of
∗ in (3.4) is {(2&+ ; ) | &; ∈H(P3)}. Since
’∗ : [P3;S3 × P3]→ [P3;SO(4)]
is a bijection, Lemma 2.1(3) implies that any element of the image of ∗ in (3.4) has
the form  ◦ ’ ◦ &, where
&= (i1 ◦ ql3)(i2 ◦ 1mP3 )∈ [P3;S3 × P3]
for some l; m∈Z. We have
 ◦ ’ ◦ &(p(x)) = ((p ◦ q3 ◦ p(x))lp(x)m; p(x)m):
Hence pr2 ◦  ◦ ’ ◦ &= 1mP3 and pr1 ◦  ◦ ’ ◦ &= 12l+mP3 . Therefore, the image of ∗ in
(3.4) is {(2&+ ; ) | &; ∈H(P3)}.
Maintaining the notation of Proposition 2.2, we de@ne certain elements of [S3 ×
P3;P3 ×P3] as follows: xk = i1 ◦ zk ; yk = i2 ◦ zk (16 k6 4). Let K denote the image
of the induced map
∗ : [S3 × P3;SO(4)]→ [S3 × P3;P3 × P3]:
The following is a consequence of Lemma 2.1(1), Proposition 2.2, (2.7), (3.2), and
Lemma 3.1.
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Theorem 3.1. The map ∗ yields an isomorphism from [S3×P3;SO(4)] onto K . The
group K is generated by x1, y1, x22, x2y2, x3, y3, x4, y4, subject to the relations
x123 = y
12
3 = x
4
4 = y
4
4 = 1;
[x1; x3] = [y1; y3] = [y1; x22] = [x
2
2 ; x2y2] = [x
2
2 ; x3] = [x
2
2 ; y3] = 1;
[xk ; yl] = 1 ( for all k; l with k; l = 2);
[&; x4] = 1 ( for all &∈{x1; x22 ; x2y2; x3});
[&; y4] = 1 ( for all &∈{y1; y2; x22 ; x2y2; y3});
[x1; x22] = x
8
3x4; [x1; x2y2] = x3; [y1; x2y2] = y3;
[x2y2; x3] = x63x4; [x2y2; y3] = y
6
3y4:
Hence the commutator subgroup of K amounts to
Z12{x3} ⊕ Z12{y3} ⊕ Z4{x4} ⊕ Z4{y4}:
Since
nilH(SO(4)) = nil [S3 × P3;SO(4)]6 nil[S3 × P3;P3 × P3] = 4
and [[[x1; x2y2]; x2y2]; x2y2] = x24 = 0, we obtain
Corollary 3.1. The nilpotency class of H(SO(4)) is 4.
Proof of Theorem 1.2. Since Corollary 2.1 and Theorem 3.1 imply that the commutator
subgroups of H(S3×P3) and H(SO(4)) have distinct orders, it follows that H(S3×
P3) and H(SO(4)) are not isomorphic.
Proof of Corollary 1.1. If there were an H-map f : SO(4) → S3 × P3 which is a
homotopy equivalence, then f∗ : [S3 × P3;SO(4)] →H(S3 × P3) is an isomorphism
and so we have an isomorphism H(SO(4)) ∼= H(S3 × P3) by (3.1), this would
contradict Theorem 1.2.
4. The proof of Theorem 1.1
We have nilH(S3 × S3) = 2 by Proposition 2.1 and
nilH(S3 × P3) = nilH(SO(4)) = 4
by Corollaries 2.1 and 3.1. In order to establish Theorem 1.1, it suNces to prove the
following.
Proposition 4.1. The group H(P3 × P3) has nilpotency class 5.
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We need a lemma. Let [S3]∈H 3(S3;Z2) and t ∈H 1(P3;Z2) be generators of
respective groups.
Lemma 4.1. The class C˜∗[S3] may be written as C˜∗[S3] = t2 ⊗ t + t ⊗ t2.
Proof. Since q∗2 : H
2(S2;Z2) ∼= H 2(P2;Z2) and since the composite of
H 3(S3;Z2)
C˜∗−−−−−→H 3(P3 ∧ P3;Z2) ∼= H 3(P2 ∧ P1;Z2)⊕ H 3(P1 ∧ P2;Z2)
is {C˜ ◦ (i2;3 ∧ i1;3)}∗ ⊕ {C˜ ◦ (i1;3 ∧ i2;3)}∗, it suNces to prove the following equalities:
C˜ ◦ (i2;3 ∧ i1;3) = q2 ∧ 1P1 ; C˜ ◦ (i1;3 ∧ i2;3) = 1P1 ∧ q2:
As is easily seen, [P2 ∧ P1;S3] = Z2{q2 ∧ 1P1} and [P1 ∧ P2;S3] = Z2{1P1 ∧ q2}. To
induce a contradiction, assume C˜ ◦ (i2;3 ∧ i1;3) = 0. Then
C˜ ◦ (1P3 ∧ i1;3) = f ◦ (q3 ∧ 1P1 )
for some f∈ 4(S3). Since f ◦ 2 · 1S4 = 0 and q3 ◦ p= 2 · 1S3 , we have
0 = p ◦ f ◦ (q3 ∧ 1P1 ) ◦ (p ∧ 1P1 ) = C ◦ (1P3 ∧ i1;3) ◦ (p ∧ 1P1 ) = 〈p; i1;3〉:
This contradicts Lemma 2.1(4). Hence C˜ ◦ (i2;3 ∧ i1;3) = 0, that is,
C˜ ◦ (i2;3 ∧ i1;3) = q2 ∧ 1P1 :
Similarly, C˜ ◦ (i1;3 ∧ i2;3) = 1P1 ∧ q2.
Proof of Proposition 4.1. Since
H(P3 × P3) ∼= [P3 × P3;P3]⊕ [P3 × P3;P3];
it suNces to prove nil[P3×P3;P3]=5. First, we prove nil[P3×P3;P3]¿ 5 by showing
, := [[[[pr1; pr2]; pr2]; pr2]; pr1] = 0:
Let q′ : P3 × P3 → P3 ∧ P3 be the quotient map. We have [pr1; pr2] = p ◦ C˜ ◦ q′ and
hence, from the de@nition, ,= C4 ◦ (p ∧ 1∧3P3 ) ◦ k, where
k = (C˜ ∧ 1∧3P3 ) ◦ (q′ ∧ pr2 ∧ pr2 ∧ pr1) ◦ d4;P3×P3 :
The cellular approximation theorem implies that there is a map
g : S6 → S6 = S3 ∧ P1∧3
such that
k = (1S3 ∧ i∧31;3) ◦ g ◦ (q3 ∧ q3) ◦ q′:
Apply H 6(−;Z2) to the last equality. Then Lemma 4.1 implies that
t3 ⊗ t3 = k∗([S3]⊗ t ⊗ t ⊗ t) = q′∗(q3 ∧ q3)∗g∗[S6];
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where [S6] is the generator of H 6(S6;Z2). Hence g∗[S6] = 0 so that the degree of g
is odd and hence
,=C4 ◦ (p ∧ 1∧3P3 ) ◦ (1S3 ∧ i∧31;3) ◦ g ◦ (q3 ∧ q3) ◦ q′
=p ◦ 33 ◦ g ◦ (q3 ∧ q3) ◦ q′ = p ◦ 33 ◦ (q3 ∧ q3) ◦ q′:
As was shown in p. 300 of [12], (q3∧q3)∗ : 6(P3)→ [P3∧P3;P3] is injective. Hence
q′∗(q3 ∧ q3)∗ : 6(P3)→ [P3 × P3;P3] is a monomorphism. Therefore , = 0, because
p ◦ 33 = 0.
Next we prove nil[P3 × P3;P3]6 5 by showing
" := [[[[[u1; u2]; u3]; u4]; u5]; u6] = 0
for all u1; : : : ; u6 ∈ [P3 × P3;P3]. Since [u1; u2]∈ q′∗[P3 ∧ P3;P3] and
p∗ : [P3 ∧ P3;S3] ∼= [P3 ∧ P3;P3];
we can write [u1; u2] = p ◦ f ◦ q′ for some f∈ [P3 ∧ P3;S3]. Then "= h ◦ g, where
g= ((f ◦ q′) ∧ u3 ∧ u4 ∧ u5 ∧ u6) ◦ d5;P3×P3 : P3 × P3 → S3 ∧ P3∧4;
h= C5 ◦ (p ∧ 1∧4P3 ) : S3 ∧ P3
∧4 → P3:
We have g= 0, because S3 ∧P3∧4 is six-connected and dimP3 ×P3 = 6. Hence "= 0
and so nil[P3 × P3;P3]6 5.
Therefore, nil[P3 × P3;P3] = 5.
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