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Book review
Matrices, Moments and Quadrature with Applications, G.H. Golub, G. Meurant, Princeton University
Press (2010) xi+363 pp
A large number of Gene Golub’s many contributions to scientiﬁc computing exploit relations
between orthogonal polynomials, quadrature, and linear algebra. These include the Golub–Welsch
algorithm for computing the nodes and weights of Gauss quadrature rules from the recursion coefﬁ-
cients of the associated orthogonal polynomials,modiﬁedmatrix eigenvalueproblems for determining
the nodes and weights of Gauss–Radau and Gauss–Lobatto quadrature rules, the computation of re-
cursion coefﬁcients for orthogonal polynomials for measures modiﬁed by a rational factor, updating
and downdating orthogonal polynomials with data ﬁtting applications, and methods for computing
upper and lower bounds for quadratic and bilinear forms with the Lanczos algorithm. GérardMeurant
has collaboratedwith Gene Golub on several papers on the latter topic, including the seminal work [4].
Many of these important results due Golub and his collaborators are scattered in the literature. It
is of great beneﬁt to the scientiﬁc community that this material, together with related work, has been
collected in a book. The book contains a wealth of information. The ﬁrst nine chapters are concerned
with the theoretical background and algorithms, and the remaining six chapters describe applications.
The initial chapters discuss properties of orthogonal polynomials and tridiagonal matrices, including
the QD algorithm, as well as the Lanczos and conjugate gradient methods. The relation between the
Lanczos method, the Stieltjes procedure, and orthogonal polynomials is emphasized. The Lanczos
method, as well as the Stieltjes procedure, determine recursion coefﬁcients for orthogonal polyno-
mials given a measure. The (modiﬁed) Chebyshev algorithm determines these coefﬁcients from the
(modiﬁed) moments. It is convenient to store the recursion coefﬁcients in a symmetric tridiagonal
matrix, referred to as a Jacobi matrix. Algorithms for modifying the Jacobi matrix when the measure
is multiplied by a rational function are described, the computation of Gauss-type quadrature rules
is discussed, and the problem of bounding quadratic forms uT f (A)u is considered. Here A is a large
real symmetric, possibly sparse, matrix, f is a nonlinear function, such as the exponential function,
the logarithm, or the square root, and u is a real unit vector. The superscript T denotes transposition.
Application of k steps of the Lanczos method with initial unit vector u yields a symmetric tridiagonal
Jacobi matrix Tk . If the (2k)th derivative of f is nonnegative in the convex hull of the spectrum of A,
then
eT1 f (Tk)e1  u
T f (A)u,
where e1 = [1, 0, . . . , 0]T denotes theﬁrst axis vector. This result follows from the connection between
the Lanczos method and orthogonal polynomials, and the remainder formula for Gauss quadrature
rules. The expression uT f (A)u is a Stieltjes integral
∫
f (t)dα(t) and eT1 f (Tk)e1 is a k-nodeGauss quadra-
ture rule associated with the measure dα. A lower bound for uT f (A)u can be determined by replacing
the Gauss rule by an appropriate Gauss–Radau rule under suitable conditions. This replacement can
be carried out by a simple modiﬁcation of Tk . Upper and lower bounds also can be determined for
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bilinear forms uT f (A)v. Here v is a vector different from u. The book discusses several techniques for
bounding or estimating bilinear forms.
The latter chapters of the book describe a variety of applications of the techniques discussed in the
ﬁrst part. The techniques for bounding quadratic forms uT f (A)u are applied to compute estimates for
det(A) and tr(A−1) for large symmetric matrices. The latter quantity is needed in Generalized Cross
Validation. These techniques also are applied to bound the A-norm or the Euclidean norm of the error
of iterates determined by the conjugate gradient method applied to the solution of linear systems of
equations with a symmetric positive deﬁnite matrix. Least-squares and total least-squares problems
are discussed as well as the solution of discrete ill-posed problems. The book describes a large number
of numerical experiments that illustrate the performance of methods discussed. Meurant has made
MATLAB code used for these experiments available. This is very nice.
I like this book very much. It provides an excellent overview of techniques that blend orthogonal
polynomials with linear algebra. Only occasionally, I felt that a more detailed discussion of available
results might have been beneﬁcial for readers. For instance, in the discussion of modiﬁcations by
rank-one matrices in Section 9.1.2, we are referred to important work by Dongarra and Sorensen
[2] but not to improvements due to Gu and Eisenstat [7]. Section 5.6.3 describes an algorithm by
Gragg and Harrod [6] for inverse eigenvalue problems, but does not mention the important paper
by Rutishauser [9] on which the former work is based. The chapter on discrete ill-posed problems
describes several ways to determine the regularization parameter, but does not mention that most of
them are heuristic. Moreover, on p. 285 a formula is attributed to [1], which I cannot ﬁnd there. Finally,
readers maybe would ﬁnd references to work of Gragg [5] and Gutknecht [8] helpful in the discussion
of the nonsymmetric Lanczos and BiCG methods.
Theaboveareminorpoints. This is awonderful bookandanice complement to the fairly recentbook
on orthogonal polynomials by Gautschi [3]. I would like to express my gratitude to GérardMeurant for
all his work for this book.
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