MIMO-OFDM performs signal detection on a subcarrier basis which requires high speed computation in MIMO detection due to its large computational cost. Conventional designs in a MIMO detector increase processing time in proportion to the number of subcarriers and have difficulty in real-time processing for large numbers of subcarriers. A complete pipeline MMSE MIMO detector presented in our previous work can provide high speed computation. However, it tends to be excessive in a circuit scale for small numbers of subcarriers. We propose a new scalable architecture to reduce circuit scale by adjusting the number of iterative operations according to various types of OFDM system. The proposed detector has reduced circuit area to about 1/2 to 1/7 in the previous design with providing acceptable latency time.
Introduction
Multiple-input multiple-output orthogonal frequency multiplexing (MIMO-OFDM) is effective in enhancing communication capacity or reliability and has become a key technology in current wireless communications. MIMO-OFDM is adopted in IEEE802.11n [1] and IEEE802.11ac [2] (known as standardization of next wireless LAN system). In MIMO technology, spatial division multiplexing (SDM) can achieve high data rates by use of multiple transmit and receive antennas. MIMO transmission of four streams will become practical use as IEEE802.11n option supports a 4 × 4 MIMO transmit mode which provides a maximum 600-Mbps data rate.
Signal detection in a MIMO receiver, called MIMO detection, needs high speed computation due to its large computational cost. Moreover, packet MIMO-OFDM estimates channel matrices at a preamble and computes inverted matrices in a short period before receiving data symbols. Otherwise, the receiver is forced to have long processing latency with large memory buffers or give up real-time processing. Hardware implementation of MIMO detection is one important issue in current wireless communication systems. Algorithms for MIMO detection are classified into linear detection [3] - [6] ordered successive interference cancellation (OSIC) [7] , [8] , and maximum-likelihood (ML) detection [9] , [10] . They trade off between complexity and MIMO detection performance. Since OFDM performs MIMO detection on a subcarrier basis, its computational cost is proportional to the number of subcarriers. A MIMO-OFDM receiver requires considerable throughput performance even for linear detection. We focus on hardware implementation of linear detection. Recent research has tackled linear detectors in zero-forcing (ZF) [3] , [4] or minimum mean squared error (MMSE) [5] , [6] for 4 × 4 MIMO-OFDM. For the MMSE criterion, QR decomposition and Sherman-Morrison formula algorithms have been adopted in a MMSE MIMO detector in [5] , [6] . Their detectors suffer from real-time processing for large numbers of subcarriers because their architectures rely on a large number of iterative operations. On the other hand, we have presented a complete pipeline MMSE MIMO detector based on Strassen's matrix inversion in [11] , [12] . This detector can make use of concurrent and pipeline processing and has systematic matrix computation suitable for hardware implementation. The processing time of the complete pipeline detector is 150 times faster than the other detectors on the condition of 512 subcarriers [12] . However, it has the drawback in circuit area. It tends to be excessive in a circuit scale for small numbers of subcarriers.
Note that the number of OFDM subcarriers widely ranges from 64 to 2048 such as IEEE802.11n/ac and IEEE802.16e/m wireless systems. The detectors based on iterative architecture [5] , [6] cause the shortage of throughput performance for large numbers of subcarriers. The detector based on complete pipeline architecture [11] tends to be excessive in a circuit scale for small numbers of subcarriers. We present a new scalable pipeline MMSE MIMO detector which attains both circuit reduction and real-time processing and is effective for various types of OFDM system. The key point is to adjust the number of iterations according to OFDM parameters. The acceptable latency time is determined by OFDM parameters such as a signal sampling rate, a guard interval (GI) length and a subcarrier count. Proposed scalable pipeline architecture optimizes hardware structure according to the number of iterative steps. The scalable pipeline detector changes a matrix operation flow for each step and realizes circuit reduction, which is based on dynamically reconfigurable architecture. The VLSI implementation of the scalable pipeline MMSE MIMO detector and its circuit performance comparison with the conventional detectors are also reported in this paper.
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MIMO Detection and Timing Requirement
For a MIMO-OFDM system with M T transmit antennas, M R receive antennas, and N data subcarriers, a MIMO channel for k-th subcarrier is given by H [k] with a M T ×M R matrix. In MIMO detection, a received signal vector y [k,t] for t-th data symbol is described by
where s [k,t] and n [k,t] represent a transmitted signal vector and white Gaussian noise, respectively. H [k] is estimated from training symbols. The purpose of MIMO detection is to extract s [k,t] from the received vector. The linear detection inverts the channel matrix using ZF or MMSE criterion. The ZF computes the inverse matrix of H −1
[k] . The matrix inversion of the MMSE is computed as
where σ 2 indicates a noise variance and (·) H denotes a function of Hermitian transpose. The matrix inversion of (2) is called preprocessing. The MIMO decoding extracts the approximate transmit vectors aŝ
The timing chart of MIMO detection in 4×4 MIMO-OFDM (i.e., M T =4, and M R =4) is illustrated in Fig. 1 . On receiving the last training symbol, a receiver starts computing MIMO channel matrices for all subcarriers. The preprocessing can be executed after computing each MIMO channel matrix. Since the data symbols follow the training symbols in packet mode OFDM, the receiver should complete the preprocessing before receiving the data symbols. Otherwise, the receiver has long processing delay with large memory buffers or gives up real-time processing. We define acceptable latency time as the sum of FFT duration and GI length, e.g., T FFT +T GI , which is used as a measure of real-time processing in this paper. For instance, the IEEE802.11n PHY frame has parameters of N=108, T FFT =3.2 μs, and T GI =0.8 μs.
The acceptable latency time of the preprocessing is 4.0 μs in this case.
Algorithms and Architectures

Algorithms
The hardware implementation of the preprocessing in (2) has been discussed in recent research due to its considerable calculation cost. QR decomposition and ShermanMorrison formula as matrix inversion lemma are used for complexity reduction of matrix inversion [5] , [6] . In our previous work, we have adopted Strassen's algorithm [11] . We briefly describe algorithms of QR decomposition by modified Gram-Schmidt and Strassen's matrix inversion for discussing VLSI architectures for a MMSE MIMO detector. In QR decomposition, a matrix A is divided into an orthogonal Q and a right triangular matrix R as A=QR. The procedure of the modified Gram-Schmidt for a 4 × 4 square matrix is summarized below: -Definition
for j=i+1 to 4
end end. To compute (2), matrix multiplication of H and inversion of triangular matrix R are additionally required (See Ref. [14] for the details). Strassen's algorithm for matrix inversion divides a square matrix into equal small matrices [13] and applies analysis solution. For a 4 × 4 matrix Ω, it is divided into 2 × 2 four submatrices and inversed, which can be expressed as
The common parts of ω
11 , and λ −1 contribute to complexity reduction. The MMSE criterion in (2) gives a complex conjugate symmetric at non-diagonal components for matrix inversion, i.e., ω 12 =ω H 21 . It enables further complexity reduction by ω 12 =ω H 21 . The whole procedure for computing (2) including matrix multiplications is explained in Sect. 4.
Architectures
Figures 2 and 3 show iterative and complete pipeline architectures for implementing the preprocessing in (2) . The preprocessing should be computed for all N subcarriers. Iterative architecture repeats its computation by the number of subcarriers. Complete pipeline architecture operates a block of subcarriers which goes through all pipeline stages. Iterative architecture shares arithmetic units in most of the computations and realizes by a small circuit scale, which is shown in Fig. 2(a) . Complete pipeline architecture has high throughput performance by increasing the number of simultaneously operating arithmetic units. It provides high speed computation and requires a large circuit scale, which is shown in Fig. 3(a) . The throughput performance of complete pipeline architecture is hihger than that of iterative architecture. It causes a shorter processing time indicated by the timing chart in Figs. 2(b) and 3(b) . QR decomposition is implemented by iterative architecture [6] . The modified Gram-Schmidt updates vectors of q i and a (i+1) j in (8) and (10), respectively. Their updating operations can be implemented into shared arithmetic units in iterative architecture. Conversely, they are not suitable for complete pipeline architecture which makes use of concurrent and pipeline processing. The modified Gram-Schmidt updates and computes a vector or an element within a matrix. During this operation, a detector sets the other vectors and elements to idle states. Current and pipeline processing induces large memory buffers for these idle states in this situation. Strassen's algorithm is implemented by complete pipeline architecture [11] , which enables concurrent and pipeline processing in the divided 2 × 2 submatrices shown in (12) and is suitable for its hardware implementation because of the systematic 2 × 2 matrix operations in (12)- (14) .
Iterative architecture and complete pipeline architecture benefit in circuit scale and throughput performance, respectively. However, the following issues should be noticed:
• Processing time of iterative architecture is proportional to the number of subcarriers. It is difficult to keep the processing time which is less than the acceptable latency for large numbers of subcarriers.
• Circuit scale of complete pipeline architecture tends to be excessive for small numbers of subcarriers. If a detector has a long idle time waiting for data symbols after the preprocessing, it has room to reduce circuit scale by decreasing throughput performance. . The number of steps is determined so that processing time is less than acceptable latency time. The processing time can be estimated from OFDM parameters. A MIMO detector changes matrix operations by switching data paths for the steps, which is achieved by dynamically reconfigurable architecture. For small numbers of subcarriers, the scalable architecture increases the number of steps and provides small circuit scale. For large numbers of subcarriers, it increases throughput performance by connecting pipelined matrix operation units and performs the preprocessing in a few steps. The properties of conventional and proposed architectures are summarized in Table 1 . Their comparison with the circuit implementations is discussed in Sect. 5. The design of a MMSE MIMO detector based on the scalable pipeline architecture is described in the next section.
Scalable Pipeline MMSE MIMO Detector
Design Procedure
The design procedure of a scalable pipeline MMSE MIMO detector is described as follows: 
Number of Steps
Processing time of a scalable pipeline MMSE MIMO detector is explained by the timing chart in clock cycle unit shown in Fig. 5 . When a MIMO detector has α pipeline stages, a block of data is delayed for α cycles, which is illustrated in 5(a) . Next, we consider processing cycle in preprocessing from the timing chart in Fig. 5(b) . From first to (M−1)-th steps, output data for all N subcarriers are fed into memory in N+α cycles. At the last step, the output data are directly used for the MIMO decoding shown in Fig. 1 without memory feedback. The processing time is given by the product of the processing cycle and a clock period, which is computed as
where F s donotes operating clock frequency. The acceptable latency is given by the sum of T FFT and T GI as shown in Fig. 1 . The condition of T C is expressed as
For instance, N=108, T FFT =3.2 μs, and T GI =0.8 μs assumes the OFDM parameters of IEEE802.11n standard with a 40-MHz channel. When a detector operates at 250-MHz clock frequency and has 12 pipeline stages,
From the above calculation, 9-step computation is appropriate in this case. We treat the cases of 9-step and 2-step computations in the circuit, which are assumed in IEEE802.11n with a 40-MHz channel and IEEE802.11ac with an 80-MHz channel, respectively.
Strassen's Algorithm
As explained in Sect. 3, we use Strassen's algorithm in implementation of a MIMO detector. It divides a 4 × 4 matrix into four 2×2 submatrices and performs matrix inversion by analytic solution. The preprocessing in (2) can be expressed by the following equations:
where h i j and g i j (i={1,2}, j={1,2}) indicate a 2 × 2 submatrix of H [k] and G [k] with omitting a subcarrier index k. These computations consist of 2 × 2 matrix operations and have similarities among the above equations. The divisions of 9-step and 2-step computations in Strassen's algorithm are indicated in Table 2 . Equations (19)-(33) are divided so as to equalize the numbers of matrix operations (multiplication, addition/subtraction, and inversion) at each step. The minimum requirement of 2 × 2 matrix arithmetic units in circuit design is given by this division. Figure 6 shows a flowchart of 2 × 2 matrix operations for the 9-step computation, which is given by two types of operation flow, i.e., "Type A" and "Type B." These matrix operation flows are used in steps in Table 2 . The addition of elements by σ 2 and the Hermitian transpose are omitted because of their few complexity. The operation flows in "Type A" and "Type B" are different, however they can share the same operation units in matrix multiplication and addition. Dynamically reconfigurable architecture is a reasonable idea to realize this hardware resource sharing, which is achieved by changing data paths among matrix operation units. Dynamically reconfigurable architecture changes data path patterns among circuit units and their functions by the circuit units themselves. It provides a high degree of flexibility in changing circuit specifications and applications [15] , [16] and hardware cost reduction by sharing common functional resources [17] . For digital signal processors, the flexibility enables implementation of various kinds of hardware processing in multimedia and wireless applications. This case reconfigures interconnections and logic functions in processor and memory units [15] , [17] . For dedicated circuits, the reconfigurability is used for dynamically changing circuit specifications (e.g., varying FFT size in [16] ) by reconfiguring interconnections and logic functions in arithmetic units. We make use of dynamically reconfigurable architecture for switching the matrix operation flows in a MIMO detector. It can minimize the used number of matrix arithmetic units by resource sharing even for every types of step computations, which are indicated by the items of "Minimum Requirements" in Table 2 .
Dynamically Reconfigurable Architecture
The circuit structure of a MIMO detector in the 9-step computation is illustrated in Fig. 7 . The signal "Sel" is used for switching the operation flows of "Type A" and "Type B." The output data moves to external memory and is reused as the intermediate value at the next step. For instance, the output data of b 11 at the "Step #1" is utilized for the data input at the "Step #4." The external memory is assumed to be shared by the other processing, e.g., MIMO channel estimation and MIMO decoding. The detector has the total 12 pipeline stages when data goes through the matrix inversion to the matrix addition. The flowchart of the 2-step computation is illustrated in Fig. 8 . The "Type A" and "Type B" have the same matrix For 2×2 matrix operation units, we use the same circuit structure of pipelined arithmetic units presented in our previous work [11] . In 2 × 2 matrix inversion, we apply direct computation using λ 11 λ 12 λ 21 λ 22
Implementation Results
The implementation results of the proposed detectors designed by 9-step and 2-step computations and the comparison with the conventional detectors are summarized in Table 3. The 9-step and 2-step computations operate at clock frequency of 250 MHz and 160 MHz, respectively. The 24-bit wordlength in a fixed-point format with dynamic floating scaling is adopted in both detectors. The data where the processing time is less than the acceptable time are meshed in the table. The detectors based on iterative architecture [5] , [6] satisfy up to the condition of 52 subcarriers assuming IEEE802.11n standard at a 20-MHz channel. The complete pipeline detector [11] can provide real-time processing for all the conditions in subcarriers, however it requires two millions logic gates. The conditions of 216 and 472 subcarriers would be suitable for an 80-MHz channel OFDM discussed in the standardization of IEEE802.11ac, which have been evaluated in [12] . The 9-step computation is optimized for the condition of 108 subcarriers (explained in Sect. 4.2) and has reduced circuit scale by 86% compared with the previous detector [11] . The 2-step computation can satisfy all the conditions of subcarriers and has reduced circuit scale by 60%. The proposed scalable pipeline architecture achieves power reduction of 1/11 and 1/4 in the 9-step and 2-step computation, respectively.
Conclusion
We have presented a scalable pipeline MMSE MIMO detector for a 4 × 4 MIMO-OFDM receiver. The new concept is to optimize a circuit structure of a detector by adjusting the number of iteration steps according to various types of OFDM system. We have proposed scalable pipeline architecture based on this concept and presented the design of a MMSE MIMO detector. In the VLSI implementation, the designed detectors of 9-step and 2-step computations have attained both circuit reduction and real-time processing on the conditions of subcarriers in IEEE802.11n and IEEE802.11ac. Other scalable pipeline detectors (e.g., 4-and 5-step computations) could be designed according to the proposed architecture, whose implementations will be presented in our future works.
