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Abstract
Estimating the probability density function (pdf) from a limited sample of data is a challeng-
ing data analysis problem. Furthermore, determining which pdf best describes the available data
involves an extra layer of complexity to the analysis, which if ignored, can have considerable con-
sequences.
We propose a combined maximum entropy (MaxEnt) moments and Bayesian model selection
method to address this problem. The MaxEnt moments component is used to formulate a set of
possible pdf models, each constrained by a different set of moments and parameterised by a set
of Lagrangian multipliers. The Bayesian model selection component makes an inference about the
most probable model, from the set of MaxEnt moment models. The structure of the prior pdf for
the Lagrangian multipliers is determined from an expansion of the free energy functional for each
MaxEnt model, and corresponding hyperparamaters are calculated empirically.
Numerical experiments were used to test the proposed method on samples taken from Gaussian
and (more complex) non-Gaussian distributions, over a range of sample sizes. The results clearly
demonstrate that the method can discriminate between simple and complex MaxEnt models for
sample sizes approximately greater than 60. Our results demonstrate that MaxEnt and Bayesian
methods are complementary. More critically, Bayesian inference is necessary when a set of com-
peting MaxEnt models can be derived for a single dataset from a range of assumptions.
Keywords: Bayesian model selection, maximum entropy, probability density function, moments
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1 Introduction and Background
1.1 Introduction
There are many situations in which a probability density function (pdf) needs to be determined from
a limited random sample of data. Typically the underlying physical, chemical, biological and even
socio-economic mechanisms are so complex that it is difficult to derive an accurate model. Using the
available data, an inference is made regarding the most plausible distribution given a set of distribution
functions. Each distribution comes with specific assumptions about its shape and tails, which can
impact subsequent analysis and decision making. There are also a wide range statistical methods
for determining a pdf, conditional on the data and available prior information, including standard
likelihood method [1, 2], Bayesian methods [3–6] and non-parametric methods, such as histogram
[7–9] and kernel density estimation [10–12]. Regardless of the statistical method employed, this type
of analysis is essentially a problem of missing information, where limited and noisy data is used to
make an inference about the underlying pdf.
We present a combined maximum entropy (MaxEnt) method of moments with a Bayesian model
selection procedure to determine the most plausible pdf conditional on the available data. The Max-
Ent moments method, proposed by Mead and Papanicolaou [13], ensures the candidate pdfs belong to
a wide class of distributions, without examining each specific function, while the Bayesian component
ensures that the selected pdf does not under- or over-fit the available data. Our contribution demon-
strates how the prior distribution, necessary in the Bayesian model selection, can be determined, using
empirical hyperparameters. That is, the MaxEnt method provides a means to derive a set of possible
density functions from various pieces of information and constraints, while Bayesian estimation, being
based on empirical hyperparamaters, ensures that a parsimonious model that accounts for the data
can be selected. In the event of substantial model uncertainty it may be necessary to average over the
models. In this case, a Bayesian approach is necessary to determine the posterior model probabilities
conditional on the available data [14, 15]. The approach presented here also addresses the limitation
of the method proposed in Hibbert et al. [16], by defining an appropriate prior for the Lagrangian
parameters.
We have been made aware of a similar approach by Bretthorst [17] which combines both the
MaxEnt and Bayesian methods. The approach presented here was independently formulated and
developed, and may offer some additional and/or alternative insight into the problem of estimating
probability density functions. The difference in the approaches is discussed, in the next section, after
some background to the MaxEnt method is given, and our combined MaxEnt and Bayesian approach
is further outlined.
1.2 Background
The MaxEnt principle provides a general approach for determining a pdf given the available data and
a set of constraints [18, 19]. Maximising the entropy function with respect to a set of constraints
ensures that a unique pdf with the fewest assumptions can be determined [5, 19–22]. Shore and
Johnson [20, 21] proved that maximising the entropy function with respect to available information is
the only function that leads to the most probable distribution. They showed the entropy function must
satisfy uniqueness, coordinate system invariance, subset and system independence [20, 21, 23, 24].
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Ishwar and Moulin [22] showed that the MaxEnt method is applicable to a general class of moment
inequalities and incorporates a wider class of convex distributions, such as the exponential-family
of distributions. There are many examples where specific moment conditions can be used to derive
many common density functions, including the exponential, Pareto, normal, Poisson, lognormal and
gamma distribution [5, 25–27]. Abramov [28] has shown how the MaxEnt moments approach can
be extended to estimate multidimensional pdfs. Importantly, Pressé et al. [23, 24] have shown that
‘exotic’ forms of the entropy function violate the systems independence (i.e. additivity) requirement
established by Shore and Johnson [20, 21] and result in pdfs with biases that are not supported by the
data. Moreover, Pressé et al. [23, 24] argue that pdfs with power laws can be determined by imposing
appropriate constraints, rather than by redefining the entropy function.
TheMaxEnt moments method proposed by Mead and Papanicolaou [13], determines the underlying
density function by maximising the entropy function constrained by a set of polynomial moments.
This approach represents a special case of the general approach proposed by Jaynes [18], and the
axiomatic argument presented by [20–22]. Mead and Papanicolaou [13] proved that for a monotonic
sequence of moments, the underlying density function can be reconstructed to within a selectable error.
Mead’s and Papanicolaou’s MaxEnt moments method is applicable to problems where a monotonic
sequence of moments can be used to derive the corresponding density function – see examples in
Sec. III to Sec. V in [13].
When limited randomly sampled data are available, unique moments cannot be determined accu-
rately, although the sample moments need to be used in Mead’s and Papanicolaou’s MaxEnt moments
method. Due to the sample size, the sample moments will suffer from sampling uncertainty. In order
to address this, Ciulli et al. [29] proposed an extension of Mead’s and Papanicolaou’s method for
‘noisy’ sample moments. The extension assumed a Gaussian likelihood function to account for the
statistical uncertainty of the moments. However, Ciulli et al. [29] assumed the statistical uncertainty
of the moments converged to a normal distribution by the central limit theorem, which in turn is
dependent on having a large sample size. Furthermore, the method can result in under- or over-fitting
of the density function when too few or too many moments are used to evaluate the pdf. It does
not qualify the appropriate number of moments needed to account for the data. Wu [25] proposed a
variety of statistical measures and information criteria to determine the appropriate MaxEnt moment
model, and demonstrated its application to U.S. family income, which produced a better fitting result
compared to the conventional choices of lognormal and gamma distributions. Park and Bera [27]
derived a number of common pdfs using the MaxEnt method, which relies on a set of Lagrangian
parameters (see Table 1, p.221), and used orthodox statistical methods to assess competing MaxEnt
models. Zellner and Tobias [30] used a Bayesian framework to estimate posterior odds and then select
between various regression models.
A key component in Bayesian model selection is the probabilistic evidence or marginalized likelihood
function, which quantifies how probable the data is conditional on a particular model – for example see
[4, 5, 15, 31–38] and references therein. The probabilistic evidence ensures that no particular parameter
set, or small region of parameter sets, is overly influential. Once the probabilistic evidence for a given
MaxEnt model (i.e. a MaxEnt distribution with specific number of moments) has been determined,
the posterior model probability can be evaluated by applying Bayes theorem – see abovementioned
references. The posterior model probability quantifies the degree of belief for the MaxEnt pdf model,
conditional on the data.
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In our solution, we combine the MaxEnt moments method of Mead and Papanicolaou [13] with
Bayesian model selection to determine the number of components that best accounts for the data.
We treat the Lagrangian multipliers as the model parameters and attribute a prior distribution to
them. We use Markov Chain Monte Carlo method (MCMC) to sample the Lagrangian multipliers and
calculate the evidence of each given model. MCMC enables the joint pdf of the Lagrangian multipliers
and the data to be calculated. The integration over the Lagrangian multipliers to calculate the evidence
is accomplished using reverse importance sampling technique – see [32] (Appendix E, pp. 217–222).
The priors for the Lagrangian multipliers are defined as a multivariate normal distribution, centered
about the optimum set of Lagrangian multipliers for a given model with covariances calculated from
the Hessian matrix of the free energy proposed by Mead and Papanicolaou [13]. The optimum set of
Lagrangian multipliers and covariance matrix become hyperparameters for the Lagrangian multipliers
of a given model, and are evaluated empirically from the data. The uncertainty for the MaxEnt pdf
model is calculated using the MCMC sample for the Lagrangian multipliers.
Critically, a multivariate normal distribution was used as the prior pdf for the Lagrangian multipli-
ers. This prior pdf accounts for the cross-correlations between the Lagrangian multipliers, which also
impacts on the uncertainty region for the MaxEnt model. This feature defines the difference between
our solution and that of Bretthorst [17], which assumed the Lagrangian multipliers are independent
and truncated by the minimum and maximum values of the Lagrangian values.
A combined MaxEnt moments and Bayesian approach assesses any features that may appear in
the MaxEnt pdfs relative to the data. Furthermore, this approach could be extended to assess a larger
set of MaxEnt model structures, where each structure is derived from a variety of constraints, not
just from the set of sample moments. Another key observation is that the MaxEnt method is used to
derive likelihood functions that are assessed by the Bayesian model selection.
1.3 Paper outline
An outline of the paper is as follows. The MaxEnt and Bayesian theory are presented in Section 2; Sec-
tion 3 outlines the numerical procedure, which applies a MCMC technique to calculate the evidence
and model probabilities. In Sections 4 and 5 the proposed method is tested on simulated datasets,
sampled from three known pdfs for a range of sample sizes. The three true pdfs were a Gaussian,
non-Gaussian and lognormal, respectively for a range of sample sizes. The uncertainties for the most
probable MaxEnt model were also calculated and used to compare the competing MaxEnt model
pdfs. Section 5.5 outlines how the present approach can be generalised to selecting competing MaxEnt
models derived using moments other than centralised polynomial moments. The conclusion is given
in Section 6. Appendix A outlines the MCMC procedure used to calculate the evidence and model
probabilities, including pseudo-code of the MCMC algorithm used in the study – see Algorithm 1.
2 Theory
2.1 Transforming the measurand
In our formulation of the problem, centralised moments are used in the MaxEnt method. The data
measurand may also otherwise be transformed to a more suitable coordinate system. For example,
the transformation may be an offset, to remove the mean, or taking the logarithm, or both. The
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measurand is denoted x, and the transformed measurand is denoted x̃.
The MaxEnt pdf is determined in the x̃-coordinate system and then transformed back into the
x-coordinate system, where the probabilistic evidence (13), is calculated. This procedure generally
avoids numerical instabilities arising from very large moments, such as a singular Hessian matrix,
needed for the hyperparameter and defined later in (17).
More specifically, a transformation, denoted T , is found such that the measurand x is transformed
into x̃, and is expressed as,
T : x→ x̃ (1a)
and
T −1 : x̃→ x. (1b)














2.2 MaxEnt moments approach
2.2.1 MaxEnt PDF
In this section, the maximum entropy (MaxEnt) moments method developed by Mead and Papanico-
laou [13] is outlined. The details of proofs are given in their paper. The genesis of the approach can
be found in Jaynes [18]. The MaxEnt method is used to determine a probability density function from
a set of moment constraints. The set of moments represent testable information [5, 18, 19]. Subject
to this information, the pdf that maximises the entropy function is determined.
In our application of Mead’s and Papanicolaou’s [13] approach, we transform the problem of
determining the pdf according to (1a), and define the first N moments, denoted by µ̃ = {µ̃n; n =





x̃n f(x̃) dx̃, ∀n = 1, 2, . . . , N. (3)
We wish to find the MaxEnt pdf in the transformed coordinates, f(x̃), for different model struc-
tures. The model structure, obtained by constraining the firstN moments of f(x̃) to equal µ̃ is denoted
byMN . ForMN , we determine the f(x̃) that maximises the entropy function subject to the set of N
moments. This ensures that we obtain the pdf with the fewest assumptions subject to the constraints.
The entropy function of f(x̃) is given by the Boltzmann-Shannon entropy function [5, 18, 19],
S [f(x̃)|m(x̃)] = −
∫
x̃∈X
f(x̃) ln [f(x̃)/m(x̃) ] dx̃, (4)
where m(x̃) plays the role of “invariant measure”1 for S [f(x̃)|m(x̃)], such that m(x̃) ≥ 0, ∀ x̃; and
where x̃ ∈ X ⊂ R, where X = [x̃min, x̃max] and defines the finite boundary for f(x̃). We note
that strictly speaking, (4) defines a functional of f(x̃) relative to m(x̃). The measure m(x̃) ensures
that (4) is invariant when (1) is applied. The entropy function (4) is also equivalent to minus the
Kullback-Leibler divergence, S[f(x̃)|m(x̃)] = −DKL(f(x̃)||m(x̃)) [4].
1Sivia [5] describes m(x̃) as a Lebesgue measure [19, 39].
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At a practical level m(x̃) represents the default MaxEnt model. That is, a prior estimate, guess,
assumption or theoretically derived estimate about f(x̃) prior to collection of the data. Once the
data has been collected, the MaxEnt principle updates m(x̃) with respect to a set of constraints – see
below (5) and (6). If a priori information is available about the measurand, this information can be
used to define m(x̃) (using the MaxEnt principle). For example, suppose the possible minimum and
maximum range of the data is known a priori. According to the MaxEnt principle the appropriate
m(x̃) would be a uniform pdf over the range of the data. If additional information in terms of the
mean and standard deviation were known a priori, then m(x̃) would be defined as a normal pdf via
the MaxEnt principle. That is, using the available a priori information about the measurand, the
MaxEnt principle can be used to express the prior information as a density function in the form of
m(x̃). Both f(x̃) and m(x̃) are normalised for unit area.























where λ0 and λ = {λn; n = 1, . . . , N} are the Lagrangian parameters corresponding to the constraints
on moments 0, 1, . . . , N . The first term in (5) is the entropy function, (4), the second term constrains
f(x̃) to have unit area, and the third term is the set of constraints imposed by the sample moments,
given later by (19).
Following the procedure of maximising the entropy function with respect to λ and f(x̃), under the
moment constraints, we set δL = 0 and arrive at [13],
























where λN = {λn; n = 1, . . . , N} is the set of Lagrangian multipliers for model structure MN ;
Z(λN |MN , I) = e
1+λ0 and is the normalising term or partition function; and I represents all the
background information that might be available.
The Z(λN |MN , I) term in (6), also denoted Z(λN ) for brevity, ensures the pdf is normalised for
unit area, and is given by










More importantly, Z(λN ) plays the role of the partition function [18] and ensures that a unique set
of Lagrangian multipliers can be determined from moments, µ̃.
The MaxEnt pdf f(x̃) can also be expressed in discrete form as f = {fk = f(x̃k); k = 1, 2, 3, . . . ,K}
from (6) for K-sample points of x̃, and where the explicit dependence on λN has again been omitted.
6
2.2.2 Determining the Lagrangian multipliers
The uniqueness of the MaxEnt pdf, for a given number of moments, is dependent on uniquely deter-
mining λN . An equivalent formulation of a maximum entropy approach is to derive the free energy
in terms of λ and determine the global minimum.
Mead and Papanicolaou [13] showed that the free energy functional in terms of Z(λ) is given by,





and is minimized when,
∇F = 0, (8b)
with the solution to (8b), which minimises (8a), denoted by λ̂N .
The convexity of (8a) can be proven by showing that the Hessian matrix of Z(λN ) is positive
definite [13]. Mead and Papanicolaou [13] point out that the convexity of (8a) ensures that the
Lagrangian multipliers can be determined uniquely. In practice λ̂N can be determined by using
nonlinear optimisation algorithms and is discussed further in Sect. 3.2.
Mead and Papanicolaou [13] also proved the uniqueness of the MaxEnt moment pdf for a monotonic
sequence of moments [13]. Monotonicity holds if the moments are not polluted by statistical noise
or sampling errors. However, the monotonicity of moments begins to break down if estimates of the
moments are noisy, which is the case for limited data.
In reality, the moments are noisy, which needs to be taken into account when determining the
MaxEnt pdfs, in order to prevent under- and over-fitting of the experimental data. It is this issue
which is the motivation for the present research where Bayesian model selection is applied to determine
the most probable MaxEnt pdf given the available data and prior information.
2.3 Bayesian model selection
In this section, we outline how Bayesian model selection can be applied to determine the posterior
model probabilities for competing MaxEnt solutions.
Bayes’ theorem for the posterior probabilities over a set of MaxEnt models {MN}, N = 1, . . . ,N ,
conditional on the data D, and background information I, is given by,
p(MN |D, I) =
p(MN | I) p(D|MN , I)
p(D| I)
, ∀N = 1, 2, 3, . . . ,N , (9)
where p(MN |D, I) is the posterior model probability; p(MN | I) is the prior model probability for
the N -moment MaxEnt model; p(D|MN , I) is the probabilistic evidence or integrated likelihood of
the data D, conditional on a given MaxEnt modelMN , and I; and the denominator p(D| I), ensures
the probabilities are normalised to unity, where it is implicit in the background information I that
only the specified model structures are being considered.
The a posteriori model probability, (9), quantifies the probability that a MaxEnt model,MN , is
correct conditional on the dataD, and background assumptions I. In a Bayesian context, a probability
represents the degree of belief that a proposition is correct, while being conditional on data and
background information/assumptions [5, 19]. The posterior model probability is a result of assessing
the prior information in the presence of the likelihood function. The prior model probability in (9)
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quantifies our belief that each model structure is correct. Hence, a uniform prior model probability
asserts the belief that the MaxEnt models in the set are equally probable.
The key component in (9) is the probabilistic evidence, which quantifies the likelihood that the
data is a consequence of a given MaxEnt model MN . This requires integrating over the possible
values of the Lagrangian multipliers that define the MaxEnt pdf. Moreover, by integrating over the
Lagrangian multipliers, Ockham’s razor is embedded. That is, a simple model with a few parameters,
that makes moderately successful predictions over a wide domain may be preferable to a complex
model, with more parameters, that is highly accurate over a small domain, but otherwise inaccurate
[4, 5, 19].
The first step in determining the evidence is understanding the likelihood function of the data in
terms of the set of Lagrangian multipliers, λN . The likelihood function for the data D, is the product
of MaxEnt pdf evaluations from (6), for a given set of Lagrangian parameters,




f(Di|λN ,MN , I), ∀N, (10)
where it is assumed that the data is independently and identically drawn. In order to evaluate
(10) the MaxEnt model must be transformed into measurand coordinate system (1b) – Appendix A,
Algorithm 1, lines 7 and 8.
Using the likelihood function (10), the joint density function for the data D, and the Lagrangian
multipliers λN is defined as,
p(λN , D|MN , I) = p(λN |MN , I) p(D|λN ,MN , I) (11a)
= p(λN |D,MN , I) p(D|MN , I), ∀N, (11b)
where p(λN |MN , I) is the prior pdf for the Lagrangian multipliers λN , and is conditional on the
MaxEnt modelMN . Rearranging (11), the posterior pdf for λN is given by,
p(λN |D,MN , I) =
p(λN |MN , I) p(D|λN ,MN , I)
p(D|MN , I)
, ∀N. (12)
The probabilistic evidence introduces Ockham’s razor, and can be determined by integration over
λN ,
p(D|MN , I) =
∫
RN
p(λN , D|MN , I) dλN , ∀N. (13)
The practical difficulty in applying Bayes theorem for MaxEnt model selection is evaluating (13) for a
set of MaxEnt models. This integration of (13) is non-trivial, whether performed analytically and/or
numerically.
As noted above, the denominator in (9) ensures that the probabilities are normalised to unity, and





p(D,MN | I). (14)
In summary, the Bayesian theory outlined in this section addresses the problem of how to determine
the posterior model probabilities for a set of MaxEnt solutions by applying Bayes theorem. The next
section outlines the challenging task of integrating over the Lagrangian multipliers in order to calculate
the probabilistic evidence, (13).
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3 Numerical implementation
In this section, the numerical implementation for applying the MaxEnt moments and Bayesian model
selection approach, presented in Sec. 2, is outlined.
3.1 MaxEnt moments method
The numerical application of the MaxEnt method required the data to be transformed according to
(1a) into x̃, from which the moments were determined. The MaxEnt density in the transformed
space, f(x̃), was then obtained by calculating the Lagrangian parameters by minimising the free
energy in (8a) using a nonlinear optimisation algorithm2. The MaxEnt model f(x̃) was then inverse
transformed according to (1b) to produce the likelihood function in (10), which was then evaluated
using the experimental data D.
The integration required in (7b) was approximated with Gaussian quadrature. The quadrature
weights and range of integration were specified by {w, x̃} = {wk, x̃k; k = 1, . . . , K} over the boundary
of [x̃min, x̃max] using K = 400 sample points. The integration range, [x̃min, x̃max] was determined
from the transformed data and ensured the tails of the MaxEnt pdf extended well beyond the data
range.
Using this x̃-range, the MaxEnt pdf was evaluated in the x̃-domain using (6c) with Z in (7)
approximated by,















The MaxEnt pdf in the original x-domain was obtained by transforming each quadrature node
back into the measurand space using (1b), then interpolating between the quadrature nodes. The
likelihood function (10) was evaluated from the resulting interpolated points from this pdf.
3.2 Defining the prior for Lagrangian multipliers
To evaluate the evidence for each model, a prior distribution for each model’s parameter set λN
must be specified. We chose to use a Gaussian prior for each λN , with hyperparameters evaluated
empirically. The prior was centred around the MaxEnt λ solution, λ̂N , for each model and the
covariance matrix, denoted CN , was selected so that the prior distribution reflected how sensitive the
entropy was to λN around the MaxEnt pdf solution. Priors obtained by this method are concentrated
near feasible solutions and they penalise mismatches between the model and the data due to under-
or over-fitted model structures, rather than penalise a poorly restricted prior. For example, using a
prior centred around the origin would assign significant prior mass to unstable solutions; or using a
prior with hypersphere probability density contours (so that each dimension were equally weighted)
would overly penalise higher-order models, by giving significant prior mass to unlikely solutions.
To include the sensitivity of the entropy to λN , we used the free energy, F(λN ), given by (8a),
noting that F(λN ) can be obtained by evaluating the entropy (4), at solutions given in (6). That
is, F(λN ) = S[f(x̃|λN ,MN , I)] = E[− ln(f(x̃|λN ,MN , I)]. In particular, we fitted the Gaussian
2More specifically, Mathematica’s NMinimize function and associated package was used to numerically calculate λ̂N
from (8a).
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prior to the distribution proportional to exp [−F(λN )], using the second-order Taylor series expansion
of F(λN ) around λ̂N . That is,
F(λN ) = F(λ̂N ) +
1
2
(λN − λ̂N )
T∇∇F(λ̂N )(λN − λ̂N ) + · · · , (16)
since ∇F(λ̂N ) = 0 by (8b). We denote the Hessian of F(λN ) by HN , such that HN = ∇∇F(λ̂N ).










x̃n+m f(x̃| λ̂N ,MN , I) dx̃, (17c)
and similarly for 〈x̃n〉 and 〈x̃m〉. As such and in general, HN is positive definite so that CN = H
−1
N
and the prior for λN is,







(λN − λ̂N )
T C−1N (λN − λ̂N )
]
. (18)
In order to numerically determine the Lagrangian parameters λ̂N in (18), we transform a dataset
using (1a), which usually at least includes mean removal, then use the first N moments, denoted
µ̃ = {µ̃n; n = 1, 2, . . . , N}, of the transformed dataset as the moment constraints. The untrans-
formed dataset is assumed an independent and identically distributed sample from a true (unknown)
distribution, denoted by D = {Di; i = 1, 2, 3, . . . , M} and the transformed dataset is denoted x̃. The





x̃ni /M, ∀n = 1, 2, . . . , N, (19)
and are used in (8) to determined λ̂N . As noted in Sect. 2.2.2 this requires minimising (8a) using
nonlinear optimisation. In the present study Mathematica’s nonlinear optimisation package was used
calculate the Lagrangian parameters (also see footnote 2).
Since the hyperparameters were calculated from the data, the proposed Bayesian model selection
is an empirical Bayesian approach, whereas a strict Bayesian approach would require defining an
appropriate hyperprior pdf for λ̂N and CN and integrating over its domain, using such techniques as
Gibbs sampling [3].
The aforementioned discussion concerning the priors for Lagrangian multipliers assumes the set
of MaxEnt models were derived using the same transformation of the measurand (1a). Hence, the
calculation of the joint-posterior pdf (11a) and the subsequent posterior model probability (9) for each
model in the set can be calculated and from which the most probable MaxEnt models can be chosen.
If MaxEnt models from multiple sets were to be assessed against each other as a single set of models,
where each set of MaxEnt models were derived from different measurand transformations (1a), then
the prior for the Lagrangian multipliers (18) from each set would need to be transformed according
to (1b). This would enable the posterior model probabilities for all the models to be compared and
ranked against each other.
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3.3 Model prior
The posterior model probabilities (9), were calculated assuming a uniform pdf for the model prior
pdf, p(MN | I). This choice of pdf over the range of MaxEnt models assumed the models were equally
probable. If a priori information about the models were available, it could have been used to de-
fine p(MN | I). For the set of MaxEnt models, N = 2, 3, · · · ,N , the posterior model probabilities
were ranked in a consistent manner and the most probable MaxEnt model determined. In princi-
ple, the posterior model probabilities can be used to determine the weighted-average MaxEnt model
(e.g. see [14]).
3.4 Outline of the Markov Chain Monte Carlo method
3.4.1 MCMC/Metropolis algorithm
Calculating the probabilistic evidence (13), for the MaxEnt models is a challenging computational
task, since it requires integrating over the Lagrangian multipliers. A Markov Chain Monte Carlo
(MCMC) method based on a Metropolis algorithm was used to sample λN -space for a given model in
proportion to the joint-pdf of (11). After serial correlations were removed, the sampled Lagrangian
parameters were then used to compute the model’s probabilistic evidence (13), by applying reverse
importance sampling algorithm (e.g. see [32]).
The MCMC/Metropolis algorithm is described in Appendix A, including the steps to tune the
algorithm and remove the serial correlations from the MCMC data. The algorithm generates a random
sequence of λN -values based on the acceptance/rejection of a trial λN , where the acceptance probability
is defined
α(λ(l), λtrial) = min
(
1,
p(λtrial, D|MN , I)
p(λ(l), D|MN , I)
)
. (20)
Equation (20) determines the probability of accepting the λtrial with respects to the current λ(l);
if α ≥ 1 then λtrial is accepted unconditionally. For 0 < α < 1, λtrial is only accepted if α > r,
otherwise rejected, where r is a real random number drawn from a uniform distribution over [0, 1] –
see lines 16 to 23 from Appendix A. It can be shown that as l →∞ the sample of accepted λN -values
will be distributed according to (11) from which (12) can be determined (see [32, 35, 41]). The trial
Lagrangian multipliers λtrial, were drawn from a proposal distribution and is defined by a multivariate
Gaussian density λtrial ∼ Normal(λ(l), Cpd). The covariance for the proposal density Cpd was defined
by Cpd = cCN with tuning parameter c > 0 and CN given by the inverse of (17). The tuning involved
a set of pre-MCMC simulations from which the optimal acceptance ratio was determined, which in
turn determined c.
3.4.2 Numerically calculation of the probabilistic evidence
The serial correlations in the MCMC sample were removed by re-sampling the MCMC data at its
autocorrelation length. Using the re-sampled MCMC data, the probabilistic evidence was finally
calculated by applying the reverse importance sampling technique [31, 32, 42, 43],







g(λ(l)N | λ̄N , QN )




where λ(l)N denotes the lth MCMC sample (after serial correlations were removed) of λ for the
Nth model; Qr is the total number of MCMC samples remaining after the serial correlations were
removed; g(λ(l)N | λ̄N , QN ) is an N -dimensional multivariate sampling density function, chosen such
that
∫
g(λ(l)N | λ̄N , QN ) dλN = 1, given by,







(λ(l)N − λ̄N )
TQ−1N (λ(l)N − λ̄N )
]
, (22a)















(λ(l)N − λ̄N )
T(λ(l)N − λ̄N ). (22c)
For large Qr, λ̄N ≈ λ̂N and QN ≈ CN , where λ̂N and CN are described by (8) and (17), respectively.
Equation (21) is a weighted harmonic mean of the evidence. The role of g(λ(l)N | λ̄N , QN ) is to
weight the p(λ(l), D|MN , I) such that outliers do not dominate the result. The advantage of using
(21), as opposed to the usual importance sampling (IS) techniques, is that λN can be drawn from the
joint-posterior pdf (11) and used to calculate the evidence value. The usual IS techniques assumes a
priori the posterior pdf for λN can be approximated by a sampling density [32].
Since g(λ(l)N | λ̄N , QN ) is the numerator within the summation of (21), it should have thinner
tails for numerical stability reasons, and since the sample size is large a multivariate Gaussian density
function is sufficient [32].
Finally it is worth noting that other numerical techniques for calculating the probabilistic evidence
(13) could be applied, such as Nested Sampling [36, 44], and Tempering [45]. However, the rationale
of using an MCMC algorithm and then applying (21) is that f(x̃|λN ,MN , I) can also be sampled
within the same algorithm. Although, post-processing of the MCMC sample is required to remove the
serial correlations in the Markov chain.
4 Simulated Datasets
In this section an outline of the simulated datasets used to test the MaxEnt/Bayesian method is
provided.
4.1 Test distributions
The testing of the MaxEnt/Bayesian approach focused on assessing the reliability of the Bayesian
model selection for different types of distributions and data sample sizes, ranging from negatively to
positively skewed distributions. Three distribution types were chosen to be a Gaussian (symmetric),
non-Gaussian derived from the Lagrangian multipliers (left-skewed) and lognormal (right-skewed)
distributions. Table 1 summarises the parameters that defined the test distributions.
Simulated datasets were randomly drawn from the pre-defined distributions given in Table 1 with
sample sizes according to Table 2. For a given distribution and sample size, the simulated data were
independently and identically distributed (iid).
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Type Distribution Parameters
1 Gaussian 〈x〉 = 30.000, σ = 3.162
{λ1, λ2} = {0, 0.05}
2 non-Gaussian 〈x〉 = 41.000, σ = 1.476
{λ1, λ2, λ3, λ4} = {−0.05, 0.20, 0.08, 0.01}
3 Lognormal 〈x〉 = 20.000, σ = 6.000
(µ = 2.953, σ0 = 0.294)
Table 1: Different distribution types used to test the MaxEnt/Bayesian approach. The mean, 〈x〉, and standard
deviation, σ, of the measurand have arbitrary units (au). In the case of the lognormal, µ and σ0 correspond to the
lognormal mean and standard deviation, respectively.






Table 2: Samples sizes used to generate simulated datasets.
4.2 Simulating datasets
The proposed method was then applied to determine the most probable MaxEnt model for each
dataset. These sets of tests also served to indicate the minimum sample size for which the Bayesian
model selection could determine the correct model.
For the Gaussian and Lognormal distributions from Table 1, iid samples were drawn using standard
random sampling algorithms that are available in R or Mathematica.3 In the case of the non-Gaussian
test distribution the iid samples were drawn by numerically evaluating and interpolating the inverse
cdf of the test distribution. In particular, for each sample size given by Table 2, an iid sample of real
numbers was uniformly sampled over the region [0, 1]. The corresponding distribution values were
then calculated by interpolating the inverse cdf of the non-Gaussian test distribution to each sampled
point. The interpolation was carried out over a broad range to ensure the inverse cdf spanned the
range of [0, 1] – e.g., see Figure 4(a).
5 Numerical Results & Discussion
In this section we present the results of applying the MaxEnt/Bayesian method to random samples
(simulated data) drawn from a known distribution, described in Table 1. The aim of the tests was
to examine the ability of the MaxEnt/Bayesian method to predict the correct model structure, and
reconstruct the true pdf, given the available data. The MaxEnt/Bayesian results for the three distri-
butions described in Sec. 4 are presented in Sec. 5.1 to 5.3. In each case, the MaxEnt models were
3Mathematica’s RandomVariate function was used to iid from the Gaussian and Lognormal test distributions.
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calculated and the MCMC calculations of the posterior model probability were carried out for models
consisting of n = 2, 3, 4, 5 and 6 moments, from which the most probable model was selected – see
Sec. 3 and Appendix A. In Sec. 5.4, the goodness of fit of the MaxEnt pdfs is quantified and compared
to the true pdfs for a set of sample sizes.
5.1 MaxEnt Result - Gaussian test
The MaxEnt/Bayesian method was tested using data that was randomly drawn from the Gaussian
distribution given in Table 1 with sample sizes from Table 2. The Gaussian distribution provides a
simple example in which to test and examine the properties of the proposed method.
The MaxEnt pdfs for tests 1 and 5 are presented in Figures 1 and 2, where the MaxEnt models
are compared with the true Gaussian pdf. The log-evidence values and posterior model probabilities
for all sample sizes are presented in Table 3 and Figure 3, respectively.
The simulated data were de-meaned before the centralised moments (19) were determined as
x̃ = D− 〈D〉, (23)
where 〈D〉 is the sample mean of the data; and x̃ = {x̃i; ∀ i = 1, . . . , M}. The transformed measurand
and Gaussian quadrature {x̃, ω} were defined over the range ±20 with K = 400 sample points. The
MaxEnt models for N = 2 to 6 moments were calculated and transformed back into the measurand
x-range.
For each MaxEnt model, the default or prior pdf m(x̃) was assumed to be a uniform pdf over the
defined range, and is shown in Figures 1 and 2. From Figures 1 and 2, it is evident that there is
information in the data, since the final MaxEnt pdfs are non-uniform distributions with respect to
m(x̃) and indicate that their final pdf’s have diverged some way from m(x̃). Otherwise, we would
expect f(x̃|λ,MN , I) ≈ m(x̃).
More specifically, this represents the influence the constraints have on the entropy function. The
constraints act to increase the statistical divergence between the f(x̃) and m(x̃). In the case of no
constraints, the divergence between the f(x̃) and m(x̃) is zero, and f(x̃|λ,MN , I) = m(x̃).
From Figure 1(a), with sample size = 515, all the MaxEnt models appear to account for the data.
Figure 1(b) provides more detail of the tails of the MaxEnt models. The 99% credibility region for
this solution was calculated from the 0.5% and 99.5% quantiles from the MCMC sample described in
Appendix A.
For all MaxEnt models, with the exception of the N = 5 model, the tails of the models are stable.
That is, the tails decrease for increasing |x| and monotonic properties are maintained. The N = 5
model is unstable as the tails increase for x . 12 due to the λ5 x
5 term in (6), which is caused by the
model trying to fit the isolated data point at 17 a.u and the finite x̃-range, used for computational
practicality.
The MaxEnt pdf for sample size 30 is given in Figure 2(a). From visual inspection, the N = 6
model differs from the other models in that it attempts to describe undulations in the data, giving
the impression of a multi-modal pdf. The unstable tails of N = 4 and 5 models are also evident –
see Figure 2(b). The N = 5 model has λ5 = −7.05313 × 10
−8, which means it essentially mimics the
N = 4 the model. The N = 2 and 3 models appear to produce pdfs similar to the true Gaussian pdf.
Also shown in Figures 1 and 2 are the uncertainty regions for the N = 2 model. It is clear that as















































Figure 1: MaxEnt models fitted to dataset of 515 samples, sampled from a Gaussian pdf: (a) Comparing the MaxEnt
models with histogram data, prior m(x) and true pdf over a linear-scale. (b) Comparing MaxEnt models and true pdf
over a logarithmic scale. The grey shaded area corresponds to the 99% credibility region for the N = 2 model (most
probable model). All pdfs have been normalised to unit area.
The probabilistic evidence and posterior model probabilities are presented in Table 3 and Fig-
ure 3. The probabilistic evidence was calculated using the MCMC procedure outlined in Sec. 3.4 and
Appendix A. For all sample sizes considered, the posterior model probabilities predicted the N = 2
model as the most probable model. For a given sample size, there is also a systematic dependence
on N ; that is, the probabilistic evidence decreases as N increases. Given the unstable tails in the
MaxEnt models it would be tempting to eliminate them from the model selection, without calculating
their probabilistic evidence values. However, this would pre-determine the result by appealing to a
heuristic argument, and importantly, if we are going to apply Bayes theorem, all models which are
members of the set should be examined and quantified in terms of a probability conditional on the
data.
In a MaxEnt context, the N = 2 model corresponds to a Gaussian distribution; in a Bayesian
context, it is the simplest model that accounts for the data. The probabilistic evidence (13), and
subsequent Bayesian probabilities (9), are able to discern between “simple” and “complex” models,














































Figure 2: MaxEnt models fitted to dataset of 30 samples, sampled from a Gaussian pdf: (a) Comparing the MaxEnt
models with histogram data, prior m(x) and true pdf over a linear-scale. (b) Comparing MaxEnt models and true pdf
over a logarithmic scale. The grey shaded area corresponds to the 99% credibility region for the N = 2 model (most
probable model). All pdfs have been normalised to unit area.
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Model Samples Size=515 250 125 60 30
2 -1322.0 -635.3 -332.3 -160.1 -80.4
3 -1324.8 -637.5 -334.5 -161.7 -82.3
4 -1327.9 -640.2 -336.5 -163.2 -82.5
5 -1329.7 -642.4 -339.3 -163.7 -83.7
6 -1331.0 -644.6 -340.9 -165.0 -85.1
Table 3: Log-probabilistic evidence for Gaussian test over a range of sample sizes. The log-evidence values have been
rounded to the first decimal place for convenience, but the maximum relative uncertainty was . 0.07% at the 95%
confidence level.
undesirable and unphysical features i.e. unstable tails, while the N = 6 model over-fits the data. The
credibility region at the 99% probability level for N = 2 model are also shown in Figures 1 and 2.
The credibility region reflects the uncertainty arising from the available sample size and confirms the
Bayesian model probabilities. In this case, model averaging does not work because some models are




























Figure 3: Posterior model probabilities for Gaussian test. MaxEnt models 2 to 6 for a range of sample sizes, 30, 60,
125, 250 and 515. The true distribution was set to a Gaussian pdf (a). In all cases the correct MaxEnt model, N = 2
was selected.
The results from the simple example demonstrate the abilities of the MaxEnt method to propose
models given the available data, and the Bayesian analysis to “weed out” models that do not account
for the data.
5.2 MaxEnt Result - Non-Gaussian test
The second test for the MaxEnt/Bayesian method was based on data (iid) randomly drawn from a pdf
which had negative skewness. The pdf was “invented” from a MaxEnt pdf with known Lagrangian
multipliers – see Table 1. Figures 4 and 5 show the MaxEnt models for samples sizes of 515 and
60, respectively. The probabilistic evidence values and posterior model probabilities are presented in
Table 4 and Figure 6 for all sample sizes.
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For this example, the data was transformed according to (23), i.e. demeaned, then centralised
sample moments were calculated and used to generate the MaxEnt pdfs for N = 2 to 6. By comparing
the MaxEnt models to the histogram data in Figure 4(a), it is clear that the simpler MaxEnt models,














































Figure 4: MaxEnt models from dataset of 515 samples, assuming a non-Gaussian pdf: (a) Comparing the MaxEnt
models with histogram data, prior m(x) and true pdf over a linear-scale. (b) Comparing MaxEnt models and true pdf
over a logarithmic scale. The grey shaded area corresponds to the 99% credibility region for the N = 4 model (most
probable model). All pdfs have been normalised to unit area.
Figure 5 shows the MaxEnt models from sample size of 60. For these results there is considerable
variation between the MaxEnt models due to trying to fit the randomly created high-order feature
around 38 au created in the small sample. For example in Figure 5(a), the N = 6 model over-fits the
data, describing it as a bimodal distribution. The unstable tail for the N = 3 model is also evident in
Figures 5(a) & (b).
The posterior model probabilities for this case are given in Figure 6, with the probabilistic evidence
for the specified sample sizes given in Table 4. From Figure 6 the most probable model selected is
the N = 4 model for sample sizes of 60 to 515. However, for a sample size of 30 the N = 2 model
is predicted – also see Table 4. For this case, there is a breakdown of the model selection, indicating
















































Figure 5: MaxEnt models from dataset of 60 samples, assuming a non-Gaussian pdf (b): (a) Comparing the MaxEnt
models with histogram data, prior m(x) and true pdf over a linear-scale. (b) Comparing MaxEnt models and true pdf
over a logarithmic scale. The grey shaded area corresponds to the 99% credibility region for the N = 4 model (most
probable model). All pdfs have been normalised to unit area.
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fourth-order distribution.
Model Sample Size=515 250 125 60 30
2 -949.0 -445.9 -227.7 -114.1 -49.3
3 -935.5 -442.7 -225.7 -113.7 -50.1
4 -915.1 -436.0 -217.4 -111.1 -52.0
5 -916.4 -439.9 -217.8 -111.6 -52.7
6 -921.0 -440.9 -221.2 -114.5 -55.0
Table 4: Log-probabilistic evidence for the non-Gaussian test over a range of sample sizes. The log-evidence values have
been rounded to the first decimal place for convenience, but the relative uncertainty is . 0.03% at the 95% confidence
level.
From Table 4 it is interesting to notice the relative odds between models. For example, the odds
that the N = 4 model is correct relative to the N = 3 model ranges from e20.4 ∼ 7× 108 to e2.6 ≈ 13
from a sample size of 515 to 60, respectively. In contrast, the odds for N = 5 model being correct
over N = 4 model ranges from e−1.3 ≈ 0.27 to e−0.5 ≈ 0.6, over the same range of sample sizes. We
see in the first example there is very strong probabilistic evidence to believe that N = 4 model is
more probable compares to N = 3 model. In the second example, the odds in favor of N = 4 model
being correct relative to N = 5 model has decreased considerably. The N = 5 model is mimicking
the N = 4 model since the λ5 x
5 term is small in comparison to the λ4 x
4 term, and the probabilistic




























Figure 6: Posterior model probabilities for non-Gaussian test. MaxEnt models 2 to 6 for a range of sample sizes, 30,
60, 125, 250 and 515. The true distribution was set to a Gaussian pdf (b). In all cases the correct MaxEnt model, N = 4
was selected.
For this case, the MaxEnt/Bayesian method is able to distinguish between simple and complex
models for sample sizes & 60. It also demonstrates how minimal data can give rise to an incorrect
model being predicted. It is not surprising that a lower-order model is selected for a small dataset,
because in this case it is more likely that the sample is insufficiently densely populated to represent
high-order features and penalise them being omitted from the model.
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5.3 MaxEnt Result - Lognormal test
The MaxEnt models shown in Figures 7 & 8 demonstrate how apparently complex models can be
transformed and shown to be a simpler model.
In this case the measurand data, D, was transformed by
D̃ = lnD− 〈lnD〉, (24)
where lnD = {lnDi; i = 1, . . . , M}. The corresponding transformed coordinate, x̃, was defined over
[−4.5, 1.5] with 400 sample points. The prior MaxEnt model, m(x̃), was defined as a uniform pdf over
the same range. The lognormal test-distribution transforms into a normal or Gaussian pdf, and the
corresponding MaxEnt distribution is dependent on two moments.
Figure 7 & 8 shows the MaxEnt models for a range of moments and sample sizes. The posterior
model probabilities and probabilistic evidence values are also given in Figure 9 and Table 5, respec-
tively. The prior MaxEnt model is also shown in Figures 7 & 8, when transformed back into the
measurand coordinates, using (1b) whereupon it changes from a uniform pdf to a Jeffreys prior. That
is, m(x) ∝ 1/x over the defined range.
In Figure 7(a), there appears to be little variation between all the MaxEnt models. However, on
the log-scale Figure 7(b), differences in the tails are revealed; for models N = 4 & 5 in the region
x & 60 au the tails are concave up, indicating instability.
Figure 8 again shows greater variation between the MaxEnt models for a sample size of 30. It also
suggests greater instability in the models, in particular N = 3 & 5 models, while the N = 6 model
exhibits the similar characteristics to the N = 6 model in Figure 7.
Heuristic arguments could be made to eliminate particular MaxEnt models based on the properties
of the pdf and tails. However, rather than resorting to such arguments, the probability for a particular
model being true, conditional on the data, provides a means to discriminate between competing models.
The model probabilities and probabilistic evidence values, presented in Figure 9 and Table 5, show
strong and consistent evidence conditional on the data for the N = 2 model.
Model Samples Size=515 250 125 60 30
2 -1648.3 -785.3 -391.6 -201.7 -96.5
3 -1651.2 -786.2 -394.3 -204.0 -97.8
4 -1652.4 -789.8 -395.6 -205.7 -99.0
5 -1657.6 -790.5 -396.4 -208.3 -99.6
6 -1657.0 -793.1 -398.7 -206.9 -101.8
Table 5: Log-probabilistic evidence for lognormal test over a range of sample sizes. The log-evidence values have been
rounded to the first decimal place for convenience, but the relative uncertainty is . 0.03% at the 95% confidence level.
5.4 Goodness of fit
The model selection process assesses each model structure (i.e. each number of moments used in the
model) by averaging the likelihood of the parameters over the prior distribution for the parameter.













































Figure 7: MaxEnt models from dataset of 515 samples, assuming a lognormal pdf: (a) Comparing the MaxEnt models
with histogram data, prior m(x) and true pdf over a linear-scale. (b) Comparing MaxEnt models and true pdf over a
logarithmic scale. The grey shaded area corresponds to the 99% credibility region for the N = 2 model (most probable














































Figure 8: MaxEnt models from dataset of 30 samples, assuming a lognormal pdf: (a) Comparing the MaxEnt models
with data, prior m(x) and true pdf over a linear-scale. (b) Comparing MaxEnt models and true pdf over a logarithmic
scale. The grey shaded area corresponds to the 99% credibility region for the N = 2 model (most probable model). All





























Figure 9: Posterior model probabilities for the log-normal test. MaxEnt models M = 2 to 6 and sample sizes: 30, 60,
125, 250 and 515. The true distribution in the transformed variable was set to a Gaussian pdf. In all cases the correct
MaxEnt model, N = 2, was selected.
To assess the goodness of fit of each MaxEnt pdf, we use the information gain, denoted I, as a
measure. I is the expected value, over the true pdf, of the logarithm of the ratio of the true pdf to
the fitted pdf. That is, I (in bits) is given by,
I =
∫
ftrue(x) log2 [ftrue(x)/fmaxent(x)] dx, (25)
where as fmaxent(x)→ ftrue(x)∀x, then I → 0.
The information gain is presented in Figure 10 for all the tests. For the Gaussian case, Figure 10(a),
the fitted model with lowest I was N = 2 for all sample sizes, indicating that the MaxEnt pdf for
N = 2 was closest to the true model for all samples considered. In this case, N = 2 was also selected
as the best model structure for all sample sizes. As N increased, I also increased for each sample size,
indicating that the noise was being modelled.
For the non-Gaussian case, Figure 10(b), for all sample sizes, I decreased from N = 2 to N =
3, indicating that there was enough data to model the third-order features of the true pdf. The
information gain from N = 3 to N = 4 was positive for sample size 30, and negative for other sample
sizes, decreasing as the sample size increased. This can be interpreted as the fourth-order features
being subtle and requiring a large sample size to be truely represented; larger than 30, but with
improvements still being made with up 515 samples. Adding a fifth moment made little difference to
I, but adding the sixth moment increased I for all sample sizes and indicates that the noise, rather
than the underlying true pdf, was starting to be modelled.
The lognormal case, Figure 10(c), was qualitatively similar to the Gaussian case, Figure 10(a),
except the larger sample sizes did not model the noise until six moments were included.
5.5 Using other types of moments
The above approach can be applied to a wider class of MaxEnt model pdfs derived from different
moments, other than polynomial moments, where an inference between competing MaxEnt models is













































































Figure 10: Information gain versus number of moment constraints, M , for sample sizes 30, 60, 125, 250 and 515.
(a) Gaussian; (b) non-Gaussian; (c) lognormal cases.
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For example, consider the case of two MaxEnt model pdfs defined by the same number of La-
grangian multipliers, but different constraints for the same data. The lognormal and Gamma pdfs
models make different a priori assumptions about the same data (see Table 1 in [27]). At this point,
the problem of which model best describes the data becomes one of inference and model selection.
The equivalent free energy function (8a) for both models can be derived and used to estimate the
Lagrangian multipliers. The prior for the Lagrangian multipliers will be defined by (18), while the
Hessian (covariance) matrix can be determined from (16). Finally, the corresponding probabilistic ev-
idence and posterior model probability can be calculated numerically using a MCMC (or equivalent)
methods, as described in Sec. 3.4.
A key point that the current work demonstrates is that in order to assess competing MaxEnt
models, Bayesian inference and model selection is necessary. Furthermore, both methods complement
each other, where the MaxEnt method is used to determined the likelihood for the data that is
necessary in the Bayesian model selection.
6 Conclusion
The objective of this work was to apply Bayesian model selection to determine the appropriate MaxEnt
moments model conditional on the available data. The prior probability density function (pdf) for
the Lagrangian multipliers, necessary to derive the probabilistic evidence, was derived by expanding
the free-energy functional (16), where the location and covariance for the prior pdf were determined
empirically as hyperparameters (18). A Markov Chain Monte Carlo method was used to numerically
calculated the probabilistic evidence. Simulated datasets were used to test the combined MaxEnt
moments/Bayesian approach for a range of sample sizes and distribution complexity. This involved
generating random samples of data from pre-defined known distributions. Using the available data, the
combined MaxEnt moments/Bayesian approach was assessed on how well it could reproduce the true
distributions. The results demonstrated that the approach can successfully select the correct model
from sample sizes & 30 for simple models (i.e. Gaussian pdfs) and sample sizes of & 60 for complex
models (i.e. non-Gaussian pdfs), since the model structure is not known a priori we recommend a
minimum sample size of 60 to distinguish between model structures of N = 4. In each case, the
uncertainty region for the pdf of the most probable model structure was calculated and could be
used to exclude competing models. Further exploration could generalise the limits of the approach,
including higher order models or bimodal models, for example and its application in a model average
procedure in order to address model uncertainty [14].
We also outlined how the combined MaxEnt moments/Bayesian approach could be generalised to
assess competing MaxEnt models derived from moments, other than polynomial moments. A simple
example was used to illustrated how Bayesian model selection would be necessary to determine the
most probable MaxEnt model from a set of models that all had the same number of moments, but
were derived from different assumptions about the same data. A key finding of our work is that the
MaxEnt method for pdf assignment complements Bayesian model selection. Further work is required to
assess the robustness of the approach and appropriately define a prior pdf for the number of moments
necessary for calculating the posterior model probability. Finally, we have demonstrated that this
approach is fully quantitative, and we believe it has many practical applications where a pdf must be
estimated from limited data.
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A Overview of MCMC Procedure
A.1 Computational Details
For a given MaxEnt model, pre-analysis MCMC was carried out using algorithm 1 to tune the proposal
pdf such that the acceptance ratio of the random walk resulted in “efficient” MCMC sampling [46–51].
The acceptance ratio was selected to maximise the efficiency of the MCMC sampling.
A total of 12 independent MCMC simulations were carried out for a given MaxEnt model. Each
simulation consisted of 1.25×105 runs, where the first 20% was considered as the burn-in and rejected.
Using the remaining 80% of the MCMC sample, the autocorrelation function of the probabilistic
evidence was calculated and the autocorrelation length was determined. The post-burn-in MCMC
sample (i.e. remaining 80%) was then re-sampled using the calculated autocorrelation length to remove
the serial correlations in the MCMC sample. The re-sampled MCMC data from all 12 simulations
were then augmented into a single MCMC dataset and used to determine the probabilistic evidence by
applying the reverse importance sampling technique (see [32], Appendix E.4, pp. 220-222). Depending
on the efficiency of the MCMC sampling (∼ 2% to 10%), the total number of data points in the single
MCMC dataset ranged from 2.4 × 104 to 1.2 × 105. Once the probabilistic evidence was determined
for all the models, the posterior model probability, (9), was evaluated, with normalisation according
to (14).
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Algorithm 1 Pseudocode for Metropolis Algorithm
1: Initialize a = 0 ⊲ Initialize acceptance counter
2: Initialize q(λ|λ(l), Σpd) ⊲ Initialize proposal distribution
3: Initialize Gaussian quadrature, {x̃, w} ⊲ Calculate Gaussian quadrature over [x̃min, x̃max], where
x̃ = {x̃k; k = 1, 2, 3, . . . , K} for K sample points.
4: Apply T : x→ x̃ ⊲ Define x̃-range, x̃ ∈ [x̃min, x̃max] for K sample points.
5: Initialize λ(0) ⊲ Initialize starting value
6: Calculate f(0)(x̃|λ(0),MN ) ⊲ Calculate the MaxEnt pdf using (6c)
7: Interpolate f(0) over x̃-range ⊲ Interpolate (6c) over x̃ ∈ [x̃min, x̃max] for for K sample points.
8: Calculate p(D|λ(0)MN , I) ⊲ Calculate likelihood using (10).
9: Calculate p(λ(0), D|MN , I) ⊲ Calculate the joint-pdf by using (18) and (10) in (11)
10: for l← 1, Lmax do
11: λtrial ← q(λ|λ(l), Σpd) ⊲ Randomly draw λtrial
12: Calculate ftrial(x̃|λtrial,MN ) ⊲ Calculate new MaxEnt pdf using (6c)
13: Apply T −1 : x̃→ x and interpolate ftrial over x-range ⊲ Interpolate (6c) over x ∈ [xmin, xmax] for
for K sample points.
14: Calculate p(D|λtrialMN , I) ⊲ Calculate likelihood using (10).
15: Calculate p(λtrial, D|MN , I) ⊲ Calculate the joint-pdf by using (18) and (10) in (11)
16: w ← p(λtrial,D|MN ,I)
p(λ(l),D|MN ,I)
⊲ Evaluate the ratio, w, to compare λtrial with λ(l)
17: r ← U [0, 1] ⊲ Randomly draw r from a uniform pdf [0, 1]
18: if r ≤ w then
19: λ(l+1) = λtrial; p(λ(l+1), D|MN , I) = p(λtrial, D|MN , I) ⊲ Only accept λtrial, else reject.
20: a=a+1
21: else
22: λ(l+1) = λ(l); p(λ(l+1), D|MN , I) = p(λ(l), D|MN , I)
23: end if
24: Store p(λ(l+1), D|MN , I) and λ(l+1) ⊲ Store values in an array
25: end for
26: aratio = a
Lmax
⊲ Evaluate the acceptance ratio
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[23] S. Pressé, G. Kingshuk, J. Lee, and K. A. Dill. Nonadditive entropies yield probability distribu-
tions with biases not warranted by the data. Phys. Rev. Lett., 11:180604–180609, 2013.
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