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résumé et mots clés
Nous présentons une méthode de reconstruction d'images spatiales à partir de séquences à très faible flux,
acquises par un capteur en mouvement avec une vitesse moyenne constante et perturbé par des translations aléa-
toires. La vitesse moyenne et les déplacements aléatoires sont estimés pour corriger le flou de bougé, et nous
montrons que la modélisation du mouvement permet la reconstruction du champ imagé avec une très bonne pré-
cision. Nous présentons également un filtrage de Kalman original, adapté à cette situation d'observation, et qui
permet une caractérisation et un suivi des paramètres du mouvement. 
Traitement d'image, reconstruction d'images, bruit de Poisson, séquence d'images, faible flux, théorie bayésienne
de l'estimation, maximum de vraisemblance, maximum a posteriori, images astronomiques, filtre de Kalman.
abstract and key words
We present a method for image reconstruction from a sequence at very low photon-level. In this method, develo-
ped in the general context of the estimation theory, we consider a sensor with constant celerity, perturbated by
random displacements. We study the case where the deterministic celerity is unknown and is estimated with dif-
ferent estimators, and we show that the observed field is reconstructed with very good precision. We present a
Kalman filter, adapted to this observed data, and which allows to re-estimate and to track the parameters of the
movement. 
Image processing, image reconstruction, Poisson noise, image sequence, low photon, Bayesian estimation theory,
maximum likelihood, maximum a posteriori, astronomical images, Kalman filter.
1. introduction
Nous considérons ici le problème du flou de bougé pour des
images spatiales à faible flux. Dans ce cadre, la théorie bayé-
sienne de l'estimation permet, à partir d'un modèle en adéqua-
tion avec les données observées, de reconstruire des images en
réduisant le flou, que l'on dispose d'une seule image [1] ou d'une
séquence d'images [2], [3], [4], [5], [6], [7], [8], [9], [10], [11],
[12], [13]. 
Nous avons récemment présenté [14], [15] des études pour la
reconstruction d'images acquises par un détecteur à comptage de
photons, pour la mission FOCA, expérience d'observation du
ciel dans l'ultraviolet à partir d'un ballon stratosphérique. Ces
études ont été menées pour une direction d'observation fixe, per-
turbée par des déplacements aléatoires du capteur. Nous les pro-
longeons ici au cas où le capteur est en mouvement de transla-
tion uniforme, perturbé par des translations aléatoires, situation
qui peut être celle d'une observation satellitaire. L'estimation des
translations aléatoires permet la reconstruction d'une image sans
flou de bougé. 
En section 2, nous présentons les modèles utilisés pour l'estima-
tion du mouvement. Nous considérons deux modèles :
Dans le premier modèle, le déplacement est décrit comme la
somme d'une composante déterministe (la vitesse × le temps
écoulé depuis la position initiale), et d'une composante aléatoi-
re. Ce modèle est utilisé pour l'estimation du mouvement dans le
cadre de la théorie bayésienne, et nous recherchons des estima-
teurs du maximum de vraisemblance et des estimateurs du maxi-
mum a posteriori pour le déplacement, que la vitesse soit
connue ou inconnue.
Le deuxième modèle utilisé est associé à un filtre de Kalman
adapté à la situation d'observation, qui permet le suivi de la tra-
jectoire du capteur de façon évolutive. 
Enfin, en section 3, nous présentons et nous comparons les résul-
tats obtenus avec les deux modèles de mouvement considérés.
2. modèles 
et développements 
théoriques
2.1. données observées
Les adresses des photons détectés par le capteur sont délivrées
par intervalles de temps T (trames) et permettent de former des
séquences d'images à très faible flux (typiquement quelques
centaines à quelques milliers de photons par image), chaque
image étant décalée par rapport aux autres en raison du mouve-
ment du capteur. L'image finale est reconstruite par sommation
des images de la séquence après correction du mouvement. La
détermination des vecteurs de déplacement des images est ainsi
prépondérante pour la qualité de l'image reconstruite.
Dans la suite de notre étude, et en accord avec le type d'images
observées, nous supposons que :
1) La scène ne varie pas pendant le temps d'observation (la posi-
tion et l'intensité des étoiles reste constante).
2) Le bruit présent dans les images est uniquement du bruit de
photons dû à la nature discrète du flux observé.
3) La turbulence atmosphérique est inexistante.
4) Le capteur est animé d'un mouvement rectiligne uniforme,
perturbé par des translations aléatoires (les rotations sont négli-
geables).
De plus, nous ne cherchons pas à corriger la fonction d'étale-
ment des appareils d'optique, celle-ci étant par ailleurs bien
connue. Le flou considéré est donc uniquement du flou de
bougé. 
Dans l'étude qui suit, nous adopterons une notation unidimen-
sionnelle pour les images. En outre, nous noterons les matrices
en gras et majuscule et les vecteurs en gras et minuscule. 
Notons r l'image à reconstruire et r(i) la valeur de r au pixel i.
L'image r est non bruitée et sans mouvement du capteur, nous
l'appellons image de référence. Soit S = (s1,...,sp) la séquence
d'images bruitées obtenues à partir du capteur en mouvement. jp
désigne le décalage de l'image sp par rapport à l'image de réfé-
rence et j = ( j1,..., jp) est le vecteur déplacement.
L'image de référence r est supposée inconnue et de taille infinie.
Chaque image observée sp est de taille finie. Nous appellerons
w le support de cette image. La valeur sp(i) de l'image sp au
pixel i est égale au nombre de photons arrivant en ce pixel pen-
dant une trame. C'est donc la réalisation d'une variable aléatoire
de Poisson. L'image 1-a présente un exemple des champs que
nous devons reconstruire. Cette image est obtenue par simula-
tion à partir d'un modèle réaliste (ici, modèle d'image dans une
région de la voie lactée). Une image de la séquence à faible flux
est générée par simulation en effectuant un tirage aléatoire sui-
vant une loi de Poisson de paramètre µ(i) = λ × r(i) pour
chaque pixel i . La constante λ détermine le nombre moyen de
photons par image, et est choisie égale à 5 · 10−3 pour nos simu-
lations, ce qui correspond à 500 photons environ pour une image
de la séquence de taille 256 × 256 pixels. L'image 1-b est la
somme de 24600 images à faible flux, exemple d'une image
mesurée par le capteur pendant sa trajectoire. 
La fonction de vraisemblance pour la séquence d'images en
mouvement est :
L(S|r.j) =
P∏
p=1
+∞∏
i=−∞
e[−λ.r(i).w(i− jp)]
[λ.r(i).w(i − jp)]sp(i− jp)
sp(i − jp)! ,
(1)
fonction qui sera utilisée dans la suite pour l'estimation des gran-
deurs inconnues.
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2.2. estimation bayésienne 
et premier modèle du mouvement
Rappelons que jp désigne le déplacement de l'image numéro p
de la séquence par rapport à un point fixe de l'image de référen-
ce r. Nous notons ici dp la partie aléatoire du déplacement de
l'image numéro p . Ainsi, nous pouvons modéliser le déplace-
ment total de chaque image de la séquence de la manière sui-
vante :
jp = pvT + dp (2)
dp = adp−1 + σep (3)
Chaque image de la séquence est décalée aléatoirement d'une
quantité dp par rapport à une trajectoire rectiligne uniforme de
vitesse v, ep est un bruit blanc gaussien de variance égale à 1 et
de moyenne nulle. De plus, la variable aléatoire dp suit un modè-
le autorégressif d'ordre un, c'est à dire que le mouvement aléa-
toire est corrélé si a 	= 0, et a est le coefficient de corrélation.
Il a été montré [16] que ce modèle simple permet de décrire le
mouvement aléatoire du capteur de façon réaliste, en détermi-
nant le coefficient a à l'aide des équations de Yule Walker. Pour
simplifier les notations nous poserons T = 1, et la vitesse v sera
exprimée en pixels par image. 
2.2.1. estimation du vecteur j lorsque la vitesse 
est connue
Méthodologie
Nous avons envisagé deux points de vue pour l'estimation du
vecteur des déplacements j : l'estimation au sens du maximum
de vraisemblance (MV), et l'estimation au sens du maximum a
posteriori (M AP), chacune de ces stratégies conduisant à opti-
miser un critère suivant les valeurs de j. L'image de référence et
les déplacements étant inconnus, le couple (r,j) est estimé en
résolvant les systèmes d'équations suivants :


∂L(S|r,j)
∂r(i)
= 0
∂L(j|r,S)
∂ j = 0
(4)
pour le MV , et :


∂L(S|r,j)
∂r(i)
= 0
∂ P(j|r,S)
∂ j = 0
(5)
pour le M AP .
La première équation du système 4 (resp. du système 5) permet
d'exprimer l'estimation rˆMVj de r en fonction de j :
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Figure 1. – a : exemple d'image de référence r dans une fenêtre de taille 1624 × 384 pixel s; b : image somme de 24600 images (256× 256 pixels) d'une séquen-
ce observée par le capteur avant d'effectuer le recalage. Le mouvement est de un pixel toutes les 20 images suivant l'axe horizontal et l'écart type de la com-
posante aléatoire est de 7 pixels environ.
a
b
rˆ MVj (i) =
1
λ
∑P
p=1 w(i − jp)
P∑
p=1
sp(i − jp), (6)
et dans la deuxième équation du système 4 (resp. du système 5)
on remplace r par l'expression 6. Il est à noter que, ne pouvant
pas trouver analytiquement la solution de cette deuxième équa-
tion, nous la chercherons numériquement en posant
ˆjMV = arg maxj
{
ln L(S|rˆMVj ,j)
}
pour le MV , et 
ˆjM AP = arg maxj
{
ln P(j|rˆMVj ,S)
}
pour le M AP . Ainsi, les
déplacements et l'image de référence sont estimés de manière
conjointe et itérative.
Remarquons que l'image la plus vraisemblable rˆMVj est l'image
moyenne observée en chaque pixel, divisée par λ. Le poids∑P
p=1 w(i − jp) représente le nombre d'images observées
contribuant à l'estimation de r au pixel i. Il permet de conserver
la même dynamique pour l'ensemble de l'image estimée.
La vitesse v étant connue, il suffit d'estimer le vecteur des dépla-
cements, noté d = [d1,..dp,...dP ]T . 
Solution du Maximum de Vraisemblance
Cette solution est donnée par le système d'équations :


∂L(S|r,j)
∂r(i)
= 0
ˆjMV = arg maxj{ln
[
L(S|rj,j)
]}. (7)
D'après l'équation 1, on peut montrer que :
ˆjMV = arg maxj
{∑
p
∑
i
sp(i − jp) ln
[
rˆMV (i)
]}
, (8)
que l'on écrira :
ˆjMV = arg maxj {C
(1)
MV (j)}. (9)
Remarquons que jp = pv + dp , et que ici, v étant connue, l'op-
timisation porte sur d uniquement. Ainsi cette méthode fournit
un critère simple, C (1)MV (j), dont l'optimisation permet d'obtenir
l'estimateur de j au sens du MV . 
Solution du Maximum a posteriori
Nous faisons l'hypothèse que les variables aléatoires r (repré-
sentant les scènes observées) et j (représentant les mouvements
du capteur) sont indépendantes, et que en conséquence
ln [P (j|S,r)] = ln [P (S|j,r)] + ln [P(j)] + ln [P(r)] . Ainsi la
solution du M AP est donnée par :


∂L(S|r,j)
∂r(i)
= 0
jM AP = arg maxj {ln P (S|j,r) + ln P(j)} .
(10)
A partir du modèle du mouvement, nous pouvons calculer la
densité de probabilité de j lorsque la vitesse du déplacement est
v. En effet, la loi de probabilité du vecteur aléatoire
e = [e1,e2,..eP ]T est :
P(e) = 1
(
√
2π)P
P∏
p=1
exp
[
−
(
ep
)2
2
]
. (11)
L' équation 2 permet d'obtenir la probabilité de réalisation du vec-
teur j à l'aide du changement de variables ep = dp − a.dp−1
σ
:
P(j) =
1
(σ
√
2π)P
P∏
p=1
exp
{
−
[ jp − ajp−1 − v(p − a(p − 1))]2
2σ 2
}
.
(12)
La solution du système d'équations 10 est obtenue de manière
itérative. Chaque itération fournit un couple de valeurs (rˆMVj ,ˆj)
qui, à convergence, tend vers (rˆMVj ,ˆjMAP) . A chaque itération
l'image de référence est remplaçée par son estimée rˆMVj dans la
deuxième équation du système 5. Les quantités jp et jp−1 sont
alors les valeurs courantes, estimées à partir de l'image courante
rˆMVj . Bien que nous ne le démontrions pas, nous supposons que
la convergence est obtenue pour la valeur de j qui minimise la
probabilité a posteriori de j. 
Nous avons vérifé expérimentalement pour un large domaine de
valeurs des déplacements et du coefficient de bruitage λ que
cette convergence est obtenue numériquement. 
La prise en compte du modèle du mouvement permet d'aboutir
au critère suivant :
jM AP =
arg max
j
{
C (1)MV (j) −
1
2σ 2
P∑
p=1
[ jp − a jp−1 − v(p − a(p − 1))]2
}
,
(13)
que l'on écrira :
jM AP = arg maxj {C
(2)
M AP(j)}.
Ainsi, la connaissance a priori sur le mouvement du capteur
apportée par ce modèle vient pénaliser les déplacements jp qui
s'éloignent trop de leur position moyenne j¯p = pv. 
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Remarque sur les critères d'optimisation utilisés
Lors de la mise en oeuvre de l'optimisation de C (1)MV (j), ce critè-
re s'est avéré instable. En effet, une petite variation des déplace-
ments réels jp peut conduire à une grande variation des déplace-
ments estimés j MVp . Remarquons que chaque pixel r MVj (i) de
l'image reconstruite est estimé avec une variance qui dépend du
nombre d'images à faible flux participant à cette estimation.
Ainsi, pour les pixels placés sur les bords des images, l'estima-
tion de r MVj (i) est faite avec une erreur quadratique moyenne
plus grande que pour les pixels placés au centre, car peu d'images
participent à cette estimation à cause du mouvement de la
séquence. Nous avons donc décidé de ne pas utiliser le « poids »∑
l w(i − jl) qui impose la même dynamique à tous les pixels
de l'image reconstruite, et d'utiliser le critère suivant :
C (1)(j) =
∑
p
∑
i
sp(i − jp) ln
[
rˆj(i)
]
, (14)
avec rˆj(i) = 1
λ.P
∑
l
sl(i − jl) .
Les simulations ont montré que l'optimisation du critère C (1)(j)
ne présente pas les mêmes inconvénients que celle de C (1)MV (j).
C (1)(j) est donc utilisé à la place de C (1)MV (j) dans toutes les
simulations. De même,
C (2) = C (1)(j) − 1
2σ 2
P∑
p=1
[ jp − ajp−1 − v(p − a(p − 1))]2
est utilisé à la place de C (2)M AP.
2.2.2. cas où la vitesse est inconnue
Dans de nombreux cas la vitesse du capteur est inconnue. Nous
pouvons alors la considérer comme un paramètre auxiliaire et
rechercher une estimation du couple (v,d). Nous avons considé-
ré ici le cas simple où la direction de v est connue, et seul son
module est recherché. Nous avons alors envisagé deux méthodes
d'estimation de la vitesse : l'estimation au sens du MV , et une
méthode d'estimation prenant en compte la connaissance a prio-
ri apportée par le modèle.
Rappelons que la vitesse est supposée constante au cours du
temps.
Estimation de v au sens du MV
Nous cherchons à optimiser le critère du MV . Les équations 2 et
14 permettent d'obtenir l'estimateur de la vitesse du capteur :
vˆ1 =
arg max
v
∑
i
{[∑
p
sp(i− pv − dp)
]
ln
[∑
l
sl(i− pv − dl)
]}
. (15)
Dans cette expression, v et dp sont inconnus. Dans un premier
temps nous estimons numériquement v sans faire varier dp (c'est
à dire que les dp sont tous nuls), en optimisant le critère C (1) .
Ceci correspond à un recalage « grossier » de la séquence. Dans
un deuxième temps, nous fixons v à la valeur estimée, puis nous
optimisons le critère suivant les déplacements aléatoires dp pour
compléter l'estimation de jp .
Remarquons que le critère du MV ne permet pas d'obtenir une
expression littérale pour l'estimateur de la vitesse v. 
Estimateur de v avec connaissance du modèle
Nous cherchons ici à utiliser la connaissance a priori que nous
avons sur le mouvement, et en particulier sur le vecteur j. Ainsi
nous recherchons l'estimateur qui maximise la probabilité du
vecteur j, solution de l'équation suivante :
∂ ln P (j|v,a,σ )
∂v
= 0, (16)
d'où l'expression de l'estimateur de v :
vˆ2 = 1∑
p [p − a(p − 1)]2
∑
p
[p − a(p − 1)]( jp − ajp−1).
(17)
L'obtention de cet estimateur devrait nous permettre, lors du
recalage d'une séquence, de maximiser le critère C (1) (ou C (2))
simultanément sur les déplacements jp et sur la vitesse v en rem-
plaçant la vitesse inconnue par son expression en fonction de jp .
Cependant, pour des raisons purement algorithmiques, il est
nécessaire d'avoir une bonne estimation de la vitesse v pour
commencer l'estimation de la partie aléatoire du mouvement du
capteur.
Ainsi, dans un premier temps, nous estimons la vitesse du cap-
teur, puis nous estimons les déplacements jp en remplaçant v par
sa valeur estimée. 
2.3. deuxième modèle du mouvement : 
filtre de Kalman
Dans le problème de reconstruction d'images que nous étudions
nous estimons conjointement le vecteur déplacement et l'image
reconstruite. Ces deux aspects sont indissociablement liés, mais
la grandeur recherchée peut être soit l'image, soit le mouvement.
Nous nous plaçons maintenant dans la perspective de l'estima-
tion de trajectoire. Dans ce cas, nous avons vu que l'optimisation
du critère C (1)(j) (ou C (2)(j)) sur l'image estimée permet de
retrouver la position de l'image considérée dans la séquence. Il
est ainsi possible d'estimer la position du capteur aux instants
échantillonnés pT , pour le modèle du mouvement considéré. Le
filtrage de Kalman est largement utilisé dans des problèmes
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d'estimation de trajectoires ou d'une manière générale en pour-
suite [17]. Nous avons cherché à l'adapter à notre probléma-
tique. 
Le but est donc de proposer une méthode de suivi de trajectoire
à partir de la mesure d'une séquence d'images. 
2.3.1. modèle développé pour le filtre de Kalman
Appelons T la durée d'observation pour une image et p le numé-
ro de l'image dans la séquence.
Nous cherchons à estimer la position jp et la vitesse vp de l'ima-
ge numéro p dans la séquence, correspondants aux instants
échantillonnés p · T. De plus nous posons T = 1 dans toutes les
équations du filtrage de Kalman. 
Le vecteur d'état xp est défini de la manière suivante :
xp =
[ jp
vp
]
. (18)
L'évolution du système est décrite par l'équation d'état :
[ jp
vp
]
=
[
1 T
0 1
] [ jp−1
vp−1
]
+ bp−1, (19)
où bp−1 = [ b1,p−1 b2,p−1 ]t est un vecteur aléatoire qui décrit
le bruit de modèle. Par hypothèse ce bruit est supposé gaussien,
blanc, et de moyenne nulle.
Posons F =
[
1 T
0 1
]
= I2. L'équation 19 s'écrit :
xp = F · xp−1 + B · bp−1.
Cette modélisation suppose que la vitesse du déplacement des
images dans la séquence est constante au cours de la mesure.
Appelons v cette vitesse (v est en nombre de pixels par interval-
le de temps T). Le déplacement ( jp − jp−1) entre les images
p − 1 et p est la somme d'une composante déterministe T .v et
d'une composante aléatoire b1,p−1. La composante b2,p−1 carac-
térise les éventuelles variations de vitesse générées par le mou-
vement aléatoire et les erreurs d'estimation sur v. 
L'observation zp du système porte sur la position de l'image p et
est décrite par l'équation :
zp = [ 1 0 ]
[ jp
vp
]
+ np = ht .xp + np. (20)
Ici, l'observation zp n'est pas directe mais est obtenue par une
pré-estimation de la position jp de l'image numéro p . Cette pré-
estimation est donnée par une des méthodes de recalage décrites
dans le paragraphe 2.2.2. np est le bruit de mesure et correspond
à l'erreur de pré-estimation dans notre cas.
Nous supposons que le bruit np est gaussien, blanc, de moyenne
nulle, que les deux bruits bp et np sont non corrélés. Nous
notons σz2 la variance du bruit de mesure np et Qp la matrice de
covariance du bruit de modèle bp, les bruits étant supposés sta-
tionnaires. 
2.3.2. algorithme
Le filtrage de Kalman comprend une étape de prédiction et une
étape de filtrage de la grandeur recherchée, qui est l'état du sys-
tème.
Nous définissons les grandeurs suivantes :
E
[•|zp] l'estimée linéaire à variance minimale étant donné les
mesures zp,
xˆp|p−1 = E
[
xp|zp−1
]
l'estimée de xp a priori,
xˆp|p = E
[
xp|zp
]
l'estimée de xp a posteriori,
x˜p|p−1 = xp − xˆp|p−1 l'erreur de prédiction,
x˜p|p = xp − xˆp|p l'erreur d'estimation,
Pp|p−1 la matrice de covariance de l'erreur de prédiction (erreur
a priori),
Pp|p la matrice de covariance de l'erreur d'estimation (erreur a
posteriori).
L'état initial x0 est inconnu. Pour initialiser l'algorithme, nous
utilisons la pré-estimation qui sert d'observation aux instants
p = 0 et p = 1. Ainsi, jˆ0|0 = z0 , et vˆ0|0 = z0 − z−1T . 
Par définition, la matrice de covariance de l'erreur a posteriori à
l'itération p a pour expression :
Pp|p = E
[[
xp − xˆp|p
] [
xp − xˆp|p
]t]
. (21)
Ainsi, la matrice de covariance est initialisée de la manière sui-
vante :
P0|0 = σ 2z .

 1
1
T
1
T
2
T 2

 . (22)
Nous reprenons maintenant les trois étapes de la mise en oeuvre
du filtre de Kalman : La prédiction, le filtrage et la mise à jour,
la période d'échantillonnage étant fixée à T = 1s. 
Prédiction
L'équation de Kalman est, dans notre cas d'étude :
[ jˆp|p−1
vˆp|p−1
]
=
[ 1 T
0 1
] [ jˆp−1|p−1
vˆp−1|p−1
]
. (23)
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La matrice de covariance de l'erreur a priori sur le vecteur esti-
mé est :
Pp|p−1 = F · Pp−1|p−1 · Ft + Q, (24)
où Q est la matrice de covariance du bruit de modèle :
Q = E [bp.btp] .
Filtrage 
On obtient une nouvelle mesure zp en utilisant l'algorithme du
MV pour déterminer la position de l'image p observée à l'instant
pT . Puis, en utilisant les équations de prédiction du filtre de
Kalman, on obtient :
[ jˆp|p
vˆp|p
]
=
[ jˆp|p−1
vˆp|p−1
]
+ gp
[
zp − jˆp|p−1
]
, (25)
où gp = Pp|p−1hp
[
ht pPp|p−1hp + σ 2z
]−1
est le gain de Kalman. 
Mise à jour du gain et de la matrice de covariance de l'er-
reur de prédiction
L'actualisation est faite d'après l'équation :
Pp|p =
[
I2 − gpht
]
Pp|p−1 =
[
I2 − gp [ 1 0 ]
]
Pp|p−1, (26)
avec :
gp = Pp|p−1
[
1
0
] [
[ 1 0 ] Pp|p−1
[
1
0
]
+ σ 2z
]−1
. (27)
En pratique, la pré-estimation est réalisée au fur et à mesure du
traitement des données. Ainsi, à l'instant p , l'observation zp est
calculée par la méthode du MV sur la séquence d'images
(s0,...,sp) . Ensuite, nous estimons jp . 
3. mise en œuvre 
des algorithmes 
et résultats
3.1. stratégie d'optimisation 
pour l'estimation bayésienne
Le déplacement total dans la direction de la vitesse est tel qu'il
n'est pas nécessaire de considérer toutes les images de la séquen-
ce en même temps, car les premières images de la séquence sont
spatialement disjointes des dernières. Nous découpons donc la
séquence d'images en plus petites séquences de taille taillebloc
que nous nommerons « blocs » auxquels nous appliquons l'al-
gorithme de recalage basé sur l'optimisation du critère C (1) ou
C (2) . Pour assurer la jonction entre les blocs lors de la recons-
truction de l'image, deux blocs successifs ont en commun la
moitié de leurs images. (cf. figure 2)
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Figure 2. – Recalage par blocs : La séquences d'images bruitées est divisée
en séquences plus petites nommées « blocs ». Chaque bloc est recalé indé-
pendamment des autres. Le raccord entre deux blocs est assuré par l'infor-
mation commune à deux blocs successifs.
Séquence initiale Blocs Blocs recalés
Image 
reconstruite
L'algorithme d'optimisation est un algorithme itératif de type
gradient. La recherche de la valeur optimale de jp se fait à l'in-
térieur d'une fenêtre spatiale de taille choisie, chaque image du
bloc étant considérée successivement. Une itération est effec-
tuée lorsque chaque image du bloc a été déplacée à la position
jp de la fenêtre qui optimise le critère choisi, que cela soit C (1)
ou C (2) . Pour la totalité de la séquence, deux possibilités sont
envisagées :
– itérer jusqu'à arriver à convergence du critère sur chaque bloc
avant de passer au bloc suivant (algorithme « bloc »)
– effectuer une seule itération sur chaque bloc avant de passer
au bloc suivant, jusqu'à arriver à convergence du critère pour
l'ensemble des blocs (algorithme « itération »).
3.2. résultats de l'estimation bayésienne 
avec vitesse connue
Pour comparer ces deux stratégies, nous recalons la séquence
illustrée par l'image 1 avec les mêmes décalages initiaux, avec
les deux algorithmes. Les paramètres de l'étude sont présentés
dans la table 3.2. 
La figure 3 représente pour chaque algorithme, les positions
résiduelles (position initiale moins position estimée) des images
dans la direction Ox (direction du mouvement déterministe)
pour l'estimation du maximum de vraisemblance et l'estimation
du maximum a posteriori.
Quel que soit l'algorithme utilisé, les images sont recalées
autour d'une dérive globale, qui correspond à une translation
globale de l'image reconstruite et n'est pas génante si elle reste
constante. 
On peut en conclure que les deux stratégies sont opérantes.
L'avantage de l'algorithme « bloc » est qu'il n'est pas nécessaire
de connaitre l'ensemble des données pour effectuer le recalage,
celui-ci pouvant être effectué au fur et à mesure des acquisitions.
L'avantage de l'algorithme « itérations » est de nécessiter une
taille de fenêtre de recherche moins grande, ce qui réduit le
nombre de calculs à effectuer. 
Dans les cas que nous avons examinés, l'introduction de
connaissance a priori sur les déplacements de la séquence n'a
pas permis d'amélioration notable des résultats, l'erreur d'esti-
mation étant déja faible sans utiliser cette connaissance a priori.
Le champ reconstruit est présenté en figure 4. 
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Table 1. – Résultats obtenus pour le MV et le $MAP avec les deux stratégies
de recalage pour un décalage aléatoire d'écart-type 7,07 pixels et une vites-
se de 1/20 pixel par image.
algorithme et images non images non  nbre de
taille fenêtre pix. recalées MV  recalées MAP calculs 
« itérations », 0,08 %  0,08 %  5 · 107
f = 20 × 20
« blocs », 0,7 % 0,8 % 5 · 107
f = 20 × 20
« blocs », < 0,01 % < 0,01 % 4 · 108
f = 60 × 60
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Figure 3. – Positions résiduelles en pixels dans la direction Ox après le recalage de la même séquence avec le même mouvement initial et au bout de 5 itéra-
tions, en fonction du numéro p de l'image dans la séquence) ; a : algorithme « itération » (à gauche, résultats du MV et à droite, résultats pour le MAP) ; b :
algorithme « bloc » (à gauche, résultats du MV et à droite, résultats pour le MAP). Pour ces résultats, nous avons utilisé une fenêtre de recherche de 20× 20
pixels ; c : algorithme « bloc » avec une fenêtre de recherche de 60× 60 pixels. La séquence est formée de 24600 images, λ = 5 · 10−3 , l'écart-type du mou-
vement est σ = 7,07 pixels, et la vitesse v = 0.05 pixel par image.
a
b
c
3.3. résultats de l'estimation bayésienne 
avec vitesse inconnue
Lorsque la vitesse est inconnue, celle-ci est dans un premier
temps estimée, puis la valeur estimée est introduite dans l'algo-
rithme de recherche des déplacements. Nous comparons en table
2 les résultats obtenus avec les deux estimateurs que nous avons
présentés, pour deux séquences d'images différentes. La premiè-
re (resp. deuxième) séquence est obtenue à partir de l'image 1,
avec une vitesse de 1 pixel (resp. 4 pixels) toutes les 20 images
et un déplacement aléatoire du capteur d'écart-type de 7,07
pixels.  
3.4. résultats obtenus avec le filtre 
de Kalman
Le filtre de Kalman appliqué aux mouvements des section 3.2 et
3.3 n'a pas permis d'améliorer les résultats (nous ne présenterons
pas ceux-ci en détail dans cet article), aussi nous avons évalué
cette méthode pour d'autres paramètres du mouvement. Dans
ces simulations, la vitesse moyenne est plus grande et la partie
aléatoire des déplacements plus petite que dans les simulations
présentées en section 3.2 et 3.3. En effet ces valeurs représentent
mieux une application que nous envisageons pour cette étude,
qui est l'estimation de la trajectoire d'un satellite à partir d'ob-
servation d'images à faible flux. Comme conséquence de la
vitesse élevée, le nombre d'images de la séquence est plus faible
si le champ imagé est le même. 
Nous considérons une séquence de 300 images, générée à partir
de la même référence 1. Les « blocs » sont constitués de 
30 images. On choisit T = 1, ainsi la vitesse v est en pixels par
image. Les paramètres de la simulation sont donnés dans la 
table 3. 
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Table 2. – Estimation de la vitesse pour les deux estimateurs vˆ1 et vˆ2 . 
Vitesse vraie vˆ1 vˆ2
(pixels/ 20 images) (pixels/ 20 images) (pixels/ 20 images)
v = 4,00 3,96 3,79
v = 1,00 0,96 0,98
Figure 4. – Champ reconstruit. Le mouvement du capteur est de 1 pixel toutes les 20 images et le mouvement aléatoire a un écart-type σ = 7,07 pixels. 
Les deux méthodes donnent des résultats proches et globale-
ment, les vitesses estimées sont inférieures aux vraies valeurs.
Ceci introduit, lors de l'estimation des déplacements, un retard
qui s'accumule au fil des images de la séquence (voir exemple
en figure 5) et qui se traduit par une dérive pour les positions
estimées dans la direction Ox (direction du mouvement déter-
ministe). La précision obtenue par les deux méthodes d'estima-
tion n'est pas toujours suffisante pour recaler parfaitement la
séquence d'images. 
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Figure 5. – Positions résiduelles en pixels dans la direction Ox en fonction
de la position de l'image dans la séquence), après dix itérations de l'algo-
rithme « itération ». λ = 5.10−3 , σ = 7,07 pixels, v = 1/20 pixel par
image, la vitesse estimée est vˆ2 = 0.98/20 pixel par image. La taille de la
fenêtre est 30 × 30 pixels et la séquence est de 24600 images.
La figure 6 présente d'une part, les positions résiduelles des
images après une estimation au sens du maximum de vraisem-
blance et, d'autre part, les positions résiduelles des images après
une estimation avec le filtre de Kalman. Nous présentons égale-
ment l'estimation de la vitesse avec ce même filtre.
Nous pouvons constater que la méthode du MV permet de reca-
ler cette séquence sauf le premier bloc (les 30 premières
images), cependant une légère dérive apparait sur les dernières
images de la séquence. Elle est la conséquence d'une erreur d'es-
timation de la vitesse avec les méthodes décrites dans la partie
3.3. Le premier bloc n'est pas recalé car au début de la séquen-
ce, peu d'images participent à l'image moyenne. Si nous igno-
rons ce premier bloc, la valeur moyenne des positions rési-
duelles est j¯p = −0,91 pixel et l'écart-type vaut 1,17 pixels. 
Le filtre de Kalman permet de ré-estimer les paramètres du
mouvement, et les résultats présentés en table 4 montrent qu'une
amélioration est obtenue dans l'estimation de la vitesse, permet-
tant de corriger la dérive moyenne des images. En effet, après la
phase transitoire qui apparait au début de la séquence, la valeur
moyenne des positions résiduelles passe de – 0,91 pour le MV à
– 0,16 pixels avec le filtre de Kalman, l'écart-type des positions
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Table 3. – Paramètres de la simulation.
paramètre valeur description 
λ 5 · 10−3 paramètre de bruitage 
de la séquence
v 4 pixels/image vitesse moyenne
σ 2 · 12 pixels écart-type du mvt aléatoire
σz 3 pixels écart-type de n, bruit de mesure 
Q
[ 1
3
1
2
1
2 1
]
σ 2 matrice de covariance de w,
bruit de modèle
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Figure 6. – a : Positions residuelles en pixels dans la direction Ox après le recalage par la méthode du MV (λ = 5 · 10−3 , σ = 2,12 pixels, v = 4 pixels par
image), en fonction du numéro de l'image dans la séquence ; b : positions residuelles dans la direction Ox après le recalage par filtrage de Kalman de la même
séquence ; c : évolution de l'estimation de la vitesse par le filtre de Kalman.
a b
c
résiduelles valant 1,11 pixels et restant voisin de la valeur obte-
nue pour le MV . 
d'une séquence à faible flux, en introduisant un modèle de
déplacement rectiligne uniforme, perturbé par des translations
aléatoires, pour les images de la séquence. Nous avons étudié et
mis en oeuvre deux méthodes d'estimation de la vitesse moyen-
ne du mouvement lorsque celle-ci est inconnue, et nous avons
montré que cette modélisation permet de reconstruire des
champs avec une très bonne précision lorsque la vitesse moyen-
ne du mouvement est faible et s'ajoute à des déplacements aléa-
toires relativement importants. 
Nous avons de plus proposé une méthode de suivi du mouve-
ment basée sur le filtre de Kalman. Cette nouvelle approche per-
met, à partir de l'estimation des déplacements par la méthode
bayésienne, d'améliorer les résultats lorsque la vitesse moyenne
du mouvement est forte et s'ajoute à des déplacements aléatoires
relativement faibles. Cet outil ouvre de nombreuses perspectives
et voies d'études. Nous pouvons, en particulier, envisager un
traitement des données moins coûteux en temps de calcul. De
plus, la généralisation à des mouvements non uniformes débou-
cherait sur de nombreuses applications. 
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Tableau 4. – Comparaison des valeurs estimées avant et après le filtre de
Kalman.
paramètre valeur réelle estimation  estimation 
du MV par Kalman
v (pix./image) 4 3,98 4,01 
σ (pixels) val. init. : ap. recalage : ap. recalage :
2,12 1,17 1,11
j¯p (pixels) val. init. : ap. recalage : ap. recalage :
600  –0,91 –0,16
3.5. comparaison de l'estimation 
Bayésienne et du filtre de Kalman
Le filtre de Kalman permet d'obtenir une amélioration de l'esti-
mation de la trajectoire lorsque la vitesse est importante (4 % de
la taille d'une image entre deux images de la séquence) et les
mouvements aléatoires faibles (1 % de la taille d'une image),
alors que nos simulations ont montré que les résultats de l'esti-
mation Bayésienne sont meilleurs pour une faible vitesse (0,2 %
de la taille d'une image entre deux images de la séquence) et de
forts déplacements aléatoires (3 % de la taille d'une image). Ces
deux méthodes se complètent ainsi, car elles sont performantes
pour des domaines de mouvements différents. 
Un avantage du filtre de Kalman est l'évolutivité : à partir de
cette modélisation, les paramètres du mouvement sont mis à
jour lors de la trajectoire, ainsi la vitesse v peut varier au cours
du mouvement. Un deuxième avantage est la rapidité. En effet,
l'algorithme de recalage par la méthode du MV est actuellement
trop coûteux en terme de temps de calcul pour envisager un trai-
tement en temps réel des données. Une stratégie combinant le
filtre de Kalman et une pré-estimation grossière par le MV
pourrait être recherchée. 
4. conclusion
Dans cet article, nous proposons deux nouveaux outils pour la
reconstruction d'images et pour l'estimation de mouvement à
partir d'une séquence d'images spatiales à très faible flux. Ces
deux outils sont performants pour des paramètres de mouve-
ment différents.
Nous avons tout d'abord présenté un nouvel algorithme, basé sur
la théorie bayésienne de l'estimation, pour le recalage d'images
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