Abstract-Immersive audio systems can be used to render virtual sound sources in three-dimensional (3-D) space around a listener. This is achieved by simulating the head-related transfer function (HRTF) amplitude and phase characteristics using digital filters. In this paper, we examine certain key signal processing considerations in spatial sound rendering over headphones and loudspeakers. We address the problem of crosstalk inherent in loudspeaker rendering and examine two methods for implementing crosstalk cancellation and loudspeaker frequency response inversion in real time. We demonstrate that it is possible to achieve crosstalk cancellation of 30 dB using both methods, but one of the two (the Fast RLS Transversal Filter Method) offers a significant advantage in terms of computational efficiency. Our analysis is easily extendable to nonsymmetric listening positions and moving listeners.
I. INTRODUCTION
A CCURATE spatial reproduction of sound can significantly enhance the visualization of three-dimensional (3-D) multimedia information particularly for applications in which it is important to achieve sound localization relative to visual images. Such applications include immersive telepresence; augmented and virtual reality for manufacturing and entertainment; air traffic control, pilot warning, and guidance systems; displays for the visually-or aurally-impaired; home entertainment; and distance learning.
Sound perception is based on a multiplicity of cues that include level and time differences, and direction-dependent frequency response effects caused by sound reflection in the outer ear cumulatively referred to as the head-related transfer function (HRTF). The outer ear can be modeled as a linear time-invariant system that is fully characterized by the HRTF in the frequency domain [1] .
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in the location of the virtual sound source. In order to achieve this, the key characteristics of human sound localization that are based on the spectral information introduced by the head-related transfer function must be considered [3] - [6] . The spectral information provided by the HRTF can be used to implement a set of filters that alter nondirectional (monaural) sound in the same way as the real HRTF. Early attempts in this area were based on analytic calculation of the attenuation and delay caused to the soundfield by the head, assuming a simplified spherical model of the head [7] , [8] . More recent methods are based on the measurement of individual or averaged HRTF's for each desired virtual sound source direction [5] , [9] , [10] . In our implementation we use a pair of HRTF's (one for each ear) that are measured for each desired virtual source direction using a microphone placed in each ear canal of a mannequin (KEMAR). The main advantage of measured HRTF's compared to analytical models is that this method accounts for the pinnae, diffraction from the irregular surface of the human head, and reflections from the upper body.
Several practical problems that arise when attempting to implement digital HRTF filters for immersive audio rendering using headphones or loudspeakers are examined in this paper. In the case of headphone rendering, undesired frequencydependent distortion is introduced to the binaural signal that is due to anomalies in the headphone frequency response. The inverse filter methods that we present in this paper can be used to remove these frequency response distortions from the headphones.
When rendering immersive audio using loudspeakers, direction dependent spectral information is introduced to the input signal due to the fact that the sound is generated from a specific direction (the direction of the loudspeakers). In addition, just as in the headphones case, the loudspeakers generally do not have an ideal flat frequency response and therefore must be compensated to reduce frequency response distortion. A key issue in loudspeaker-based immersive audio arises from the fact that each ear receives sound from both loudspeakers resulting in undesirable acoustic crosstalk. We examine the relative advantages of two inverse filter methods for crosstalk cancellation and identify one (the Fast RLS Transversal Filtering Method) that is particularly well-suited for real time applications in which the listener may be moving with respect to the loudspeakers. Adaptive inverse filters for traditional stereophonic reproduction have been studied extensively by Nelson et al. [11] . In that work, the authors examined the general problem of room inversion, but did not specifically address the problem of HRTF-based rendering. The work presented in this paper is an extension into HRTF-based spatial audio rendering in which the ultimate goal is to achieve real-time filter synthesis for interactive applications.
In this paper, we refer to monaural sound as nondirectional sound. Binaural sound represents sound that has been recorded with a dummy-head or has been generated through convolution with the appropriate HRTF's for the left and right ears.
The paper is organized as follows. We first formulate the problem mathematically in Section II for both headphone and loudspeaker rendering. The monaural and binaural input cases are treated separately. In Section III, we propose two methods that can be used to address the filter inversion problems that arise due to the nonminimum phase characteristics of the transfer functions involved. Finally, in Section IV, we examine the performance of these two methods by comparing the generated HRTF's to the original measured HRTF's.
II. PROBLEM SPECIFICATION: HEADPHONE AND LOUDSPEAKER RENDERING
Binaural methods attempt to accurately reproduce at each eardrum of the listener the sound pressure generated by a set of sources and their interactions with the acoustic environment [12] - [15] . Binaural recordings can be made with specially-designed probe microphones that are inserted in the listener's ear canal, or by using a dummy-head microphone system that is based on average human characteristics. Sound recorded using binaural methods is then reproduced through headphones that deliver the desired sound to each ear. Alternatively, a monaural sound source can be convolved with the HRTF's for a particular azimuth and elevation angle in order to generate binaural sound. It was concluded from early experiments that in order to achieve the desired degree of realism using binaural methods, the required frequency response accuracy of the transfer function was 1 dB [16] .
When headphones are used for immersive audio rendering, their frequency response is included in the frequency response of the signal that reaches the eardrums. Ideally, a filter that inverts the frequency response of the headphones is required so that the monaural signal will be convolved not only with the HRTF's of the virtual source, but also with this filter. In the frequency domain, if is the frequency response of the headphones and the HRTF for a specific direction and ear, the inversion of the headphones' response can be accomplished in two ways, depending on whether the input to the designed filter is monaural or binaural sound. In the monaural input case we design the inverse filter . The monaural signal ( ) is processed by this filter and then by the headphones' transfer function, so the response at the eardrum will be (1) which is exactly the desired response ( is the monaural signal to be spatialized). Alternatively, a filter can be designed whose input is the binaural signal that already contains the required HRTF information (i.e.,
). In this case, it is simply necessary to invert the response of the headphones and so the response of the designed filter should be (2) Then, the signal at the eardrum will be
A number of methods exist for implementing the filter . We will discuss two of these in a later section of this paper.
Loudspeakers can also be used to render binaural or HRTFprocessed monaural sound. In order, however, to deliver the appropriate binaural sound field to each ear it is necessary to eliminate the crosstalk that is inherent in all loudspeaker-based systems. This limitation arises from the fact that while each loudspeaker sends the desired sound to the same-side (ipsilateral) ear, it also sends undesired sound to the opposite-side (contralateral) ear.
Crosstalk cancellation can be achieved by eliminating the terms and ( Fig. 1 ), so that each loudspeaker is perceived to produce sound only for the corresponding ipsilateral ear. Note that the ipsilateral terms ( ) and the contralateral terms ( ) are just the HRTF's associated with the position of the two loudspeakers with respect to a specified position of the listener's ears. This implies that if the position of the listener changes then these terms must also change so as to correspond to the HRTF's for the new listener position. One of the key limitations of crosstalk cancellation systems arises from the fact that any listener movement that exceeds 75-100 mm completely destroys the desired spatial effect. This limitation can be overcome by tracking of the listener's head in 3-D space. A prototype system that used a magnetic tracker and adjusted the HRTF filters based on the location of the listener was demonstrated by Gardner [17] , [18] . A camera-based system that does not require the user to be tethered has been demonstrated for stereophonic reproduction [19] , [20] .
Several schemes have been proposed to address crosstalk cancellation. The first such scheme was proposed by Atal and Schroeder [21] and later another was published by Damaske and Mellert [16] , [22] . A method proposed by Cooper and Bauck modeled the head as a sphere and then calculated the ipsilateral and contralateral terms [23] , [24] . They showed that under the assumption of left-right symmetry a much simpler shuffler filter can be used to implement crosstalk cancellation as well as synthesize virtual loudspeakers in arbitrary positions. Another method by Gardner approximates the effect of the head with a low-pass filter, a delay and a gain (less than 1) [25] .
While these methods have the advantage of low computational cost, the spherical head approximations can introduce distortions particularly in the perceived timbre of virtual sound sources behind the listener. Furthermore, the assumption that the loudspeakers are placed symmetrically with respect to the median plane (i.e., and ) leads to a solution that uses the diagonalized form of the matrix introduced by the physical system [23] , [24] . This solution can only work for a nonmoving listener seated symmetrically to the loudspeakers. In this paper, we use a different approach for the analysis that can be easily generalized to the nonsymmetric case that arises when the listener is moving. While in our analysis we present the symmetric case to make the notation simpler, the methods that we propose are also valid for the nonsymmetric case. A video-based head-tracking algorithm has been developed in which the listener is tracked and the filters are computed in real time in response to changes in the listener's position [2] , [19] , [20] . The motivation behind the methods presented in this paper is the ability to achieve real-time performance so that the necessary filters can be calculated at each listener position.
We can use matrix notation to represent the loudspeaker-ear system as a two input-two output system in which the two outputs must be processed simultaneously. In the frequency domain we define as the ipsilateral term, as the contralateral term, as the virtual sound source HRTF for the left ear, as the virtual sound source HRTF for the right ear, and as the monaural input sound. Then the signals and at the left and right eardrums, respectively, are given by (4) The introduction of the contralateral and ipsilateral terms from the physical system (the loudspeakers) will introduce an additional transfer matrix (5) In order to deliver the signals in (4), given that the physical system results in (5), preprocessing must be performed to the input . In particular, the required preprocessing introduces the inverse of the matrix associated with the physical system, as shown below (6) It can be seen that (4) and (6) are essentially the same. Solving (6) we find (7) which can finally be written as (8) assuming that (9) This assumption is based on the fact that the contralateral term is of substantially less power that the ipsilateral term because of the shadowing caused by the head. The validity of this assumption was examined by plotting the magnitude and phase of the term in (9) and comparing them with the corresponding magnitude and phase of an all-pass filter. The term in (9) is plotted in Fig. 2 for a set of measured HRTF's. It can be seen that, indeed, this term can be considered to be of approximately all-pass response.
The terms and in (8) correspond to the loudspeaker inversion. That is, the HRTF's corresponding to the actual position of the loudspeakers are inverted since they add spectral information that is not in the binaural signal of the virtual source. The matrix corresponds to the crosstalk cancellation. In the approach described here, the crosstalk cancellation and the inversion of the loudspeakers' response are closely connected, but it is important to note the difference between these two terms. Finally, the signals and that have to be presented to the left and right loudspeaker, respectively, in order to render the virtual source at the desired location are given by (10) which can be written as (11) This implies that the filters and for the left and right channel should be (12) The monaural signal passes through these filters and then each channel is led to the corresponding loudspeaker.
Similarly to the headphones inversion case described earlier, a filter can be designed for the case that the input is the binaural signal instead of the monaural . In this case, convolution with the pair of HRTF's and is not needed since the binaural signal already contains the directional HRTF information. For the binaural case, the matrix is substituted in (7) by the identity matrix.
III. THEORETICAL ANALYSIS
The analysis in the previous sections has shown that inversion of the headphones response, crosstalk cancellation, and loudspeaker HRTF inversion, all require the implementation of preprocessing filters of the type , in which is 1, or and is the headphones response or the ipsilateral response . There are a number of methods for implementing the filter . The most direct method would be to simply divide the two filters in the frequency domain. However, is in general a nonminimum phase filter, and thus the filter designed with this method will be unstable. A usual solution to this problem is to use cepstrum analysis in order to design a new filter with the same magnitude as but being minimum phase [26] . The drawback is that information contained in the excess phase is lost.
Here, we propose a different procedure that maintains the HRTF phase information. The procedure is to find the noncausal but stable impulse response, which also corresponds to assuming a different Region of Convergence for the transfer function, and then add a delay to make the filter causal. The trade-off and the corresponding challenge is to make the delay small enough to be imperceptible to the listener while maintaining low computational cost. We describe below two methods for finding this noncausal solution.
A. Least Mean Squares (LMS) Filter Design Method
Based on the previous discussion and taking into consideration the need for adding a delay in order for the preprocessing filter to be feasible (i.e., causal), we conclude that the relationship between the filters and the preprocessing filter can be depicted as in the block diagram shown in Fig. 3 . The problem of defining the filter such that the mean squared error between and is minimized, can be classified as a combination of a system identification problem (with respect to ) and inverse modeling problem (with respect to ) and its solution can be based on standard adaptive methods such as the LMS algorithm [27] . More specifically, the taps Fig. 3 . Block diagram for the algorithm used to estimate of the inverse filter. The problem of finding the filter H such that the mean squared error between y(n) and d(n) is minimized, is a combinations of a system identification problem (with respect to H ) and inverse modeling problem (with respect to H ) and its solution can be based on standard adaptive methods.
of the filter at iteration can be computed based on the weight adaptation formula (13) in which (14) In (14), denotes the Hermitian of the vector . The desired response can be found from Fig. 3 to be
The notation denotes a vector of samples arranged as (16) where is the order of the filter . This is also true for . The system input can be chosen arbitrarily, but a usual practice for system identification problems is to use white noise as the input. The reason is that white noise has an all-pass frequency response so that all frequencies are weighted equally during the adaptation procedure.
The filter length , as well as the delay , can be selected based on the minimization of the mean squared error. In this paper we used a variation of the LMS (the Normalized LMS) with a progressive adaptation (decrement) of the step size that results in faster convergence as well as smaller misadjustment. The step size changes at every iteration, using the update formula (17) In (17), is a positive constant, usually less than two, and is a small positive constant [27] .
The resulting filter from this method is , which in the frequency domain is equal to
. If the desired output is of the form , (in the binaural case), can be chosen to be the impulse sequence. The result in either case is an FIR filter. 
B. Least-Squares Filter Design Method
Referring again to Fig. 3 , another way of approaching the problem is to minimize the sum of squared errors (instead of the mean squared error as in the LMS method) ( 
18)
The above equation can be rewritten in matrix notation as (19) in which is a rectangular Toeplitz matrix that can be easily derived from (18) . The solution to (19) in the least-squares sense is (20) in which we denote the pseudoinverse of as . In general, (19) describes an overdetermined system for which in (20) can be written as (21) We denote which can be viewed as the time-averaged correlation matrix. The calculation of the pseudoinverse is a computationally demanding operation that is not suitable for real-time implementations. One way to overcome this problem is by calculating the pseudoinverse recursively. Specifically, we calculate the inverse of recursively, using the well-known matrix inversion lemma. This method is known as recursive leastsquares (RLS). The advantage of this method is that for most problems it requires iterations for convergence, where is the order of the designed filter. On the other hand, LMS usually requires a higher number of iterations for convergence. The number of iterations is a very important issue for real-time implementations, but equally important is the computational complexity of the algorithm (measured in number of multiplies and divides for adaptive systems). Here LMS has a great advantage, requiring only operations per iteration whereas RLS requires . This problem of the RLS algorithm has motivated a lot of research to find efficient implementations with reduced computational complexity. In this paper we implemented the FTF method for RLS proposed by Cioffi and Kailath [28] . This algorithm requires computations per iteration while it retains the fast convergence property of the RLS algorithm, thus it is highly suitable for real-time implementations. The FTF algorithm decouples the recursive calculation of the inverse matrix of into a recursive calculation of three vectors , and , which is a procedure that requires fewer computations, since no matrix multiplication is involved.
In Section IV, we describe our findings and show that the FTF algorithm has a significant advantage over the LMS algorithm in terms of convergence rate while incurring only a moderate increase in computational complexity.
IV. SIMULATION RESULTS

A. Loudspeaker Inversion
All of the filters that are of the form were designed using both the LMS and least-squares methods. As discussed above, a delay is introduced to the system to satisfy causality. The coefficients of these FIR filters were designed using Matlab. The delays and lengths for the filters used were optimized to achieve maximum signal-to-error power ratio (SER) in the time domain between the filter (which we will call the cascade filter) and . In our case, the SER is defined by (22) in which is the impulse response of the cascade filter. It is important to evaluate the error in the time-domain because a good approximation is required both in the magnitude and phase responses. Both methods worked successfully with a number of different measured HRTF's corresponding to 128 tap filters. The following simulation results were found using the 0 azimuth and 0 elevation measured HRTF of length 128 taps, corresponding to the term . The HRTF measurements in this paper were performed using a KEMAR dummy-head with Etymotic Research microphones. The playback system consisted of two TMH Corp. loudspeakers placed on a table so that the center of each loudspeaker was at the same height as the center of the KEMAR pinnae for on-axis measurements. The loudspeakers spacing was 50 cm and the center of the KEMAR's head was 50 cm from the center point of the loudspeaker baffle plane. The room in which the measurements were performed has dimensions 8.5 m (L) 7.0 m (W) 3.5 m (H) and the reverberation time was measured using the THX R2 spectrum analyzer and found to be 0.5 s from 125 Hz to 4 kHz. For the monaural input case, an inverse filter of 200 taps was designed, that introduced a delay of 70 samples (1.6 ms at a sampling rate of 44.1 kHz). These were the optimum values of filter length and delay that gave rise to an SER of better than 30 dB. The tradeoffs in SER, filter length, and delay are shown in Figs. 4 and 7 for the LMS and least-squares (RLS) methods, respectively. It is interesting to note that the optimal choices of filter order and delay are the same for both methods. The filter order can, of course, be chosen arbitrarily, but we found that for a given order, the corresponding delay is the same for both methods. The SER in the time domain for this case was 30.3 dB for the LMS method and 31.5 dB for the least-squares method. The results for the LMS method can be seen in Figs. 5 and 6. In Fig. 5 the resulting filter is plotted in both the time and frequency domains. In Fig. 6 , a comparison is made between the magnitude of the measured HRTF and the HRTF generated using our inverse filter. Because the approximation of the two filters is made in the time domain, it was expected that their phase responses would be practically identical. The same plots are shown in Figs. 8 and 9 for the least-squares case. The required number of iterations for the two algorithms is in agreement with what was mentioned in Section III. The LMS algorithm required 5000 iterations in order to reach the 30 dB SER criterion, while the least-squares method required only 500 iterations for the same error. This result, along with the relatively small increase in computational requirements of the FTF algorithm, justifies the claim that this method is highly suitable for a real-time implementation in which the filter parameters are updated in response to head-tracking information. It should be noted that for frequencies above 15 kHz, the associated wavelengths are less than 20 mm. In this range it is practically impossible to accurately place the listener's ears in the desired location for which the filters have been designed. For this reason the degradation of the normalized error above 15 kHz (as seen in Figs. 6 and 9 ) is acceptable since listener position errors will dominate. If inversion of the type is required (binaural input), the cascade filter should be of exactly all-pass response. This case proved to be more demanding than the monaural input case. In order to get the desired SER of 30 dB in the time domain we had to increase the filter length to 400 taps (with a corresponding delay of 160 samples). Alternatively, it is possible to design a filter of the form of where has an all-pass response up to 15 kHz. Using this approximation, we were able to achieve the 30 dB requirement in SER with a filter length of 200 taps and a delay of 70 samples. In listening tests there was no perceptible difference in using this method compared to the full spectrum all-pass.
B. Crosstalk Cancellation
If we denote in the upper equation (12) the delay introduced by as and the delay introduced by as then, in the -domain, we find that the filter can be written as (23) Note that the delay for in (23) must be equal to the sum of and . The delay introduced by the filter should also be equal to . In the time domain (23) becomes (24) in which denotes convolution. In order to design the filter for each channel, each of the three filters and can be designed separately, and then be combined using (24) to obtain the desired final filter. This method is preferable when and are given in the time domain (e.g., from a measurement). In this case note that the delay introduced by in is while in it is . A similar argument holds for . This means that the filters and required for will be different from the filters and required for . Only the filter can be the same. Also, filter lengths should be chosen accordingly, since convolution of two filters with lengths and results in a filter with length and in order to subtract two filters they should be of the same length.
An interesting test of the performance of the methods described is to measure the crosstalk cancellation that is achieved. That is, when both loudspeakers produce sound, the sound pressure level at the contralateral ear must be very low compared with the sound pressure level at the ipsilateral ear. A certain degree of crosstalk cancellation is achieved even with no filtering due to the head shadowing, particularly at higher frequencies (Fig. 10) . Toole [29] , [30] and Walker [31] studied the psychoacoustic effects of early reflections and in small rooms found that in order to remain inaudible they must be at least 15 dB below the direct sound in spectrum level. A successful crosstalk cancellation scheme should therefore result in at least a 15 dB attenuation of the crosstalk term.
For the symmetric positioning of the listener that we have examined, we saw that for the binaural input case we can set Fig. 10 . The difference in dB between the ipsilateral (H ) and the contralateral (H ) terms shows the effect of head shadowing with no crosstalk cancellation. In this setup the loudspeakers were 50 cm apart and the head was located in the symmetric (center) position at a distance of 50 cm from the loudspeaker baffle plane. Fig. 11 . Measured HRTF data from the loudspeakers (H and H ) were used to simulate the physical system and design a set of filters to eliminate the crosstalk. The resulting diagonal (solid line) and off-diagonal (dotted line) terms produced by our simulation using the LMS method are plotted above. The diagonal term is very close to 1 (0 dB) from 2 to 15 kHz and deviates only slightly in the region below 1 kHz. The off-diagonal term starts at 015 dB and remains below 030 dB from 1 to 15 kHz. in (8) since the virtual source HRTF's are already contained in the binaural signal. Then, (8) becomes (25) in which ideally and . If we define the filters and , then (25) can be written as (26) Fig. 12 . Measured HRTF data from the loudspeakers (H and H ) were used to simulate the physical system and design a set of filters to eliminate the crosstalk. The resulting diagonal (solid line) and off-diagonal (dotted line) terms produced by our simulation using the Least Squares method are plotted above. The diagonal term is very close to 1 (0 dB) from 2-15 kHz and deviates only slightly in the region below 1 kHz. The off-diagonal term starts at 015 dB and remains below 030 dB from 1-15 kHz.
which finally becomes (27) In order to deliver the desired binaural signal to each ear (i.e., and ) the diagonal terms must be 1 (this would mean that the loudspeaker frequency response inversion has succeeded) and the off-diagonal term must be 0 (this would mean that the crosstalk cancellation has succeeded).
We designed the filters and using both LMS and leastsquares methods. For the LMS method, we designed the filter using a length of 349 taps, introducing a delay of 140 samples and an SER of 44.1 dB. For the filter we designed a filter of 150 taps length, delay of 70 samples and a resulting SER of 31.4 dB with frequency response , and a filter of 200 taps length, delay of 70 samples and SER of 31.6 dB with frequency response , and then convolved their time domain responses. As mentioned earlier, this procedure is preferable when the HRTF's are given in the time domain. We used the measured HRTF data from the loudspeakers ( and ) to simulate the physical system and designed a set of filters to eliminate the crosstalk. The resulting diagonal and off-diagonal terms produced by our simulation are plotted in Fig. 11 , in which the diagonal term is plotted as a solid line and the off-diagonal term as a dotted line. As can be seen in the plot, the diagonal term is very close to 1 (0 dB) from 2 to 15 kHz and deviates only slightly in the region below 1 kHz. The off-diagonal term starts at 15 dB and remains below 30 dB from 1 to 15 kHz. For the least-squares method, we designed the filter using a length of 349 taps, introducing a delay of 140 samples and an SER of 44.9 dB. The filter was designed using a filter of 150 taps length, a delay of 70 samples and SER of 31.6 dB with frequency response , and a filter of frequency response of 200 taps length, delay of 70 samples and SER of 33 dB and then convolved their time domain responses. The resulting diagonal and off-diagonal terms are plotted in Fig. 12 , in which the diagonal term is plotted as a solid line and the off-diagonal term as a dotted line. As in the LMS case, the diagonal term is near 1 (0 dB) in the range of 20 Hz to 15 kHz and the off-diagonal term starts at 15 dB and remains below 30 dB up to 15 kHz.
V. CONCLUSIONS
Several theoretical and practical aspects in the implementation of immersive audio rendering were discussed in this paper. They include inversion of nonminimum phase filters and crosstalk cancellation that is an inherent problem in loudspeaker-based rendering. Two methods were examined to implement a set of filters that can be used to generate the necessary inverse filters required for rendering virtual sound sources, namely the least-squares and LMS algorithms. Our simulations have shown that both methods provide good crosstalk cancellation results using various HRTF's. Although mathematical measures such as the SER give an indication of relative performance among different methods, the final validation should be performed using the human ear. We are currently implementing these evaluations and will report on them in a future publication.
One of the main advantages of the FTF implementation of the least-squares algorithm is that it is highly suitable for real-time implementations. This is of particular importance for the case of a moving listener in which a different set of HRTF's must be implemented for every listener position.
