Abstract The legacy of historical and the long-term impacts of 21st century greenhouse gas emissions on climate, ocean acidification, and carbon-climate feedbacks are investigated with a coupled carbon cycle-climate model. Emission commitment scenarios with zero emissions after year 2100 and 21st century emissions of 1,800, 900, and 0 gigatons of carbon are run up to year 2500. The reversibility and irreversibility of impacts is quantified by comparing anthropogenically-forced regional changes with internal, unforced climate variability. We show that the influence of historical emissions and of non-CO 2 agents is largely reversible on the regional scale. Forced changes in surface temperature and precipitation become smaller than internal variability for most land and ocean grid cells in the absence of future carbon emissions. In contrast, continued carbon emissions over the 21st century cause irreversible climate change on centennial to millennial timescales in most regions and impacts related to ocean acidification and sea level rise continue to aggravate for centuries even if emissions are stopped in year 2100. Undersaturation of the Arctic surface ocean with respect to aragonite, a mineral form of calcium carbonate secreted by marine organisms, is imminent and remains widespread. The volume of supersaturated water providing habitat to calcifying organisms is reduced from preindustrial 40 to 25% in 2100 and to 10% in 2300 for the high emission case. We conclude that emission trading schemes, related to the Kyoto Process, should not permit trading between emissions of relatively short-lived agents and CO 2 given the irreversible impacts of anthropogenic carbon emissions.
Introduction
Anthropogenic emissions of CO 2 and other radiative forcing agents force the atmospheric composition, Earth's climate, and the chemical state of the ocean towards conditions that have most likely not occurred over the past 20 million years (Blackford and Gilbert 2007) and at a rate that is unprecedented at least during the last 22,000 years (Joos and Spahni 2008) . The averaged atmospheric CO 2 concentration of 386 ppm in year 2008 is far above the natural range (172-300 ppm) of the last 800,000 years (Lüthi et al. 2008 ). The range of plausible 21st century emission pathways (Van Vuuren et al. 2008; Strassmann et al. 2009 ) lead to continued global warming, oceanic heat absorption and sea-level rise. Continued carbon emission will affect climate over the next millennium and beyond ) and related climate impacts pose a significant risk to the human society.
The primary goal of this study is to quantify the reversibility and irreversibility of impacts by 21st century greenhouse gas (GHG) emissions on the regional to continental scale by comparing the magnitude of anthropogenically-forced regional changes with internal, unforced climate variability. Multi-century changes in temperature, precipitation, sea level rise, marine and terrestrial carbon storage are investigated in the detailed spatio-temporal setting of the atmosphere-ocean general circulation model NCAR CSM1.4-carbon. The magnitude, evolution, and underlying mechanisms of marine and terrestrial carbon cycle-climate feedbacks are discussed. Ocean acidification and the decadal-to-century timescales of changes in the chemical state of the ocean are addressed. Our set of emission commitment scenario simulations allow us to tackle important gaps in knowledge with respect to the legacy of historical and the impacts of 21st century GHG emissions on regional climate and to discuss forced changes in the context of Earth system variability.
Besides global warming, anthropogenic carbon emissions lead to ocean acidification. The ocean has absorbed CO 2 at a rate equal to about one-third of that emitted to the atmosphere since preindustrial . Ocean uptake of the weak acid CO 2 causes a reduction in pH, thus, ocean acidification leads to an alteration in the calcium carbonate (CaCO 3 ) precipitation equilibrium ). This process is less discussed than climate change but potentially with equally far-reaching consequences. Marine organisms show a wide range of responses to decreases in pH and in the saturation state of sea water with respect to biogenic CaCO 3 Fabry et al. 2008; Iglesias-Rodriguez et al. 2008) . Some taxa are likely to show enhanced calcification in a high-CO 2 world (Iglesias-Rodriguez et al. 2008 ), but many species appear to be negatively affected by ocean acidification. These different responses are expected to affect competition among species, ecosystem structure, and overall community production of organic material and CaCO 3 . On the other hand, the impact of plausible changes in CaCO 3 production and export on atmospheric CO 2 is estimated to be small (Gehlen et al. 2007; Heinze 2004) . Siegenthaler and Oeschger (1978) demonstrated already 30 years ago with their box-diffusion carbon cycle model the long lifetime of an atmospheric CO 2 perturbation and pointed out that carbon emissions must be reduced ''if the atmospheric radiation balance is not to be disturbed in a dangerous way''. More recent studies using Earth System Model of Intermediate Complexity (EMIC) further illustrate the millennium-scale lifetime of an atmospheric CO 2 perturbation and the associated changes in temperature, sea level, precipitation and ocean chemistry Eby et al. 2009; Archer and Brovkin 2008; Matthews and Caldeira 2008; Plattner et al. 2008; Schmittner et al. 2008; Solomon et al. 2009; Montenegro et al. 2007 ; Lenton et al. 2006; Caldeira and Wickett 2005) . For example, Solomon et al. (2009) investigated reversibility in global mean temperature and sea level, and regional precipitation by combining long-term zero-emission projections of an EMIC and results from models used for the IPCC Fourth Assessment Report (AR4). Mikolajewicz et al. (2007) further discussed the long-term effect of anthropogenic CO 2 emissions on climate and the carbon cycle in projections with a complex Earth system model. However, these studies considered CO 2 emissions only in the simulations and none attempted to assess the reversibility and irreversibility of anthropogenically perturbed changes in climate and ocean acidification on a regional scale and in the context of variability.
Important gaps in knowledge remain. A key to guide emission mitigation and adaption efforts is to quantify the reversibility of the impacts of historical and 21st century GHG emissions. Arguably more relevant for individual countries than global mean change is by how much and for how long anthropogenic changes exceed natural variability in individual regions. However, there is as yet no explicit quantification available to which extent the impacts of historical and 21st century GHG emissions are reversible on a regional scale and a number of questions remain. When will the perturbations in temperature, precipitation, or sea level become indistinguishable from natural climate variability in different regions? What is the legacy of the historical GHG emissions with respect to regional climate change and ocean acidification? Do 21st century emissions irreversibly impact not only global climate indicators but also regional climate? These questions can typically not be answered by using costefficient EMICs that do not represent internal variability and atmospheric circulation modes such as El Niño/Southern Oscillation. Fortunately, increased computing power and the inclusion of carbon cycle representations in coupled atmosphere-ocean general circulation models provide now the opportunity to close this information gap.
In this study, we quantify the reversible and irreversible commitment of 21st century anthropogenic emissions on human timescales and their impacts for selected climate and chemical indicators on the regional to global scale. Zero-emission commitment simulations are conducted with a comprehensive climate-carbon model. All relevant anthropogenic GHG emissions as well as sulfate aerosols are taken into account, unlike in earlier long-term studies. The redistribution of anthropogenic carbon in the Earth system, surface warming, steric sea level rise, precipitation changes and ocean acidification are investigated. In addition to providing a range of model metrics for the set of scenarios, we also discuss selected processes in detail. Special emphasis has been put on ocean acidification in the Arctic, where surface waters are expected to become corrosive for the aragonite shells of marine organisms within the next decade (Steinacher et al. 2009a ). The long-term evolution of individual marine and terrestrial carbon cycle feedback mechanisms and the underlying regional carbon stock changes are quantified. The application of the fully coupled carbon model in illustrative multi-gas emission commitment scenarios allows us for the first time to discuss multi-century reversibility and irreversibility of anthropogenically perturbed regional changes in comparison with unforced, internal variability in a self-consistent, 3-dimensional, dynamical setting.
Methods

The NCAR CSM1.4-carbon Model
Simulations are performed with the Climate System Model of the National Centre for Atmospheric Research (NCAR CSM1.4-carbon) Fung et al. 2005; Frölicher et al. 2009; Steinacher et al. 2009a) . It is a fully coupled, global climate-carbon cycle model. Biogeochemistry is simulated with a modified version of the terrestrial biogeochemistry model CASA (Randerson et al. 1997 ) and a prognostic version ) of the OCMIP-2 ocean biogeochemistry model (Najjar et al. 2007) . Prognostic variables include phosphate, dissolved inorganic carbon, alkalinity, oxygen and dissolved organic phosphorus. The marine iron cycle is parametrized and a constant rain-ratio of CaCO 3 to organic carbon of 0.07 and constant Redfield ratios are used. The model does not include marine sediments, which only need to be considered on longer timescales (Archer et al. 1998) .
The CSM1.4-carbon physical and biogeochemical climatological mean states are broadly consistent with global ocean observations (Frölicher et al. 2009; Steinacher et al. 2009a ). However, the simulated changes in atmospheric CO 2 and climate presented here represent low estimates. The equilibrium climate sensitivity of the CSM1.4-carbon (2°C for a nominal doubling of atmospheric CO 2 ) is at the lower end of the estimated range of 2-4.5°C (Meehl et al. 2007 ). The overall carbon cycle-climate feedback that tends to promote higher atmospheric CO 2 and additional warming in most models is small in CSM1.4-carbon (Friedlingstein et al. 2006 ). CSM1.4-carbon has a relatively strong terrestrial CO 2 fertilization mechanism that causes a high terrestrial uptake under rising CO 2 . The rates of carbon transfer among the different vegetation and soil pools are climate dependent. The ecosystem distribution remains time-invariant in all simulations. Carbon emissions by land use are prescribed as an external source, thereby neglecting anthropogenic land use-climate-CO 2 fertilization interactions that tend to reduce carbon storage on land ).
Experimental design
CSM1.4-carbon is forced with prescribed anthropogenic emissions of carbon and sulfur, and prescribed concentrations of CH 4 , N 2 O, CFC-11, CFC-12, other halogenated species, and SF 6 over the period 1820-2500. Reconstructed emissions over the historical period up to the year 2000 are extended by several emission scenarios into the future (Fig. 1a) . In the case ''Hist'', emissions are set to zero after 2000. In the simulations ''High'' and ''Low'', emissions are prescribed following the high emission scenario SRES A2 and the low emission scenario SRES B1 over the 21st century and set to zero from 2100 to 2500. Cumulative carbon emissions are 397 GtC, 1304 GtC, and 2196 GtC in the Hist, Low, and High case, respectively. In comparison, total conventional fossil fuel resources are of order 5,000 GtC. Non-CO 2 GHG concentrations were calculated for each scenario using simplified expressions following Joos et al. (2001) and Forster et al. (2007) as further described in Frölicher et al. (2009) . An additional ''no-warming'' simulation is run in the High case where all radiative agents are kept at preindustrial values in the model's radiation module while the carbon cycle responds to CO 2 emissions. Differences in results between this simulation and the High case are attributed to climate change. We also quantify to what extent the temperature decrease after the cessation of emissions is due to the decrease of non-CO 2 GHGs and sulfur aerosols. For this, a 100-year CO 2 -only simulation is performed by branching from the Hist case at year 2000 and keeping non-CO 2 GHG concentrations and sulfur emissions at year 2000 levels. The sensitivity of the radiation module to sulfur emissions is tested by setting the sulfur emissions constant after the year 2100 for 40 years. A control simulation is used to detrend possible model drift according to Frölicher et al. (2009) .
Steric sea level rise is computed from changes in sea water density. It includes both thermo-and halosteric changes, but thermosteric changes dominate in general. pH, carbonate ion concentration, and the saturation state are calculated offline from modeled quantities using the standard OCMIP carbonate chemistry routines.
1 As the CSM1.4-carbon model does not include silicate (Si(OH) 4 ), a seasonal cycle of observation-based [Si(OH) 4 ] from the World Ocean Atlas 2001 (Conkright et al. 2002 ) is used in all calculations of pH and calcium carbonate saturation state. Details about the calculation of the carbonate chemistry and the uncertainties arising from this treatment of Si(OH) 4 can be found in Steinacher et al. (2009a) .
Results
Projected changes in radiative forcing,
atmospheric CO 2 , global mean surface temperature and sea level
We first discuss global mean changes for the range of scenarios and highlight the difference in temperature evolution between CO 2 -only and multi-gas emission scenarios. CO 2 is the dominant anthropogenic forcing in all three scenarios. In the High case it contributes 80% (5.9 W m -2 ) to the total GHG radiative forcing in 2100 and almost 100% (3.6 W m -2 ) in 2500. Radiative forcing of the shortlived GHGs such as CH 4 , N 2 O or many halocarbons approaches zero within decades or a few centuries after emissions are stopped.
Atmospheric CO 2 concentration increases from 282 to 844 ppm (539 ppm) by year 2100 in the High (Low) case (Fig. 1b) . Thereafter, atmospheric CO 2 decreases only very slowly, although carbon emissions are (unrealistically) reduced to zero in 2100. Atmospheric CO 2 concentration is still twice as high by 2500 than at preindustrial times in the High case and also remains above 450 ppm for centuries in the Low case. On the other hand, CO 2 falls below 350 ppm within a few decades in the Hist case and is 319 ppm by 2500. Nonlinearities in the marine carbonate chemistry lead to a substantially higher fraction of CO 2 emissions remaining airborne in the High than in the Hist case. 29% are still found in the atmosphere by 2500 in the High case, in contrast to 19% in the Hist case (Fig. 1g) . Clearly, the magnitude of 21st century CO 2 emissions impacts the (g) Fig. 1 (a The long perturbation lifetime of CO 2 is a consequence of the centennial to millennial overturning timescales of various carbon reservoirs. Unlike other radiative agents, anthropogenic CO 2 is not destroyed by oxidation or deposited on the ground, but redistributed among the carbon reservoirs. Most of the excess carbon is taken up by the ocean and mixed down to the abyss. Ultimately, interaction with ocean sediments and the weathering cycle will remove the anthropogenic carbon perturbation from the atmosphere on timescales of millennia to hundreds of millennia (Archer et al. 1998) . A substantial fraction of about 30% is taken up by the land biosphere in the High case. This uptake is mainly driven by a stimulation of photosynthesis (primary productivity) under higher atmospheric CO 2 in CSM1.4-carbon and is considered to be an upper limit as productivity might be or become limited by other factors than CO 2 .
Global mean surface temperature anomaly peaks at 3°C in the High case and at 1.7°C in the Low case and remains around 2 and 1°C for centuries (Fig. 1c) , consistent with the low climate sensitivity of the NCAR CSM1.4. In the Hist case, global mean surface temperature remains only slightly perturbed (0.2°C) by 2500.
In all three scenarios, global mean surface temperature peaks immediately after emissions are stopped followed by an initial decadal-scale decrease. This is in contrast to CO 2 -only scenarios, where the decrease in global mean surface temperature is delayed after cessation of emissions (e.g. Solomon et al. 2009; Matthews and Caldeira 2008) . Here, we quantify the difference between CO 2 and multi-gas emission commitment scenarios for the Hist case (inset in Fig. 1c ). Global mean surface temperature remains elevated in a sensitivity simulation where the radiative forcing by non-CO 2 agents has been kept constant after stopping CO 2 emissions in year 2000. Thus, the initial decadal-scale decrease in global mean surface temperature, almost 0.4°C in the Hist case, results from the decay of short-lived GHGs. The anthropogenic sulfur forcing is comparably small in our model setting (not shown). Thus, the shortterm increase in global mean surface temperature due to removal of the negative aerosol forcing after cessation of emissions is also small. The decadal-scale decrease in global mean surface temperature illustrates the potential benefits from non-CO 2 GHG emission mitigation.
Due to the slow heat uptake of the deep ocean global steric sea level rise continues after emissions have been stopped in 2100 for both the High and Low case and sea level is still on a rising trajectory in 2500 (Fig. 1d) , consistent with the findings of others (Meehl et al. 2005; Plattner et al. 2008 ). In the High (Low) case, global mean sea level is projected to increase by 21 cm (15 cm) until 2100 and by another 30 cm (13 cm) from 2100 to 2500. Consistently, mean ocean potential temperature increases by 0.61°C in the High case from 2100 to 2500, about twice the increase of 0.32°C from 1820 to 2100. In other words, a large fraction of the steric sea level rise and ocean heat uptake is realized after emissions have been stopped. Even in the Hist case global mean sea level increases from 2000 to 2500 by 5 cm (Fig. 1d ).
An important question is whether the carbon cycle-climate feedback remains as small in the coming centuries as found in 21st century scenario runs with CSM1.4-carbon or whether an increased carbon cycle-climate feedback will accelerate global warming over the coming centuries. The airborne fraction is reduced by only 2% in year 2100 in the no-warming simulation. This is at the lower end of 1-22% obtained from models that participated in the Climate Carbon Cycle Model Intercomparison Project (Friedlingstein et al. 2006) . This low sensitivity relative to other models is related to a small release of soil carbon in response to warming (Fung et al. 2005 ). On multi-century timescales, the climate-carbon cycle feedback slightly increases and contributes 4% to the atmospheric CO 2 increase at year 2500. The climate-carbon cycle feedback on land is highest at peak of atmospheric CO 2 in year 2100; it enhances vegetation uptake, whereas it diminishes soil carbon uptake. Globally, the warming feedback on soil and vegetation partly cancel each other and remains small. The carbon cycle-climate feedback in the ocean increases from 4% (i.e. 4% more oceanic carbon uptake without global warming) in year 2000 to 8% in year 2300. These feedbacks and underlying processes will be discussed in detail in Sect. 3.3.
In conclusion, model results and system understanding imply that atmospheric CO 2 will remain high for many human generations if carbon emissions are not reduced in the coming decades. The long-term consequences of 21st century emissions of CO 2 are fundamentally different from those of the short-lived GHGs such as CH 4 and N 2 O; anthropogenic CO 2 continues to perturb the radiative balance, climate, and the biogeochemical cycles for millennia, whereas the perturbation by short-lived GHGs is removed within decades to a few centuries after emissions are stopped. Steric sea level rise continues for centuries for historical and 21st century emissions. We also find that the carbon cycle-climate feedback remains low beyond 2100 in the NCAR CSM1.4-carbon and does not significantly accelerate global warming in our emission commitment simulations.
3.2 Projected regional changes in surface temperature, precipitation and steric sea level rise
In this section, regional changes in physical climate variables are addressed (Figs. 2, 3 ). The internannual variability of an unforced control simulation (Fig. 4 ) is used to compare anthropogenically forced changes on the grid cell level. We start the discussion with the High case, because of its high signal-to-noise ratio. The projected warming is largest in high latitudes ( Fig. 2) , especially over the Arctic, reflecting the important role of ice-albedo feedbacks, and greater over land than ocean, in agreement with other models (Meehl et al. 2007 ). Simulated temperature increase in the Arctic is 4.1°C in the annual mean and 5.8°C for the winter season by year 2500. The relatively small warming over the Southern Ocean and in the region of North Atlantic Deep Water formation is associated with large ocean heat uptake. As the ocean takes up heat and continues to warm, the land-ocean and, thus, also the northern-southern Hemisphere contrast are reduced. The ratio of land-to-ocean and northern-tosouthern surface temperature change decreases over the period 2100-2500 from 1.66 to 1.41 and 1.69 to 1.32, respectively. This indicates that the spatial pattern of global warming becomes slightly more uniform when emissions are reduced.
Turning to interannual variability, the model represents the magnitude and spatial pattern of temperature and precipitation variability well (Fig. 4) . As in the observations, temperature variability is high north of about 40°N and low in the tropics. Precipitation variability is high in both model and data in the tropics and subtropics and in the Asian monsoon regions and in southeastern and western USA and in western Europe.
The forced temperature increase is substantially higher than internal variability, measured as one standard deviation of annual values in a control simulation. Even at year 2500, surface temperature change is higher than internal variability for all grid cells except for a few cells in the Southern Pacific and Northern Atlantic (Fig. 2) . Qualitatively similar but smaller warming is observed in the Low case.
Simulated precipitation shows a reduction in some arid areas and increases over most regions ( Fig. 3 ) and in the global mean. Despite the high spatio-temporal variability of precipitation, a significant (higher than internal variability) increase in precipitation of more than 20% by year 2500 is projected for most high-latitude grid cells in the High case.
Steric sea level rise is projected to have substantial spatial variability (Fig. 3) . Differences between regions are of similar order as global average sea level rise. However, sea level change is positive almost everywhere in year 2500 in the High case. Thermosteric sea level change is significantly higher in the North Atlantic than in the North Pacific, reflecting the formation of deep water, enhanced ventilation and heat uptake. Sea level rise in the North Atlantic is damped through halosteric anomalies, whereas sea level change in the Arctic Ocean is partly driven by (b) High: 2490 High: -2499 (a) High: 2090 High: -2099 (c) Hist: 2090 Hist: -2099 ( halosteric changes due to increasing freshwater input from additional melting of sea ice and enhanced precipitation. Similar as for surface temperature, steric sea level rise is larger than modeled internal variability at almost each grid cell in year 2500 for both the High and the Low case. Turning to the Hist scenario, we observe a remarkable qualitative difference compared to the High and Low case. Regional surface temperature and precipitation return towards the preindustrial equilibrium after emissions have been stopped (Figs. 2, 3 ). Surface temperature changes become smaller than internal variability for most land (82%), including Eurasia and North America, and most of the ocean grid cells (73%). Signals larger than internal variability still persist in parts of tropical Africa, South America, and around Indonesia (Fig. 2) . Precipitation changes become smaller than internal variability in almost all grid cells (97%; Fig. 3 ). This indicates that perturbations in precipitation and temperature associated with 19th and 20th century emissions become comparable to unforced, internal variability in most regions within the next centuries. Simulated sea level rise remains higher than simulated internal variability in many regions (Fig. 3) as internal interannual variability is small. In conclusion, 21st century CO 2 emissions on the order of several hundred to a few 1,000 gigatons of carbon will perturb surface temperature, precipitation and sea level irreversibly on human timescales. In contrast, the impact of historical emissions on temperature and precipitation is largely reversible within centuries in most regions in the sense that the regional anthropogenic perturbation becomes smaller than internal unforced regional variability in our model.
Projected regional changes in ocean
and land carbon inventories, mechanisms and warming feedbacks
Land
Next, changes in land carbon inventories are discussed with a focus on the long-term evolution and climate feedbacks. Analyzes of land carbon stock changes as simulated by the CSM1.4-carbon model for the 21st century are already provided elsewhere (Fung et al. 2005; Friedlingstein et al. 2006) . Here, simulations and analysis period are extended beyond 2100 and the regional response of vegetation and soils to increasing CO 2 and climate change are investigated individually. High land uptake is simulated in the tropical and northern mid-to-high latitude forests (Fig. 5a,b) predominantly in response to increasing atmospheric CO 2 and related CO 2 fertilization of net primary productivity (NPP). NPP and changes in vegetation carbon evolve largely in parallel with changes in atmospheric CO 2 . Vegetation carbon peaks at all latitudes within five decades after the emission stop and the CO 2 peak. The relatively slow turnover of soil carbon, particularly in cold regions, lead to a delayed response in soil and total carbon stock changes to the CO 2 forcing. For example in the High case, the peak in total carbon inventory is projected 70 years later in the tropics and 130 years later at northern high latitudes than the CO 2 peak (Fig. 5b) . Total land carbon uptake amounts to 704 GtC at peak and to 611 GtC by year 2500. Roughly 58% of the additional carbon is sequestered by vegetation, the rest by soils.
The CSM1.4 has a low sensitivity of global terrestrial storage to climate change and a low global climate-land uptake feedback. Global land uptake is lower by up to 5% in the High case than in the no-warming simulation. The small global sensitivity results from opposing regional responses as illustrated by the evolution of the climatecarbon gain in different regions and reservoirs (Fig. 5c) . The climate-carbon gain describes the percentage gain of vegetation carbon g veg , and soil carbon g soil in the High case with global warming relative to the corresponding simulations without warming:
where DC is the difference in carbon stocks from preindustrial levels. A positive g implies more carbon uptake from the atmosphere under warming and thus a negative climate-carbon cycle feedback. The difference in land sinks in the simulations result from differing sensitivities of NPP and respiration to changes in CO 2 , light, temperature, and moisture regimes, and their competitive effects on regional carbon inventories in vegetation and soils (Fung et al. 2005) . Warming and moistening accelerate NPP and increase vegetation biomass and carbon fluxes to soils, but shortens soil turnover time through increased soil respiration rates. The higher atmospheric CO 2 in the High case relative to the no-warming case implies more CO 2 fertilization tending to increase terrestrial storage. The interplay of these mechanisms leads to a complex spatiotemporal evolution of the climate-carbon gain for vegetation and soils in our multi-century simulations.
In northern mid and high latitudes (40-70°N), soil moisture and temperature increase and growing conditions become more favorable. Total carbon uptake is higher by 10-30% in the High relative to the no-warming case (Fig. 5c ). Uptake by vegetation is about 55% larger in the High case than in the nowarming case. The reduction in soil turnover time and the increase in the carbon flux to litter and soils have opposite impacts on soil carbon and g soil changes sign over time. Cumulative soil carbon uptake is lower by one third in year 2000 in the High than in the no-warming case. Then, g soil increases over the coming two centuries to stabilize at around 15%. The increased flux from vegetation to soils overrules in the long-term the effect of reduced soil turnover times.
In the tropics, less carbon is stored under global warming. Large areas in northeastern South America and in parts of Indonesia suffer from decreased soil moisture and higher temperature leading to lower NPP and vegetation carbon uptake in the High case. However, overall carbon storage in tropical vegetation is about 5% higher in the High than in the no-warming case, as growing conditions improve with warming and/or moistening in west equatorial Africa and west equatorial South America. In contrast, tropical soils absorb by as much as 50% less carbon in the High than in the nowarming case. Taken together, competing processes and system time lags results in different evolution of the climateland carbon feedbacks in different regions and for different land components. In the NCAR CSM1.4, these processes happen to largely cancel each other resulting in a small global terrestrial carbon cycle-climate feedback.
Ocean
Carbon uptake by the ocean continues over centuries, in contrast to uptake by land. In earlier publications related to marine oxygen variability, ocean acidification and marine productivity, we have discussed changes in physical properties such as temperature, salinity, circulation and stratification, changes in marine biological processes such as production and export of organic carbon, and changes in biogeochemical tracers such as oxygen. These studies present results from simulations with the NCAR CSM1.4-carbon over the industrial period and this century (Fröli-cher et al. 2009; Steinacher et al. 2009a, b) . Sea surface temperature and stratification increases, surface nutrient concentration and marine productivity decreases in most regions under the SRES A2 and B1 scenarios. The Atlantic Meridional Overturning Circulation (AMOC) weakens and becomes shallower and mixed layer depth decreases in the northern North Atlantic. Here, we discuss now the ocean uptake of CO 2 and the impact of climate change in detail and attribute the multi-century scale changes in the oceanic distribution of dissolved inorganic carbon (DIC) to different mechanisms.
The rate limiting step for ocean uptake of anthropogenic carbon is surface-to-deep transport with typical timescales of decades for thermocline ventilation and centuries for deep ocean overturning. Ocean chemistry, in particular the distribution of the Revelle factor, describing the relative increase in CO 2 partial pressure per relative increase in DIC, and ocean volume determine the overall uptake capacity for excess carbon. Warm water has a lower Revelle factor than cold water resulting in a higher uptake capacity of excess carbon per volume. Climate-carbon cycle feedbacks such as those related to changes in temperature, stratification, and ocean circulation, and to the marine biological cycle further modify the distribution of natural and anthropogenic carbon (e.g. Joos et al. 1999; Plattner et al. 2001) . We use again results from the High case and the related no-warming case to illustrate the model response.
The highest column inventories of DIC in the ocean are simulated in the region of deep water formation in the North Atlantic and in the area of the well-ventilated Antarctic Intermediate Water around 40°S in year 2100 (Fig. 6a) . Concentrations decline from surface to the deep, consistent with reconstructions of anthropogenic carbon . DIC concentration decreases after cessation of emissions at the surface, but continues to increase at depth due to continued surface-to-deep exchange (Figs. 7, 8 ). In 2500 (High case; Fig. 6b ), column inventories and concentrations are more uniform in the Atlantic and the Southern Ocean, whereas concentrations and inventories are still low in the slowly-ventilated waters of the deep Indian and Pacific Ocean, consistent with the centennial-to-millennial mixing timescales inferred from the observed radiocarbon distribution Müller et al. 2006) .
The CO 2 air-to-sea flux increases with increasing atmospheric CO 2 with interesting spatial variations. The Southern Ocean (\45°S) turns from a source to a sink of atmospheric CO 2 at around year 2000, consistent with databased reconstructions of contemporary and preindustrial air-sea fluxes Gruber et al. 2009 ). The global air-to-sea flux peaks with atmospheric CO 2 when emissions are stopped and decreases afterwards to become again a sink in the Southern Ocean, albeit smaller than at preindustrial time. In most regions, air-to-sea flux is still higher at 2500 than at the start of the simulation. Thus, the ocean is still taking up anthropogenic carbon. Remarkably, the northern North Atlantic sink flux is smaller in 2500 than at 1820 and a few grid cells around 60°N even show CO 2 outgassing by 2500. In other words, the perturbation flux (relative to preindustrial) is from the ocean to the atmosphere in the northern North Atlantic. Similarly, the perturbation flux has also reversed in the northeastern Pacific. This negative perturbation flux is explained by the lower uptake capacity (higher Revelle factor) of cold waters relative to warm water that tends to drive a perturbation flux from the warm equatorial ocean to the cold high-latitude ocean when the ocean-atmosphere system approaches a new CO 2 equilibrium (Siegenthaler and Joos 1992) . This negative perturbation flux is even more pronounced in the simulation without global warming.
Climate change affects the uptake of CO 2 and the distribution of dissolved inorganic carbon (DIC) within the ocean. the changes in salinity normalized DIC as simulated in the High case, DsDIC tot to (1) air-sea exchange driven by rising CO 2 only, DsDIC gas;baseline ; (2) to changes in the marine biological cycle, DsDIC bio ; and (3) to the climate induced changes in CO 2 uptake, DsDIC gas;feedback (Figs. 7, 8) . By far the largest contribution to the simulated change in DIC is directly driven by the increase in atmospheric CO 2 . This component is quantified by the nowarming simulation. The spatial and temporal evolution of DsDIC gas;baseline follows very closely that of DIC for the High case discussed two paragraphs earlier.
Climate change causes a reorganization of the marine organic matter cycle and of the calcite cycle in the model. This reorganization is driven by changes in circulation and water mass distribution and changes in productivity and export of organic matter and calcite. The latter are related to changes in physical parameters and nutrient availability (Steinacher et al. 2009b) . Changes in DIC related to changes in marine productivity and remineralization of organic matter and calcite are linearly linked to changes in phosphate (DPO 4 ) and alkalinity (DALK) by Redfield ratios in the NCAR CSM1.4-carbon. This allows us to quantify the influence of this reorganizations on DIC as:
The first right hand term represents the reorganization of the organic matter cycle and 117 is the carbon-to-phosphate Redfield ratio. The second right hand term represents the reorganization of the calcite cycle as obtained from simulated changes in alkalinity and phosphate.
Climate change causes also a reduction in the uptake flux of atmospheric CO 2 relative to the simulation with no climate change. This reduction is linked to sea surface Changes in (a) sDIC due to gas exchange only (DsDIC gas;baseline ) from the no-warming simulation, (b) DsDIC bio due to the internal reorganization of the organic matter cycle and CaCO 3 cycle, and (c) DsDIC gas;feedback due to the changes in air-sea gas exchange. sDIC inventory changes (GtC) are indicated at the bottom-left corner of each panel. Note different scales warming, decreasing CO 2 solubility, to a slowed circulation and surface-to-deep transport of anthropogenic carbon, to a reduction of nutrients and carbon linked to changes in the marine biological cycle, and to sea ice retreat, permitting additional air-sea gas exchange. The first two effects reduce carbon uptake, while the latter mechanisms tend to increase uptake. The influence on DIC of climate related changes in CO 2 uptake is quantified by difference:
The reorganization of the organic matter cycle and that of the calcite cycle contribute about equally to DsDIC bio : In 2100, DsDIC bio (and phosphate and alkalinity) shows a dipole structure in the North Atlantic with negative concentrations in the equatorial and North Atlantic thermocline, and positive concentrations below 2,000 m, particular north of 40°N. This change is linked to a decrease in the strength and penetration of the AMOC, increased stratification and reduced surface-to-deep exchange which increases the accumulation of nutrients and carbon at depth. The AMOC (maximum in the North Atlantic stream function from 20 to 50°N and 500 to 2,000 m depth) is projected to be 13% lower in year 2500 than at preindustrial time in the High case. Changes in phosphate and alkalinity, and thus in DsDIC bio in the Pacific are generally small in 2100. By 2500, DsDIC bio has further increased in the deep Atlantic, but also in the deep Pacific, while DsDIC bio in the thermocline has become more negative. These long-term changes are connected to a slowed ventilation of the deep ocean and a related accumulation of carbon, nutrients, and alkalinity at depth. The distribution of DsDIC gas;feedback mirrors to some extent the distribution of DsDIC bio in the deep ocean. The reduction in the AMOC and the slowed deep ocean ventilation results in a less efficient surface-to-deep transport of excess carbon and thus to negative concentrations of DsDIC gas;feedback below 2,000 m. As with DsDIC bio ; these changes accrue over the 21st century in the North Atlantic but only on a multi-century timescale in the deep South Atlantic and deep Pacific. Changes in DsDIC gas;feedback in the thermocline and surface ocean are comparably smaller. Exceptions are the Arctic ocean and to a lesser extent the northern North Pacific, where reduced sea ice cover leads to an enhanced uptake of carbon under global warming. The slower surface-to-deep exchange and reduced surface nutrient concentrations in the northern North Atlantic also provoke an additional accumulation of carbon at the surface by air-sea exchange.
In summary, the increase in atmospheric CO 2 is the most important driver of changes in dissolved inorganic carbon in the ocean. Climatic feedbacks related to the reorganization of the organic matter cycle and changes in air-sea CO 2 fluxes lead to notable modifications in the simulated distribution of DIC, particularly in the deep ocean and the Arctic. The deep ocean is still far away from equilibrium with the atmospheric perturbation by year 2500 and the ocean continues to absorb anthropogenic carbon from the atmosphere. These results complement the findings of Schmittner et al. (2008) . They showed in simulations with an EMIC the delayed response of the climate system and the carbon cycle to a reduction in carbon emissions on a global scale.
Projected ocean acidification
One concern of anthropogenic carbon emissions is its impact on marine life. Recent studies indicate that ocean acidification by the uptake of CO 2 has adverse consequences for many marine organisms via decreased CaCO 3 saturation, affecting calcification rates, and via disturbance to acid-base physiology (Fabry et al. 2008) . Vulnerable organisms that build shells and other structures of CaCO 3 in the relatively soluble form of aragonite or high-magnesium calcite, but also organisms that form CaCO 3 in the more stable form of calcite may be affected. Undersaturation as projected for the high latitude ocean (Steinacher et al. 2009a; Orr et al. 2005 ) has been found to affect for example pteropods, an abundant group of species forming aragonite shells (Orr et al. 2005) . Changes in saturation are also thought to affect coral reefs (De'ath et al. 2009; Hoegh-Guldberg et al. 2007; Langdon and Atkinson 2005; Kleypas et al. 1999) . The impacts are likely not restricted to ecosystems at the ocean surface, but potentially also affect life in the deep ocean such as the extended deep water coral systems and ecosystems at the ocean floor. The degree of sensitivity varies among species and some taxa may show enhanced calcification at CO 2 levels projected to occur over the 21st century (Iglesias-Rodriguez et al. 2008) . Indicators of ocean acidification are pH and the saturation state of sea water with respect to aragonite, X arag (or calcite, X calc ). When X arag is less than one (or 100%), water is undersaturated and aragonite dissolves to calcium and carbonate ions in the absence of protective mechanisms. X arag larger than 100% corresponds to supersaturation. Supersaturated conditions are possible, as the activation energy to form aragonite is high. On an annual average the surface ocean is currently supersaturated everywhere with respect to aragonite with high supersaturation in the tropics and subtropics and low supersaturation in the high latitude ocean (Fig. 9a) . Saturation decreases with depth and the deep ocean is undersaturated (Fig. 10) .
Global mean surface X arag is projected to decrease from a preindustrial mean of 341 to 235% in the Low case and to 183% in the High case until 2100 (Fig. 1e) . Likewise, global mean surface pH decreases from 8.17 to 7.94 and to 7.79, respectively (Fig. 1f) . Global mean surface pH and X arag increase only slowly and in parallel with the atmospheric CO 2 decrease after carbon emissions are stopped.
Surface ocean X arag and pH decrease at all latitudes under rising atmospheric CO 2 (Fig. 9) . Largest surface changes are found in the tropics and subtropics for X arag and in the Arctic for pH. In the High case, X arag in the tropics and subtropics decreases from a saturation state of more than 400% at preindustrial times to saturation below 250% at the end of the 21st century. Tropical and subtropical surface waters remain below 300% saturation until 2500. Climate change has a small influence on ocean acidification and alkalinity in the surface ocean, except for the Arctic. Differences in surface X arag ; pH and in alkalinity are generally small between the High case with global warming and the no-warming simulation, consistent with earlier findings (Steinacher et al. 2009a; Cao et al. 2007 ). Although experimental evidence remains scarce, these projected low saturation state in combination with other stress factors such as increased temperature poses the risk of an irreversible destruction of warm water coral reefs.
Arctic surface water starts to become undersaturated with respect to aragonite within the next decade and undersaturation becomes widespread in the Southern Ocean on annual and zonal average for an atmospheric CO 2 concentration around 580 ppm (Fig. 9) . Climate change amplifies the decrease in annual mean X arag in the Arctic Ocean by 22% mainly due to surface freshening, causing alkalinity to decrease by more than 0.1 mmol l -1 over this century in the High case, and increased uptake of anthropogenic carbon in response to sea ice retreat and possible land-ice melting. A detailed quantitative discussion of the Arctic changes and underlying mechanisms is provided by Steinacher et al. (2009a) for the 21st century. Our results demonstrate, that the undersaturation in the Arctic Ocean is maintained over centuries in the High and the Low case, again underscoring the long-term impacts of 21st century carbon emissions.
The response of Arctic surface X arag and the change in air-sea CO 2 partial pressure difference (DpCO 2 ) to atmospheric CO 2 forcing further illustrates system time lags and the intricate coupling between biogeochemical cycles and climate (Fig. 11) . On global average, DpCO 2 changes remain small and surface X arag is approximately in equilibrium with atmospheric CO 2 forcing (black lines in Fig. 11 ). In contrast, X arag and DpCO 2 in the Arctic surface (red lines in Fig. 11) show path-dependent relations to atmospheric CO 2 : at identical CO 2 , the reduction in X arag is 0.13 units larger in year 2500 than in 2060 in the High case (arrow in Fig. 11a) . DpCO 2 ; the driver for the air-sea carbon flux, remains above preindustrial during the 21st century by up to 110 ppm in the Arctic Ocean and approaches the preindustrial value only slowly after a few centuries. The delayed response in Arctic X arag is a consequence of continued carbon uptake. This in turn is amplified by the large changes in the hydrological cycle. Annual mean sea ice volume is reduced by 65% by the end of the century in the High case. This results in a dilution of carbon and alkalinity in the surface, a propagation of the freshwater and tracer anomalies into the deeper layers, and an increase in the ice-free area available for air-sea gas exchange.
The anthropogenic CO 2 perturbation penetrates into the deep ocean. As a consequence, the saturation horizon, i.e., (\80°N and 35°W-18°E ). Solid lines correspond to the aragonite saturation horizon (X arag ¼ 100%) in the High (black), Low (red), Hist (green) and no-warming (orange) cases. Dashed lines denote the calcite saturation horizon (X calc ¼ 100%) for the different cases. The evolution is plotted as function of time and of the annual mean atmospheric CO 2 mixing ratio the surface separating over-and undersaturated water, shoals in most regions. In the High case, the anthropogenic perturbation leads to an abrupt shoaling of the global mean saturation horizon with respect to aragonite from about 1,720 to 320 m within few years around 2100 (Fig. 10) , consistent with Orr et al. (2005) . The saturation horizon is, on global average, projected to deepen by 90 m from 2100 to 2500. Significant shoaling of the saturation horizon is projected in the Atlantic Ocean due to the deep penetration of the anthropogenic perturbation. In the Arctic, undersaturation occurs also at the surface and expands towards depth (Fig. 10) . At year 2300 in the High case, the Arctic Ocean is projected to become undersaturated with respect to aragonite throughout the water column.
A general decrease in ocean water saturation corresponds to a loss of volume providing habitat for many species that produce calcium carbonate structures. Following Steinacher et al. (2009a) , we define five classes of saturation levels: (1) more than 400% saturated (X arag [ 4), considered optimal for the growth of warm water corals, (2) 300-400% saturated, considered as adequate for coral growth, (3) 200-300% saturated and (4) 100-200% saturated, both considered as marginal to inadequate for coral growth, though experimental evidence is scarce, and finally (5) undersaturated water considered to be unsuitable for pteropods. Figure 1h shows the evolution of the ocean volume occupied by these classes for all simulations. In the High case, water masses with saturation above 300% vanish by 2070 (CO 2 &630 ppm). Overall, the volume occupied by oversaturated water decreases from preindustrial 40 to 25% in 2100 and to 10% in 2300, and the volume of undersaturated water increases accordingly. The Low case also features a large expansion of undersaturated water from 59 to 83% of ocean volume. In the Hist case, the perturbations in volume fractions are much more modest and trends are largely reversed in the well-saturated upper ocean over the next few centuries.
The response in the saturation state is delayed in the thermocline and the deep ocean reflecting the centennial timescales of the surface-to-deep transport of the anthropogenic carbon perturbation. In the High case, the volume of water with X arag between 100 and 200% reaches its minimum around 200 years after emissions have been stopped. Accordingly, the volume of undersaturated water reaches its maximum around 2300. Afterwards, the volume fractions remain approximately stable; the fraction of supersaturated water expands by only 1% from 2300 to 2500.
The probability for water to become undersaturated relative to calcite is reduced compared to aragonite, because the precipitation equilibrium is about 50% higher for calcite than for aragonite. In the High case, undersaturation of Arctic surface waters with respect to calcite is simulated to start later than for aragonite, but also persists for centuries (Fig. 9) . In the Low case, surface waters remain supersaturated on annual and zonal average. The global mean calcite saturation horizon is located around 4,000 m and starts to shoal slowly in the 22nd century (Fig. 10) .
The slow penetration of anthropogenic carbon into the deep ocean is also reflected in pH changes (Fig. 12) . At the peak of the atmospheric CO 2 concentration in 2100 in the High case, surface pH decreases by 0.3-0.4 units relative to preindustrial in low and mid-latitudes and by up to 0.6 in northern high-latitudes and in the Arctic, while the pH changes are generally smaller at depth. However, by 2500 pH decreases are larger at 2,000 m than at the time of peak atmospheric CO 2 in year 2100 and with up to 0.3 units relatively large in the Southern Ocean and parts of the Atlantic.
Climate change influences pH levels at depth towards the end of the simulation, although with small magnitude (\0.02). The contribution of alkalinity changes to the decrease in carbonate ions and CaCO 3 saturation is generally small in year 2100; alkalinity changed little, except Δ Ω arag Fig. 11 Temporal evolution of changes in (a) surface saturation state with respect to aragonite (X arag ) and in (b) air-sea CO 2 partial pressure difference (DpCO 2 ) relative to the year 1820 as a function of atmospheric CO 2 for different regions and scenarios. Note that the net air-to-sea CO 2 flux in the Arctic is lower in the no-warming than in the standard simulation as the ice-free area permitting gas exchange is increased in the latter in the Arctic Ocean and in parts of the Atlantic Ocean. The simulated changes in deep ocean ventilation and production cause alkalinity to increase in the deep Atlantic and Pacific as already discussed in the context of the changes in the oceanic DIC contribution (Figs. 7b, 8b ).
In conclusion, the modeled evolution of the aragonite saturation state and pH highlight that some impacts of 21st century fossil fuel carbon emissions are strongly delayed and maximum impacts are simulated centuries after emissions have been reduced, even for the extreme case of an immediate emission stop.
Discussion and conclusion
Three illustrative multi-gas emission commitment scenarios are analyzed with the CSM1.4-carbon model. Carbon and other anthropogenic emissions follow the historical trajectory, and a high (SRES A2) and low (SRES B1) emission scenario until 2100. Emissions are reduced to zero immediately in 2100 in the High and Low case and in 2000 in the Hist case.
The skill of the NCAR CSM1.4-carbon in representing climate and carbon and tracer distributions in the landocean-atmosphere system is documented in a number of papers (e.g. Doney et al. 2006; Frölicher et al. 2009; Steinacher et al. 2009a, b) . As usual, caveats apply. The complex spatio-temporal interactions of a wide range of processes and feedbacks need to be represented in a simplified way in any model system and the lack of understanding of some of the more intricate processes leads to additional uncertainties in climate projections. The NCAR CSM1.4-carbon features both a small climate sensitivity, the models response to a nominal increase in radiative forcing, as well as a small carbon cycle-climate feedback, the amplification of the atmospheric CO 2 increase and global warming due to climate-biogeochemical coupling. The climate sensitivity is at the lower end of the observationally-constrained range (Meehl et al. 2007 ). The carbon cycle feedback amplifies 21st century warming by a few percent only in contrast to more sensitive models Friedlingstein et al. 2006) . This implies that the projected changes are likely conservative estimates of the changes to come. In addition, several potential amplifying mechanisms are not considered. Melting of glaciers and ice sheets and a related slow-down of the ocean's overturning circulation and reduced uptake of heat and carbon are not considered. Uncertainties in projected precipitation changes are still relatively large in the current suite of AOGCMs (Meehl et al. 2007 ). NCAR CSM1.4 does not simulate the strong precipitation reduction in the Amazon basin that causes forest dieback and high atmospheric CO 2 and large warming in the Hadley Centre model (Cox et al. 2000) . Marine ecosystems and their role in the carbon cycle are parametrized in a highly simplified way in the NCAR CSM1.4-carbon in comparison to some more sophisticated representations (Bopp et al. 2001; Moore et al. 2002; Maier-Reimer et al. 2005; Manizza et al. 2008; Schmittner et al. 2008) . Potential impacts of ocean acidification on the production and remineralization of organic matter and calcite and related climatic feedbacks are not taken into account; current experimental evidence on the expected future changes remain unclear. Reduced (enhanced) calcification and dissolution of CaCO 3 would likely lead to a small negative (positive) effect on atmospheric CO 2 (Gangstø et al. 2008; Gehlen et al. 2007; Ridgwell et al. 2007) . A potential weakening of the mineral-ballast affecting the organic matter flux to depth due to reduced shell weight could lead to a small positive effect on atmospheric CO 2 (Heinze 2004 ), but could potentially expand hypoxic ocean regions (Hofmann and Schellnhuber 2009) . A small negative effect on atmospheric CO 2 has also been modeled by applying enhanced biotic carbon-tonitrogen drawdown under acidification as seen in mesocosm experiments ). On land, biome distribution is prescribed in the model and changes in the distribution of plants are neglected. We expect from this an underestimation of carbon storage in today's temperature limited Arctic zone and in high altitude regions as tree are likely to expand polewards and upwards under warming ). On the other hand, permafrost and peatlands (Tarnocai et al. 2009 ) are not explicitly treated and the potential release of methane and CO 2 to the atmosphere is not considered (Lawrence and Slater 2005; Schuur et al. 2009 ). Overall, uncertainties in our climate projections increase with time, but also with the magnitude and duration of global warming, because not considered or unexpected feedbacks may come into play. On the other hand, results may be more reliable when future climate change remains modest. In other words, uncertainties are likely smaller for the Hist case than for the High and Low case. Despite the various caveats, the NCAR CSM1.4-carbon has skill in representing some of the most fundamental processes in the climate-biogeochemical system and provides a useful framework to investigate potential future changes. Important with respect to the discussion of regional changes is that simulated interannual variability in precipitation and temperature in the NCAR CSM1.4 compares well with observation-based estimates.
A new finding of this study is that the perturbations in temperature and precipitation from historical emissions are largely reversible within centuries in most inhabited regions in the sense that the anthropogenic signal becomes smaller than regional natural unforced variability. The application of a dynamical coupled atmosphere-ocean general circulation model and our scenario setup allows us to discuss forced regional century-scale changes in comparison with internal climate variability in a dynamical self-consistent setting, thereby going beyond previous studies applying Earth System Models of Intermediate Complexity for long-term simulations (e.g. Plattner et al. 2008; Schmittner et al. 2008) . EMICs typically use simplified atmosphere energy balance components and do not represent internal variability.
The finding of reversible regional temperature changes is not inconsistent with previous EMIC results of irreversible global temperature response to historical CO 2 emissions only (Solomon et al. 2009; Matthews and Caldeira 2008) . Atmospheric CO 2 does not completely return to preindustrial values and associated radiative forcing, global mean surface temperature and sea level remain slightly elevated in the Hist simulations. Here, we analyzed regional changes instead of global mean indicators. Another difference to the earlier CO 2 -only scenarios is that the inclusion of non-CO 2 GHGs causes a more rapid cooling after cessation of emissions due to their relatively short atmospheric perturbation lifetime. This demonstrates the potential benefits of non-CO 2 greenhouse gas emission reductions.
The combination of a low climate sensitivity and a small carbon cycle-climate feedback in the CSM1.4-carbon leads to a smaller climate response to carbon emissions than in other comparable models (Friedlingstein et al. 2006 ). The CSM1.4 climate sensitivity of 2°C is at the lower bound of the range given by IPCC of 2°C to 4.5°C and lower than the best estimate of 3.2°C (Meehl et al. 2007 ). Thus, the question arises to which extent our result is robust. We have scaled the simulated temperature changes by a constant factor such as to match a climate sensitivity of 3.2 and 4.5°C, respectively. Then, we compare again the increased anthropogenic signal with the (unchanged) variability from the control (Fig. 13) . Globally, the area where the climate signal is smaller than regional internal variability is reduced from 75 to 54 and 43%, respectively. Thus, even for a high climate sensitivity the regional perturbation becomes smaller than internal variability for almost half of the land and ocean area. Internal climate variability is only part of the natural climate variability that includes also variations in response to changes in solar irradiance and explosive volcanic eruptions (Gerber et al. 2003; Ammann et al. 2007) . We conclude that the regional impact on temperature and annual-mean precipitation of historical greenhouse gas emissions becomes most probably smaller than natural (forced and unforced) variability over the next few centuries in most regions. The implication is that emission mitigation efforts have the potential to reverse current warming trends.
The irreversibility of 21st century carbon emissions on human timescales (excluding technologies to remove carbon from the atmosphere) is a robust result across the entire model hierarchy Siegenthaler and Oeschger 1978) . The conclusions presented by Siegenthaler and Oeschger (1978) 30 years ago are confirmed with a comprehensive model: anthropogenic carbon emissions must be reduced in the coming decades if we want to avoid a dangerous perturbation of Earth's radiative balance. High 21st century carbon emissions will impact climate and the geochemical state of the ocean for centuries to millennia. About 30% of anthropogenic carbon emissions remain airborne over centuries for cumulative emissions of a couple of 1,000 gigatons of carbon. In comparison to the pioneering box-model study by Siegenthaler and Oeschger (1978) , we are now able to investigate the regional details of climate-carbon feedbacks and potential impacts in the dynamical setting of an Earth system model.
Competing processes and system time lags results in different evolution of the climate-land carbon feedbacks in different regions and in soil and vegetation. For example, soil carbon storage is initially reduced in the High case relative to the no-warming case as turnover rates increase with warming and moistening, but soil carbon storage becomes more important in the simulation with warming in the long term as more favorable growing conditions lead to higher carbon fluxes into vegetation and soils. In the tropics, regional differences in soil moisture regimes affect also regional carbon storage with some regions loosing carbon under dryer conditions, whereas other regions gain carbon when sufficient soil water is available to support fertilization by increasing CO 2 . Overall, the influence of opposing processes on carbon storage tend to partly cancel in the NCAR model and the climate-land carbon feedback remains small. The influence of climate change on ocean carbon uptake becomes more important with time and with the slow penetration of anthropogenic carbon into the deep ocean.
Undersaturation in the Arctic becomes widespread for an atmospheric CO 2 concentration reaching about 450 ppm and saturation in the tropical ocean is strongly reduced, posing a threat for the survival of warm water corals. The precautionary principle, for instance mentioned by the United Nation Framework Convention on Climate Change (UNFCC), implies that atmospheric CO 2 should be kept below 450 ppm to avoid the risk of large-scale ecosystem changes.
Emerging trends in ocean acidification are projected to aggravate for high 21st century emissions. The peak impact on ecosystems might become apparent only decades and centuries after carbon emissions have been reduced. An example is the continued large reduction in the volume of supersaturated water with respect to aragonite, providing habitat for calcifying organisms, after carbon emissions have been stopped. We find an increase in the volume of undersaturated water from 59 to 91 and 83% in the High and Low case, respectively. We show that the undersaturation of the entire Arctic Ocean persists a few centuries for business-as-usual (SRES A2) 21st century carbon emissions. Whereas the saturation state in mid-to-low latitudes surface waters closely follows atmospheric CO 2 , the saturation state in Arctic surface waters show path-dependent relation to atmospheric CO 2 . Our results complement the findings of Schmittner et al. (2008) who also highlight the delayed response of the climate system and the carbon cycle to a reduction in carbon emissions on a global scale.
Global Warming Potentials are used in the Kyoto protocol as a metric to compare and trade emissions of CO 2 for emissions of other GHGs. Our discussion on non-CO 2 forcing agents has been limited for the following reasons:
(1) The anthropogenic perturbations in atmospheric (b) Climate sensitivity ≈ 3.2°C Fig. 13 Scaled decadal mean changes in surface temperature for the period 2490-2499 relative to preindustrial in the Hist case. Simulated changes are scaled with a factor of (a) 4.5°C/2.0°C and (b) 3.2°C/ 2.0°C, thereby artificially increasing the model's climate sensitivity from 2.0 to 3.2°C and 4.5°C. The latter represent the upper limit and the median in climate sensitivity of all AOGCMs used in the IPCC AR4 (Meehl et al. 2007) . Stippling denotes the grid cells where the magnitude of change is smaller than the standard deviation from the (unscaled) control run CH 4 , N 2 O, tropospheric O 3 , CFCs, or aerosol loads are largely reversible within a few weeks to a century. (2) The contribution of non-CO 2 agents and other pollutants to ocean acidification is small. (3) Of the major anthropogenic GHG emissions, only the impact of 21st century carbon emissions remains irreversible on century to millennium timescale. We argue that emissions of agents with a shortlived atmospheric perturbation lifetime should not be traded with emissions of long-lived GHGs, the latter posing a much more persistent climate and environmental change commitment. While the Kyoto basket approach to pool emissions of CO 2 and other GHGs might have been useful to make first steps towards the goals of the UNFCC, it is now timely and necessary (Solomon et al. 2009 ) to distinguish between short-lived agents such as CH 4 , N 2 O, hydro-and perfluorocarbons and agents with a perturbation lifetime of millennia such as CO 2 or SF 6 and other fully fluorinated species.
Our study shows that the influence of 20th century emissions of CO 2 and other agents on regional temperature and precipitation is largely reversible; forced regional changes become smaller than innterannual variability. In contrast, continued carbon emissions over the 21st century causes irreversible climate change on both the global and regional scale. Impacts related to ocean acidification and sea level rise continue to aggravate for centuries even for the hypothetical case of an immediate emission stop.
