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ABSTRACT
The heliosphere and solar magnetic field play an important role in protecting the solar
system from harmful, high-energy Galactic radiation. Until recently, the magnetic
field had been assumed to be passive, carried outwards by the solar wind. The
influence of the solar magnetic field on the plasma has just begun to be understood.
Among the consequences, the magnetic field could cause the heliotail to be short,
collimating the flow into two lobes instead of the classical long, comet-like tail. In
this dissertation, I investigate the role certain aspects of the magnetic field have on
the heliosphere and detail how interstellar neutral particles alter its effect on the
environment.
From the observation by Voyager 1 (V1 ) and Voyager 2 (V2 ), it is clear that
the plasma environment in the outer heliosphere is not fully understood. I present
the first time-dependent model of the outer heliosphere that includes solar-cycle
variations of the magnetic field strength. I find that the model can accurately predict
the plasma environment at V2 but cannot describe all features observed at V1,
suggesting additional processes are present. The effect of including the heliospheric
current sheet (HCS) on large-scale modeling of the heliosphere is also studied. The
vi
inherent numerical dissipation in the HCS reduces the magnetic field strength in the
heliosheath; however, the two-lobe structure of the heliotail remains.
Neutral hydrogen has also been shown to greatly affect the location of the he-
liospheric boundaries. The large mean free path of these neutrals requires them to
be described kinetically. To understand how the neutrals affect the influence of the
solar magnetic field, I developed the Solar-wind with Hydrogen Ion Exchange and
Large-scale Dynamics (SHIELD) model, a kinetic-magnetohydrodynamic model of
the outer heliosphere. The model couples a 3D Monte-Carlo model to the magne-
tohydrodynamic solver. SHIELD reproduces the results of similar models, namely a
higher filtration of neutrals into the heliosphere when compared to a fluid descrip-
tion of the atoms. When SHIELD is applied to the heliotail, the two-lobe structure
persists even with kinetic neutrals. These results show that the solar magnetic field
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The heliosphere is a vast region surrounding the Sun that marks the outer
limits of the solar wind. Through detailed in situ measurements by both Voyager
spacecraft, combined with all-sky images produced near Earth, we have learned an
immense amount about the environment that surrounds us. Even with these obser-
vations though, fundamental questions about the heliosphere remain. Among them
are the nature of the flows within the heliosphere, close to the heliospheric boundary,
as well as the basic shape of the heliosphere and structure of the solar wind as it
passes down the heliotail.
The governing pressure in the solar wind is the dynamic pressure as the super-
sonic flow expands radially outwards. The kinetic energy is then converted primarily
into thermal pressure as the solar wind approaches the surrounding gas in the in-
terstellar medium. As a result, the magnetic field has been assumed to be passive,
carried outwards by the solar wind. Through recent studies, we have begun to learn
the extent to which the solar magnetic field influences the structure of the helio-
sphere. Among the consequences, the magnetic field could cause the heliotail to be
short, collimating the flow into two lobes instead of the classical long, comet-like tail
Opher et al. (2015).
The overarching goal of this dissertation is to determine how significant cer-
tain aspects of the solar magnetic field are in affecting the flows and structure of
the heliosphere. Through numerical modeling, I discuss how variations of the solar
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magnetic field strength and the heliospheric current sheet (HCS) propagate out into
the heliosphere and alter its structure as well as the plasma observed by the Voyager
spacecraft. I also present the development of a model that couples a magnetohydro-
dynamic (MHD) description of the plasma to a kinetic description for the interstellar
neutral hydrogen atoms streaming through the heliosphere. This model is a more
accurate physical representation of the system than previous studies used to show the
two-lobe structure of the heliosphere. This thesis presents the model, its validation,
and its application to the heliosphere to determine if the effect of the solar magnetic
field is reduced or not by the kinetic treatment of the neutral atoms.
In the following sections, I will provide the relevant background and the meth-
ods used to put the work in this thesis into context. In section 1.1, I give a brief
introduction to the heliosphere, its structure, and the different components of the
solar wind-interstellar medium interaction. Section 1.2 details the in situ and remote
methods used to observe the distant solar wind. The numerical tools commonly used
to model the heliosphere are described in Section 1.3. The specific numerical model
used in this dissertation is presented in Section 1.1.1 and 1.3.2. Lastly, the motivating
questions and organization of the thesis is presented in Section 1.4.
1.1 Interaction of the solar wind and the interstellar medium
Parker (1958) suggested that material from the Sun must be flowing outward
from the corona, forming the solar wind. The first observations of the solar wind
actually came before the theory of Parker (1958) in the form of comet-tail observa-
tions. Biermann (1951, 1952, 1957) pointed out that the gas or ion tail of a comet
could not be explained only through solar radiation pressure and that a “solar cor-
puscular radiation” was needed. The first direct measurements of the solar wind flux
was made by Lunik or Luna 2 (Gringauz et al. 1960; Gringauz 1961). It was first
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measured as a continuous plasma flow by Mariner 2 in 1962 (Neugebauer & Snyder
1962).
The solar wind does not flow out indefinitely. It eventually expands into the
interstellar medium (ISM), the gas and dust that fills the space in between the stars
within the galaxy. The Sun moves through partially ionized ISM, with a velocity of
26 km/s (Witte 2004; Möbius et al. 2009). Figure 1.1 details the assumed location
of the Sun within the Milky Way as well as an artist’s rendition of the Sun’s motion.
Image credit: Seth Redfield
1"
Fig. 1.1: A representation of the Milky Way galaxy, including the Sun’s location is
shown on the left (Image Credit: NASA/Adler/U. Chicago/Wesleyan/JPL-Caltech).
An accurate depiction of the local ISM clouds and stars within 20 light-years of the
Sun are shown on the right and is based on observations characterized by Redfield
& Linsky (2008). Stars which have observed astrospheres and planets around them
are depicted with corresponding symbols (Image Credit: NASA/Goddard/Adler/U.
Chicago/Wesleyan/Seth Redfield).
In addition to the natural thermal and magnetic pressure of the ISM, the motion
of the Sun through the ISM causes an interstellar wind to form in the heliocentric
frame of reference. Where the solar atmosphere atmosphere ends and the ISM begins
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marks the edge of the heliosphere, a large bubble-like region that encompasses the
Solar System. The structure of the heliosphere is shown in Figure 1.2. As the super-
sonic solar wind approaches the ISM, it is decelerated at the termination shock (TS)
when the pressure of the solar wind equilibrates with the pressure of the ISM. The
subsonic solar wind then resides in the heliosheath (HS), where it is diverted towards
the tail at the heliopause (HP), the tangential discontinuity that separates the solar
wind and ISM. If the Sun has supersonic motion through the ISM, a bow shock (BS)
will form ahead of the HP, slowing down the interstellar flow as it approaches the
heliosphere.
The heliosphere provides an important shield to high energy particles that per-
vade the ISM, protecting the Solar System from this radiation. Galactic Cosmic
Rays (GCRs) (energetic particles > 10 MeV) are accelerated by supernova shocks
and have energies typically around ∼1 GeV. GCRs add to the harsh radiation en-
vironment within the inner Solar System and affect life on Earth or another planet
through radiation damage and mutations in DNA (Dartnell 2011). They are the
primary source of ionization in the lower atmosphere (Usoskin et al. 2004). GCRs
can cause damage to satellites in orbit and are a major health risk to astronauts
aboard the International Space Station, causing early onset of cataracts (Cucinotta
et al. 2001), or eventually on long interplanetary missions (Schwadron et al. 2017;
Mertens et al. 2018). Figure 1.3 presents the GCR flux measured at Voyager 1 (V1)
as it moved through the Solar System and into the ISM. The majority of the cosmic
rays are modulated by the plasma within the HS, shielding almost two thirds to 75%
of the penetrating flux.
The Sun is not the only star with a wind. Stellar winds were observed directly
in OB supergiants (Morton 1967) as well as red giants (Woolf & Ney 1969; Gehrz &
Woolf 1971) with observations of broad P Cygni spectral lines. These winds are much
5
Fig. 1.2: A cartoon depiction of the structure of the heliosphere and the key elements
that make up the interaction of the solar wind and the ISM (Image Credit: S.T.
Suess).
stronger than the solar wind of the Sun, driven by radiation pressure on gas (Lucy &
Solomon 1970) or dust (Gilman 1972), respectively. Coronal winds around sun like
stars have been harder to detect because they are so rarefied. However, astrospheres
have been found around G, K, and M dwarfs through Lyman-α absorption in the
hydrogen wall of the astrosphere, allowing for indirect measurements of the stellar
mass loss rates (Wood et al. 2002, 2005, 2014). Many stars of these types have been
6
Heliosheath
Fig. 1.3: Count rate of protons >70 MeV as measured by Voyager 1 with the CRS
instrument from its launch to the crossing of the HP. The shaded region marks when
Voyager 1 was in the heliosheath. (Image courtesy of E.C. Stone, data first published
in Cummings et al. (2016)).
shown to harbor exoplanetary systems. It is crucial to understand the nature of a
star’s astrosphere to determine how stars interact with their surrounding media and
what space weather to expect at their host planets. To further our understanding of
astrospheres we have to start with our own heliosphere.
1.1.1 The Solar Wind
Structure and Properties
The characteristics of the solar wind and ISM determines the extent to which
the solar wind can expand into the galaxy. This controls the size of the heliosphere
and the amount of GCR modulation that will occur. The highly inclined polar orbit
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of Ulysses revealed that the solar wind is characterized by two distinct winds, the
fast and the slow wind, each corresponding to a different chemical composition and
plasma characteristics (Phillips et al. 1995; McComas et al. 1998). Characteristic
values for the fast and slow wind are given in Table 1.1. The different flow speeds
and composition signatures point to different solar origins. The main region where
the solar wind is accelerated is in the corona. Krieger et al. (1973) discovered that the
low density, cooler fast wind emanates from coronal holes. Coronal holes are regions
on the Sun that appear dark in the EUV and X-ray images and are associated with
“open" magnetic field lines with reduced plasma density and temperature.
The slow wind is roughly four times denser, has a lower helium content, and is
much more variable than the fast wind. The mechanism that produces the slow wind
is not as well known. The slow wind seems to be correlated with the streamer belt
around the HCS and active regions (Zurbuchen et al. 2002; Feldman et al. 2005). This
connection was further validated by Ulysses observations (McComas et al. 2003).
Past the acceleration radius both the slow and fast wind are supersonic. The
dominant pressure in the supersonic solar wind is the ram pressure. The ram pressure,
or dynamic pressure, is twice the kinetic energy density of the flow. As the solar wind
expands, the dynamic pressure decreases, eventually balancing with the external
pressure of the ISM. This pressure equilibrium gives rise to the TS and the HS.
For a given interstellar pressure, the strength of the solar wind dictates the location
of the heliospheric boundaries. The ram pressure is a global feature of the solar
wind, invariant with latitude despite different properties of the slow and fast wind
(Richardson & Wang 1999; McComas et al. 2008).
The Interplanetary Magnetic Field and Heliospheric Current Sheet
In the lower corona, magnetic forces dictate the plasma dynamics where the
plasma beta, the ratio of the thermal pressure to the magnetic pressure, β = pth/pB,
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Table 1.1: Characteristic values of the slow and fast solar wind parameters during so-
lar minimum at 1 au from Holzer (2005) and Schrijver & Siscoe (2009), and references
within.
Parameter Slow Wind Fast Wind
Flow Speed 430±100 km s−1 750±50 km s−1
Density ∼10 cm−3 ∼3 cm−3
Proton Flux Density (3.5±2.5)× 108 cm−2 s−1 (2±0.5)× 108 cm−2 s−1
Energy Flux Density 1.9±0.9 erg cm−2 s−1 2.0±0.5 erg cm−2 s−1
Proton Temperature (4±2)× 104 K (2.4±0.6)× 105
Electron Temperature (1.3±0.5)× 105 K (1.0±0.2)× 105
Magnetic Field Strength 6±3 nT 6±3 nT
Composition He/H ' 1 - 3% He/H ' 5%
is less than 1. The ram pressure of the solar wind becomes comparable to the
magnetic energy density at a location referred to as the Alfvén surface. At this
location the solar wind becomes supersonic. At distances larger than the Alfvén
surface, the ram pressure is dominant and the inertia controls the dynamics of the
solar wind. The solar wind is an excellent electrical conductor. This causes the solar
magnetic field to be “frozen" into the plasma. With the ram pressure governing the
dynamics once the solar wind is supersonic, the wind pulls the magnetic field with
it.
The supersonic solar wind flows radially outwards from the source surface. Com-
bined with the solar rotation, the interplanetary magnetic field (IMF) forms a Parker
spiral,











where RS is the radius of the source with a radial magnetic field BS, Ω is the angular
frequency of the Sun, θ is the polar angle between the Sun’s rotational axis and
solar latitude, uSW is the solar wind speed, and r̂ and φ̂ are unit vectors in the
radial and azimuthal directions (Parker 1958). It can be seen from Equation 1.1 that
the radial component of the IMF decreases more rapidly, ∝ r−2, than the azimuthal
component, ∝ r−1. Consequently, past the orbit of Saturn the IMF is almost entirely
in the azimuthal direction, perpendicular to the radial solar wind flow. Examples of
solar magnetic field lines at various latitudes in the heliosphere are shown in Figure
1.2 by the red, orange and yellow lines.
The polarity of the Sun’s magnetic field is also carried out by the solar wind.
The regions of different magnetic polarity are called sectors. As the magnetic sectors
are pulled out, they fill interplanetary space forming the sector structure of the solar
wind. The sector structure mimics the photospheric magnetic field. For a dipolar
field there are two sectors, separated by a current sheet. This current sheet is referred
to as the HCS and is regarded as the magnetic equator. When the magnetic axis is
tilted with respect to the rotational axis of the Sun, the HCS resembles a “ballerina
skirt" as it is carried outward by the solar wind. This results in the sector structure
or sector region of alternating sections of magnetic polarity for latitudes within the
tilt angle (Wilcox & Ness 1965). This tilt can vary between 7◦ at solar minimum to
values larger than 70◦ at solar maximum.
Observed by both Voyager 1 (V1 ) and Voyager 2 (V2 ), the sector structure
also extends into the outer heliosphere; however, the sector size varies dramatically
due to transient solar wind features and stream interactions (Burlaga et al. 2003). As
the solar wind is shocked at the TS, the sector structure is compressed, reducing the
distances between opposite polarity regions. At 1 astronomical unit (au) the HCS
is thin, roughly 10,000 km wide (Winterhalter et al. 1994). The width of the HCS
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increases to 15-30 proton gyroradii or roughly 105 km in the heliosheath (HS), the
region of subsonic solar wind downstream of the TS (Burlaga & Ness 2012). While
the sector structure persists in the inner HS, it is not as regular at larger distances
as compared to 1 au. This could be an indication of reconnection (Drake et al. 2010,
2017; Opher et al. 2011) or turbulence (Burgess et al. 2016) that strongly affects the
dynamics in the region.
Solar Cycle Variations
The Sun has an 11-year magnetic activity cycle. First observations of the solar
cycle were of the location and number of sunspots (Schwabe 1844). Sunspots were
first connected to the existence of a magnetic field by Hale (1908). During solar
minimum, the magnetic field strength is relatively weak, there is less activity and
fewer sunspots. The magnetic field is ordered, most closely resembling a dipole with
a flat HCS. There are large coronal holes at the poles and a streamer belt surrounding
the HCS. The solar wind speed is clearly split with slow wind surrounding the HCS
and fast wind at the poles.
As the magnetic dipole orientation begins to switch, the magnetic field becomes
more complex. More sunspots begin to appear and the magnetic field strength in-
creases. The HCS becomes more inclined relative to the solar rotation axis and
coronal holes begin to extend to lower latitudes. This trend peaks at solar maxi-
mum, when the solar magnetic field is the strongest. The larger inclination of the
HCS affects the propagation of GCRs, reducing the flux within the heliosphere. The
solar cycle variation of the GCR flux can be seen in Voyager measurements of the
supersonic solar wind shown in Figure 1.3. The magnetic dipole flips orientation
at the peak of solar maximum and relaxes back into solar minimum conditions to
complete the 11-year cycle. The magnetic field returns to its original polarity after
22 years. The relationship between the solar wind speed, sunspot number, HCS tilt,
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and magnetic field polarity across the solar cycle over the three Ulysses orbits is
shown in Figure 1.4.
Fig. 1.4: (Top) Ulysses observations of the solar wind speed variation with latitude
over the course of the solar cycle from McComas et al. (2008). The colors on the
speed plots indicate the IMF polarity. Outward magnetic field is shown in red, inward
field is shown in blue. The Ulysses data is overplotted on characteristic solar images
taken during solar minimum on 8/17/1996, solar maximum on 12/7/2007, and solar
minimum again on 3/28/2006. The images blend extreme ultraviolet and white light
coronagraph images from the Solar and Heliospheric Observatory (SOHO). (Bottom)
The sunspot number (black) and HCS tilt (red) are shown below over the course of
the same time period that the Ulysses measurements were taken.
The solar cycle variations result in large scale features such as co-rotating in-
teraction regions (CIRs), and merged interaction regions (MIRs). The increased
magnetic activity at solar maximum results in more transient solar events such as
coronal mass ejections (CMEs). These events generate significant changes in the
solar wind parameters. CME and CIR-driven shocks propagate into the heliosphere,
producing waves in the HS and local ISM ahead of the HP (Provornikova et al. 2013;
Gurnett et al. 2013). The temporal variability of the solar wind, however, results in
the largest changes in the global heliospheric structure. With the HCS and coronal
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holes reaching a wider range of latitudes, the slow and fast structure of the solar
wind transitions to an intermediate solar wind that is highly variable with latitude,
fluctuating rapidly between 300 and 750 km s−1 across all latitudes (McComas et al.
2002).
Ecliptic measurements have shown that over many years the ram pressure can
vary by a factor of two (Lazarus & McNutt 1990). Numerical models show that
the change in the ram pressure greatly effects the shape and size of the heliosphere
(Karmesin et al. 1995; Scherer & Fahr 2003; Zank & Müller 2003; Izmodenov et al.
2008). Due to the distance to the TS, variations of the ram pressure are reflected
a year later in the TS location. The TS is strongly influenced by the temporal
changes in the solar wind, oscillating by ∼ 10 au. The HP location is slightly more
stable fluctuating only by a few au (Izmodenov et al. 2008; Pogorelov et al. 2013;
Provornikova et al. 2014). Due to the solar cycle, the heliospheric boundaries are
constantly in motion. The motion of the boundaries will launch waves throughout
the HS. The HS is also turbulent, making a dynamic region.
1.1.2 The Local Interstellar Medium
Much of what we know about the environment surrounding the Sun, we learn
through high resolution spectroscopy of nearby stars. The spectra of these stars are
marked by absorption lines, as the stellar radiation passes through the gas within
the local ISM. The shape, depth, and Doppler shift of the lines detail the column
density, temperature and velocity of the ISM through which it passed. With enough
lines-of-sight, a map of the local environment surrounding the area near the Sun
can be made (Welsh et al. 1994; Sfeir et al. 1999). The Sun resides in the Local
Bubble, a hot (T∼ 106K), low density, ionized region (Frisch et al. 2011) produced
by stellar winds from O and B stars as well as a supernovae within the Scorpius-
Centaurus Association (Frisch 1995; Lyu & Bruhweiler 1996). The ionized bubble of
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gas, observed through the soft X-ray background (McCammon et al. 1983; Snowden
et al. 1995), is not spherical in shape and can extend anywhere from 65 to 250 pc
from the Sun depending on the observed direction (Sfeir et al. 1999; Lallement et al.
2003; Frisch et al. 2011).
The Local Bubble is made up of distinct interstellar clouds of varying densi-
ties, temperatures, and velocities (Redfield & Linsky 2008). The Sun is most likely
currently in the local interstellar cloud (LIC), a warm (T∼ 7000K), partially ionized
cloud which is 93 pc3 in volume and has a total mass of 0.32 M (Redfield & Linsky
2000). The Sun’s motion through the LIC has a magnitude of 25.7 km s−1 (Lallement
& Bertin 1992).
Complementing the absorption line studies, neutral atoms streaming through
the heliosphere and pickup ions inside the solar system can be used to determine
the composition of the local ISM gas (Gloeckler & Geiss 2001; Sokół et al. 2019).
Additionally, charge exchange for interstellar neutral helium is very infrequent, there-
fore, observations of helium atoms offer the best opportunity to measure the inflow
vector of the pristine ISM. It also allows for an estimate of the temperature of the
ISM just ahead of the heliosphere. This has been done using observations from both
the Ulysses spacecraft (Witte 2004; Wood et al. 2015) as well as the Interstellar
Boundary Explorer (IBEX ) (Möbius et al. 2009, 2015). These works calculate the
characteristics of the ISM ahead of the heliosphere to be VISM=26-27 km s−1 and
TISM= 7200-8700 K, which are in line with the values measured for the LIC by
Redfield & Linsky (2008).
Absorption line studies provide average values of the cloud’s characteristics over
the entire line-of-sight. As the ISM within the LIC is most likely not uniform the
exact value of the interstellar parameters ahead of the heliosphere are not precisely
known. Studies using ISM particles streaming through the heliosphere are hindered
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since the particles are altered by the plasma environment and therefore the true local
ISM is not measured directly. Therefore, a range in values have been used as input
to numerical models, all within the observed limits.
The least constrained value of the local ISM is both the strength and direction
of the interstellar magnetic field. Lallement et al. (2005) and Izmodenov et al. (2005)
found that the hydrogen atoms entering the heliosphere were deflected 4◦ from the
pristine ISM flow, determined by the interstellar helium flow, due to an asymmetry
in the solar wind-ISM interaction. This asymmetry is caused by the interstellar
magnetic field and can be used to determine the orientation of the field. They found
that the ISM magnetic field direction needed to be close to the Hydrogen Deflection
Plane (HDP), the plane defined by the hydrogen and helium inflow vectors, in order to
reproduce the inflow vector of the interstellar neutral hydrogen into the heliosphere.
Opher et al. (2006) showed that tilted interstellar magnetic field in the HDP will
compress the southern part of the nose of the heliosphere, producing the asymmetry
in the solar wind-ISM interaction.
V1 and V2 observed a ∼ 10 au asymmetry in the TS location (Stone et al.
2008), crossing at a distance of 94 au and 84 au respectively. Opher et al. (2009)
and Izmodenov (2009) used a strong interstellar magnetic field, 3.7-5.5 µG, with the
magnetic field in the HDP and showed that they could explain the TS asymmetry.
Other studies have suggested that the energetic neutral atom (ENA) ribbon in IBEX
observations can be used to define the direction and strength of the interstellar mag-
netic field (McComas et al. 2009; Schwadron et al. 2009; Heerikhuisen et al. 2010;
Zirnstein et al. 2016). While numerous mechanisms have been suggested to produce
the IBEX ribbon (McComas et al. 2010; Schwadron et al. 2011a), Zirnstein et al.
(2016) assumes that the ENA flux of the ribbon is produced from secondary ENAs
that were gyrating around the interstellar field lines. The interstellar magnetic field
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strength predicted from this model results in a lower intensity of 2.9 µG along with
a different orientation of the field direction.
When V1 crossed into the ISM, there was another surprise. V1 measured an
increase in magnetic field strength across the HP as it entered the ISM but the
direction of the field did not rotate as expected. The draped field maintained the
direction of the Parker spiral in the HS (Burlaga & Ness 2014). The draping has
maintained the same direction in the ISM for 20 au ahead of the HP (Burlaga et al.
2018). Opher et al. (2017) argue that the interstellar magnetic field ahead of the
HP are field lines that have reconnected in the western flank of the heliosphere,
reorganizing the field to be Parker-like. In addition, it is not clear how far the
heliosphere mediates the ISM or if a strong bow shock exists. Numerical models have
suggested that there might in fact be a slow BS ahead of the heliosphere (Zieger et al.
2013) and that the influence of the heliosphere on the ISM can extend out to 400 au
from the Sun (Zank et al. 2013).
Due to the Sun’s motion, it will not remain within the LIC forever. Estimates
suggest the Sun sits on the edge of the LIC and will enter into the Galactic (G)
cloud possibly in less than 3000 years (Lallement & Bertin 1992; Redfield & Linsky
2000). While the LIC and Local Bubble offer environments with rarefied densities
and minimal pressure to push against the heliosphere, the heliosphere most likely will,
and has encountered much denser environments. The Sun has experienced a number
of ISM environments in its past (Wyman & Redfield 2013). There are three phases to
the ISM: cold neutral medium, warm neutral or ionized medium, hot ionized medium
(McKee & Ostriker 1977). The LIC is part of the warm partially ionized medium
while the encompassing Local Bubble would be considered part of the last. Several
studies have shown that if the Sun were to move through a much denser material,
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np,ISM ∼ 0.2 cm−3 and nH,ISM ∼ 15 cm−3, the heliosphere would shrink within the
orbit of Uranus (Zank & Frisch 1999; Müller et al. 2006, 2009).
Variations of the ISM pressure alters the structure of the heliosphere, affecting
the GCR flux within the Solar System. An extended period within a small heliosphere
could have a significant impact for life on Earth. Understanding the local ISM as
well as the heliosphere’s response to different environments is critical to be able to
predict the cosmic ray flux within the Solar System.
1.1.3 Impact of Interstellar Neutrals
Interstellar neutral hydrogen plays a major role in our understanding of the
heliosphere. Hydrogen atoms are the dominant component of the ISM and are cou-
pled to the plasma through resonant charge exchange (Wallis 1975). During a charge
exchange collision, the electron from the neutral atom is transferred to the plasma
proton (H+ + H = H + H+). No kinetic energy or momentum is lost during this
interaction, only the charge is transferred. As a result, the reaction creates an ENA
that takes on the velocity of the parent proton and travels on a straight trajectory
until another collision occurs. The newly born ion has the initial speed of the neu-
tral atom but is quickly accelerated by the electric and magnetic fields within the
solar wind. The process causes the pick-up ions (PUIs) to oscillate between velocities
around 0 km s−1 and twice the bulk solar wind speed. This forms a hotter ring-beam
distribution around the thermal component of the solar wind.
When charge exchange occurs between an interstellar neutral and a proton in
the HS or supersonic solar wind, a fast solar wind proton, vsw ∼ 400−800 km s−1, is
replaced by a much slower proton, vH ∼ 26 km s−1. The process of accelerating this
proton removes momentum from the solar wind, decelerating the flow as it expands
into the ISM. The charge exchange mean free path of hydrogen atoms is on the order
of 100 au (Izmodenov et al. 2000). A neutral particle can therefore experience multi-
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ple collisions as is streams through the heliosphere. Axford et al. (1963) and Dessler
(1967) were the first studies to suggest that charge exchange gradually transfers en-
ergy from the solar wind to the interstellar neutrals, which can result in a smaller
heliosphere. Baranov & Malama (1993) show the difference in the heliospheric struc-
ture when neutrals are and are not included within their numerical model, depicted in
Figure 1.5. The influence of interstellar neutral hydrogen decelerates the solar wind
up to 30% and strongly heats the plasma before reaching the TS. This significantly
reduces the distance to the heliospheric boundaries by ∼ 150 au. Charge exchange
collisions also significantly alter the structure of the TS, changing the complex struc-
ture in the tail region to become smooth and more spherical. Since the neutrals play
such a significant role in the system, including them self-consistently into models is
crucial to understand the global ENA maps and the in situ measurements of the
plasma at V1 and V2.
Fig. 1.5: Effect of the interstellar neutrals on the boundaries of the heliosphere
from Baranov & Malama (1993). Results of the hydrodynamic model when only the
solar wind and ISM are taken into account are shown in (A). The heliosphere when
interstellar neutrals and charge exchange are included is shown in (B).
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1.1.4 Global Shape of the Heliosphere
The shape of the heliosphere has been discussed ever since it was realized that
that the pressure of the solar wind will eventually drop below the ambient pressure
of the ISM, no longer being able to push it aside. Davis (1955) predicted that the
solar wind would carve out a symmetric cavity with a radius around 200 au. Due
to the uncertainty in interstellar parameters at the time, Parker (1961) calculated
the shape of the heliosphere for two cases: 1) a strong interstellar magnetic field
dominates the interstellar pressure and 2) a strong interstellar wind due to the Sun’s
peculiar motion while the interstellar magnetic field is negligible. These two shapes
are presented in Figure 1.6. In the limit when there is a dominant interstellar field,
the resulting heliosphere was more spherical as the interstellar field wrapped around
the solar wind. When the ISM is dominated by an interstellar wind, Parker (1961)
found that the heliosphere has a long comet-like tail, extending thousands of au in
the anti interstellar wind direction. Axford et al. (1963) and Dessler (1967) updated
the comet-like tail description by considering the effect of interstellar neutrals on the
shape of the tail and the termination of the solar wind.
Both views of the heliosphere presented in Parker (1961) stem from the as-
sumption that the solar magnetic field is passive and has a negligible effect on the
plasma flow as it is dragged away from the Sun. Wallis (1973) neglected the IMF
under the assumption that it broke up after the TS so that the HS was entirely
dominated by the thermal properties of the plasma. In the comet-tail heliosphere,
the solar magnetic field is not broken up but is convected down the tail with the
plasma flow. This is shown in Figure 1.2. The HS is a high beta plasma (Richardson
et al. 2009) where the thermal pressure is over ten times stronger than the magnetic
field pressure. Therefore, most believed that this was a correct approximation for
the outer heliosphere. Baranov & Malama (1993) used a hydrodynamic model of
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(a) (b)
Fig. 1.6: The two possible shapes of the heliosphere from Parker (1961) for different
ISM conditions. The shape of the heliosphere when the ISM pressure is dominated
by magnetic forces is presented in panel (a). The location of the TS is marked by the
concentric circles for varying interstellar pressure while the HP is marked by the lines
with a bulge around the Sun. The shape of the heliosphere when the ISM pressure is
dominated by a subsonic interstellar wind is presented in panel (b). Here the black
lines represent the plasma flow lines.
the heliosphere and obtained a long, comet-like tail. With this work, the long tail
became the commonly accepted shape of the heliotail.
Recent works, led by Dr. Merav Opher at Boston University, however, have
suggested that the solar magnetic field instead plays a crucial role in organizing the
solar wind flow in the HS. The azimuthal magnetic field in the outer heliosphere is
compressed at the TS and increases in magnitude as the plasma slows down near
the HP. Through the use of numerical models, Opher et al. (2015) has shown that
the magnetic tension force in the HS is large enough to resist the plasma flow and
collimate the HS into two lobes despite the region being a large beta plasma. This
collimation results in a “croissant”-like heliosphere with a short tail and two lobes in
the northern and southern hemisphere, shown in Figure 1.7. In a subsequent work,
Drake et al. (2015) derived an analytic solution for the lobe structure. Their calcu-
lations suggest that the solar wind magnetic field strength determines the strength
of the lobes and the thickness of the HS.
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Fig. 1.7: Side view of the heliosphere with magnetic and rotation axes aligned
from Opher et al. (2015). The heliopause is shown in yellow using an isosurface of
Tp = 3.3× 105 K that captures the closed solar magnetic field lines. The gray lines
are the solar magnetic field lines while the interstellar magnetic field lines are shown
in red.
The work of Opher et al. (2015) began a discussion on the structure of the
heliotail. The two-lobe structure of the heliosphere not only challenges the view that
the solar magnetic field is passive but also the existence of a long comet-like tail.
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1.2 Observing the heliosphere
There are two main techniques that have been used to observe the heliosphere,
directly through in situ measurements and indirectly with observations of neutral
atoms. Examples of both are shown in Figure 1.8. In situ measurements of the
solar wind in the outer heliosphere have been taken by Pioneer 10 and 11 along
with Voyager 1 and 2 and the New Horizons spacecraft. These spacecraft house a
suite of instruments that provide very high spatial and temporal measurements of
the surrounding plasma environment. The primary goal of these missions was to take
advantage of the alignment of objects in the outer Solar System to perform flybys of
asteroids, outer planets and Kuiper Belt objects for the first time. Each spacecraft
reached the escape velocity of the Solar System. This will cause them to eventually
leave the heliosphere and enter into interstellar space.
Launched in 1972 and 1973, both Pioneer 10 and 11 became nonoperational
before reaching the TS. New Horizons was launched in January of 2006 and is still
in the primary phase of its mission to perform an in depth study study of Pluto and
other Kuiper Belt objects. It has sufficient power to reach the TS but is currently 43
au from the Sun. Therefore, the Voyager spacecraft provide the only measurements
of the solar wind at the TS and beyond.
The Voyager spacecraft were launched in 1977. After the flybys of the outer
planets were complete, both V1 and V2 performed trajectory correction maneuvers,
sending them towards the nose of the heliosphere 30◦ above and below the ecliptic
plane. V1 was the first spacecraft to cross the TS at 94 au in the northern hemisphere
(Stone et al. 2005) followed by V2 at 84 au in the southern hemisphere (Stone et al.
2008; Richardson et al. 2008; Burlaga et al. 2008). Additionally, both spacecraft
have traversed through the entirety of the HS; V1 crossed the HP into the local
ISM at 122 au (Webber & McDonald 2013; Stone et al. 2013; Krimigis et al. 2013;
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Gurnett et al. 2013) while V2 crossed at 119 au (Stone 2018; Richardson 2018).
Throughout the heliosphere, V1 and V2 have made measurements similar to Figure
1.8a as well as high resolution cosmic ray, plasma wave measurements, and Ly-α
observations. These observations have lead to a wealth of knowledge of the energy
exchange between the thermal solar wind and the PUIs across the TS, the different
HS plasma environments encountered by V1 and V2, the unexpected draping of the
magnetic field ahead of the HP, as well as many others that are continuing to help
us understand the heliospheric structure.
(a) (b)
Fig. 1.8: (a) The black crosses are Voyager 2 measurements of the radial velocity,
plasma density, magnetic field strength, and plasma temperature of the third TS
crossing from Richardson et al. (2008). The solid lines are the model results of
Zieger et al. (2015). (b) Global Distributed Flux maps of ENAs at 1.1 keV and 2.7
keV centered on the tail of the heliosphere (Schwadron et al. 2014).
ENA maps complement the in situ measurements taken by V1 and V2 and other
spacecraft traveling along a particular line-of-sight. ENAs take on the characteristics
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of the region where they formed. Since the mean free path of ENAs is on the order of
the size of the heliosphere, they travel relatively unimpeded and can be detected as
far in as 1 au. The HS is significantly hotter than the ISM where neutral atoms have
energies around 1 keV. As a result, ENAs at energies greater than ∼ 1 keV can be
used to indirectly probe the global structure of the heliosphere. Both IBEX and the
Ion and Neutral Camera (INCA) instrument on Cassini take all sky maps of ENAs
within the Solar System. IBEX is a Small Explorer spacecraft in a highly elliptical
orbit around the Earth with a perigee around ∼ 300, 000 km or 80% the distance to
the Moon. IBEX takes all-sky maps of ENAs with energies ranging from 10 eV-6 keV
every 6 months (McComas et al. 2009). Cassini is a flagship class spacecraft that
orbited Saturn from 2004-2017. The INCA instrument on board Cassini measures
ENAs at a higher energy range, 5.2 keV-55 keV (Krimigis et al. 2009), and can
produce a map every year (Dialynas et al. 2017). These measurements combine to
allow us to indirectly image the HS plasma a few hundred au away from the Sun
(Kornbleuth et al. 2018).
The dominant feature in IBEX ENA maps is the ENA ribbon. INCA also
measures a broadband belt that is almost aligned with the IBEX ribbon Krimigis
et al. (2009). The ribbon flux peaks at 1 keV and is narrow with its width grad-
ually increasing with increasing energy (Fuselier et al. 2009; McComas et al. 2009;
Schwadron et al. 2011a). This flux is superimposed atop a slowly varying diffuse sig-
nal referred to as the globally distributed flux (GDF). The energy distribution of the
ribbon shows the development of a knee in the spectrum when compared to the GDF
(Schwadron et al. 2011a). The different features of the IBEX ribbon and the GDF
suggests two separate emission populations. While the mechanism to produce the
ribbon has not yet been determined, almost all of the suggested source regions, listed
within Schwadron et al. (2014), are outside the HP. The leading ribbon mechanism
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to produce the flux is associated with what is called secondary ENAs. Secondary
ENAs are ENAs originally generated in the supersonic solar wind that travel out of
the heliosphere where they undergo charge exchange a second time to produce an
energetic PUI in the ISM that begins gyrating around the interstellar magnetic field
lines. This particle experiences a third charge exchange event that causes the particle
to be an ENA for a second time, traveling on a trajectory back into the heliosphere
where it is measured at 1 au (McComas et al. 2009). This process explains why
the ENAs enter the heliosphere with energies near 1 keV from a specific direction
and are not uniformly distributed throughout the sky. After a time lag, the ribbon
flux has been shown to respond to changes within the solar wind (McComas et al.
2019), giving credence to the secondary ENA mechanism, however, the final ENA is
generated in the ISM near the nose of the heliosphere making it difficult to study its
global structure. The GDF on the other hand has been shown to respond to changes
in the solar wind ram pressure suggesting that the source of this flux is closely linked
to ENAs formed directly in the HS (Schwadron et al. 2018). The all-sky nature of
the GDF, allows for the study of the heliotail and nose of the heliosphere.
GDF maps, shown in Figure 1.8b, have been used to explore the global structure
of the heliosphere and are the only current observational tool to study the structure of
the heliotail. GDF maps of the heliotail reveal two lobes of higher flux in the northern
and southern hemispheres with a depletion at lower latitudes for ENAs with energies
greater than 2.7 keV (McComas et al. 2013; Schwadron et al. 2014). These lobes
could be attributed to the 11-year solar cycle (McComas et al. 2013; Zirnstein et al.
2017) or the two-lobe structure of the heliotail (Opher et al. 2015; Kornbleuth et al.
2018). ENAs at energies larger than 1 keV occur through charge exchange with PUIs
that formed within the supersonic solar wind and propagated through the TS into
the HS (Zank et al. 2010). This population is depleted through charge exchange that
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restricts the line of sight observations of IBEX to only be able to probe up to 120 au
past the TS for ENAs at 1 keV(Schwadron et al. 2011b). Additionally, Schwadron
et al. (2014) compiled the GDF maps over a five year average when solar minimum
conditions dominated the HS. Observations are needed over a longer period of time
over the course of the solar cycle to break the degeneracy and determine if the lobes
appear and disappear with the solar wind conditions or if the lobes are constant,
due to the two-lobe structure. This will be a key issue addressed by the next NASA
mission, the Interstellar Mapping and Acceleration Probe (IMAP), set to be launched
in 2024 (McComas et al. 2018).
1.3 Modeling the heliosphere
Due to the shear size of the heliosphere, the lack of complete coverage of in situ
data, and the intricacy of analyzing ENA maps, researchers use numerical models to
help understand the environment. The first models of the heliosphere were analytic
models where the magnetic field was neglected (Parker 1960; Baranov et al. 1970;
Wallis 1973). In order to incorporate the feedback process between the plasma and
the neutrals self-consistently, numerical models were developed and applied to the
outer heliosphere (Baranov et al. 1981; Osterbart & Fahr 1992; Baranov & Malama
1993; Linde et al. 1998; Zank & Frisch 1999).
Baranov et al. (1981) was the first work to incorporate neutral hydrogen into
computational models of the heliosphere. This model, as well as Pauls et al. (1995),
treated the plasma and neutral hydrogen as two separate fluids, coupled by source
terms which approximate the effect of charge exchange. Charge exchange in each
region of the heliosphere will produce neutral hydrogen atoms with distinct charac-
teristics and charge exchange mean free paths, therefore, a single fluid description
for the neutrals is inadequate.
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Subsequent models have employed a multi-fluid approximation for the neutrals,
defining a fluid population for each region of the heliosphere (Zank et al. 1996;
Williams et al. 1997; Fahr et al. 2000; Pogorelov & Zank 2005; Opher et al. 2009). The
fluid description assumes that there are sufficient H-H collisions to thermalize their
distribution into a Maxwellian. However, H-H collisions are negligible throughout
the heliosphere (Izmodenov et al. 2000), causing the distribution functions to be dis-
tinctly non-Maxwellian (Izmodenov et al. 2001). Additionally, the charge exchange
mean free path is on the order of the size of the heliosphere. Consequently, the Knud-
son number, Kn = lmfp/L where lmfp is the mean free path and L is the characteristic
length scale of the system, for neutral hydrogen is around one. Therefore, a kinetic
treatment is required to accurately model the neutrals (Izmodenov et al. 2000). The
multi-fluid approach, however, is more computationally efficient than kinetic models,
and the plasma solution differs only by a few percent in the upwind direction in
comparison to a kinetic treatment of the neutrals (Alexashov & Izmodenov 2005).
Subsequent models that used a kinetic solution for the neutrals have confirmed this
result as well (Heerikhuisen et al. 2006a; Müller et al. 2008; Alouani-Bibi et al. 2011).
While it provides an incorrect neutral solution, the lower computational cost of the
multi-fluid approximation makes it advantageous when studying dynamical plasma
processes such as the transient shock propagation (Provornikova et al. 2013), solar
cycle effects (Pogorelov et al. 2013; Michael et al. 2015), or turbulence.
The Monte Carlo method, developed by Bird (1994), is the preferred method
to model a rarefied gas whose dynamics are determined through a finite number of
collisional processes for an unsteady flow. A main advantage of the Monte Carlo
method is that it does not require the use of integro-differential equations that de-
scribe the evolution of the distribution function. Instead, the Monte Carlo method
follows the trajectories of many simulated macro-particles throughout the domain.
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Collisions are handled through particle pairs rather than integrating the Boltzmann
collision integral. This allows for a wider range of collisional processes to be included
and makes it a natural choice for the outer heliosphere application.
The first self-consistent kinetic treatment of the heliospheric neutrals was intro-
duced by Malama (1991) and implemented by Baranov & Malama (1993). In their
model, Baranov & Malama (1993) solve the Boltzmann equation for the trajectory
of the neutrals using a Monte Carlo approach. The Monte Carlo model was cou-
pled to a single hydrodynamic plasma fluid which was also done in other models by
Müller et al. (2000) and Heerikhuisen et al. (2006b). The resultant source terms of
the local plasma are the accumulation of events that occur in a particular location.
The Monte Carlo code can also be used to model other kinetic components within
the heliosphere including helium ions and alpha particles (Izmodenov et al. 2003),
additional interstellar atoms (Izmodenov et al. 2004), dust (Alexashov et al. 2016),
as well as anomalous cosmic rays (Alexashov et al. 2004).
1.3.1 The Space Weather Modeling Framework
The models that are used and developed as a part of this thesis use the Block-
Adaptive Tree Solar wind Roe-Type Upwind Scheme (BATS-R-US) MHD code con-
tained within the Space Weather Modeling Framework (SWMF). The SWMF is
developed for physics-based space weather modeling. Space weather encompasses
conditions on the Sun, and in the solar wind, as they impact Earth’s and other
planetary magnetospheres, ionospheres, and the upper atmospheres. Through space
weather, the solar wind transfers significant mass, momentum and energy to these
domains, dramatically affecting the physical processes within them. Space weather
events can even influence the performance of space and ground-based technology
and can endanger human health. Computational models, like SWMF, have been
developed in order to be able to predict the impact of solar events.
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The Sun-Earth system consists of many different interconnecting domains that
have a range of temporal and spatial scales extending over many orders of magnitude.
As a result, each physical region of the system has traditionally been independently
modeled by simulations optimized to describe that particular problem. The SWMF
is a flexible software framework that incorporates the physics models as components
with minimal changes to their own optimal mathematical and numerical representa-
tion (Tóth et al. 2005).
Currently the SWMF contains 15 physics domains ranging from the convection
zone of the Sun, to the surface of a planet, and to the outer reaches of the solar
wind in the heliosphere. The components are coupled through the framework, al-
lowing them to pass desired information back and forth. In addition to passing the
physical quantities, the SWMF transforms between coordinate systems and interpo-
lates among different numerical grids. This does not put any grid restrictions on the
coupled components and allows each component to be run with an optimal mesh
for that particular region. Figure 1.9 details the components and physical domains
within the SWMF as well as the direction information passes from one component to
the next. As shown by the orange arrows, the SWMF components are also capable
of using satellite data and other observational data sets as input in order to model
specific events or to predict the space weather for a certain time period.
The SWMF compiles the desired models into a single executable and distributes
the components onto a parallel computer, where they are executed simultaneously
and coupled efficiently throughout the run. The SWMF is capable of self-consistently
modeling physical processes including the ejection of a coronal mass ejection from
the solar surface to its impact on the magnetosphere and generated currents in the
ionosphere.
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Fig. 1.9: Components of the Space Weather Modeling Framework are shown in the
boxes and their couplings given by the green arrows. The direction of the arrow
shows the direction of information passed and detail either 1-way or 2-way coupling
between components. External input into the components is indicated by the orange
arrows. Image credit: Gábor Tóth.
BATS-R-US is the MHD code within the SWMF and is the core of the frame-
work (Powell et al. 1999; Tóth et al. 2012). BATS-R-US can solve the ideal, resistive,
and Hall MHD equations as well as describe semi-relativistic and multi-fluid plasma.
BATS-R-US is a highly parallel, 3-dimensional code that utilizes Adaptive Mesh
Refinement (AMR) to produce a block-adaptive grid capable of running on Carte-
sian or generalized coordinate systems. The code is capable of explicit and implicit
time stepping as well as solving the MHD equations with spatially first, second, and
now fifth order accurate schemes (Chen et al. 2016). The first and second order
spatial schemes utilize a conservative, cell-centered, upwind, finite-volume method
with a Total Variation Diminishing (TVD) scheme to reduce numerical oscillations
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at shocks. The fifth order spatial accurate scheme developed by Chen et al. (2016)
is an MP5 limiter based, conservative, finite difference scheme.
1.3.2 The Outer Heliosphere Component
The Outer Heliosphere (OH) component is used to model the heliosphere at
distances larger than 10 au. The OH component is based on the BATS-R-US MHD
code. BATS-R-US was first adapted for the outer heliosphere by Opher et al. (2003).
Opher et al. (2003) instituted a 3D MHD solution that modeled the plasma com-
ponent as a single fluid with a solar magnetic field while neglecting the interstellar
magnetic field and neutrals. The OH model was further developed by Opher et al.
(2004) to include the interstellar magnetic field, making the model a full 3D ideal
MHD simulation.
Opher et al. (2009) was the first to incorporate the interstellar neutral hydrogen
atoms into the model, with the four fluid approximation. Further information on the
implementation of the four neutral fluids is detailed in Alouani-Bibi et al. (2011).
Subsequent additions to the Opher et al. (2009) model includes the sector structure
of the heliospheric current sheet (Opher et al. 2011) along with time and latitude-
dependent solar cycle variations of the solar wind (Provornikova et al. 2014; Michael
et al. 2015). The OH component has also been updated to include the PUIs as a
separate fluid (Opher et al. 2018). Opher et al. (2018) solves the coupled, multi-
ion equations for the thermal solar wind ions and PUIs as developed by Glocer et al.
(2009) and Tóth et al. (2012). The plasma components and neutral fluids are coupled
through source terms.
The work in this thesis is based on the model of Opher et al. (2009). Therefore,
I will describe this particular model in more depth. When run in stand-alone mode,
the OH component is a global 3D multi-fluid MHD simulation of the outer heliosphere
that describes the plasma as a single fluid along with four neutral hydrogen species,
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one for each source region of the heliosphere. Since we do not describe the PUIs as a
separate component, after a charge-exchange event we assume that the newly created
ions are immediately assimilated into the solar wind and take on the characteristics
of the local plasma. The OH stand-alone model solves a set of Euler’s equations














































where Sρ, Sρv, and Sε are the density, momentum, and energy source terms due
to charge exchange. Analytic expressions for these source terms used in this model
were derived by McNutt et al. (1998), assuming both the neutral and ion distribution
functions are Maxwellian. Here the source terms were derived for a single neutral





















V 2th,H(i) − V 2th,p
)]
(1.7)
Here i is the index for each neutral fluid species. The charge exchange frequency for
each neutral fluid is given by νex,H(i) = nH(i) U∗M,H(i) σex, where σex is the charge
exchange cross section taken from Lindsay & Stebbings (2005). The bulk velocity
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and thermal speeds of the neutral and ion fluids undergoing charge exchange are
UH(i),Up and Vth,H(i), Vth,p respectively. U∗H(i) and U
∗
M,H(i) are the relative velocities
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In the single fluid approximation, where the newly formed PUI is immediately assim-
ilated into the plasma, charge exchange does not alter the plasma’s density and only
varies the momentum and energy of the ions. To conserve energy and momentum,
the source terms for the neutrals are equal and opposite to those in Equation 1.7.
The domain of our model is a 3000 au x 3000 au x 3000 au cube in a Sun
centered frame. The ISM enters into the simulation from the left-hand face (x=-1500
au). Our inner boundary is at 30 au for the ions, where the solar wind is either taken
to be constant and uniform in both latitude and longitude or time-varying over the
solar cycle (Provornikova et al. 2014; Michael et al. 2015). Inside 30 au, the plasma
properties are based on the Parker solution that matches the boundary values and
propagated inward to the origin. The neutrals, on the other hand, can flow through
this region. We use a non-uniform Cartesian grid that can be adapted to ensure
sufficient grid resolution anywhere in the heliosphere. The solar wind magnetic field
is a Parker spiral (Parker 1958) at the inner boundary.
External forces acting on the plasma and neutrals streaming into the heliosphere
are the solar radiation pressure and gravity. At distances larger than where our inner
boundary is applied, we assume that these forces are negligible and drop them from
the governing equations. Photoionization and electron impact ionization are also ad-
ditional sources to the plasma. At 30 au, the charge exchange rate is several orders
of magnitude larger than photoionization, therefore, the photoionization process is
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neglected within our calculation. Hot electrons in the HS could also contribute to
ionization of neutral atoms (Gruntman 2015), however, V2 observed that electrons
have energies below the 10 eV instrument threshold (Richardson 2008). These elec-
trons are not hot enough for electron impact ionization to have an influence on the
mass loading of the solar wind in the HS, thus, this process has not been included
within the OH component.
1.4 Motivating Questions and Organization of Thesis
The work in this dissertation can be split into two goals: 1) to investigate
the role certain aspects of the solar magnetic field have on the global structure of
the heliosphere and the flows within and 2) to understand how a more accurate
description of the interstellar neutrals affects the impact the solar magnetic field
has on the heliosphere. More specifically, this dissertation will use the SWMF to
determine:
1. How solar cycle variations of the solar magnetic field affect the boundaries of
the heliosphere and the magnetic environment in the heliosheath.
2. The extent to which the inclusion of the HCS alters the heliosphere, and
whether it offers a better match to Voyager observations.
3. How a kinetic treatment for heliospheric neutrals alters the two-lobe structure
of the heliosphere caused by the solar magnetic field.
The first goal of this dissertation is presented in Chapters 2 and 3. The inclu-
sion of the magnetic field components from solar maximum of solar cycle 22 to solar
maximum of solar cycle 24 is detailed in Chapter 2. This chapter discusses the data
as well as the assumptions made to incorporate a 3-dimensional, time-varying solar
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magnetic field into our model. The effects on the heliospheric boundaries are exam-
ined as well as the implications for the HS when compared to Voyager observations.
Chapter 3 is devoted to investigating the effect of including the HCS on global
modeling of the heliosphere. Models of the outer heliosphere cannot resolve the
rotation of the magnetic field within the current sheet and therefore treat the current
sheet as a step function from one polarity to another. This reduces the magnetic field
strength to zero at the center of the HCS. Numerical dissipation causes the region
of low magnetic field to widen and can induce more numerical reconnection across
the HCS. Due to inherent numerical dissipation in the current handling of the HCS,
models have chosen to remove it to avoid numerical problems. In this chapter I
compare a unipolar model, with the polarity of the Parker spiral the same in both
hemispheres, to a dipole description of the solar magnetic field, with the solar rotation
and magnetic axes aligned to keep the HCS in the ecliptic plane. This comparison
allows for an estimate of the effects of the numerical magnetic dissipation on the
system.
The second goal of this work requires a kinetic solver for the interstellar neutrals
that is not included in the OH component of SWMF. Chapter 4 presents the Solar-
wind with Hydrogen Ion Exchange and Large-scale Dynamics (SHIELD) model, a
self-consistent kinetic-MHD (K-MHD) model of the outer heliosphere within the
SWMF. The SHIELD model couples the MHD solution for a single plasma fluid to
the kinetic solution for neutral hydrogen atoms streaming through the system. We
validate the SHIELD model by comparing it to a similar K-MHD model of the outer
heliosphere. The application of the kinetic model to the outer heliosphere is discussed
as well as how the neutral solution is coupled to the plasma to form a self-consistent
model
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Results of the application of SHIELD to the heliosphere is presented in Chapter
5. The discussion begins with a comparison of the kinetic neutral solution with
the the multi-fluid neutral approximation. The impact of the kinetic neutrals on
the global structure of the heliosphere is discussed, including whether the two-lobe
structure presented by Opher et al. (2015) persists. Results from this research will
not only be important for our fundamental understanding of the heliosphere but can
also be expanded to study the consequences for high-energy particles streaming into




Solar cycle variations of the magnetic field
strength
In this chapter, I include time-dependent boundary conditions for the solar wind
magnetic field into a 3D time-dependent model of the solar wind interaction with the
ISM, initially developed by Provornikova et al. (2014). I discuss the effects of the
solar cycle variations of the magnetic field on the plasma parameters in the HS and
show that this model can accurately predict the environment observed by V2, while
the inclusion of other physical processes are needed to match the flows at V1. The
contents of this Chapter have been published in Michael et al. (2015).
2.1 Motivation
As the solar wind enters the HS, it is slowed, compressed, and heated to tem-
peratures around one million Kelvin by the TS. Heliospheric models predicted that
the radial velocity component would gradually decrease and reduce to zero at the
HP as the flow is directed entirely towards the tail. Typical model predictions for
the radial velocity and magnetic field strength along the V1 trajectory are shown in
Figure 2.1. For an ideal radial flow, the magnetic flux, VRBR, is a conserved quantity
(Parker 1963). Therefore, as the HS flow slows down, the magnetic field intensity
must increase to conserve the magnetic flux.
V1 and V2 measurements in the HS are challenging the standard theories and
models. In particular, the flows within the HS, shown in Figure 2.2, remain a puzzle.
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Fig. 2.1: Typical model predictions for the radial velocity (red) and magnetic field
strength (blue) in the HS along the V1 trajectory. The termination shock and
heliopause locations in the model, 84 au and 140 au respectively, are marked by
vertical dashed lines.
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After crossing the TS, V1 observed a steady, almost linear, decrease in the inferred
radial velocity of the solar wind plasma, reaching zero and possibly negative values
in what was termed the “stagnation region" (Krimigis et al. 2011), while the average
V2 speed did not change but remained around 145 km s−1 (Richardson et al. 2009).
Another puzzling measurement is the magnetic flux. While the magnetic flux is
conserved along V2 ’s trajectory, at V1 the it decreases by over an order of magnitude
through the HS (Richardson et al. 2013). In order to conserve magnetic flux, the
magnetic field strength should have increased to compensate for the decrease in
radial velocity along V1, however, the magnetic field stayed between 0.1 and 0.2 nT
(Burlaga & Ness 2012).
There are several models proposed to explain the radial velocity measurements
within the stagnation region at V1. Opher et al. (2012) suggest that reconnection
in the sector region, the region where the solar magnetic field switches polarity due
to crossing the heliospheric current sheet, as a possible mechanism. Pogorelov et al.
(2013) suggest that the stagnation region can be formed by solar cycle variations
of the magnetic axis tilt and extent of the sector region, which causes time variable
magnetic barriers at the edge of the HS. These time variable magnetic barriers cause
the radial velocity to decrease within this region (Pogorelov et al. 2009). Finally,
Lallement et al. (2014) suggest that, as the flow speed decreases to 10 km s−1, the
charge-exchange rate increases considerably, leading to rapid momentum loss and
further deceleration in the HS.
These mechanisms also affect the magnetic flux observations at V1, which could
be due to non-ideal MHD effects or temporal variations of the magnetic flux at the
solar source. The non-conservation of magnetic flux at V1 is possible if reconnection
is taking place within the sector region (Drake et al. 2010; Opher et al. 2011). V1 was
immersed within this region throughout the HS while V2 went in and out, possibly
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Fig. 2.2: From Richardson et al. (2013), daily averages of the radial velocity, magnetic
field intensity, and magnetic flux observed by V1 (top) and V2 (bottom) in the HS.
The TS is denoted by the sharp drop in velocity. Note: the plasma instrument
does not work on V1, therefore the velocity components were obtained from the
Low Energy Charged Particle (LECP) experiment using the Compton-Getting effect
Gleeson & Axford (1968); Decker et al. (2012).
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explaining why the magnetic flux decreases at V1 and not V2. Lallement et al.
(2014) also note that in the stagnation region, where a large fraction of the plasma
is undergoing charge-exchange, magnetic flux may not be conserved as well.
While neither of these suggested effects are included in this work, temporal
effects due to the solar wind plasma and magnetic field strength are. In their recent
time-dependent model, Washimi et al. (2011) used V2 data from 2002 to 2008 as
boundary conditions to reproduce V1 and V2 TS crossings. Solar cycle variability
of the solar wind density and speed affect the flows within the HS. Pogorelov et al.
(2012) suggest that the negative radial velocity observed at V1 could possibly be
due to solar cycle variations of the solar wind. Provornikova et al. (2014) shows that
solar cycle variations of the solar wind velocity and density can possibly explain the
constant radial velocity along V2, but does not explain the difference between the
flows along V1 and V2.
In addition to solar cycle plasma and magnetic field variations observed from
Ulysses, the Pogorelov et al. (2013) model includes variations in the tilt of the Sun’s
magnetic field derived from data from the Wilcox Solar Observatory (WSO). Washimi
et al. (2012) included photospheric magnetic field distributions from WSO in con-
junction with interplanetary scintillation (IPS) data to model the expansion of the
oscillating heliospheric current sheet into the heliosphere. However, no previous mod-
els have included solar cycle variations of the magnetic field strength, which is vital
to modeling the plasma environment within the HS.
2.2 Time-dependent boundary conditions
2.2.1 Interplanetary Scintillation
To accurately describe the time-dependent heliosphere, computational models
require the time-varying evolution of the 3D solar wind structure. The solar wind
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is input as boundary conditions at a surface as a function of latitude, longitude and
time. Measurements taken out of the ecliptic are rare, taken only by the Ulysses
spacecraft. Both Voyager satellites have left the ecliptic plane but travel on a single
heliolatitude trajectory out of the solar system. V2 data from 2001-2008 was used as
boundary conditions in the 3D model of Washimi et al. (2011), accurately predicting
the TS crossing of V1 and V2. Pogorelov et al. (2013) utilized Ulysses observations
from its launch in 1990 through its final observations in 2009. The polar orbit of
Ulysses allows for complete latitudinal coverage of the solar wind. Since Ulysses and
V2 are spacecraft, they provide information at a single location at a particular time
spanning the lifetime of the mission. Additional analysis is needed to retrieve the full
time-dependent solar wind structure. Over the 18 year lifespan, Ulysses completed
three full orbits. Pogorelov et al. (2013) employed empirical solar cycle relationships
to extend the Ulysses measurements to other latitudes. Washimi et al. (2011) as-
signed the solar wind parameters observed at V2 to low latitudes and assumed the
solar wind speed and density in the poles was 1.5 times and 2/3 that of the slow
wind, respectively, to assign boundary conditions to all latitudes.
There are no in situ measurements that provide the 3D solar wind morphology
at a given time over a desired time frame. No current space craft have a polar
orbit, necessitating alternative methods to reconstruct the solar wind structure to
compare model results to future space missions such as IMAP. The heliolatitude
and temporal variation of the solar wind structure can be reconstructed indirectly
from ground-based observations of IPS (Tokumaru et al. 2012; Sokół et al. 2013,
2015) and Lyα intensity maps (QuéMerais et al. 2006; Lallement et al. 2010). IPS
are fluctuations of radio waves emitted from a remote astronomical source, such as
a quasar, due to scattering off of electron density irregularities in the solar wind
and can be used to infer the velocity density of the plasma through which it passed
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(Hewish et al. 1964; Coles & Maagoe 1972; Kakinuma 1977; Coles & Kaufman 1978;
Kojima & Kakinuma 1990). The solar wind velocity used in our boundary conditions
were derived from the method developed by Sokół et al. (2013). Sokół et al. (2013)
deconvolved IPS observations from the Solar-Terrestrial Environment Laboratory
(STEL) with a computer-assisted tomography method to reproduce the heliolatitude
structure of the solar wind speed from 1990 to 2011. The first and third scans of
Ulysses measurements were used to establish a linear correlation between the solar
wind speed and density. This correlation allowed them to recover the heliolatitude
structure of the plasma density at 1 au. The method of Sokół et al. (2013) produces
yearly averaged latitudinal velocity profiles with a spatial resolution of 10◦.
Provornikova et al. (2014) improved upon this method utilizing Lyα intensity
maps from 1996-2011 taken by the Solar Wind ANisotropies instrument (SWAN)
aboard the Solar and Heliospheric Observatory (SOHO). The latitudinal dependence
of the hydrogen ionization rate as a function of time can be derived at 1 au from the
Lyα intensity maps (QuéMerais et al. 2006; Lallement et al. 2010). In the vicinity
of the Sun, the ionization of hydrogen is due to charge exchange with solar wind
protons and photoionization by EUV photons. The ionization due only to charge
exchange can be separated from the photoionization contribution in accordance with
Katushkina et al. (2013). The charge exchange rate depends on the mass flux of
the solar wind and the charge exchange cross section. The IPS-derived solar wind
velocity can be used as input to the charge exchange rate to produce the heliolatitude
structure of the solar wind density as a function of time. Provornikova et al. (2014)
assumed that the charge exchange rate was periodic with an 11-year period to extrap-
olate the density structure between 1990 to 1996 when SOHO/SWAN observations
began. The resulting density profiles have a temporal and latitudinal resolution of
one Carrington rotation (CR) and 10◦, respectively, from 1990 to 2011.
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Fig. 2.3: From Provornikova et al. (2014), a comparison of the solar wind velocity
(top panel), density (middle panel, and ram pressure (bottom panel) used in our
time-dependent boundary conditions (blue curve) to Ulysses measurements (green
curve). The red dashed curve shows the heliolatitude of the Ulysses spacecraft and
where the boundary conditions were taken for comparison.
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Figure 2.3 compares the solar wind speed, density, and ram pressure derived
from IPS and SOHO/SWAN observations taken at the heliographic latitude of the
Ulysses spacecraft to Ulysses measurements normalized to 1 au. All three variables
show good agreement with Ulysses observations. The largest variations between
the boundary conditions and Ulysses data occur in the solar wind density. These
deviations last around a year and result in the ram pressure differing up to a factor of
2 in some instances (bottom panel of Figure 2.3). Overall, the boundary conditions
match the in situ observations well over long timescales and are adequate to model
the dynamic heliosphere.
The inner boundary of our MHD model is located at 30 au. To extrapolate the
solar wind speed and density profiles from 1 au, Provornikova et al. (2014) used a
one-dimensional model from Zubkov (2005) that takes into account the expansion of
the solar wind and charge exchange with interstellar hydrogen. The top two panels
of Figure 2.10 show the density and velocity as a function of latitude and time used
as boundary conditions in our model. I assume longitudinal symmetry of the solar
wind since the resolution of the data sets used were averaged over an entire CR.
2.2.2 Magnetic Field Variations
While the ram pressure is the dominant pressure within the solar wind, the
magnetic field also plays an important role in the heliosheath. Burlaga & Ness (2012)
observe a gradual decrease in the magnetic field intensity through the beginning of the
HS. The field strength then increases in 2010, corresponding to the region where V1
measured radial velocities of zero and even negative values. Models with stationary
solar wind conditions can not match this behavior. Instead, they predict an increase
in the magnetic field intensity after the TS as the flow speed decreases towards
the HP, piling up the magnetic field lines. A comparison of the current model to
measurements made by V1 is shown in Figure 2.4. Time-dependent models suffer a
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similar problem. The time-dependent model of Provornikova et al. (2014) predicts a
magnetic field intensity in the HS over twice as large as measured by V1 and V2.
Fig. 2.4: The magnitude of the solar wind magnetic field along the V1 trajectory
within the HS downstream of the TS. The model prediction is shown by the black
curve. The red dashed curve is the magnetic field data presented in Burlaga & Ness
(2012). The model is shifted so that the TS is aligned with observations. The HS
thickness as measured in the data is much thinner than the models predict.
To include solar cycle variations of the magnetic field intensity into our model, I
fit 27 day averages of the field magnitude average of the magnetic field strength at 1
au from OMNIWeb1 provided by NASA/GSFC and the Space Physics Data Facility
1http://omniweb.gsfc.nasa.gov
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(SPDF). Figure 2.5 shows the field magnitude average of |B| as well as the RTN
components of the magnetic field. The RTN coordinate system is centered on the
spacecraft, with the standard RTN coordinate system, where R is radially outward,T
is parallel to the solar equator and positive in the direction of solar rotation, and
N completes a right-handed system. The magnetic field components, BR, BN , BT ,
oscillate between positive and negative values due to the HCS. Taking a simple
average of each component artificially reduces the magnetic field strength compared
to an average of the magnitude of the component. The reduction of magnetic field
strength is shown in Figure 2.6, which compares the magnitude of the field strength
calculated from the components to the field magnitude average of the magnetic field.
A standard average of the data also masks any variation of the strength with time.
This can be seen in Figure 2.5, since the components do not show a similar time
variation as the field magnitude average in the top panel.
The field magnitude average of the magnetic field intensity, | ~B|, is Σ| ~B|
n
where
n is the number of points used in the calculation of the mean. In order to model
the time variation of the field strength, the field magnitude average must therefore
be used and not the individual components. A Fourier analysis was done on field
magnitude average to determine the fitting function to impose on the data. I fit
each component with three co-added sine curves, the amplitude and frequency of the
which were free parameters.
I model only the large scale trends in the magnetic field strength from 1991
to 2012, so I use the fit to the overall trend observed in Figure 2.8, shown by the
blue curve. I assume a Parker spiral direction for the solar wind magnetic field
and decompose the fit of the field magnitude average of the magnetic field into its
components in a spherical coordinate system, radial BR and azimuthal Bφ, using a
Parker spiral angle, θ = tan−1(Bφ/BR), of 45◦. Over the course of the solar cycle,
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Fig. 2.5: A ladder plot of the 27-day average of the field magnitude average of | ~B|
(first curve) and BR (second curve), BN (third curve), BT (fourth curve) at 1 au from
1990 to 2012.
the solar wind speed changes, causing the Parker spiral angle, χ, to vary on short
time scales. Figure 2.7 shows this variation in χ, suggesting that the assumption
of χ = 45◦ is not good on small time scales. Since I am modeling the large-scale
structure of the magnetic field intensity variation, the short timescale variation of
the Parker spiral angle does not impact our results.
I propagate BR and Bφ derived from the fit of the magnetic field strength
at 1 au to the inner boundary of the model, assuming the Parker solution for the
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Fig. 2.6: A comparison of the 27-day average of the field magnitude average of | ~B|
(top curve) and the magnitude of average field vector of B (bottom curve) at 1 au
from 1990 to 2012.
interplanetary magnetic field. The time-dependent solar wind velocity dependence
of Bφ is included to produce the magnetic field boundary conditions at 30 au. In
order to assess the model boundary conditions, the red curve in Figure 2.8 compares
observations to the boundary conditions of the magnetic field strength at 30 au
propagated back to 1 au.
I assume that the magnetic field intensity has an identical temporal dependence
at all latitudes and that the magnitude is modulated by the polar angle in the Parker
solution. I justify this assumption a priori since the model accurately predicts the
magnetic field intensity at V1 and V2, which are at heliolatitudes 35◦ and −31◦, as
shown in Figure 2.9. Figure 2.10 details the full boundary conditions, latitudinal and
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Fig. 2.7: A plot of the Parker spiral angel, χ, from the year 1990.85 to 2011.89. The
average value of χ is 46.6◦. The x-axis is time in seconds, with t=0 starting at the
year 1990.85.
temporal, for the solar wind density, speed, temperature, and magnetic field intensity
at 30 au used in this model.
This project utilizes the model described in Section 1.3.2. The model has a
cartesian grid that is Sun-centered with dimensions x ± 1500 au, y ± 1500 au, and
z±1500 au with a spherical inner boundary at 30 au. I use a non-uniform numerical
grid, achieving 0.5 au resolution within a region in the HS containing both Voyager
trajectories.
I set the tilt of the solar magnetic axis with respect to the rotation axis to
zero and use a monopolar field in the same direction as the ISM field to minimize
numerical reconnection effects at the nose of the HP. The magnetic field azimuthal
angle, λ, of the solar wind and the ISM is set to 90◦ which corresponds to a negative
magnetic field polarity. V1 and V2 have different magnetic field polarities since they
are in different heliospheric hemispheres, however, the results of our model remain
50














Fig. 2.8: Variations of the magnetic field intensity from the year 1990.85-2011.89
at 1 au. The black curve is the field magnitude average of the magnetic field taken
from the OMNI database and the blue curve is the initial fit to the data used in
calculating the boundary condition. The red curve is the model boundary condition
in the ecliptic at 30 au scaled to 1 au.
the same if the polarity of the ISM and solar wind magnetic field is inverted to have
a magnetic field azimuthal angle of 270◦. There is no heliospheric current sheet in
the monopole model, causing the polarity of the solar wind magnetic field to remain
constant within the heliosphere contrary to observations by Burlaga & Ness (2012) of
the sector region. This configuration of the solar wind magnetic field also reduces any
numerical magnetic dissipation effects in the HS due to the removal of the heliospheric
current sheet, allowing us to study only the effects of the time-varying solar wind
conditions on the HS. The parameters used for the ISM are nHISM = 0.18 cm−3,
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Fig. 2.9: Daily averages of the magnetic field intensity in the supersonic solar wind
observed by V1 (top) and V2 (bottom) in black, compared to the model predictions
including the temporal boundary conditions of the magnetic field intensity, in red.
The blue dotted line represents the r−1 dependence of BT when the magnetic field
is held constant at the inner boundary. The data is plotted between 1991 and the
observed TS location by each spacecraft, 2004 and 2007 for V1 and V2, respectively.
npISM = 0.06 cm−3, VISM = 26.4 km s−1, TISM = 6519 K, and BISM = 4.37µG. V ISM
and B ISM are offset by 20◦ while the angle between the plane containing V ISM and
B ISM and the plane of the solar equator was set to 60◦ since these values provide good
agreement with the TS asymmetries observed by V1 and V2 (Opher et al. 2009).
I initialize the time dependent run with a longitudinally symmetric steady state
solution which includes a latitudinal speed and density variation (see Provornikova
et al. (2014)). I ran the time-dependent solution over seven iterations, corresponding
to 14 solar cycles, until the solutions converged.
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Fig. 2.10: Time-dependent boundary conditions at 30 au for the solar wind velocity
(top left), number density (top right), temperature (bottom left), and magnetic field
intensity (bottom right). The velocity, number density and temperature boundary
conditions are reproduced from Provornikova et al. (2014).
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2.3 Location of the heliospheric boundaries
To understand the effect the solar cycle variations of the magnetic field strength
has on the heliosphere, I compare the time-dependent model run with the variations
of the magnetic field intensity to the same model with the field held constant. For the
magnetic field of the time-independent magnetic field model, a Parker solution is used
with a radial component of 7.17×10−3 nT and an azimuthal component of 0.21 nT in
the ecliptic plane at 30 au. These values were derived using a magnetic field strength
of 6.5 × 10−5 G at 1au. Both models predict similar magnetic field intensities in
1991 at both V1 and V2, however the magnetic field strength in the time-dependent
magnetic field model decreases faster than the nominal 1/r dependence of Bφ in the
time-independent model due to the observed decrease in field strength from 1991 to
2012 seen in Figure 2.8.
The solar cycle variations of the magnetic field greatly affect the heliospheric
boundary locations. The Figure 2.11 compares two models, both run with solar cycle
variations of speed, density, and temperature, however, one has a constant magnetic
field value at the inner boundary while the other includes the solar cycle variations
of the magnetic field strength presented in Figure 2.10. The constant magnetic field
intensity was selected to be the same as the initial field strength in the time-dependent
boundary conditions. The response of the TS to the solar cycle variations is shown
in Figure 2.11.
The gradual decrease in the large scale magnetic field intensity over the course of
the solar cycle causes the magnetic field strength to decrease in the outer heliosphere,
lowering the magnetic pressure in the supersonic solar wind. While this decrease
causes negligible change in the total pressure of the solar wind, since it is dominated
by ram pressure, it changes the plasma beta and causes the magnetosonic speed
to decrease, raising the magnetosonic Mach number of the TS. With a higher Mach
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number, the TS in the model is located further from the Sun and closer to the HP and
is 6 and 10 au further than observed at V1 and V2, respectively. Figure 2.11 shows
the plasma speed at V2 predicted by both models. You can see good agreement in
the supersonic solar wind. There is a a period after 55 AU where the solar wind
speed was predicted to be 50 km s−1 larger than observations. This could be due
to a reduced amount of charge exchange in our model that causes an insufficient
slow down of the solar wind plasma.This is due to the multi-fluid description of our
neutral atoms that predicts a lower neutral atom density in the supersonic solar wind
(Alexashov & Izmodenov 2005; Heerikhuisen et al. 2006b).
Additionally, the TS location moves outward due to the Axford–Cranfill effect.
Noted by Axford (1972) and Cranfill (1974), this is due to the build up of the mag-
netic field within the HS as the plasma approaches the HP. A larger build up of the
magnetic field, causes the plasma to decelerate faster to flow around the magnetic
“wall," causing the TS to be located closer to the Sun. This was also seen by Iz-
modenov & Alexashov (2015), who found a similar shift of ∼10 au closer to the Sun
when they compared the distance to the TS when the solar wind magnetic field was
and was not included within their model.
Variations in the distance to the HP in both models along the V1 and V2
trajectories are shown in Figure 2.12. The HP location is defined by a level-set
function that is defined to be positive inside the heliosphere and negative outside.
The level-set function evolves with the plasma to keep track of the HP location as
the solar wind conditions vary at the inner boundary. The HP is located 10 au closer
when the solar cycle variations of the magnetic field intensity are included. The time-
dependent models show similar variations in the HP location over the course of the
solar cycle, especially at V2. As a consequence, the modulation of the magnetic field
strength does not affect the HS thickness but does reduce the size of the heliosphere.
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Fig. 2.11: A comparison of the solar wind speed observed along the V2 trajectory
to the model results when the solar cycle variations of the magnetic field strength
are included (red) and when they are not (blue).
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Fig. 2.12: Space-time distribution of the HP location at V1 (left) and V2 (right)
of the time-dependent solar wind model. The model with magnetic field solar cycle
variations is shown in blue, while a constant magnetic field at the inner boundary is
shown in red. Both models included solar cycle variations of the solar wind speed
and density. The HP is calculated using a level set function that evolves with the
plasma solution.
2.4 Plasma flows in the heliosheath
Figures 2.13 and 2.14 (top panels) compare the HS magnetic field strengths pre-
dicted by the models with and without the time-dependent magnetic field boundary
conditions and the observed daily averaged magnetic field at V1 and V2, respec-
tively. The realistic time-dependent magnetic field boundary conditions significantly
reduced the HS magnetic field intensity and better matches the intensity of the ob-
served magnetic fields. The time-dependent magnetic field model predicts a minor
increase in the magnetic field intensity in the HS along both Voyager trajectories.
This increase is qualitatively different from the observations, but the magnetic field
strength in the HS does match.
The radial speeds predicted by the model at V1 and V2 are relatively flat and
very similar, as found by Provornikova et al. (2014). The model predicts very well
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the radial flow along V2, matching the flow speed almost exactly and resulting in an
improvement from Provornikova et al. (2014). The inclusion of solar cycle variations
of the magnetic field strength cause the radial velocity at V2 to be lower in the
HS than the time-independent magnetic field model by ∼ 20 km s−1, matching V2
observations more closely. The decrease in radial velocity to VR ∼0 along V1 is not
predicted by the model. The model predicts a decrease of 75 km s−1 in the first 5
au after entering the HS, but then predicts a roughly constant speed of 100 km s−1
along V1, very different from observations. The HP location in the model modulates
around 150 au, whereas V1 crossed the HP at 122 au (Gurnett et al. 2013), making
the predicted HS thickness twice as thick as observed. The model does predict a
decrease in radial velocity as the Voyager spacecraft move toward the HP, therefore
a direct comparison of the flows should be cautioned since the spacecraft is still 40
au from the model HP.
The time-dependent magnetic field model predicts that magnetic flux is con-
served along both Voyager trajectories. For V2, the flow predicted is mostly radial
within the HS and VRBR is constant. Along V1, VN and VR are comparable, there-
fore I calculated the magnetic flux as V⊥BL, where V⊥ =
√
(V 2R + V
2
N) and L is
the distance separating the streamlines (Richardson et al. 2013). In both cases I
normalized the magnetic field using the magnetic field at 30 au. The comparison
between the magnetic flux predicted by the models and the data along V1 and V2
is shown in the bottom panels of Figures 2.13 and 2.14. Similar to the magnetic field
intensity and the radial velocity, the time-dependent magnetic field model accurately
predicts the magnetic flux at V2, but not the order of magnitude decrease in mag-
netic flux at V1. I conclude that the drop in magnetic flux along V1 is not due to
time-dependence of the solar wind source.
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Fig. 2.13: Magnetic field (top panel), radial speed (middle panel), and magnetic
flux (bottom panel) along the V1 trajectory. The model is shown in red and the
observations in black. The blue curve in each panel is the same model run without
the solar cycle variations of the magnetic field. The model results are shifted to
match the TS location observed at V1.
While the time-dependent magnetic field model is an improvement to the time-
independent magnetic field model, it predicts similar HS conditions at both V1 and
V2 contrary to observations. The total plasma speed needed to conserve the magnetic
flux in the HS is very different than the flow speeds measured by V1 and remains
roughly constant, similar to the behavior at V2. The observations suggest that
the two spacecrafts are traveling through very different physical environments. Our
model shows that these differences in environment are unlikely caused by solar cycle
effects but, rather, are due to missing physical processes in the model that causes the
velocity to decrease faster closer to the nose of the heliosphere while the magnetic
59


































Fig. 2.14: Magnetic field (top panel), radial speed (middle panel), and magnetic
flux (bottom panel) along the V2 trajectory. The model is shown in red and the
observations in black. The blue curve in each panel is the same model run without
the solar cycle variations of the magnetic field. The model results are shifted to
match the TS location observed at V2.
field remains roughly constant. Some form of non-ideal MHD effect is needed in
order to disconnect the radial velocity and the magnetic field strength required for
magnetic flux conservation. Therefore, a solution for the flows along V1 warrants
a non-ideal MHD approach. Magnetic reconnection is one such form of dissipation.
While V2 has gone in and out of the sector region throughout the HS, V1 remained
within the sector region where Drake et al. (2010) and Opher et al. (2011) suggest
that magnetic reconnection could be ubiquitous.
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Chapter 3
Magnetic dissipation effects on the structure
of the heliosphere
Chapter 2, showed a need to potentially move beyond ideal MHD in order to
understand the plasma environment in the HS along the V1 trajectory. This chapter
discusses how the inclusion of the HCS affects the global structure of the heliosphere
and the flows within the HS. There is numerical dissipation of the magnetic field
within the model, a comparison of the model run with and without the HCS allows
us to probe how potential non-ideal MHD effects could influence then heliosphere.
Additionally, the nature of the heliotail and how we define its location within the
model is also examined. The contents of this chapter have been published in Michael
et al. (2018).
3.1 Motivation
Modeling the HCS in the outer heliosphere is computationally challenging. To
model the 3D structure of the outer heliosphere, the computational domain has to ex-
tend to several thousand au; this currently makes resolving the HCS computationally
expensive. Czechowski et al. (2010) used the plasma flows from an MHD simulation
of the outer heliosphere (Ratkiewicz et al. 1998) to determine the shape and evo-
lution of the HCS using time-dependent boundary conditions. The model used by
Czechowski et al. (2010) is based on the kinematic approximation that assumes the
HCS convects with the solar wind plasma and does not influence the flow. Borovikov
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et al. (2011) also employed the kinematic approximation and modeled the HCS with
a level-set method allowing the magnetic polarity in each sector to be known at any
given location within the MHD model.
The kinematic assumption breaks down in the region just before the HP, where
the magnetic field piles up and the alternating polarity can lead to reconnection that
could greatly affect the low radial flows. Previous global MHD models of the outer
heliosphere described the solar wind magnetic field as a dipole, treating the HCS
as a discontinuity where the field switches polarity(Linde et al. 1998; Ratkiewicz
et al. 2004; Opher et al. 2006, 2009; Pogorelov et al. 2007; Washimi et al. 2011).
These models have included a flat HCS, with the magnetic and rotation axes aligned;
however, the tilt between the magnetic rotational axis can vary from 10◦ at solar
minimum up to 90◦ at solar maximum (Smith 2001). More recent models have
included the tilt of the magnetic axis to explore the effect of the sector structure
in the outer heliosphere (Pogorelov et al. 2009; Opher et al. 2011) as well as the 11
year solar cycle variations of the magnetic polarity (Pogorelov et al. 2013). Opher
et al. (2011) first attempted to model the sector structure self-consistently in the
HS. These works used adaptive mesh refinement to obtain a grid resolution down to
0.03 au in the sector region; however, they found that the sector structure dissipated
near the HP, causing a large region of the HS to be void of magnetic field. Pogorelov
et al. (2013), whose simulation had a resolution of 0.05 au, also saw the magnetic
field significantly reduced in a large region of the HS preceding the HP.
With adaptive mesh refinement, Opher et al. (2011) used over 1.4 billion cells
to perform their simulation. Even with this high resolution of 0.03 au, the smallest
cell is two orders of magnitude larger than sector boundary crossings measured by
V1 in the HS (Burlaga & Ness 2012). Furthermore, in handling the HCS as these
simulations have, there are inherent numerical effects, such as dissipation of the
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magnetic field and numerical reconnection of the solar magnetic field lines across the
HCS, due to finite grid resolution. Within ideal MHD, where no explicit resistivity
or Hall term is included, the dissipation of the magnetic field is controlled by the
cell size. Another artifact of this numerically reconnecting HCS was found by Opher
et al. (2003, 2004). The weak magnetic field at the center of the HCS causes a “jet-
sheet” to form at the TS along the axis of the HCS, which can become unstable due
to a Kelvin-Helmholtz-like instability.
Recent works (Izmodenov & Alexashov 2015; Opher et al. 2015) began using
a unipole description of the solar magnetic field that captures the topology of the
Parker field while the polarity in the northern and southern hemispheres remains the
same. As noted by Izmodenov & Alexashov (2015), magnetic forces in ideal MHD
do not depend on polarity or direction of the solar wind magnetic field; therefore this
approach allows the model to capture the magnetic field strength in the heliosphere
as well as its effects. The advantage of this description is that it does not have any
spurious numerical effects due to numerical dissipation or reconnection within the
HCS. With this description of the heliospheric magnetic field, Opher et al. (2015)
argue that, in the HS, the magnetic tension force is large enough to resist the ram
pressure of the flow, collimating the solar wind into two jet-like features. Despite
being lower than the ambient thermal pressure of the plasma, the magnetic tension
force is sufficiently strong to result in a heliosphere with a two-lobe structure in
the northern and southern hemispheres, not a long comet-like tail. Izmodenov &
Alexashov (2015) also show that in the presence of the solar magnetic field, the
mass flux of the solar wind in the HS is collimated into two lobes. Furthermore,
the analytic solution of Drake et al. (2015) shows that the magnetic tension causes
a drop in total pressure from the TS to the HP, which accelerates the solar wind in
the jets and affects the thickness of the HS.
63
The direct study of magnetic reconnection in the HS is complicated because the
magnetic field is weak, almost reaching the noise level of the instruments on board
V1 and V2. There are indications, however, that reconnection is taking place within
this region. The removal of magnetic flux for the final 20% of the HS observed
at V1 indirectly suggests that reconnection is occurring (Richardson et al. 2013).
For a laminar flow, the magnetic flux should be conserved. However, V1 measured a
decrease in the radial velocity to zero or even negative values, while the magnetic field
intensity remained constant throughout the HS before increasing to 0.4 nT at the HP.
In Chapter 2, I showed that in an ideal MHD simulation, utilizing time-dependent
boundary solar wind conditions, including magnetic field strength variations, I could
accurately predict the magnetic field strength in the HS at both V1 and V2. However,
I could not model the decrease in magnetic flux at V1. This indicates a need to move
beyond ideal MHD in order to explain the observations.
3.2 Model
There has not been an explicit study on the effects of numerical dissipation on
the characteristics of the HS. Opher et al. (2016) showed that collimation of the jet
structure of the lobes is removed in the regions where the magnetic field is dissipated
in the HCS. However, they did this for the specialized case where there was no LISM
flow. On the contrary, Pogorelov et al. (2015) suggests that the long comet-like tail
is fully recovered when a dipole treatment of the solar wind magnetic field is used.
Indeed, if there is a large amount of dissipation of the magnetic field, the HS flows
will not be collimated into two jets due to the removal of the magnetic tension of the
solar wind. Since there is inherent dissipation in the HCS within the simulation, a
comparison of the two descriptions of the solar wind magnetic field not only allows
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us to study how the HCS affects the shape of the heliosphere but also allows for a
study of dissipation and nonideal MHD effects within the HS.
In this work, we investigate how the dipole description of the solar wind mag-
netic field affects the shape and global solution of the heliosphere as well as the flows
within the HS. We compare the solution to the unipole description, where the re-
versal of the polarity of the magnetic field is ignored, and show that the two-lobe
structure remains within both models. We additionally compare both simulations to
Voyager 1 observations and discuss which offers a better representation of the data.
3.2.1 Implementation of the heliospheric current sheet
At the HCS, the solar magnetic field switches polarity. The magnetic field
strength does not decrease to zero but remains largely constant as the field rotates
from one polarity to the other (Smith 2001). The width of the HCS is ∼ 10, 000 km at
1 au (Winterhalter et al. 1994) and increases to 15-30 gyroradii or roughly 105 km in
the heliosheath (Burlaga & Ness 2012). The domain needed to model the heliosphere
is several thousand au large, which makes resolving the HCS a significant challenge.
In this section, I detail how the HCS is implemented in many outer heliosphere
models (Pogorelov et al. 2007; Washimi et al. 2011) as well as in my research group’s
model (Linde et al. 1998; Opher et al. 2003).
This work utilizes the model described in Section 1.3.2 that describes the single
plasma fluid and four neutral hydrogen fluids. Our model uses a Cartesian grid with
dimensions extending from –1500 au to 1500 au in all 3 directions. The Sun is located
at the origin. We use the same grid as Opher et al. (2015), with 3 au resolution for
over 1000 au down the tail and 0.7 au at the nose. Figure 3.1 shows the grid used
in this study for both the unipole and dipole models. The extended high resolution
down the tail is seen to resolve the long turbulent lobes.
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Fig. 3.1: Slice in the meridional plane showing the numerical gird used to resolve
the lobes. The black lines indicate where the grid resolution changes. The resolution
in each region is denoted within the white label. The grid structure is overlain on
magnetic field intensity, denoting the heliospheric structure and the extent of the
turbulent lobes.
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Our inner boundary is at 30 au for the ions, where the solar wind is taken to
be constant and uniform in both latitude and longitude with VSW= 417 km s−1,
nSW = 0.00874 cm−3, TSW = 1.0868 × 105 K. The ISM enters into the domain
from the x = −1500 au face with the following parameters: nHISM = 0.18 cm−3
for neutrals, npISM = 0.06 cm−3 for protons, VISM = 26.4 km s−1, TISM = 6519 K,
and BISM = 4.37µG. B ISM and V ISM are offset by 20◦, while the angle between the
B ISM-V ISM plane and the solar equator is 60◦ to provide good agreement with the
TS asymmetries and HS flows observed by V1 and V2 (Opher et al. 2009).
With the unipole treatment of the Parker spiral, the polarity switch of the field
at the HCS is ignored by keeping the it the same in both hemispheres. We select the
field to have a positive polarity, corresponding to a magnetic field azimuthal angle
λ = 270◦ and matching the polarity of the ISM, to minimize numerical reconnection
across the HP. In some of the simulations, we describe the solar wind magnetic field
as a dipole. We use the simplest concept of a current sheet, a discontinuity where
the field switches polarity, instead of the observed rotation of the field (Smith 2001).
This causes the radial component of the field to decrease across the current sheet
from one polarity, through zero magnetic field strength, to the opposite polarity.
Other models (Opher et al. 2004, 2011; Pogorelov et al. 2007, 2013) have used the
same description. In this study, we compare two different methods of modeling the
Parker spiral, the unipole and the dipole descriptions, keeping all other boundary
conditions constant. To reduce the complexity of resolving the sector structure, we
align the magnetic and rotation axes to produce a flat HCS.
3.2.2 Effects of numerical dissipation on the width of the HCS
As the radial and azimuthal components switch from one polarity to the other,
the field strength reduces to zero in the middle of the HCS. Since the rotation of the
magnetic field across the HCS is not included, this definition artificially decreases the
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solar wind magnetic field strength at the center of the HCS, shown in Figure 3.2a,
contrary to observations (Burlaga & Ness 2012). The decrease in magnetic pressure
within the HCS is compensated by an increase in thermal pressure. Figure 3.2b
shows the pressure profiles across the HCS just downstream of the TS. As the field
strength decreases at the center of the HCS, the magnetic pressure is converted into
thermal pressure, heating the plasma and raising the density within the HCS. While
the sum of thermal and magnetic pressures remains constant across the HCS, the
weaker magnetic field in the center causes a jet to form along the HCS (Opher et al.
2003, 2004). The formation of this jet increases the ram pressure within the HCS
to be greater than the ambient plasma. The resulting low magnetic field strength
at the HCS also causes other numerical effects to occur such as spurious, numerical
reconnection at the grid resolution scale between opposite polarity field lines. This
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(c)
Fig. 3.2: Magnetic field strength, |B|, and its components, BR, BN , BT , given in
a spacecraft centered, RTN , coordinate system where R is in the radial, Sun to
spacecraft direction, T is parallel to the solar equator, and N completes the right-
handed coordinate system (a). Total pressure Ptot, thermal pressure Pth, magnetic
pressure Pb, and ram pressure Pram are plotted across the HCS just downstream
of the termination shock where the grid resolution is 0.5 au (b). Perpendicular cuts
across the HCS in the meridional plane for the dipole model run with several different
grid resolutions (c).
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Furthermore, the amount of dissipation within the model depends on the grid
resolution; therefore, the width of the HCS will increase with a coarser grid. If a
nonuniform grid is used, the HCS width will change as it passes through parts of
the domain with different grid resolutions. Figure 3.2c shows a cut perpendicular
to the HCS within models that use different grid resolutions within the heliosphere.
The width of the HCS reduces with a more refined grid; however, the magnetic field
strength at the HP for the dipole model with any grid resolution in the HS is much
weaker than in the unipole model. In addition, the region of suppressed magnetic
field, as measured from one local maximum of the magnetic field strength to the
next, is 12 au despite a grid resolution of 0.5 au. This removes a significant fraction
of magnetic field in the HS just upstream of the HP. The width of the HCS is 2 au,
measured at half of the maximum, which is three orders of magnitude larger than
Voyager measurements in the HS (Burlaga & Ness 2012).
The area affected by the HCS will naturally increase when the tilt between the
magnetic and rotational axis is included to produce the sector region. A coarse grid
could result in the complete removal of the magnetic field strength from HS when the
HCS becomes unstable, shown in Figure 1 of Opher et al. (2011) and Figure 14 of
Pogorelov et al. (2013) and presented in Figure 3.3. The area of influence is further
increased if time-dependent boundary conditions are taken into account that can
cause the bending and folding of the HCS due to the interaction of slow and fast solar
wind (Czechowski et al. 2010). This is demonstrated in Figure 3.4. During uniform
solar wind conditions with the magnetic and rotation axes aligned, the HCS is in the
equatorial plane before being gradually pulled into the northern hemisphere (Figure
3.4a). Figure 3.4b shows the magnetic field intensity of our time-dependent solar
cycle conditions, taken in 2011 during solar minimum conditions. The interaction of
the slow and fast wind cause the HCS to turn back multiple times, increasing the
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(a) (b)
Fig. 3.3: The magnetic field strength (in µG) in the in the meridional plane when
the sector structure is included within MHD models. (a) shows the results of Opher
et al. (2011) and (b) presents the results of Pogorelov et al. (2013). Both models use
the same boundary conditions. The magnetic axis is tilted 30◦ with respect to the
Sun’s rotation axis in both models. The black lines in (a) are the velocity streamlines,
with the ISM approaching from the left-hand side, while the ISM approaches from
the right in (b). The HCS can be seen where the magnetic field strength is the lowest
in the supersonic solar wind. In both cases, the sector structure becomes chaotic and
removes the magnetic field strength from the HS.
fraction of the HS that is affected by the numerical dissipation of the magnetic field.
These are all numerical artifacts of treating the HCS as a switch in polarity at the
inner boundary and the influence on the global solution needs to be understood.
3.3 Impact on the global structure of the heliosphere
3.3.1 The heliotail
Pogorelov et al. (2015) suggests that a flat HCS causes the two-lobe structure
of the heliosphere to disappear, however, similarly to Opher et al. (2015) and Drake
et al. (2015), we see that in both descriptions of the solar magnetic field, the closed
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(a) (b)
Fig. 3.4: The magnetic field strength (in nT) in the meridional plane. The magnetic
axis is aligned with the rotation axis of the Sun. The HCS, designated by the low
magnetic field strength in the heliosphere shown in dark blue, lies in the equatorial
plane before being pulled into the northern hemisphere. A model using uniform
solar wind conditions is presented in (a) compared to the HCS structure in our time-
dependent model from 2011 during solar minimum conditions (b).
solar wind magnetic field lines collimate the solar wind into two lobes. Figure 3.5
shows the global structure for the model when the solar wind magnetic field is treated
as a dipole (3.5c and 3.5d) and as a unipole (3.5a and 3.5b). The HP is denoted by
a yellow isosurface and is shown when defined by a characteristic temperature (3.5a
and 3.5c) or density (3.5b and 3.5d). The solar magnetic field lines are plotted in
gray. The interstellar magnetic field lines are shown in red and can be seen to stream
between the two lobes in both models. The lobes coincide with a high temperature,
∼ 3 × 105 K, which defines the boundary between closed solar magnetic field lines
and open field lines to the ISM, shown by the yellow isosurface in Figure 3.5a and
3.5c. If the HP is defined by a temperature, then the distance to the HP downtail is




Fig. 3.5: Side views of the heliosphere with magnetic and rotation axes aligned. On
the left, the heliopause is shown in yellow using an isosurface of Tp = 3.3 × 105 K
that captures the closed solar magnetic field lines for the unipole (a) and dipole (c)
description of the solar wind. Defining the HP with an isosurface of number density
np = 0.022 cm−3 is shown for the unipole (b) and dipole (d) cases on the right. The
gray lines are the solar magnetic field lines, while the interstellar magnetic field lines
are shown in red.
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The field lines open to the ISM, which stream in between the two jets, carry
material with an intermediate density between typical values of the HS and the ISM.
This material is formed due to mixing of HS and ISM material by turbulence within
the jets and reconnection between solar and interstellar magnetic field lines (Opher
et al. 2017). If we define the HP by an intermediate density between the HS and ISM,
then a longer tail forms, shown in Figure 3.5b and 3.5d. Slices of the plasma density
distribution at x=200 au and x=1000 au are shown in Figure 3.6, with a density of
np = 0.022 cm−3 designated by a black line. Figure 3.6c and 3.6f reveal that solar
plasma exists on magnetic field lines open to the ISM. The plasma far down the
tail is an order of magnitude colder than typical HS plasma located within the jets,
while 30 times hotter than the ISM entering the domain. As shown in Opher et al.
(2015, 2017), there should be some reconnection and mixing between the solar wind
and interstellar wind; however, the dipole solution seems to increase the amount of
reconnection. Figures 3.6b and 3.6e show the extent of the intermediate material,
with the red contour representing the ISM density of 0.06 cm−3. The heliotail has a
large amount of HS material on field lines open to the ISM due to the large amount
of reconnection. The HCS further allows more HS plasma to escape (Opher et al.
2016) and mix with the ISM plasma density extending down the tail. A quantitative
exploration of the amount of material existing between the lobes due to reconnection
will be explored in future work. Regardless of how the HP is defined, the collimation
of the solar wind into two lobes persists with the inclusion of a flat HCS.
3.3.2 The two-lobe structure of the heliosphere
Figure 3.7 compares meridional cuts of the plasma parameters from the dipole
solution as well as the unipole model as shown in Opher et al. (2015). The HCS
significantly influences the global structure and the flows within the heliosphere.
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Fig. 3.6: Plasma density shown in the x=200 au and x=1000 au planes down the
tail for the unipole (a and b) and the dipole (d and e) descriptions of the solar wind.
The location of the plasma at x=1000 au can be seen in panels c and f. The black
line denotes where the plasma density is equal to np = 0.022 cm−3. (c) and (f) show
the magnetic field lines that cross the x=1000 au plane in relation to the isosurface
of Tp = 3.3× 105 K for the unipole model and dipole model, respectively.
removes large amounts of magnetic field strength in the tail and strongly affects the
plasma environment in between the lobes (Figure 3.7a).
In the meridional plane, with the rotation and magnetic axis along the ẑ direc-
tion, the HCS initially resides in the equatorial plane (bottom panel of Figure 3.7a).
The HCS separates the hemispheres and is pulled toward the north, as it avoids
the nose (bottom panel of Figure 3.7c) which was first shown by Linde et al. (1998)
and later by Pogorelov et al. (2004). A region of low magnetic field strength resides
just after the HP in the northern hemisphere of the dipole model, which does not
occur when a unipolar field is used (Figure 3.7a). The region of weak magnetic field
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(0.1-0.15 nT) ahead of the HP occurs when the grid resolution coarsens, causing the
HCS to dissipate, as shown by Opher et al. (2004). This region also extends to low
latitudes, including the ecliptic, due to enhanced numerical reconnection at the nose
of the heliosphere. The HCS also dissipates in the tail; however, this is not due to
a resolution change since the resolution is constant in the heliosphere until 1000 au
down the tail. The azimuthal solar magnetic field confines the HCS, once there is no
solar magnetic field outside the HP, the HCS is no longer confined, which causes it to
break up. The jet within the current sheet extends briefly into the plasma down the
tail between the lobes and becomes unstable as well (Opher et al. 2003, 2004). This
allows more HS plasma to escape into the tail as compared to the unipole description
of the solar magnetic field.
Furthermore, the HCS is marked by a higher speed due to the jet that forms
within it. The increase in speed and decrease in magnetic field strength combine
to result in the ram pressure dominating over the magnetic tension force, the force
responsible for collimating the solar wind within the HS. Since the ram pressure is
dominant over the collimation force, the plasma stretches the magnetic field, pushing
the HP further from the Sun in the northern hemisphere. The magnetic forces become
dominant once more at the edge of the HCS as the negative polarity solar magnetic
field from the southern hemisphere fills in just before the HP. The increase in field
strength just before the HP results in the lobe structure not being fully removed
from the northern hemisphere. The HP asymmetry exhibited by the dipole model
of the solar wind has previously been seen in other models (Pogorelov et al. 2004;
Ratkiewicz et al. 2004; Opher et al. 2006).
Figure 3.8 compares the two-lobe structure in each model of the solar wind
magnetic field strength. Overlaid on the HP are contours of the magnetic field. The
nose of the dipole model has been eroded into a “V" shape by reconnection and
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(a) (b) (c)
Fig. 3.7: Panels show the magnetic field strength (nT), plasma density (cm−3), and
plasma speed (km/s) in the meridional plane for the unipole model (top panels) and
dipole model (bottom panels). The two-lobe structure is present in both models
although the amount of dissipation of the magnetic field is increased in the dipole
model (panel a).
is pinched around the ecliptic in comparison to the unipole model. The northern
hemisphere is characterized by the extension of the solar wind plasma residing in the
HCS as the added ram pressure in the HCS allows the HP to be pushed further from
the Sun. The weak magnetic field values on the temperature isosurface serve as a
proxy for the HCS location and correspond to the locations on the HP where the
solar wind plasma extends further into the ISM due to the reduction of the magnetic
tension force in that region. While the flat HCS cannot fully erode the lobes it does
allow more plasma to leak out of the collimation region (Opher et al. 2016).
Figures 3.9b and 3.9a present the nose view of how the ISM magnetic field lines

















Fig. 3.8: Side view of the heliosphere for the unipole (a) and dipole (b) description
of the solar wind magnetic field with magnetic and rotation axes aligned. The he-
liopause is captured by an isosurface of Tp = 3.3× 105 K and magnetic field strength
contours are shown on the surface of the heliopause. The erosion of the nose and the
lobes in the dipole model is evident as well as HS plasma along the HCS where the
magnetic field strength is the weakest.
In the dipole model, the ISM field lines ahead of the HP exhibit a more complicated
draping pattern than seen in the unipole model. The ISM field lines in the dipole
model show sharp changes in topology at the lobes, seen in Figure 3.5c, where field
lines on the western flank undergo multiple reversals. This is due to reconnection at
the nose that exists in the dipole model and was suppressed in the unipole description
by choosing the polarity of the Parker spiral that matches the azimuthal component of
BISM. Figure 3.11 presents the azimuthal magnetic field at the nose of the heliosphere
for both the unipole model (3.11c) and the dipole model (3.11b). In the dipole model,
the polarity of the solar magnetic field in the northern hemisphere is also positive,
matching the ISM; however, as the HCS is pulled to the north, there is a region
of negative azimuthal magnetic field polarity just before the HP as plasma from
the southern hemisphere occupies the HS. The transition from negative to positive
polarity in the northern hemisphere facilitates numerical reconnection at the nose.
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(a) (b)
Fig. 3.9: Nose view of the two-lobe structure heliosphere for the unipole (b) and
the dipole (a) description of the solar wind magnetic field with the magnetic and
rotation axes aligned. The heliopause is captured by an isosurface of Tp = 3.3× 105
K, shown in yellow. The interstellar magnetic field lines are shown in red.
The differences in the draping ahead of the HP along the V1 trajectory for
both models are shown in Figure 3.10. Since crossing into the ISM, V1 measured
an average azimuthal angle, λ = tan−1(BT/BR), of 291◦ and an elevation angle, δ =
sin−1(BN/B), of 22◦ over the time period ranging from 2012 through 2016 with both
angles increasing by 1◦–2◦ per year (Burlaga & Ness 2016). The draped field of the
ISM is, therefore, close to a Parker spiral with a positive polarity (λ = 270◦, δ = 0◦).
The unipole model of the solar wind matches V1 observations well. The unipole
model does indeed predict a field similar to a Parker spiral with a small increase in
lambda after the HP. This is due to reconnection not at the nose but in the west
flank, which causes the field lines at V1 to appear Parker-like (Opher et al. 2017). In
contrast, the dipole model does have numerical reconnection occurring at the nose.
Instead of being draped from west to east (when viewing the nose, looking down the
tail) as in the unipole model, reconnection at the nose causes draped ISM field lines
with λ ∼ 90◦, which increase slowly before a sharp transition to positive polarity
field lines that peak at λ = 353◦ before decreasing to values similar to the unipole
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model. The largest difference occurs with the elevation angle as the dipole model
predicts very significant, negative values. The elevation angle reaches a minimum
value of δ = −60◦ at the same location as the maximum of λ occurs. Such a complex
draping pattern does not agree with V1 observations past the HP. This suggests
that reconnection at the nose does not occur or occurs much more locally (Swisdak
et al. 2013) than the global MHD model presents in the dipole description with a
flat current sheet. It is important to note that there are indications that there is
some magnetic dissipation occurring in the HS (Richardson et al. 2013). However,
the magnetic erosion does not seem to be strong enough to significantly affect the
magnitude of the magnetic field (Burlaga & Ness 2012).
3.4 Consequences for the heliosheath environment
The HCS also significantly impacts the HS environment. Panel (a) of Figure
3.11 compares the magnetic field intensity predicted by both models along the V1
trajectory to the observed field strength. The curves have been shifted to align the
TS crossings. By comparing the x axis for both the unipole and dipole models, it can
be seen that the TS is located ∼ 8 au closer to the Sun in the unipole model (89 au)
relative to the dipole solution (97 au). This is due to the build up of the magnetic field
within the HS as the plasma approaches the HP, known as the Axford–Cranfill effect
(Axford 1972; Cranfill 1974). The unipole description predicts an increasing magnetic
field downstream of the TS that results in a magnitude of ∼ 0.5 nT that persists
for 5–10 au just before the HP. The dipole model predicts a shallower magnetic field
gradient and a very weak magnetic field signature for the last 22%, or 27 au, of the
HS despite a grid resolution of 0.7 au at the nose of the heliosphere. This is because
the HCS in our model creates a decrease in magnetic field magnitude, which is not
observed by Burlaga & Ness (2012). As shown by Drake et al. (2015), the magnetic
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Fig. 3.10: Magnetic field strength and the angles δ = sin−1(BN/B) and λ =
tan−1(BT/BR) along the V1 trajectory for both the unipole (red) and dipole (blue)
descriptions of the solar wind magnetic field. The HP is marked by the vertical black
line. The results have been shifted so that the HP is aligned for both models to
compare the draping of the magnetic field ahead of the heliosphere.
tension force causes the total pressure of the plasma to drop from the TS to the
HP. The higher magnetic field increases the tension of the solar magnetic field in
the HS, which results in a larger pressure difference between the TS and the HP
(Figure 3.12c). The pressure of the ISM and at the HP is the same in both models;
therefore, the larger pressure drop results in a higher pressure just downstream of
the TS. Consequently, for a given interstellar pressure, the TS can reside closer to
the Sun by increasing the magnetic field within the HS.
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Fig. 3.11: Comparison of the magnitude of the magnetic field for the monopole
(red), dipole (blue), and V1 observations (Burlaga et al. (2012); black) in panel (a).
The curves were shifted so the TS locations are all aligned. The HP is located on
the right-hand side of the plot for all curves. The magnetic field strength in the y
(azimuthal) direction is plotted in the meridional plane for the unipole model (c) and
dipole model (b). Velocity streamlines at the nose of the heliosphere are shown in
black. The magenta line denotes By = 0, where the magnetic field switches polarity.
The polarity of the unipole model was selected to have the same polarity as the ISM
to suppress reconnection at the nose.
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The effect of the magnetic field can also be seen on the flows. In the unipole
model, the magnetic field strength increases to where the plasma β, where β =
Pth/PB, becomes less than 1, meaning the flows are magnetically dominated for the
last 34 au of the HS. The gradient of the magnetic field decelerates the flows in the
unipole model as the strong field strength at the HP acts as a magnetic “wall" or
“barrier" to the solar flow (Pogorelov et al. 2013; Izmodenov & Alexashov 2015).
This can be seen in Figure 3.12b as all velocity components in the unipole model
decrease prior to the HP where the solar magnetic field is at a maximum.
The HCS is marked by the shaded region in Figure 3.12. The increase in the
thermal pressure causes a spike in the plasma β within the HCS, which results in
the HS being thermally dominated throughout. In contrast, the flows just before the
HP in the dipole are affected predominantly by the HCS as numerical reconnection
converts the magnetic field into thermal and kinetic energy. Instead of the flows
decreasing due to the strong magnetic field, all three velocity components double in
magnitude due to the HCS jet (Figure 3.12b). Described by Opher et al. (2004), as
the flow is decelerated at the TS, the magnetic field increases everywhere except in
the HCS due to the reduced field strength in the center of the HCS. The increased
field strength on either side pinches the HCS just downstream of the TS, slightly
converging the flow and increasing the plasma speed within the HCS. With the
magnetic and rotation axes aligned, the flat HCS is pulled almost parallel with the
HP at the latitude of V1. This results in the jet to be primarily in the VN component;
however, due to the geometry, VR increases as well. The combination of the increased
radial velocity and density (top panel of Figure 3.12c) within the HCS raises the ram
pressure of the flow. This increase pushes the HP 30 au further away from the Sun
in the northern hemisphere.
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Fig. 3.12: Magnetic field components, BR,BT,BN, in units of nT, as well as the
plasma β = pth/pB, are shown in panel (a) along the V1 trajectory for the unipole
model (red) and the dipole model (blue). The velocity components, VR,VT,VN,
in units of km s−1, as well as the fast magnetosonic Mach number, MA, are shown
in panel (b). The plasma density (cm−3), temperature (K), thermal pressure, pth,
magnetic pressure, pB, and pth+pB, in units of dyne/cm−2, are shown in panel (c).
The HP is marked in each model by a dashed line of the corresponding color and
the extent of the HCS, measured from when BT completes the transition between
polarities, is highlighted in gray. The axes have been shifted so that the TS is aligned.
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As shown in Drake et al. (2015), the magnetic tension in the HS is responsible
for driving the flows to the northern and southern hemispheres. Therefore, a stronger
magnetic field produces a greater pressure difference across the HS. The larger pres-
sure difference drives stronger flows toward the poles and reduces the radius of the
HS. We would expect the presence of the HCS to weaken the lobes, effectively leading
to a thicker HS. While the dipole mode does predict a HS that is 23 au wider than the
unipole model, a direct comparison to Drake et al. (2015) is not possible. Drake et al.
(2015) assume a linearly increasing magnetic field within the HS. The dipole model
introduces a nonideal MHD process due to the inherent loss of the magnetic field
caused by magnetic dissipation within the HCS. It is most likely that the wider HS
in the dipole model is a result of the additional ram pressure within the jet pushing
the HP further away from the Sun.
Numerical reconnection across the HP also affects the flow at the nose of the
heliosphere. Figure 3.11 shows meridional slices of the azimuthal magnetic field
strength, By, in both the dipole (3.11b) and unipole (3.11c) models. Velocity stream-
lines in black are shown in the nose direction. Flow at the nose of the unipole descrip-
tion is turned smoothly to the northern and southern hemispheres as it is diverted at
the HP. Flow in the dipole description shows a much more complex pattern. The ma-
genta line in Figure 3.11b denotes where the polarity of the magnetic field switches.
Within the heliosphere, this marks the location of the HCS. The negative polarity
field from the southern hemisphere is pulled into the nose of the heliosphere as the
HCS moves to the northern lobe. Numerical reconnection between this plasma and
the ISM can be seen to reduce the field strength in this region (Figure 3.11b). The
reconnection causes streamlines in the nose, originating in the southern hemisphere
close to the HCS, to change directions twice before finally diverting into the tail in
the northern lobe.
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A comparison of the flow and magnetic field predictions from the steady-state
models to Voyager data from Richardson et al. (2013) are shown in Figure 3.13.
Since the HS thickness of the models is much larger than the 27.5 au measured by
V1, we normalize the distance into the HS and plot the variables as fractional distance
into the HS. The larger magnetic field in the unipole model corresponds to a lower
radial velocity such that both models predict the same and constant magnetic flux
downstream of the TS. The reduction in field strength due to the HCS ultimately
decreases the magnetic flux by almost two orders of magnitude over the last 15%
of the HS. However, the increase in radial velocity offsets this effect, causing the
decrease in flux to span a smaller radial distance in width. The increase in VR due to
the jet resides in the same region of the HS when V1 measured radial flows that were
stagnant or even had negative velocities. Furthermore, the finite width of the HCS
causes the magnetic flux to increase again before the HP, not sustaining the observed
removal of flux over the final 20% of the HS. The reduction of flux, however, would
increase if a tilt between the magnetic and rotational axes were included within the
model.
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Fig. 3.13: Magnetic field intensity (top panel), radial speed, VR, (middle panel),
and magnetic flux, V⊥BL as in Richardson et al. (2013), (bottom panel) along V1
taken at 2011.8 in the simulation. The unipole model is shown in (red), the dipole
model is shown in (blue), and the observations in black (Richardson et al. 2013). The
model results are shifted to match the observed TS location. The x axis is fractional
distance into the HS, with 0 being at the TS and 1 at the HP. The region affected
by the HCS is shown in gray.
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Chapter 4
A Self-Consistent Kinetic-MHD Model of
the Outer Heliosphere: The SHIELD Model
On the scale of the heliosphere, the dominant collisions for neutrals are charge-
exchange, not neutral-neutral collisions. Since the charge-exchange mean free path
is on the order of the size of the heliosphere, the neutrals should be described not as
a fluid but kinetically (Izmodenov et al. 2000).
A self-consistent model of the heliosphere with kinetic neutrals coupled to a
single MHD plasma fluid has been developed by Pogorelov et al. (2009) and Izmode-
nov & Alexashov (2015). These kinetic-MHD models have been very successful at
modeling the outer heliosphere, however, they do have some limitations. Opher et al.
(2017) showed that magnetic reconnection can occur in the eastern flank of the helio-
sphere which organizes the magnetic field ahead of the HP. Izmodenov & Alexashov
(2015) use a scheme that restricts any communication between the ISM and solar
wind across the HP to limit non-ideal MHD effects and therefore cannot model this
behavior. Additionally, Pogorelov et al. (2009) use a dipole description of the solar
magnetic field, which induces large numerical dissipation of the magnetic field and
numerical reconnection across the HP. Since the scale of the current sheet is much
smaller than the heliosphere, it is extremely difficult to resolve the structure. This
results in the removal of magnetic field strength over large regions of HS, making the
results strongly affected by numerical artifacts (Michael et al. 2018).
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In this chapter, I introduce the Solar-wind with Hydrogen Ion Exchange and
Large-scale Dynamics (SHIELD) model. A global, self-consistent kinetic-MHDmodel
of the heliosphere that utilizes the MHD solution of Opher et al. (2015). The SHIELD
model couples the Outer Heliosphere (OH) and Particle Tracker (PT) components
within the SWMF. The kinetic model within the SHIELD model is described in
section 4.1. The numerical scheme of the Monte Carlo code used in the PT component
is presented in section 4.2.1 Section 4.2.2 details how the Monte Carlo model is applied
to the outer heliosphere and coupled to the MHD solution. The validation of our
model is presented in section 4.5. Here, we adopt the same boundary conditions
as used in both Alexashov & Izmodenov (2005) and Heerikhuisen et al. (2006a) to
compare our solution directly with their results.
4.1 A self-consistent MHD-Boltzmann model
The SHIELD model couples the OH and PT components within the SWMF.
The OH component, described in Section 1.3.2, has been updated to include the PUIs
as a separate fluid (Opher et al. 2018). In the case of the SHIELD model, however,
we chose to couple the kinetic model to the single plasma fluid approximation. This
is in accordance with other kinetic-MHD models of the outer heliosphere of Baranov
& Malama (1993) and Heerikhuisen et al. (2006a) and allows for a model validation.
Future development of the SHIELD model will utilize the multi-ion model model
within the OH component.
The PT component is used to kinetically solve for the neutral atom trajectories,
including charge-exchange collisions with the plasma. The SHIELD model treats the
plasma as a single fluid and couples the MHD solution with the kinetic solution of
the neutrals to form a self-consistent model of the heliosphere. In the subsequent
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sections, we detail the numerical scheme used by the PT component as well as the
methods for how it is applied to model the outer heliosphere.
4.2 Adaptive Mesh Particle Simulator
The PT component is the Adaptive Mesh Particle Simulator (AMPS) code, a
global, kinetic, 3D direct simulation Monte Carlo (DSMC) model originally developed
for the purpose of solving the Boltzmann equation for the motion and interaction of a
dusty, partially ionized, multi-species gas in cometary comae (Tenishev et al. 2008).
Among others, AMPS is capable of modeling collisions between species, photodis-
sociation, energy exchange between internal vibrational and rotational states, and
radiative cooling. AMPS employs a block-adaptive mesh that can utilize an AMR
procedure to ensure that the cells are refined to resolve the local mean free path and
capture the geometry of complex systems. The PT component has been applied to
cometary comae (Tenishev et al. 2008), the Moon’s exosphere (Tenishev et al. 2014),
the Martian ionosphere and upper atmosphere (Valeille et al. 2009; Lee et al. 2014;
Dong et al. 2018), as well as electron acceleration during solar flares (Borovikov et al.
2017). A Monte Carlo method was also used by Heerikhuisen et al. (2006a) and we
use a similar method here to solve for the motion and distribution of interstellar
neutral hydrogen.
4.2.1 Numerical scheme
AMPS is a 3D direct simulation Monte Carlo (DSMC) model developed to solve
the Boltzmann equation for a dusty, partially ionized, multi-species cometary comae.
DSMC models are very effective at modeling collisional neutral fluids kinetically,
which makes them a natural choice to model the neutrals streaming throughout the
heliosphere.
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The DSMC method employed by AMPS uses a series of Markov chains to solve
for the evolution of the system (Tenishev et al. 2008). AMPS accomplishes this by
describing the neutral flow with a set of model particles. The number of interstel-
lar neutrals traveling throughout the heliosphere is very large, therefore, a model
particle within AMPS represents many real particles with the same characteristics.
The model particle will follow the same trajectory as the real atoms would and the
scalability allows the code to be more efficient. The model particles that enter the do-
main have properties that are randomly selected with the distribution representative
of the distribution function of real interstellar neutral atoms ahead of the heliosphere.
AMPS pushes the particles through the domain, tracking their trajectories through
the heliosphere and determines the probability that a collision occurs for each model
particle. If a collision does occur for a particle, the velocity is updated appropriately
as well as the particle weight if there is a loss of real atoms during the event. Af-
ter the collisions, forces are applied to the particles and their locations are updated
accordingly. The particles can be sampled at any time, producing the distribution
function at any location.
4.2.2 Application to the outer heliosphere
Governing Equations
AMPS solves the time-dependent Boltzmann equation
∂fs
∂t










for species s, with a distribution function, fs. Here F is an external force and
(∂fs/∂t)c is the effect on the distribution function due to collisions.
The neutral composition of the ISM can be determined, as neutrals are unaf-
fected by the heliospheric boundaries and penetrate deep into the heliosphere. These
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atoms, such as helium atoms that interact very weakly through charge exchange, can
be measured directly by instruments such as IBEX (Möbius et al. 2012), or indirectly,
as they are eventually ionized and picked up by the solar wind (Ruciński et al. 1996).
Through these methods, H, He, N, O, Ne, and Ar have been detected. Neutral hydro-
gen constitutes 92% of the ISM by number. The rest of the ISM is comprised mostly
of He atoms with N, O, Ne, and Ar comprising fractions of a percent (Gloeckler &
Geiss 2001). Since helium atoms very rarely undergo charge exchange with ionized
hydrogen, their impact on the structure of the heliosphere is minimal. Solar wind
protons readily charge exchange with oxygen atoms, however, the charge exchange
cross section is an order of magnitude smaller than the H-H+ process for energies
typical of the solar wind (Lindsay & Stebbings 2005). Additionally, the density of
oxygen is many orders of magnitude below the H density in the ISM, causing this
reaction be much more infrequent. We therefore model the neutral component of the
ISM as a single hydrogen species gas and neglect all other species.
Izmodenov et al. (2000) have shown that elastic hydrogen-hydrogen or hydrogen-
proton collisions are negligible over the spatial scale of the heliosphere when compared
to the charge exchange mean free path. Photoionization is an additional loss source
for the neutrals, however, the solar wind boundary conditions are incorporated at
30 au and extrapolated into the origin using scaling relations. At 30 au, the charge
exchange rate is several orders of magnitude larger than photoionization, therefore,
the photoionization process is neglected within our calculation. Hot electrons in the
HS could also contribute to ionization of neutral atoms (Gruntman 2015), however,
Voyager 2 observed that electrons have energies below the 10 eV instrument threshold
(Richardson 2008). These electrons are not hot enough for electron impact ionization
to have an influence on the mass loading of the solar wind in the HS, thus we have
not included this process within SHIELD. As a result, the only collisional process
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we model is charge exchange. The resulting collisional operator can be described in








|vH − v| σex(|vH − v|) fH(x,vH , t) dvH
− fH(x,v, t)
∫
|v − vp| σex(|v − vp|) fp(x,vp, t) dvp (4.2)
where fp(x,v, t) and fH(x,v, t) are the distribution functions of the plasma and the
neutrals at a specific location, and σex is the charge exchange cross section, calculated
using the Lindsay & Stebbings (2005) approximation,
σex(∆E) = (4.15− 0.531ln(∆E))2(1− e−67.3/∆E)4.5cm2 (4.3)
Here ∆E is the relative proton-neutral atom energy in keV.
The external forces acting on the neutrals streaming into the heliosphere are
the solar radiation pressure and gravity. At distances larger than where our inner
boundary is applied, these forces are negligible. Consequently, there is no net external
force acting on the atoms, allowing the last term on the left-hand side of equation 4.1
to be dropped. This significantly reduces the complexity of the Boltzmann equation.
The atoms travel on straight-line trajectories until a charge exchange event occurs
and the velocity of the particles are altered.
Simulating Charge Exchange Collisions
During a charge exchange event, a proton must be selected from the local plasma
Maxwellian distribution. Neutral atoms more frequently undergo charge exchange
when the velocity difference between the proton and the neutral particle is maximized
while charge exchange with solar wind particles whose velocity is near vH rarely
occurs. This causes a hole to form in the distribution around the neutral atom
velocity, vH . The frequency distribution function of the randomly selected proton
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with velocity, vp, is given by
ν(vp) ∼ |vH − vp| σex(|vH − vp|) e−(vp−up)
2/v2th,p (4.4)
where vH is the initial hydrogen atom undergoing charge-exchange, up is the bulk
plasma velocity, and vth,p =
√
2kTp/mH is the thermal speed of the plasma, as is
done in Malama (1991) and a similar approach is used in Heerikhuisen et al. (2006a).
An example 2D frequency distribution function as well as a 1D cut through the center
of the distribution as well as a comparison to the original Maxwellian distribution
of the plasma are presented in Figure 4.1. In this example, the local bulk plasma
velocity, up, is less than the neutral hydrogen atom speed. Solar wind protons with
velocities less than the neutral hydrogen atom’s initial velocity are therefore more
likely to undergo charge exchange than those moving faster than the neutral atom.
The opposite is also true. If the local bulk plasma velocity is larger than the neutral
hydrogen atom velocity, the probability to undergo charge exchange is larger for
protons with velocities larger than vH.
There are two main techniques to randomly select a value from the distribution:
inverse transform sampling and rejection sampling. The inverse transform method
involves integrating the normalized distribution function to produce the cumulative
distribution function (CDF). The CDF, defined as
∫ x
−∞ f(x)dx and ranging from zero
to one, yields the fraction of the distribution with values less than x. Similarly, it
is the probability that a random number has a value less than or equal to x. By
inverting the CDF, a random number uniformly sampled between one and zero can
be generated and the corresponding x value found. After enough random sampling,
the original distribution of x is reproduced.
The velocity components in Equation 4.4 are not independent. The problem
can therefore not be simplified to treat each velocity component separately. Figure
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Fig. 4.1: 1D (a) and 2D (b) frequency distribution functions of the selected proton
from the local Maxwellian plasma distribution as well as the resulting ENA during a
charge exchange event. Here the initial neutral particle has vH = (25, 25) km/s and
the bulk plasma velocity and thermal velocity are up = (20, 20) km/s and vth,p = 30
km/s, respectively. The Maxwellian distribution is shown in red in (a) for comparison.
4.2b illustrates a scatter plot of the 2D distribution of randomly selected values of
vp = (vx, vy) when vx and vy are treated independently. The resultant distribution
does not produce a hole vp = vH , but instead does not allow any particle to have
the velocity components, vp,x = vH,x or vp,y = vH,y. Additionally, the neutral atom
velocity and background plasma characteristics are unique to each charge exchange
reaction. This requires the CDF to be calculated and inverted in three dimensions
every time there is a collision, making the technique computationally inefficient.
Rejection sampling, or the acceptance-rejection method, is applied to randomly
select vp from Equation 4.4. As an example, to sample a desired 1D function, f(x), the
acceptance-rejection method generates a uniform distribution of points in both x and
y. Points are accepted if they lie below function such that y < f(x), otherwise they
are rejected. To increase the acceptance rate of this method, another function, g(x)
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is introduced. g(x) is a function that is easily sampled, such as a normal distribution,
and, once multiplied by a constant, M, is always larger than the function, f(x), desired
for sampling. The acceptance-rejection method uniformly samples from Mg(x) and
accepts all the points that lie below f(x). This method is easily applied to three
dimensional functions and has the benefit of only needing to evaluate functions at a
given location instead of integrating to compute the CDF. Here I select g(x) to be a
Maxwellian distribution and M is calculated to ensure that the proposed distribution
is always larger than the frequency distribution function in Equation 4.4. Figure
4.2a presents a 1D cut comparing the distribution of randomly sampled values of
Equation 4.4 using the acceptance-rejection method to the analytic equation. In
this example the neutral atom undergoing charge exchange has an initial velocity
of vH = (25, 25, 25) km/s, the bulk velocity of the local plasma is up = (20, 20, 20)
km/s and thermal velocity is vth,p = 30 km/s. The method calculated the randomly
sampled velocities of over 100,000 protons in under one second making it extremely
efficient.
Once the velocity of a random proton is selected, the resulting ENA is generated
and assigned the selected proton velocity. The region of the heliosphere which the
ENA was generated in is also retained to track the propagation of each population
of neutrals. The atoms can be sampled for each region to produce a solution for each
population to determine the dominant population in each location as well as an easy
comparison to the multi-fluid approach. 1D and phase space distribution functions
can also be produced for the total solution or for each population to determine
how the populations evolve throughout the domain. Example phase space and 1D
distribution function from the SHIELD model are shown in Figure 4.3.
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Fig. 4.2: The 1D (a) frequency distribution function of the selected proton from
the local Maxwellian plasma distribution after 100,000 simulated charge exchange
events using the accept-reject method (black) as compared to the analytic expression
(red). A 2D distribution (b) is shown if a 1D version of Equation 4.4 is used for each
component. Here the initial neutral particle has a velocity of vH = (30, 30) km/s and




Fig. 4.3: Examples of 1D (a) and 2D (b) neutral velocity distribution functions that
can be produced by the SHIELD model. Each curve in (a) is normalized individu-
ally. The 1D distribution function was taken in the hydrogen wall, corresponding to
population 1 neutrals. Population 4 neutrals correspond to neutrals in the pristine
ISM. The phase space distribution function was taken in the flank of the HS.
Source Terms to the Plasma
The impact of the charge exchange process on the plasma is approximated











































In the single fluid approximation, where the newly formed pick up ion is immediately
assimilated into the plasma, charge exchange does not alter the plasma’s density.
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However, since the pick up ion has a different initial velocity than the original proton,
the collision alters the momentum and energy of the plasma as the picked up ion
is instantaneously accelerated to the plasma velocity. The change in momentum
and energy due to charge exchange can be found by evaluating the moments of the




mp |vH − vp| σex(|vH − vp|) (vH − vp) fH(x,vH , t) fp(x,vp, t) dvH dvp
Sε =
∫ ∫








fH(x,vH , t) fp(x,vp, t) dvH dvp
(4.9)
By assuming the distribution function of the neutral atoms is also a Maxwellian
distribution, analytic approximations can be found for Sρv and Sε (Pauls et al. 1995;
McNutt et al. 1998; Williams et al. 1997). This allows for a fast and efficient calcu-
lation of the source terms which are updated every time step and results in a quicker
convergence of the solution for both steady-state and time-dependent problems. The
moments of the collision term can not evaluated analytically with the DSMC model
since the kinetic treatment of the neutrals allows for any form of the distribution
function. Following the work of Malama (1991), a statistical estimation of the source
terms can be found by summing the changes in momentum and energy from indi-
vidual charge exchange events in each cell over a given time interval. With this


















where µi is the particle weight of the atom, Vk is the volume of the cell, ∆t is the time
interval over which the charge exchange events occurred, nex is the number of charge
exchange events that occurred in cell over that time span, vH,i is the velocity of the
original hydrogen atom, and vp,i is the velocity of the initial proton selected according
to the frequency distribution function in Eq. 4.4. In the example presented in Figure
4.1a, the plasma bulk velocity is less than the neutral atom velocity. Protons with
velocity near 0 km/s are much more probable to charge exchange with this neutral.
This results in an increase in energy for the plasma and that is characteristic in the
disturbed ISM region of the outer heliosphere. In the supersonic solar wind, the bulk
plasma velocity is larger than the majority of parent neutral atom velocities. When
this occurs, the most probable partner for the neutral to have a larger comparable
speed, leading to a removal of momentum and energy from the plasma.
The source terms need to be smooth from cell to cell in order for the resulting
MHD solution to be stable. In order for this to occur, there needs to be enough
charge exchange events, nex, within each cell to acquire accurate statistics. This can
be achieved by increasing either the length of the time interval, ∆t, before sampling
or by increasing the total number of particles within the domain.
4.3 Coupling the plasma and neutrals
Due to the efficiency of analytic approximation for the source terms, the multi-
fluid model is used to reach a steady-state solution that is used to start the SHIELD
model. The multi-fluid solution is used as input to the SHIELD model to bring
the plasma closer to the final solution to reduce the amount of time needed to run
the kinetic-MHD model. Figure 4.4 details the relationship between the coupled
models. The SHIELD model passes the MHD solution from BATS-R-US to AMPS.
Initially the neutrals are injected with a Maxwell-Boltzmann distribution from the
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east face of the domain and pushed through the plasma. AMPS determines when and
where charge exchange will occur for each particle. When an event occurs, an ENA is
generated and the change in momentum and energy from the original neutral is added
to the local source terms within that cell. After the time interval, ∆t, is reached,
the source terms are then passed back to BATS-R-US and added to the momentum
and energy equations. The plasma solution is updated and passed to AMPS, which
calculates new source terms that are used to update the plasma solution again. This








Fig. 4.4: A schematic diagram summarizing the coupling between the OH and PT
components within the SWMF. n, vp, B, and Tp are the density, velocity, mag-
netic field, and temperature of the plasma. Sρ, Sρv, Sε are the source terms to the
continuity, momentum and energy equations.
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4.4 Parallel execution of the model
For dynamic problems, the coupling frequency, and therefore ∆t, is set by the
minimum required temporal scale. This ensures the source terms are updated fre-
quently enough to resolve all desired phenomena. For short timescales, this requires
a large number of simulated particles to obtain the necessary statistics. Steady-state
problems are not a function of time, therefore, the ∂
∂t
terms can be dropped from
Equation 4.1 and the MHD equations. These runs can be handled differently than
dynamic problems since we do not need to worry about resolving any temporal phe-
nomena. SWMF controls the frequency with which each component advances a time
step and cycles the components such that the MHD model can be restricted to ad-
vance a single time step over the ∆t interval of the kinetic code. This causes the
coupled code to run in an iterative manner, each model to running with their own
optimized time step which allows the solution to reach steady state more quickly.
Therefore, steady-state problems can increase the kinetic integration time to any de-
sired value. This reduces the number of particles within the domain and can reduce
the computational cost of the run.
Charge exchange in the heliosphere produces neutral populations with very
different characteristic speeds. Setting a single time step for all particles can have
challenges. For the DSMC code to be stable, particles cannot move through multiple
cells within a single time-step otherwise the algorithm can lose track of particles
causing the code to crash. In contrast, a short time-step could cause a large number
of particles to build up in the cells at the outer boundary. This can cause the
computation nodes to run out of memory. Ideally, particles should spend three
iterations within a cell for the model to build up sufficient statistics. Therefore, I
have allowed steady-state simulations to be able to separate the neutral hydrogen
atoms into four species, determined according to their energy. Each neutral hydrogen
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species is allowed to have its own time step. This ensures that the aforementioned
problems do not occur and allows the solution to relax to a steady state much sooner,
significantly reducing the execution time of the model.
In the SHIELD model, the source terms must be updated every time-step of
the plasma. The MHD solution cannot be advanced with constant source terms from
a previous solution for an extended period of time before they are updated as was
implemented by Baranov & Malama (1993) and also used by Alouani-Bibi et al.
(2011). If the plasma solution is advanced in time with constant source terms from
a previous solution then the SHIELD model develops a numerical instability in the
flanks of the heliosphere, as was seen by Heerikhuisen et al. (2006a). A snapshot of
this instability is shown in Figure 4.5. Waves form at the outer boundary, pulling
the HS plasma out into the ISM. This instability does not occur in the Baranov &
Malama (1993) model due to their treatment of the HP as a perfectly ideal, tangential
discontinuity that does not allow the HS plasma to leak into the ISM.
4.5 Model validation
There are no direct observations of the outer heliosphere to validate the SHIELD
model. Neither Voyager 1 nor Voyager 2 took direct measurements of the neutral
atoms. ENA maps also present a challenge for code validation. ENAs measured
by IBEX and Cassini are produced primarily through neutral charge exchange with
PUIs (Zank et al. 2010). While dynamic solar wind boundary conditions are included
within our model (Michael et al. 2015), our MHD model does not include the PUIs
as a separate population. This makes a direct comparison to ENA observations an
ineffective way to verify the correct inclusion of the kinetic model.
In order to validate the SHIELD model, we compare our simulation to the re-
sults of the outer heliosphere kinetic-MHD models of Alexashov & Izmodenov (2005)
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Fig. 4.5: An instability occurs in the heliosphere within the SHIELD model in the
plasma solution if the source terms from AMPS are not updated every time step in
the MHD solver. Here the plasma ran with fixed source terms for five steps before
the source terms were updated.
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and Heerikhuisen et al. (2006a). Both of theses models are 2D, axisymmetric, hydro-
dynamic simulations that treat the thermal solar wind ions, PUIs, and electrons as a
single fluid. Each neglect photoionization and electron impact ionization, therefore,
the neutrals interact with the plasma only through charge exchange, as was done
with the SHIELD model. In this work, we adopt the same boundary conditions for
the solar wind and ISM as Alexashov & Izmodenov (2005) and Heerikhuisen et al.
(2006a). We also neglect the magnetic field, as done in the prior works. Our inner
boundary is located at 30 au for the plasma unlike the other models which insti-
tute the boundary at 1 au. The solar wind conditions at 30 au were extracted from
Alexashov & Izmodenov (2005) using the WebPlotDigitizer Software1 and taken to
be constant and uniform in both latitude and longitude with nSW = 0.008 cm−3,
VSW = 354.75 km s−1, TSW = 1.126 × 105 K. The ISM plasma enters the domain
with the conditions: npISM = 0.06 cm−3, TISM = 6527 K, and VISM = 26.4 km s−1
parallel to the ecliptic plane. The interstellar neutrals are injected with a Maxwell-
Boltzmann distribution with a density of nHISM = 0.18 cm−3 and the same bulk
velocity and temperature of the plasma.
Alexashov & Izmodenov (2005) and Heerikhuisen et al. (2006a) both used the
charge exchange cross section from Maher & Tinsley (1977) given by
σex(vrel) = (1.6− 0.0695ln(vrel))210−14cm2 (4.11)
This cross section is similar to Equation 4.3 from Lindsay & Stebbings (2005) for
energies below ∼ 10 keV. For consistency, we have used the Maher & Tinsley (1977)





















as done in Heerikhuisen et al. (2006a).
SHIELD is a 3D model. Its computational domain extends from -1000 au to
1000 au in all 3 directions. The ISM enters into the domain from the x = −1000 au
face. In the nose of the heliosphere we use a grid resolution of 4 au inside a -400 au to
400 au cube around the Sun to resolve the hydrogen wall and the disturbed ISM. This
grid was used for both the MHD and kinetic models to ensure consistency between
the multi-fluid and kinetic approach. The mean free path of the neutral atoms is
on the order of 100 au (Izmodenov & Alexashov 2015), therefore a 4 au resolution
is ample to resolve the neutral hydrogen solution within AMPS. Since our model is
3-dimensional instead of 2-dimensional, we will qualitatively compare the solution
in the meridional cut of our 3D simulation to the works of Alexashov & Izmodenov
(2005) and Heerikhuisen et al. (2006a). However, a 2D asymmetric model with the
correct boundary conditions should yield the same solution as its 3D counterpart.
This comparison is done for both the multi-fluid model, using the four neutral fluid
approximation, as well as the SHIELD model.
The multi-fluid approximation is more computationally efficient than the K-
MHD model, therefore it is used to relax the plasma to a steady solution. Alexashov
& Izmodenov (2005) showed that the four neutral fluid approximation, most closely
matched the solution run with their K-MHD model. In an effort to obtain the
plasma solution closest to the true solution to reduce the execution time of the
SHIELD model, we also describe the neutrals with four separate neutral fluids. The
neutral populations are separated as follows. Pristine ISM neutrals or population IV
neutrals, enter the domain with values set by the boundary conditions. A bow shock
does form within the solution. Population IV neutrals are defined as being supersonic
with flow speed less than 140 km s−1, distinguishing them from particles born in the
supersonic solar wind. The region between the BS and the HP is the disturbed ISM,
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or Population I neutrals, defined to have a sonic Mach number less than one and a
temperature below 7.5×104 K. Population II neutrals in the heliosheath occur where
the plasma is subsonic at temperatures higher than Population I neutral hydrogen.
Finally, population III neutrals are generated in the supersonic solar wind. A steady
solution for the multi-fluid model is reached after the model is advanced for over
50,000 time steps.
4.5.1 Fixed Plasma Solution
It is important to ensure that our kinetic solution predicts the correct neutral
solution before analyzing the fully coupled self-consistent SHIELD model. We, there-
fore, first look at how the neutral solution differs between the kinetic and multi-fluid
approach using a fixed plasma solution. For a fixed plasma solution, the MHD model
and Monte Carlo code are one-way coupled. The plasma solution is passed to the
kinetic code allowing the kinetic solver to generate a neutral solution but does not
allow the source terms from charge exchange to be added to the MHD equations and
alter the plasma. AMPS is therefore able to push the neutral particles through the
plasma, allowing for the generation of ENAs, while holding the plasma solution con-
stant. The plasma solution used was taken from the steady state of the multi-fluid
model and the neutral populations within the SHIELD model were selected with the
same criteria as the multi-fluid model described previously. The bottom panels of
Figures 4.6-4.8 compare the neutral density, speed, and temperature for the kinetic
solution (solid curves) to the multi-fluid solution (dashed curves) for each population
of neutrals. The numbers refer to the respective region of the heliosphere where they
were created. In our scheme Populations 4, 1, 2, and 3 correspond to neutrals born





Fig. 4.6: The neutral density [cm−3] of the four neutral populations along the nose
of the heliosphere for a fixed plasma solution. The top panel shows the results of
Alexashov & Izmodenov (2005) (a) and the bottom panels are of the SHIELD model
(b). The solid lines represent the solution from the K-MHD model while the dashed




Fig. 4.7: The neutral speed [km/s] of the four neutral populations along the nose
of the heliosphere for a fixed plasma solution. The top panel shows the results of
Alexashov & Izmodenov (2005) (a) and the bottom panels are of the SHIELD model
(b). The solid lines represent the solution from the K-MHD model while the dashed




Fig. 4.8: The neutral temperature [K] of the four neutral populations along the nose
of the heliosphere for a fixed plasma solution. The top panel shows the results of
Alexashov & Izmodenov (2005) (a) and the bottom panels are of the SHIELD model
(b). The solid lines represent the solution from the K-MHD model while the dashed
line is that of the multi-fluid model.
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A comparison of our kinetic solution to that of Alexashov & Izmodenov (2005)
allows us to validate that our kinetic solver is determining the correct distribution
for the interstellar neutrals. The top panels of Figures 4.6-4.8 present the results
of a similar study performed by Alexashov & Izmodenov (2005). The data was
extracted using the WebPlotDigitizer Software2. Alexashov & Izmodenov (2005) use
a different numbering scheme for their neutral populations, referring the pristine
ISM, the region between the BS and HP, the heliosheath, and the supersonic solar
wind as populations 4,3,2, and 1, respectively. Their populations have been renamed
to match the definitions used in this work. Alexashov & Izmodenov (2005) used the
fixed plasma solution from their 2D self-consistent K-MHD model. Although similar
boundary conditions were used, the hydrogen wall in our 3D multi-fluid steady state
model is almost 100 au thicker than the fixed plasma solution used by Alexashov
& Izmodenov (2005). Despite this difference, the kinetic solutions shows very good
qualitative and quantitative agreement.
Both kinetic models predict higher filtration of interstellar neutral populations,
4 and 1, into the heliosphere than their multi-fluid counter parts, seen in Figure
4.6b. The higher filtration of neutral particles into the heliosphere occurs within
the kinetic model due to the large mean free path of hydrogen atoms. There are
no collisions between hydrogen atoms therefore the large charge exchange mean free
path (> 100-200 au) allows kinetic neutral hydrogen atoms to travel into the upwind
direction from the sides or flanks of the heliosphere. The collisions between neutrals,
dominates in the fluid description, causing the neutrals in the multi-fluid model to
not propagate as far for particles that would be crossing flow streamline. This causes
the multi-fluid model to more closely follow the streamlines. Less contribution from
2https://apps.automeris.io/wpd/
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neutrals in the flanks of the heliosphere causes the multi-fluid model to predict a
lower neutral density in the nose of the heliosphere.
Populations 1, 3, and 4 match very well between the kinetic models through-
out the entirety of the domain in both value and behavior. AMPS predicts a denser,
cooler neutral population originating in the HS than Alexashov & Izmodenov (2005).
This population, however, is very sensitive to how the HP is defined when separating
the populations. The difference in our solutions could be due to a different definition
separating hydrogen wall neutrals from neutrals born in the HS. If some of the neu-
trals originating in the hydrogen wall are included in HS population, the population
will appear to be denser and cooler. Overall the kinetic solution within SHIELD
matches the results of Alexashov & Izmodenov (2005) very well and we can be con-
fident that AMPS is providing an accurate representation of the interstellar neutrals
as the propagate through the heliosphere.
There is generally good agreement between the kinetic and multi-fluid solution
in the region where the neutrals originates. The notable differences occur in the
density of population 1 in the hydrogen wall and in the density and temperature of
the population 2 neutrals in the HS. The kinetic model predicts a denser population
of neutrals in the HS, seen in the top right panel in Figure 4.6b. This behavior was
also seen in the kinetic model of Heerikhuisen et al. (2006a) and Pogorelov et al.
(2009). Outside their respective regions, the neutrals in the multi-fluid and kinetic
models exhibit very different behaviors. This is starkly seen in the temperature
and speed profiles. The multi-fluid model predicts the neutrals to be much hotter
when neutrals travel outside the region that they were generated. In the multi-
fluid model, the pressure does not drop off as fast as the neutral density, outside of
their respective regions. This results in a heating of the fluid to temperatures larger
than the kinetic neutrals. Additionally, the kinetic treatment shows that the average
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speed of neutrals originating in the the pristine ISM (population 4) increases as
they propagate into the heliosphere. Faster interstellar neutrals have larger charge
exchange mean-free-paths as they travel through the hydrogen wall. As a result,
slower particles undergo charge exchange more frequently. Charge exchange removes
the slower neutrals from population 4 causing an increase in the average speed of the
population. This behavior is not captured in our multi-fluid model and is one example
of why a kinetic approach for the neutrals is necessary. The different behavior of the
neutral populations leads the kinetic and multi-fluid models to predict characteristics
of the neutrals to be very different within the heliosphere. This is a key result of
all self-consistent kinetic models of the outer heliosphere and the reason why the
kinetic solution should always be preferred over the multi-fluid approximation when
available.
4.5.2 Fully Coupled Self-Consistent Kinetic Solution
The multi-fluid solution is used to start the fully coupled, self-consistent
SHIELD model. The plasma solution from the multi-fluid model is passed to the
SHIELD model. Neutrals are then propagated through the domain to generate a
self-consistent kinetic solution that can be used to update the plasma with the cor-
responding source terms. I then treat the problem as time independent, and model
the neutral hydrogen atoms as four separate ENA species. I also take advantage
of cycling the OH and PT component to allow statistics to accumulate over a long
period of time in between each individual step in the plasma solution to reduce the
number of model particles needed. We model just under 100 million particles and
allow the statistics for the source terms to accrue for 10,000 time steps before the
resulting source terms are passed back to the MHD solver and the plasma solution is
updated and passed back to AMPS. The cycling procedure continues until the plasma
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relaxes to a new solution This occurred after the MHD solution was advanced 700
time steps.
Figure 4.9 and Figure 4.10 compare 1D profiles in the nose of the heliosphere
from the fully coupled, self-consistent results from SHIELD for both the neutrals and
the plasma, respectively. The kinetic and multi-fluid solutions are presented (Figure
4.9b and 4.10b) as well as the results of Alexashov & Izmodenov (2005) (Figure 4.9a
and 4.10a).
In Figure 4.9, the density, speed, and temperature are calculated by integrating
the moments of the neutral atom velocity distribution function within the kinetic
code. In order to calculate the total neutral solution from our multi-fluid approxi-
mation, the speed and temperature were taken to be weighted averages of the popu-
lations at each location while the density is calculated as the sum of the populations.
As expected, the kinetic model produces a much different neutral solution in
comparison to the multi-fluid model. The hydrogen wall in the mutli-fluid model is
denser, reaching a peak of nH = 0.3 cm−3. The hydrogen wall within SHIELD has
a peak value of nH = 0.26 cm−3 located closer to the HP. The neutrals within the
hydrogen wall are faster in the kinetic model as well. The main feature seen in both
K-MHD models is that the filtration of neutrals into the heliosphere is 20% higher,
as seen in Figure 4.6b.
In comparing SHIELD to the well-established model results of Alexashov &
Izmodenov (2005), we see overall excellent agreement between the two approaches.
Both models qualitatively predict similar structures within the neutral solution. The
kinetic models have very good quantitative agreement at the peak of the hydrogen
wall in the density, speed, and temperature of the neutrals as well as the values within
the heliosphere. Both kinetic solutions predict denser, slower population of neutrals
propagating through the heliosphere in comparison to their multi-fluid counterparts.
113
(a) (b)
Fig. 4.9: The neutral density, speed and temperature in the upwind direction for
the fully coupled, self-consistent kinetic (solid) and multi-fluid (dashed) models. The
results of SHIELD are presented on the right-hand side in panel (b). The results of
Alexashov & Izmodenov (2005) are shown on the left-hand side in panel (a).
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The kinetic treatment of the neutrals is a significant improvement of our model to
match the neutral solution of Alexashov & Izmodenov (2005).
(a) (b)
Fig. 4.10: The plasma density, speed, and temperature in the upwind direction for
the fully coupled, self-consistent kinetic (solid) and multi-fluid (dashed) models. The
results of SHIELD are presented on the right-hand side in panel (b). The results of
Alexashov & Izmodenov (2005) are shown on the left-hand side in panel (a).
Furthermore, SHIELD predicts the same penetration of neutrals into the helio-
sphere, which will act to increase charge exchange within the supersonic solar wind
and HS. A comparison of the plasma solutions predicted by the models is presented
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in Figure 4.10. In Figure 4.10b, we see that the SHIELD model does predict the TS
to move 5 au towards the Sun as a result of the additional charge exchange from
the higher density of interstellar neutrals within the heliosphere. This is seen by the
the heating of the supersonic solar wind and larger loss in momentum in the kinetic
model when compared to the multi-fluid treatment.
Another difference between our kinetic and multi-fluid solutions is the behavior
of the plasma downstream of the HP, of the disturbed ISM in the vicinity of the
hydrogen wall. Particularly, in the plasma density, we can see that the multi-fluid
model shows a gradual increase which peaks in the center of the BS and HP. The
kinetic solution, on the other hand, has the plasma density gradually increasing
as the ISM passes through the BS, reaching a maximum value just ahead of the
HP. This behavior is also exhibited in the kinetic solution of Alexashov & Izmodenov
(2005) and further compounds the notion that the kinetic treatment of the neutrals is
important and has a significant affect on the dynamics of the plasma. Additionally,
the SHIELD model cools the plasma in the disturbed ISM, matching the values
presented by both Alexashov & Izmodenov (2005).
Heerikhuisen et al. (2006a), performed a similar run when developing the K-
MHD model within the Multi-scale Fluid-Kinetic Simulation Suite. The TS, HP and
BS location within all three kinetic simulations can be seen Figure 4.11b and are
presented in Table 4.1. The multi-fluid model accurately matches the HP location of
the other multi-fluid models while the location of the BS is 91 au further from the
Sun. Both Alexashov & Izmodenov (2005) and Heerikhuisen et al. (2006a) observe
the kinetic neutrals to cause the TS to move 4-5 au towards the Sun due to the
increased hydrogen filtration into the heliosphere. The SHIELD model predicts this
as well although has a final TS 3 au further than the other kinetic models. It should
be noted that our multi-fluid model also saw a similar discrepancy in the TS location
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Table 4.1: Distances (in au) to the TS, HP, and BS in the nose of the heliosphere
Model Termination Shock Heliopause Bow Shock
SHIELD K 90 128 259
SHIELD MF 95 139 345
A&I K 87 130 245
A&I MF 91 141 254
HFZ K 86 140 262
HFZ MF 91 140 254
A&I denotes the work of Alexashov & Izmodenov (2005) and HFZ that of
Heerikhuisen et al. (2006a). The kinetic and multi-fluid treatment of the neutrals is
represented by K and MF, respectively.
as well. Overall the SHIELD model matches the heliospheric locations of Alexashov
& Izmodenov (2005) very well.
Figure 4.11 directly compares the model results from the SHIELDmodel to those
of Alexashov & Izmodenov (2005) and Heerikhuisen et al. (2006a) along the nose of
the heliosphere. The SHIELD model shows excellent agreement with both models.
The SHIELD model closely reproduces the neutral density profile in Alexashov &
Izmodenov (2005). The BS in the SHIELD model is 15 au further than in Alexashov
& Izmodenov (2005), leading to a slightly larger hydrogen wall thickness. All three
models predict similar neutral density filtration into the heliosphere. A comparison of
the plasma temperature in the kinetic models is presented in Figure 4.11b. The TS,
HP, and BS locations can be seen within the models. The SHIELD model predicts
a slightly cooler supersonic solar wind but shows very good agreement in the HS
and in the shocked ISM, predicting a BS in between the other two models. One
of the main differences between the SHIELD model and the model of Alexashov &
Izmodenov (2005) is the discontinuity algorithm used in their model. This can be seen
by the vertical lines in their solution at the HP. The solution within SHIELD shows
a much more gradual decrease from the temperature within the HS to the disturbed
ISM ahead of the HP. This gradient is also seen in the model of Heerikhuisen et al.
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(2006a), however, it appears more evident in the SHIELD model due to a slightly
coarser resolution in the area. The largest discrepancy within the models occurs in
between the BS and the HP. The SHIELD model predicts similar neutral hydrogen
density and plasma temperature to Alexashov & Izmodenov (2005). The model of
Heerikhuisen et al. (2006a) predicts a hotter region, that pushes the BS further from
the sun resulting in a wider hydrogen wall whose density peaks 30 au further away
from the HP than the other models.
The largest difference between SHIELD and our multi-fluid model is the location
of the BS and the behavior within the hydrogen wall. The BS in our multi-fluid model
is located 86 au further than the SHIELD model. This discrepancy arises due to the
plasma temperature between the HP and the BS being significantly higher in the
multi-fluid model. The higher plasma temperature, combined with a more uniformly
distributed plasma density, causes the pressure within the region to be larger than in
the kinetic model, pushing the BS further away from the Sun. The SHIELD model
corrects this behavior to match the solutions of the other kinetic models and should
be used instead of the multi-fluid model to reduce the influence of the significant
changes in the hydrogen wall structure.
Overall, the SHIELD model agrees excellently with the results of Alexashov &
Izmodenov (2005), validating that the PT component was applied correctly to the




Fig. 4.11: Neutral density (a) and plasma temperature (b) profile along the nose of
the heliosphere. The plots compare the results of the kinetic models of Alexashov &




Impact of kinetic neutrals on the heliosphere
With the SHIELD model within SWMF, we can now begin to test the underlying
assumptions in the multi-fluid model to better understand the physical environment
of the heliosphere. In this chapter, I study how the kinetic treatment of the neutrals
affect the two-lobe structure of the heliosphere presented by Opher et al. (2015).
I discuss the difference in the global neutral hydrogen solution between the two
treatments of the neutrals and present how this affects the structure of the HP and
the effect of the collimation due to the solar magnetic field.
5.1 Motivation
As discussed in Section 1.1.4, the two-lobe structure is produced by the magnetic
tension force within the HS. The tension force causes a pressure drop in the HS that
accelerates the solar plasma into the lobes in the northern and southern hemispheres.
The analytic expression derived by Drake et al. (2015) also shows that the strength
of the magnetic field determines the amount that the flow is accelerated. A stronger
magnetic field in the HS causes the velocity of the solar wind in the jest to increase and
reduces the thickness of the HS. Charge exchange with neutrals removes momentum
from the solar wind, further reducing the ram pressure of the flow and its ability to
resist collimation from the magnetic field. In the nose, the solar wind is more quickly
slowed and turned towards the tail due to the ram pressure of the ISM. The solar
wind in the tail is primarily slowed due to charge exchange with interstellar neutrals.
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In the absence of a solar magnetic field, Izmodenov & Alexashov (2003) showed that
the solar wind in the tail of the HS is gradually cooled through charge exchange such
that the solar wind and ISM become indistinguishable around 4,000 au down the
tail. With charge exchange playing such an important role in the tail, the treatment
of the neutrals could significantly impact the structure of the heliotail.
The inclusion of PUIs into models as a separate plasma fluid has been shown
to shrink the size of the heliosphere due to energy loss in the HS resulting from
charge exchange between PUIs and neutral hydrogen Opher et al. (2018). The main
critique of Opher et al. (2015) and the two-lobe structure of the heliosphere is that
the neutrals are not modeled correctly. Both Opher et al. (2015) and Opher et al.
(2018) employed the multi-fluid approximation for the neutral hydrogen atoms in
their models.
Some works have argued that if the neutrals are treated kinetically, then the
two-lobe structure is removed, resulting in a heliosphere with a long comet tail.
Results of two such K-MHD models, Izmodenov & Alexashov (2015) and Pogorelov
et al. (2015), are presented in Figure 5.1. Both of these runs applied the unipolar
description of the solar magnetic field, assuming that the HCS is passive as done by
Opher et al. (2015) and describe the neutrals kinetically. Izmodenov & Alexashov
(2015) used their K-MHDmodel developed at the Space Research Institute of Russian
Academy of Sciences in Moscow to understand the role of the solar magnetic field in
shaping the heliosphere within their model. While they find that the HS plasma is
collimated into two lobes in the northern and southern hemispheres, the plasma in
the equatorial plane is not. This causes the HP in the tail not to mimic the two-lobe
structure but to remain long, as represented by the velocity streamlines as well as
the white line in Figure 5.1a.
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Pogorelov et al. (2015) also performed a detailed study of the heliotail within
their model, developed at the University of Alabama in Huntsville. Their model
describing the interstellar neutrals as multiple fluid populations does reproduce the
collimation seen by Opher et al. (2015), however they claim that the two-lobe struc-
ture dissipates once the magnetic field becomes unstable due to the Kelvin-Helmholtz
instability in the tail of the heliosphere. This is shown in the bottom panel of Figure
5.1b. The corresponding HP location within the model is shown in the top panel of
Figure 5.1b. Unlike Izmodenov & Alexashov (2015), they find that the collimation
of the solar plasma in the HS is completely removed when the neutrals are treated
kinetically and the tail extends up to 5,000 au away before it gradually reaches the
values of the ISM as in Izmodenov & Alexashov (2003).
Each model utilizes different numerical methods causing the solutions for the
outer heliosphere to be slightly different. The numerical scheme of Izmodenov &
Alexashov (2015) ensures that the simulation is perfectly ideal with no numerical
dissipation or reconnection occurring across the HP and no exchange of flows across
the boundary. This strictly separates the interstellar and solar plasma. It requires
knowledge of the HP location at all time which, as seen, is difficult to define in the
tail. Communication between the interstellar and solar plasma is allowed in both the
models of Opher et al. (2015) and Pogorelov et al. (2015). Opher et al. (2017) has
shown that reconnection in the western flank is responsible for causing the draped
interstellar magnetic field to resemble a Parker spiral observed by V1 and V2 and
could affect the heliotail as well.
Pogorelov et al. (2015) does not disclose how they define the HP within their
model. The bottom panel of Figure 5.1b appears to show the solar magnetic field
lines forming two lobes before becoming unstable and mixing with the ISM. This
instability was also seen by Opher et al. (2015), who do claim the two lobes to be
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(a) (b)
Fig. 5.1: Two different models show the shape of the heliosphere when the neutrals
are treated kinetically. Both models treat the solar magnetic field as a unipole,
similar to Opher et al. (2015). Results from Izmodenov & Alexashov (2015) are
shown in (a). Top: Contours of the plasma density normalized to the ISM level are
overlaid by velocity streamlines in black. The TS and HP location are denoted by
white lines. Bottom: Magnetic intensity contours overlaid with field lines from the
ISM in black and solar lines in white. Results from Pogorelov et al. (2015) are shown
in (b). Top: the shape of the HP for two different ISM magnetic field strengths. The
yellow surface corresponds to 3 µG and the blue to 4 µG. Bottom: The magnetic
field lines within the heliosphere are shown with the plasma density contours in the
ecliptic plane. In both models, the heliosphere is said to have a long comet like tail.
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present, contrary to Pogorelov et al. (2015). It could be possible that both works
define the HP differently causing the HP to appear short or long, as noted in Michael
et al. (2018) and detailed in Section 3.3. Since their model is not public, it is difficult
to discern the cause of why they claim the lobes disappear in their model when the
neutrals are treated kinetically. Pogorelov et al. (2015) also performed an additional
run that described the solar magnetic field as a dipole and included the solar cycle
variation of the HCS tilt. This run has a long, comet-like tail as well. As shown
in Chapter 3, this significantly increases the numerical artifacts in the solution and
could be the reason that a long tail forms in that model and could remain in the
model with a unipolar description of the solar magnetic field.
With access to the same model used by Opher et al. (2015) and having devel-
oped the SHIELD model, I am in a unique position to test how the kinetic neutral
treatment affects the two-lobe structure using the same MHD solver used in the afore-
mentioned study. With the kinetic neutral treatment, I will be able to determine if
the lobes are removed with a more accurate treatment of the hydrogen atoms, as
claimed by Izmodenov & Alexashov (2015) and Pogorelov et al. (2015), or perhaps
the discrepancies in the models are due to other factors.
5.2 Numerical Method
In order to directly compare our results with that of Opher et al. (2015), I use
the same boundary conditions and assumptions used in their study, only changing
the neutral hydrogen atoms to be solved kinetically. They are similar conditions
to that described in Section 3.2, but I will briefly go over them again. Our model
uses a Cartesian grid with dimensions extending from –1500 au to 1500 au in all 3
directions. The Sun is located at the origin. We use the same grid as Opher et al.
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(2015), with 3 au resolution for over 1000 au down the tail and 0.7 au at the nose.
Figure 5.2a shows the grid used in this study for the MHD solution.
Our inner boundary is at 30 au for the ions, where the solar wind is taken
to be constant and uniform in both latitude and longitude with VSW= 417 km s−1,
nSW = 0.00874 cm−3, TSW = 1.0868×105 K. Inside 30 au, the plasma parameters are
propagated to the origin according to the Parker solution. This allows the kinetic
neutrals to charge exchange with this plasma, however, within 30 au the plasma
solution is held constant and is not affected by the charge exchange process. This
allows for a more accurate neutral solution within the supersonic solar wind while
maintaining our inner boundary at 30 au.
The ISM enters into the domain from the x = −1500 au face with the following
parameters: nHISM = 0.18 cm−3 for neutrals, npISM = 0.06 cm−3 for protons, VISM =
26.4 km s−1, TISM = 6519 K, and BISM = 4.37µG. B ISM and V ISM are offset by 20◦,
while the angle between the B ISM-V ISM plane and the solar equator is 60◦.
As in Opher et al. (2015), the solar wind magnetic field is unipolar, keeping the
the magnetic field polarity the same in both hemispheres. The field was selected to
have a positive polarity, corresponding to a magnetic field azimuthal angle λ = 270◦
to match the polarity of the ISM and minimize numerical reconnection across the HP.
In both the multi-fluid and kinetic model, the charge exchange cross section is taken
from Maher & Tinsley (1977). As a note, Opher et al. (2015), claimed to use the
charge exchange cross section from Lindsay & Stebbings (2005), however, this was a
typo and the Maher & Tinsley (1977) cross section was used. Therefore, by using the
Maher & Tinsley (1977) cross section, I will be able to replicate the MHD solution
within Opher et al. (2015) using the multi-fluid approximation. This solution will
be used within the SHIELD model to relax the plasma to a new steady state using
a kinetic treatment of the neutral hydrogen atoms.
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Since the multi-fluid approximation is more computationally efficient than the
K-MHD model, it is used to relax the plasma to a steady solution. This solution is
then be used to start the SHIELD model to produce a more accurate representation
of the heliospheric plasma environment. The boundary conditions used produce a
slow BS in the northern hemisphere (Zieger et al. 2013). I, therefore, describe the
neutrals with four separate neutral fluids.
The neutral populations in the multi-fluid model are separated as follows. Pris-
tine ISM neutrals or population IV neutrals, enter the domain with values set by the
boundary conditions. In accordance with Zieger et al. (2013), the slow BS is marked
where the sonic Mach number of the ISM plasma is equal to one. Population IV
neutrals are defined as being supersonic with flow speed less than 100 km s−1. The
region between the slow BS and the HP is the disturbed ISM, or Population I neu-
trals, defined to have a sonic Mach number less than one and a temperature below
3 × 105 K. Population II neutrals, born in the heliosheath, occur where the plasma
is subsonic with temperatures in excess of 3× 105 K. Finally, population III neutrals
are born through charge exchange with the supersonic solar wind where plasma flow
speeds exceed 300 km s−1.
To reach a steady solution, the multi-fluid model is run for over 100,000 time
steps on over 2,000 cores modeling over 60 million cells throughout the domain. The
plasma solution from the multi-fluid model is passed to the SHIELD model. Neutrals
are then propagated through the domain to generate a self-consistent kinetic solution
that can be used to update the plasma with the corresponding source terms. Since
we are concerned with the overall effect of the neutrals on the global structure of the
heliosphere and not the temporal variation of the turbulent lobes, we can treat the
problem as time independent. This allows us to take advantage of cycling the OH
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and PT component to allow statistics to accumulate over a long period of time in
between each individual step in the plasma solution.
The grid used within the AMPS for this study is shown in Figure 5.2b. The
characteristic size of a computational cell must be a fraction of the local mean free
path in order to successfully resolve the charge exchange collisions and produce an
accurate neutral solution. The mean free path over the scale of the heliosphere
is roughly 100 to 200 au (Izmodenov et al. 2000). Our grid has 4.5 au resolution
through the entirety of the heliotail out to 565 au, sufficiently resolving the neutral
distribution function throughout the domain. To build up a reasonable statistics,
the time step is selected so that particles spend over 3 iterations in each cell.
We model just under 100 million particles and allow the statistics for the source
terms to accrue for 10,000 time steps before the resulting source terms are passed
back to the MHD solver and the plasma solution is updated and passed back to
AMPS. The cycling procedure continues until the plasma relaxes to a new solution
This occurred after the MHD solution was advanced 1,200 time steps.
5.3 Influence on the global structure
The effect that the kinetic treatment of the neutrals within the SHIELD mode
is presented in Figures 5.3-5.7. It is evident in all of the figures that the two-lobe
structure of the heliosphere persists. Figure 5.3 presents both a view of the western
flank and the nose of the heliosphere for the multi-fluid model (Figure 5.3b and 5.3a)
as well as for SHIELD (Figure 5.3e and 5.3d). The HP is defined by an isosurface
of Tp = 3.3 × 105 K, shown in yellow. This temperature best captures the closed
solar magnetic field lines that are marked by gray rod inside the isosurface. The
interstellar magnetic field lines are shown in red and can clearly be seen reconnecting
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(a) (b)
Fig. 5.2: Slice in the meridional plane showing the numerical grid used to resolve
the lobes for the MHD solution (a) and within the kinetic solver (b). The black lines
indicate where the grid resolution changes. The resolution in each region is denoted
within the white label. The grid structure is overlain on magnetic field intensity,
denoting the heliospheric structure and the extent of the turbulent lobes.
in the western flank in both models. The kinetic neutrals does not appear to affect
the reconnection pattern as the interstellar magnetic field lines drape over the HP.
A comparison of the TS and HP location in the meridional plane between the
two models is presented in Figure 5.4a. The TS location is defined when the sonic
Mach number of the supersonic solar wind reaches a value of one. The HP is defined
by the location of the last closed solar magnetic field line not open to the ISM. This
is marked by a plasma temperature of Tp = 3.3 × 105 K. The SHIELD model is
shown in red while the multi-fluid model is shown in blue. The interstellar magnetic
field pushes the lobes towards the starboard side of the heliosphere. This causes the
heliotail to appear truncated and round in the meridional plane. To show the lobes
directly, I also present the HP location in the y=150 plane in Figure 5.4b. As seen
in Chapter 4, we find that the kinetic neutrals affect the heliospheric boundaries




Fig. 5.3: Two-lobe structure heliosphere for the cases when the interstellar neutrals
are treated with a multi-fluid and kinetic approach. The heliospheric structure in
the multi-fluid model with a view looking at the nose of the HP (a) and at the side
(b). The results of the SHIELD model are shown in the bottom panels for a view at
the nose of the heliosphere (d) as well as a view of the side (e). The heliopause is
captured at the isosurface of Tp = 3.3×105 K. Such definition was selected to capture
the closed magnetic field lines, as discussed in Michael et al. (2018) and Section 3.3.
Defining the HP with an isosurface of number density np = 0.022 cm−3 is shown for
the multi-fluid (c) and the SHIELD (f) models. The gray lines are the solar magnetic
field lines, while the interstellar magnetic field lines are shown in red.
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(a) (b)
Fig. 5.4: Slice in the meridional plane (a) and y=150 plane (b) showing the location
of the TS and HP in the multi-fluid model (blue) and the SHIELD model (red). The
heliotail is longer when the neutrals are solved kinetically but the two-lobe structure
still persists.
kinetic neutrals cause the TS and HP to be located 4 au closer to the Sun in the
nose direction. In the tail, the SHIELD model predict that the TS is located 10
au further from the Sun than the multi-fluid model. The kinetic neutrals do indeed
move the stagnation point in the tail, as suggested by Pogorelov et al. (2015) and
Izmodenov & Alexashov (2015), and the HP in the tail moves 100 au further from the
Sun. However, the two-lobe structure of the HP remains and does not get completely
removed.
Figure 5.5 compares meridional cuts of the magnetic field strength and plasma
speed from the kinetic solution (bottom panels) as well as the multi-fluid approxima-
tion (top panels). To capture the lobes directly, Figure 5.6 shows the same variables
as well as the plasma density in the y=150 plane. The motion of the TS 10 au farther
from the Sun in the SHIELD model results in a magnetic field strength that is 16%
lower in the HS down the tail. The lower magnetic field in the equatorial latitudes of
the HS can be seen in Figure 5.5a. According to the analytic solution of Drake et al.
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(a) (b)
Fig. 5.5: Panels show the magnetic field strength (nT) and plasma speed (km/s)
in the meridional plane for the multi-fluid model (top panels) and SHIELD model
(bottom panels). The two-lobe structure is present in both models.
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(a) (b) (c)
Fig. 5.6: Panels show the magnetic field strength (nT), plasma density (cm−3), and
plasma speed (km/s) in the y=150 plane for the multi-fluid model (top panels) and
SHIELD model (bottom panels).
(2015), a weaker solar wind magnetic field reduces the velocity of the flow within
the jets and increases the width of the HS. The wider HS in the SHIELD model can
be seen in Figure 5.4. The fastest speeds in the HS occur near the HP close to the
extension of the rotational axes of the Sun. Figures 5.5b and 5.6c show that the
speed in this region is reduced in the SHIELD model, confirming a weakening of the
collimation of the solar wind with the kinetic treatment of the neutrals. Addition-
ally, the plasma speed in the tail is larger in the kinetic model, not decreasing as
rapidly as the multi-fluid model due to less charge exchange in the tail. The higher
speed strengthens the ram pressure of the solar wind. The ratio of the ram pressure
to the magnetic pressure is seen in Figure 5.7. The kinetic solution is presented in
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Figure 5.7b and 5.7d, and one can see that the location where the ram pressure is
comparable to the magnetic pressure is located further away from the TS.
(a) (b)
(c) (d)
Fig. 5.7: Panels show the ratio of the ram pressure to the magnetic pressure in the
HS. Slices of the multi-fluid model solution in the meridional (a) and y=150 (c) plane
are shown. The SHIELD model results are presented in the meridional (b) and in
the y=150 (d) plane as well. Low values indicate that the magnetic field is strong
enough to resist the flow of the plasma to collimate the HS into lobes.
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5.4 Heliospheric neutral hydrogen
Figures 5.8 and 5.9 depict the neutral density of the four different populations
for both the fluid and kinetic models, respectively. Although the Monte Carlo code
does not distinguish between regions like the multi-fluid model does, we label particles
according to the region of the heliosphere where they were generated. In this way
we may split the total distribution of hydrogen atoms into regions to compare those
neutrals to the respective fluid description, however, due to the kinetic behavior of
the atoms, they will not have Maxwellian velocity distributions like the multi-fluid
model.
Both models are run with the same region definitions defined in Section 5.2.
Overall they show good agreement between the models. In accordance with the
results in Chapter 4, both population IV and population I in the K-MHD model
have higher filtration as they propagate into the nose of the heliosphere. The kinetic
model also predicts the extent to which neutral atoms pile up in the hydrogen wall
is 20% lower than the multi-fluid model. This is evident in the density of population
I in the lower left-hand corner of Figures 5.8 and 5.9.
The higher filtration of neutrals into the heliospehre in the kinetic model not
only affects the nose, but penetrates back several hundreds of au down the tail. De-
spite this, the multi-fluid mode still predicts a higher neutral density in the tail.
Figure 5.10 compares the neutral density in the meridional plane of the multi-fluid
and kinetic models. The SHIELD model predicts twice as much neutral hydrogen
atoms directly behind the HP in tail, where the last solar magnetic field lines are
not affected by reconnection with the ISM. The higher neutral density occurs where
the plasma is dense, and slow between the lobes, Figure 5.6b and 5.6c. The neutrals
undergo charge exchange more frequently within this region producing a higher den-
sity of neutral atoms than seen in the multi-fluid model. The multi-fluid model does
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Fig. 5.8: Density contours of the four neutral hydrogen populations within multi-fluid
MHD model. The black lines represent the velocity components for each respective
population
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Fig. 5.9: Density contours of the four neutral hydrogen populations treated kinet-
ically within SHIELD. The black lines represent the velocity components for each
respective population
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produce a high density of hydrogen directly behind the Sun. This is a numerical
artifact. Figure 5.8 shows that this density results from population I neutrals. The
higher neutral density causes an increase in the amount of charge exchange in the
multi-fluid model within the heliosphere. The additional charge exchange collisions
removes more momentum from the solar plasma in the tail, slowing it down faster
than in the kinetic model. As the flow slows down in the HS, the magnetic field
strength increases within the HS. The two factors combine to have the HS flow reach
a critical point where it is collimated into two lobes by the solar magnetic field closer
to the Sun than predicted in the SHIELD model. Figure 5.4 shows that this effect is
large enough to move the HP 100 au closer to the Sun but it is not so drastic as to
force the collimation of the solar wind as the two-lobe structure persists even with a
kinetic treatment of the neutrals.
The difference between the SHIELD model results and those of Izmodenov &
Alexashov (2015) could also be due to the numerical scheme choice on how to handle
the HP within the K-MHD models. Opher et al. (2015) and the SHIELD model allow
for reconnection and exchange between the ISM and solar plasma. This numerical
reconnection causes the draped ISM to have the same direction as the Parker spiral
Opher et al. (2017) and mixes the solar and ISM plasma in between the lobes, forming
a plasma environment with intermediate values compared to solar and ISM values
Michael et al. (2018). The magnetic field within the lobes also becomes unstable
in the heliotail, seen in Figure 5.3 and 5.5. This turbulence adds an additional
source of mixed ISM and solar plasma. The mixing of ISM and solar plasma is
strictly prohibited in the model of Izmodenov & Alexashov (2015), which treats
the HP as perfectly ideal, allowing for no communication across the HP. While the
reconnection within the SHIELD and Opher et al. (2015) models is numerical and it is
undetermined how much reconnection occurs within the heliosphere, combined with
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the heliotail instability, it could be responsible for allowing the two-lobe structure to
remain within the SHIELD model. It can be debated over which treatment of the
HP, perfectly ideal or allowing reconnection, is more physically accurate, however, we
can claim that the kinetic treatment of the neutrals is not the cause for the removal
of the two-lobe structure.
Additionally, in order to ensure that the HP is treated as perfectly ideal, Iz-
modenov & Alexashov (2015) have a numerical scheme that tracks the location of
the HP over the course of a simulation. To do this, the HP must be defined. The
SHIELD model defines the HP by the location of the last closed solar magnetic field
lines, as the intermediate, mixed solar and ISM plasma between the lobes seen further
down the heliotail reside on field lines open to the ISM. However, another criteria
for the HP could cause the heliotail to appear long even when the collimation of
the solar wind is occurring Michael et al. (2018). Izmodenov & Alexashov (2015)
do see the collimation of the solar plasma due to the solar magnetic field despite a
long heliotail in their K-MHD model. The bottom panel of Figure 5.1b potentially
suggests that Pogorelov et al. (2015) see a similar result as well. When the HP is
defined by an intermediate density between the HS and ISM, a long tail forms in
both our multi-fluid model, Figure 5.3c, and the SHIELD model, Figure 5.3f. With
this definition of the HP, the solar wind would be collimated by the solar magnetic
field yet the HP would appear to remain long and comet-like in the SHIELD model,
matching the results of Izmodenov & Alexashov (2015) and Pogorelov et al. (2015).
A further study is needed to determine whether this is the cause of the different
results or due to the different assumptions within the models other than the kinetic
treatment of the neutral hydrogen atoms or if the HP is being defined consistently
across all the different models.
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(a) (b)
Fig. 5.10: The global neutral density distribution in the meridional plane of the
multi-fluid model (a) and the kinetic model (b). Note that different bounds were





The overarching goal in this dissertation is to investigate the role certain aspects
of the magnetic field have on the heliosphere and detail how interstellar neutral
particles alter its effect on the environment. Here, I will summarize the content and
conclusions of my dissertation.
6.1 Discussion and Conclusions
In Chapter 2, I showed that the inclusion of a solar cycle varying magnetic field
into our 3D time-dependent model using realistic solar wind boundary conditions
allows us to accurately match the intensity of the magnetic field both at V1 and V2.
Our model predicts the Voyager spacecrafts will observe similar plasma parameters
within the HS. While this model accurately predicts the observations at V2, it does
not reproduce the decrease in radial velocity or drop in magnetic flux observed by
V1. I conclude that the time variation in the solar wind magnetic field observed at
1 au does not cause the reduction of magnetic flux observed by Richardson et al.
(2013) and that a non-ideal MHD approach is required to understand this region.
In Chapter 3, using a global 3D MHD model, I have explored how the shape
of the heliosphere and the nature of the HS differ with the inclusion of a flat HCS
using a dipolar solar field with aligned dipole and rotational axes. When the HCS
is a discontinuity, the magnetic field strength reduces to zero as the components
switch polarity. While the width of the HCS is grid resolution dependent, even with
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a refined grid that is still feasible, the HCS results in a significantly weaker magnetic
field at the HP than the unipole model due to numerical dissipation of the magnetic
field. Despite this weaker field, I show that the two-lobe structure of the heliosphere
persists in the dipole model. The HS plasma is, however, able to escape out of the
HCS, filling the region in between the lobes down the tail.
The opposite polarity field from the southern hemisphere carried by the HCS
increases the amount of numerical magnetic dissipation within the model. The field
lines at the nose of the heliosphere and in the northern hemisphere are dominated
by numerical reconnection, altering the draping pattern of the ISM away from V1
observations.
Within the HS, the HCS reduces the magnetic field strength over the final
22%, spanning over 27 au despite a grid resolution of 0.7 au. This decrease in field
strength results in the TS being located ∼ 8 au further from the Sun in comparison
to the unipolar model without the HCS. The weaker magnetic field additionally
produces a thicker HS in the northern hemisphere causing the dipole model to be
more asymmetric in all heliospheric boundary locations. Furthermore, the stronger
magnetic field in the unipole model causes the flows to be magnetically dominated for
34 au preceding the HP. In contrast, the HS in the dipole model is entirely thermally
dominated as the magnetic pressure is converted to thermal pressure across the HCS.
As expected, this simple HCS reduces the magnetic flux by two orders of magni-
tude. However, the reduction in flux does not occur over the entire HCS as the lower
magnetic field is offset by the HCS jet that forms. The jet raises the radial velocity
of the flow, which acts to increase the magnetic flux and cause the reduction to occur
over a narrower radial distance. While the decrease in flux is a better match to the
results of Richardson et al. (2013) than the constant flux predicted by the unipole
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model, the decrease in field strength and increase in radial velocity contradict V1
observations.
The numerical effects and magnetic dissipation that arise due to the HCS will
be amplified when the tilt of the magnetic axis with respect to the rotational axis
or the 11 year solar cycle is included. Extending the HCS to higher latitudes will
remove the magnetic field strength from more of the HS and expose more of the
subsonic solar wind to numerical reconnection across the current sheet. With a
diminished magnetic field, the collimation of the solar wind would be significantly
reduced, potentially removing the lobe structure and producing a comet-like shape
to the heliosphere. The removal of the magnetic field is numerical and not observed
by either Voyager satellite over these large scales. While the unipolar model is not
physically accurate by itself, it reduces the numerical effects due to the HCS. To
avoid these numerical effects, a more physical representation of the HCS and sector
region in the outer heliosphere should be introduced.
In Chapter 4, I explored how the kinetic treatment of neutrals affect the influ-
ence the solar magnetic field has on the plasma. I presented the SHIELD model.
A 3D, global, self-consistent K-MHD model of the outer heliosphere within SWMF.
SHIELD couples AMPS, a Monte Carlo code, to our MHD solver to treat the neu-
trals streaming through the heliosphere kinetically. SHIELD models the thermal
protons, PUIs, and electrons as a single plasma fluid and and includes hydrogen as
the only neutral species. Here, I neglect H-H collisions, photoionization, and radi-
ation pressure, assuming the only way the plasma and neutrals interact is through
charge exchange.
I compare the results of SHIELD to the results of Alexashov & Izmodenov (2005)
to validate that the kinetic treatment of the neutrals was incorporated correctly.
Overall, I find excellent agreement in the neutral distributions between the models.
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SHIELD can accurately reproduce the behavior of the each population of neutrals as
they propagate through the system and matches the higher filtration of the neutrals
into the heliosphere. The SHIELD model accurately reproduces the locations of the
heliospheric boundaries predicted by the K-MHD results of Alexashov & Izmodenov
(2005), including the the TS moving inward by 4 au as well as the HP distance in the
nose getting 10 au closer to the Sun. The SHIELD model is a significant improvement
over our multi-fluid model in matching the results of other models. The excellent
agreement between the models make us confident that SHIELD is coupled correctly
and can be used for future work investigating the heliosphere.
I compared SHIELD to our multi-fluid model that approximates the neutral
distribution as four separate fluids. The main difference between the two approaches
is the assumption that internal collisions between hydrogen atoms occurs very fre-
quently over the length scales in question. This is the case in the fluid description,
although collisions between different neutral populations are ignored. The difference
in behavior of the neutrals leads to very different solutions within the heliosphere.
I show that the kinetic model yields a broader, less dense, hydrogen wall that re-
sides closer to the HP. Additionally, I find that the kinetic treatment of the neutrals
increases the filtration of interstellar neutrals into the heliosphere by 20%. The neu-
trals within our multi-fluid model are hot, almost 50% hotter than the multi-fluid
model of Alexashov & Izmodenov (2005) when the neutrals move into regions where
they did not originate. I also find that while the multi-fluid and kinetic approaches
generally agree within the region which there neutrals originate, they vary greatly
as the neutrals propagate outside of their region. This is predominantly seen in the
temperature and velocity profiles which, in some cases, show opposite trends between
our multi-fluid and kinetic solutions.
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The plasma is also strongly affected by the different modeling techniques of
the neutrals. The plasma solution is the SHIELD model shows excellent agreement
with the results of Alexashov & Izmodenov (2005). In the disturbed ISM, the multi-
fluid model predicts an increase in plasma density after the BS that increases to a
maximum value midway in between the HP and the BS before decreasing as the
neutrals approach the HP. Conversely, the kinetic model, the BS does not heat the
plasma as much as the multi-fluid model. The density also gradually increases,
reaching a maximum density at the HP. The trends seen in the kinetic code are
reproduced by other models, producing a more physically accurate solution than the
multi-fluid model. The kinetic treatment of the neutrals greatly affects the location
of the heliospheric boundaries. The SHIELD model predicts the HP to be located 11
au closer to the Sun while the BS is 86 au closer to the HP than in our multi-fluid
model.
As with other works, I conclude that the differences between the kinetic distri-
butions and the multi-fluid approach are large and that the kinetic solution should
be used when comparing model results to observations. This is especially true with
regards to ENA observations. The multi-fluid model has a higher neutral density in
the tail of the heliosphere that removes additional momentum from the supersonic
solar wind at latitudes close to the ecliptic plane. The existence of this neutral pop-
ulation, reduces the distance to the TS in the tail, altering the protons in the HS
causing it to be cooler and slower than the surrounding HS plasma. A cooler, slower
plasma could result in a lower amount of ENAs produced in the immediate vicinity,
leading to inaccurate ENA maps produced from the solution. This feature is removed
with a kinetic treatment for the neutrals and a further study is needed to determine
its effect on the structure of the heliotail.
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When SHIELD is applied to the heliotail, the two-lobe structure persists even
with a kinetic treatment for the neutrals. The multi-fluid model predicts a higher
neutral density in the tail, as a result, there is more charge exchange with the plasma.
This causes the solar wind to slow down faster, reducing the ram pressure within the
HS and allowing it to be collimated sooner than the kinetic model. The HP is 100 au
further away from the Sun in the tail of the SHIELD model, however, the plasma is
collimated into the lobes and a long, comet-like tail does not exist within the K-MHD
model as has been claimed by Izmodenov & Alexashov (2015) and Pogorelov et al.
(2015). This discrepancy between the models could be how the HP is defined in the
heliotail or the numerical treatment of the HP within the models. The results of the
SHIELD model show that the solar magnetic field plays a crucial role in determining
the heliospheric structure.
6.2 Future Work
I have presented the SHIELD model within this dissertation. The SHIELD
model inherently has a more accurate neutral solution than the multi-fluid approxi-
mation. These neutrals are important when constructing synthetic ENA maps from
the model. The first course of action is to use the SHIELD model to produce ENA
maps which we can compare to IBEX and CASSINI data. This process will begin
to help us understand if we can see the influence of the lobes on the ENA maps
and determine whether the signatures are from the lobes themselves or a result of
the temporal variation of the solar wind propagating into the HS. Additionally, the
SHIELD model currently characterizes the plasma as a single fluid. Within the OH
component, Opher et al. (2018) has already developed a multi-ion model, describing
the PUIs as a separate fluid. In the future, we will extend the SHIELD model to
couple with the multi-ion model of Opher et al. (2018). This model not only has
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a more accurate plasma solution, but it will also create a more physical representa-
tion of the neutral populations since it will allow charge exchange with the hot PUI
population. When this is done it will be the first model to include this ability.
AMPS is capable of modeling the single particle motion of ions. Therefore, the
SHIELD model can be used to model the diffusion of GCRs into the heliosphere.
This will initially be done treating the GCRs as test particles to study the drift
motion and diffusion into the heliosphere. SHIELD is capable of accomplishing this
currently and no additional coupling to other models is necessary. This is a crucial
step for future work to be able to predict the radiation environment in the inner Solar
System. The SHIELD model is an important first step to create an outer heliosphere
model with the capabilities to predict the Galactic radiation flux at Earth. While






Fig. A.1: The SHIELD logo.
A.1 A Brief Description of the Model
The SHIELD model couples the Outer Heliosphere (OH) and Particle Tracker
(PT) components within the Space Weather Modeling Framework (SWMF). The
OH component within SWMF was created by Merav Opher and Gábor Tóth and
is based on the BATS-R-US MHD code developed at CSEM. The PT component
is the Adaptive Mesh Particle Simulator (AMPS) code, a global kinetic model for
the motion and interaction of neutral and charged particles developed by Valeriy
Tenishev.
The OH component, when run in stand- alone mode, is a global 3D multi-fluid
MHD simulation of the outer heliosphere that describes the plasma and four neutral
hydrogen species. The OH stand-alone model solves the ideal MHD equations for the
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plasma and a separate set of Euler’s equations for the different populations of neutral
atoms. The neutral fluids are coupled to the plasma through charge exchange with
source terms.
The SHIELD model couples the BATS-R-US solution for the plasma with the
AMPS kinetic solution of the neutrals to form a self-consistent model of the helio-
sphere. Charge exchange depends on the characteristics of the proton and neutral
undergoing the collision and produces source terms to the continuity, momentum,
and energy equations of the plasma. AMPS calculates the charge exchange rate, us-
ing the charge exchange cross section between a proton and a neutral hydrogen from
Lindsay & Stebbings (2005) or Maher & Tinsley (1977), and determines when and
where the atoms will undergo charge exchange. Every time the components are cou-
pled, BATS-R-US passes the plasma parameters to AMPS. AMPS uses the plasma
variables at the locations where charge exchange occurs to select a proton from the
local distribution and generate an energetic neutral atom with that velocity as well
as calculating the source terms to the MHD equations at that particular location.
AMPS passes the source terms back to BATS-R-US and BATS-R-US then adds these
source terms to the corresponding continuity, momentum, or energy equation. As
done by Malama (1991), the source terms for the neutrals are handled on a particle-
by-particle basis whereas the plasma source terms for each cell are the combination
of the plasma source terms from each individual charge exchange reaction in that cell
over the time-steps between each time the components are coupled. Photoionization
and electron impact ionization are neglected in this model, therefore the sources and
loses in either the plasma or the neutrals is due to charge exchange alone. At the
large distances of the heliosphere, it is safe to assume that the gravitational pull of
the sun is equal and opposite to the radiation pressure, therefore the external force
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on the neutrals is zero and they stream through the heliosphere until undergoing
charge exchange with the local plasma.
A.1.1 OH/BATSRUS
The OH component uses the Block-Adaptive Tree Solar wind Roe-Type Up-
wind Scheme (BATS-R-US) solver, a highly parallel, 3-dimensional, block-adaptive
hydrodynamic and MHD code. The numerical schemes of BATS-R-US are general
enough that, when used with equation and application specific code, can model many
different physical regime throughout the heliosphere. For more BATS-R-US specific
information see Tóth et al. (2012).
The OH/BATSRUS component uses the same source code as the
GM/BATSRUS and is therefore referred to as a clone. When SWMF is config-
ured to use the OH component, it copies the GM/BATSRUS source code, as well
as the IH_wrapper.f90 which provides functions for the control module (CON), to
the OH/BATSRUS directory and renames the modules, subroutines, etc (i.e. Mod-
Main becomes OH_ModMain). In the main SWMF/OH/BATSRUS/ folder, the
user specific modules are held in the srcUser/ directory, the different equations lists
are in srcEquation/ and the main source code is in the src/ directory. The SHIELD
module uses the user module OuterHelio in conjunction with the MHD equations to
only solve for the single ion species solution. When the code is configured in this
way it will copy the ModUserOuterHelio.f90 from the srcUser/ directory into the
ModUser.f90 file in src/. Similarly, ModEquationMhd.f90 in srcEquation/ will be
copied to ModEquation.f90 in the src/ directory.
The SHIELD model runs BATS-R-US in stand-alone mode. It is configured to
use the same user module, ModUserOuterHelio.f90, as the OH stand-alone model
with four neutral fluids. ModUserOuterHelio.f90 can now be used with ModEqua-
tionOuterHelio.f90, which solves the MHD equations for a single ion species and
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the Euler equations for four neutral fluids, as well as ModEquationMhd.f90, which
solves only for the single ion plasma. This is done by declaring the variables that
are used in ModEquationOuterHelio.f90 but are not in ModEquationMhd.f90 at the
beginning of the user module and by using the logical variable ‘UseNeutralFluid’.
‘UseNeutralFluid’ is internally set to true when the OuterHelio equation is selected
and false when the MHD equations are used, therefore, with a series of if statements,
the code pertaining to the neutrals is only read if the OuterHelio equations are cho-
sen and skipped if the MHD equations are used. The multi-fluid OH model remains
unchanged and can be run by configuring the code with
Config.pl -o=OH:e=OuterHelio,u=OuterHelio
It can be switched to solve only the single fluid MHD solution in the outer heliosphere
by just changing the ModEquation
Config.pl -o=OH:e=Mhd,u=OuterHelio
A.1.2 PT/AMPS
AMPS is a 3D direct simulation Monte Carlo (DSMC) model used to solve
the Boltzmann equation for a multi-species partially ionized gas. A more complete
review of the numerical approach of AMPS is in Tenishev et al. (2008). AMPS is a
parallel code written in C++ with all variables given in SI units.
The AMPS code is located in the PT/AMPS/ folder from the main SWMF
directory. The code is separated into the src/ directory and specific application di-
rectories. The src/ directory contains the core, main source code of AMPS. The core
code contains the essential engine of AMPS, located in the PT/AMPS/src/pic/ di-
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rectory. It generates particles, calculates the motion of each particle, and determines
when and where an “event" occurs, given a reaction rate that is supplied by each
application. All the physics of the model are typically handled within the applica-
tion or project folders, however, the core also contains general physical processes,
i.e. charge exchange and electron impact, that are used by multiple different AMPS
applications. These processes are held in the PT/AMPS/src/models/ directory and
reduce the amount of redundant code from project to project.
The physics needed for the SHIELD model are contained within the srcOH
directory. Within this directory are several files. Main.cpp is the program that
advances AMPS a time step, main_lib.cpp contains the initial set up of the whole
domain, OH.h is a header file that declares all of the variables and functions used
by the application, and OH.cpp contains the physics of the project. It is within
OH.cpp where the source terms, S1, S2, S3, where S1 is the continuity source, S2 is
the momentum source, and S3 is the energy source, are calculated as well as neutral
particle loss and generation are done.
As will be described in more detail later, AMPS is set up slightly differently than
the other components in respect to how the code is compiled. AMPS preprocesses
the input for the selected application with the project and the core code to combine
them into a singular file that is then compiled into an executable. Therefore, AMPS
is rigid in a sense that when the code is compiled it is no longer able to be altered.
This means that for any change to the AMPS input, the SHIELD model must be
recompiled to form a new executable.
AMPS only runs in time-accurate mode but it can successfully couple with
either OH in steady state or time accurate runs. AMPS will run for however many
iterations are set between coupling at the global time step set in the code and this
is unaffected by OH. If it is required to run both components with the exact same
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time step the command #COUPLE2TIGHT, described in section 3.3.2 of the SWMF
manual, can be used in the PARAM.in file. This command can only be used if both
components are run in time accurate mode.
It is possible to turn coupling between the components on or off, as described in
section A.5.3, however, AMPS will not run in parallel with OH if there is no coupling.
AMPS will only run if there is coupling between the components. AMPS cannot stop
charge exchange from occurring and,without coupling, AMPS does not have access
to the local plasma parameters therefore it assigns the newly generated particle a
velocity of zero which then sits in the cell. If enough time elapses, enough of these
neutrals are generated, producing an inaccurate solution. Therefore it is necessary to
run the SHIELD model with the components coupled at the beginning of the session.
A.2 test14
Test14 is a simple test to make sure the SHIELD model compiles, couples and
produces results that are similar to the reference data files, located in output/test14/
from the main SWMF directory. The test has been added to SWMF’s nightly test
and the results can be found at herot.engin.umich.edu/∼gtoth. The test compiles the
code and then runs it using PARAM.in.test.OHPT and LAYOUT.in.test.OHPT files
in SWMF/Param/ directory. The test compares the log files from the OH/BATRUS
output as well as the amps.dat file from the PT component to the reference files
stored in the output/test14/ directory. This test is useful when developing the code
to ensure that the model is working and producing the correct solution.
A.3 Compiling and Configuring the Code
After the latest version of SWMF is checked out and installed on the computer
with the correct compilers, the first step in compiling the code is to use both the OH
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and PT components within SWMF. This is done in the main SWMF directory by
running the executable
Config.pl -v=Empty,OH/BATSRUS,PT/AMPS
Note: this assumes that you have included the current directory in your path. If you
have not, you can add it to your path with
set path = (${path} .)
or by including the path, ‘./’, every time you run the executable
./Config.pl -v=Empty,OH/BATSRUS,PT/AMPS
This selects BATS-R-US for the OH component and AMPS for the PT while all
other components are set to empty and will not be used. Executing
Config.pl -o=PT:application=oh,spice-path=nospice,spice-kernels=nospice
configures AMPS to use the outer heliosphere application, which allows AMPS to
calculate where and when charge exchange occurs as well as the source terms to
the MHD equations that will be passed back to BATS-R-US. Spice-path and spice-
kernels contain information on frame of reference transformation that other AMPS
applications need. Since the outer heliosphere model is run in the solar frame, no
transformation is necessary and both are set to empty. The
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Config.pl -o=OH:e=Mhd,u=OuterHelio
command sets the equations to be solved by BATS-R-US to be the single fluid MHD
equations and the user module to be ModUserOuterHelio.f90. The block size and
number of blocks per processor for the OH component can be altered with the -g flag
of the Config.pl script. For example, the command
Config.pl -g=OH:4,4,4,400,100
sets the block size to be 4 x 4 x 4 cells, the maximum number of cells per processor
to 400, and the number of implicit blocks per processor to 100. To note, AMPS
has a perl script that preprocesses and combines the input, user application, and the
core code at compilation, so make sure the input to AMPS for the outer heliosphere
application, oh.input, is correct before compiling, otherwise the code will need to be
recompiled with the correct input.
It could be useful to compile these four configuration commands and the make
command into an executable that can be run to configure and compile the code all






With these commands, the code is properly configured now can be compiled by
typing
make -j
The -j flag allows for parallel compilation, considerably shortening the time required
to compile the code.
As a note, when the code is configured for the first time, oh.input is created
and put into the PT/AMPS/ directory. If the code is configured again, the variables
within oh.input will be restored to their default values and any changes to oh.input
will be lost. Therefore oh.input must be edited after configuration and before com-
pilation of the code.
A.4 The Run Directory
With the code compiled, create a run directory with the command
make rundir
In the run directory are folders for all of the components, all of which will be
empty except for OH. The OH directory will contain the IO2/ directory, where the
output files will be stored, the restartIN/ and restartOUT/ directories, as well as
pTEC, pIDL, and Postproc.pl. There will also be an example job script, PARAM.in,
and LAYOUT.in file. Both input files, PARAM.in and LAYOUT.in, are required to
run a coupled SWMF model.
The LAYOUT.in file is described extensively in the SWMF user manual so it
will only be mentioned here briefly. This file includes a list of the useable components,
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OH and PT, and defines which processors each component will run on. An example
LAYOUT.in file, used for test14, is
Name First Last Stride
======================
#COMPONENTMAP
PT 1 2 1 ! PT runs on 2 PE-s
OH 0 9999 1 ! OH runs on all PE-s
#END
The first column contains the component name, the second column contains the
index of the first processor that component will run on with zero indexing the first
processor, the third column is the index of the last processor the component is run
on, and the third is the stride between processors that the component will run on.
In the example above, if the model is run on four processors, PT would run on the
second and third PEs while OH would run on all four.
A.5 Setting the Input for the Model
A.5.1 Input for PT Component
The AMPS specific input for the SHIELD model is oh.input and is located in
the PT/AMPS/ directory. AMPS has no input file like PARAM.in for BATS-R-US
that is read into the code once the code is executed and can be changed or updated
with different parameters without having to recompile the executable.The input for
AMPS, rather, is combined with the core of AMPS and the specific application during
compilation. Therefore any changes made to oh.input requires the SHIELD model
to be recompiled to create a new executable file.
The oh.input file is split into sections. Each section is designated with a com-
ment of the sections name (i.e. #NAME) and ends with another comment (i.e.
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#endNAME). Three of the pertinent sections are ‘main’, ‘General’, and ‘block’. Be-
low is a list of inputs in each section.
main
The ‘main’ section contains some of the more basic commands that signify
where the working directory, the directory in which the code will be assembled and
compiled, is, which application directory to use, where the output files should be
placed, etc. In the ‘main’ section there is a variable, SpeciesList, which holds the
different neutral species that AMPS is modeling. For the outer heliosphere, we have
set the neutrals to only be hydrogen with the declaration
• SpeciesList=H
to run the model with the four energy species of neutral hydrogen for steady
state runs you can set the species list to:
• SpeciesList=H,H_ENA_V1,H_ENA_V2,H_ENA_V3
Definition of the different neutral species modeled in the simulation. If more
species are desired to be included they must be added to this list. The names of
the species should be the same as they are used in the source code. The full list
of species that are available to be modeled by AMPS is in picSpeciesMacro.df,
located with the path PT/AMPS/src/pic/ from the main SWMF directory.
• CouplerMode=swmf
Defines the mode of coupler execution. This needs to be kept as swmf so that
AMPS can be coupled to other SWMF components. There are three available
options:
CouplerMode=off - no coupling,
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CouplerMode=swmf - coupling within SWMF,
CouplerMode=ices - coupling using ICES tool.
• SourceDirectory=src
The directory where the main source code is located, usually it is src folder.
• ProjectSourceDirectory=srcOH
The directory where the source code for particular project is located.
• WorkingSourceDirectory=srcTemp
The directory where the code will be assembled and compiled (choose the one
that doesn’t exist in the repository in order to avoid deletion of source code
files!)
• OutputDirectory=PT/plots
The location of the output data files.
General
• ReferenceInjectionParticleNumber=200
The number of injected test particles at each iteration. A statistical weight is
assigned to each test particle which depends on this number and nH , the num-
ber density of neutral hydrogen. The larger value of ‘ReferenceInjectionParti-
cleNumber,’ and therefore the statistical weight, means that the test particle
represents more actual particles which causes smoother terms. By increasing
ReferenceInjectionParticleNumber you increase the number of test particles in
the domain by the same factor. So if you increase by factor of 10 you would need
10 times more processors or run the code 10 for comparable performance. Due
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to the large domain size, it is better to set ‘ReferenceInjectionParticleNumber’
to close to 200,000 to garner smoother terms throughout the simulation.
• MaxMeshRefinmentLevel=12
Sets the maximum number of the refinement levels (check if level system is the
same as BATS-R-US).
• EnforceRequestedMeshResolution=off
if this is set equal to yes, than the code will crash if the mesh refinement exceeds
that set by ‘MaxMeshRefinementLevel’.
• InitialSampleLength=1000
Sets the number of iterations between output files. Since AMPS is run in time
accurate mode, the output files will be produced every Dn×Dt seconds, where
Dn is the value of InitialSampleLength (in this example it is 1,000) and Dt is the
time-step within AMPS. Statistics build in between output files, therefore the
larger ‘InitialSampleLength’ is allows for more time for statistics to accumulate,
resulting in smoother output data for the neutrals. A balance must be made
between temporal resolution of the data output and the smoothness of the data
for a particular application of the SHIELD model.
• BlockCells=[nCellsx,nCellsy,nCellsz]
The number of the “real" cells that populate a block in each direction.
• GhostCells=[nGhostCellsx,nGhostCellsy,nGhostCellsz]






Set this variable to on or off to save the particle data into a file that can be
used to restart AMPS. The domain of AMPS is initially empty with particles
injected into the domain from the outer boundary if a restart file is not used.
The restart file will be placed into the run directory with the name set by the
file command. The interval at which the file is saved is set by IterationInterval,
where the value is given in AMPS’ time steps. A new file can be generated
every save interval with the name [name set by file].out=#, where # is the
output number of the file starting at 0. The restart file can also be overwritten
after each interval to save memory in your run directory.
• RecoverParticleData=[on,off]
file=AMPS.restart
Turn this variable on if you would like to use a a file to restart the AMPS code.
The name of the file AMPS will use is set by the file variable. The restart file
read in by AMPS should be kept in the run directory. If the same name is used
to recover and save the restart file than AMPS will use the file to restart the
code and then overwrite it when it is saving a new restart file.
block
Below the ‘General’ section are two different ‘block’ sections. The first of the
two ‘block’ sections is the section that is processed by the oh.input.pl perl script and
is the section that is used for the outer heliosphere model. This ‘block’ section con-
tains the boundary conditions for the neutrals and the domain size of the simulation.
The neutral boundary conditions are held in the variables: ‘InjectionVelocity, In-
jectionNDensity, and InjectionTemperature’. AMPS initially fills domain uniformly
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with neutrals with the characteristics set in the boundary conditions. It is important
to run AMPS and BATS-R-US on the same domain size, therefore, if the domain
sizes is changed in the PARAM.in file used by BATS-R-US, it is important to also
update the domain in oh.input as well.
• InjectionVelocity=(2.63×104, 0.0, -2.3×103)
The vector containing the boundary conditions of the velocity components,
in m/s, of the interstellar neutral hydrogen atoms. The given values are the
default and will be used if this variable is not updated.
• InjectionNDensity=1.8×10−7
The boundary condition for the number density of neutral hydrogen, in m−3.
The given value is the default and will be used if this variable is not updated.
• InjectionTemperature=6519
The boundary condition for the temperature of neutral hydrogen, in kelvin.
The given value is the default and will be used if this variable is not updated.
• DomainXMin=(−2.25× 1014, −2.25× 1014, −2.25× 1014)
The location, in meters, of the lower-left corner of the domain, which corre-
sponds to (-1500, -1500, -1500) AU.
• DomainXMax=(2.25× 1014, 2.25× 1014, 2.25× 1014)
The location, in meters, of the upper-right corner of the domain, which corre-
sponds to (1500, 1500, 1500) AU.
• DomainDXMin=1.8× 1013
The minimum cell size within the domain. The default value is set to 1.8×1013
m or 120.3 AU.
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• DomainDXMax=1.8× 1013
The maximum cell size within the domain. The default value is set to 1.8×1013






Turn this function on if you would like to save 1D and 2D distribution func-
tions. The x variable holds the locations where you would like to sample the
distributions. vmin and vmax hold the minimum and maximum velocity values
that you would like to sample between and nSampleIntervals holds the number
of bins used to discretize the velocity distribution. The distribution functions
will be saved in the run/PT/plots/ directory with the example file names:
pic.H.s=0.VelocityDistributionFunction.nSamplePoint=0.out=0.dat for th 1D
function
and pic.PhysSpec=0.2DVelocityDistFunc.nSampledPoint=0.out=0.dat for the
2D distribution. The files will be output for every species (s) included in the
model, for every point requested, and for every sample length that AMPS com-
pletes. The values in the names will be updated accordingly to let the user
know the contents.
While the code is compiled, ampsConfig.pl organizes the information in oh.input
into the oh.input.Assembled* files that the code then uses as input.
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A.5.2 Setting the AMPS Grid
The grid refinement and mesh used by AMPS is set in the file ‘main_lib.cpp’,
located in the outer heliosphere application directory (PT/AMPS/srcOH/ from the
main SWMF directory). As a note, the third and fourth declared variables ‘xMax-
Domain’ and ‘yMaxDomain’ were originally the variables used to set the domain
size but are now no longer used and can be ignored. The grid resolution is set
by the function ‘localResolution(~x)’, which returns the size of the cell located at
~x = x[0]x̂+x[1]ŷ+x[2]ẑ. Within this function, any criteria can be used to determine
what the resolution is at any particular location within the domain. For example,
if is is required to have a certain resolution within a 100 AU radius centered on the
sun and another resolution outside of that radius, the function would look like this:
//the mesh resolution
double localResolution(double *x) {
int idim;
double lnR, res, r = 0.0;
for (idim=0; idim < DIM; idim++) r += pow(x[idim],2);
r = sqrt(r);
if (r < 100*1.5E11) res = OH::DomainDXMin;
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else res = OH::DomainDXMax;
return res;
}
If a rectangle is required instead of a sphere, than than the coordinates of the lower-
left and upper-right corners of the rectangle can be put into an if statement, i.e. for
a rectangle of dimensions 100x100x50 centered at the origin, use the statement
if(x[0]<50 && x[0]>-50 && x[1]<50 && x[1]>-50 && x[2]<25 && x[2]>-25)
with res set to whatever resolution is desired in that region. The code will not crash
if a resolution is set below ‘DomainDXMin’ or higher than ‘DomainDXMax’ and
the resolution in the cell will still be the set value. Any resolution can be set using
different shapes, number of shapes, or other functions as long as they are contained
within ‘localResolution’. Similar to BATS-R-US, the function will return a resolution
as close as possible to the requested resolution from this function, maintaining a factor
of two between neighboring resolution regions. The grid resolution used by AMPS
can be viewed in Tecplot with the ‘MESH’ option selected.
The times step within AMPS is set using a characteristic scale size, calculated
by the average cell size in the domain. Each cell does not have its own time step
as is done in local step mode in BATS-R-US. Therefore the grid should not be set
such that the outer boundary has very coarse resolution as this will cause particles
to build up in cells at the outer boundary due to their slow speeds and large grid
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cells. The execution time of AMPS is a combination of the characteristic cell size
and the total number of particle in the domain.
A.5.3 PARAM.in for OH Component
Similar to the LAYOUT.in file, the commands within the PARAM.in file are
described in more detail in section 3.2 of the SWMF user manual. However, there
are slight differences in the structure of the PARAM.in file running a stand-alone
version of the code versus a coupled model so they will briefly be mentioned here
since the previous OH/BATS-R-US model was run in stand-alone mode.
The PARAM.in file is read by all components and SWMF uses it to tell each
component what it is needed to do. Component specific information is contained
between #BEGIN_COMP ID and #END_COMP ID, where ID is the two letter
identifier of the component. Since PT has its own input file, the #BEGIN_COMP
PT and #END_COMP PT commands can be neglected. The parameters pertaining
to the OH component, such as the grid (since PT’s grid is initialized separately),
plotting commands, including restart files specific to BATS-R-US, solar wind and




Any commands that are needed by all components, such as the #TIMEACCU-
RATE, #END, #RUN, and #SAVERESTART commands, should be in the main
part of the PARAM.in file, that is, not contained within any #BEGIN_COMP ID




in the main SWMF directory, while the OH specific input parameters are in the file
OH/BATSRUS/PARAM.XML
All commands related to coupling between components are commands that per-




The NameComp variable contains the two-character component ID, while the UseC-
omp variable defines if the component should be used in the current session or not.
A component is not used if UseComp is false. By default, all components are set to
true at the beginning of the run. How the components are coupled is defined using
either the #COUPLE1 or #COUPLE2 command. #COUPLE1 initiates one-way







The variable NameCompSource contains the component that is sending data to the
component in the variable NameCompTarget. The variables DnCouple and DtCouple
designate how often the coupling will occur. A value of -1 signifies that the variable
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is unused. DtCouple should be used if the model is in time accurate mode and yields
the time between couplings in seconds. For two-way coupling, when information is






NameComp1 and NameComp2 variables hold the component ID of the coupled com-
ponents which are coupled according to the frequency held in either DnCouple or
DtCouple. There is another coupling parameter, #COUPLE2TIGHT, which, if set
to true, causes the components to take identical time steps, as set by the compo-
nent held by the ‘NameMaster’ variable. As noted before, #COUPLE2TIGHT can
only be used if both models are in time accurate mode. Note, #COUPLE2TIGHT
only sets the time step to be the same and does not set the coupling frequency so
it should be used with the #COUPLE2 command and be sure to make DtCouple
to be a integer multiple of the timestep (can fix timestep in OH with the #FIXED-
TIMESTEP command). In the coupled model, OH passes the plasma parameters
to PT which then sends back the calculated source terms to the MHD equations
back to BATS-R-US. For more information on different coupling controls, see sec-
tion 3.3 of the SWMF user manual. An example PARAM.in for the SHIELD model
is the one used for test14, which can be found in the SWMF/Param/ directory as
PARAM.in.test.OHPT
DnCouple should be set to have the same value as InitialSampleLength set in
the oh.input file. AMPS updates the source terms every sample length, therefore, if
167
the coupling frequency is shorter than the sample length of AMPS then the previous
source terms will be passed until they are updated.
If running a steady state model, the cycle command can be used to allow AMPS
more time to accrue statistics before advancing the MHD solution. The command




NameComp holds the 2 letter identifier of the component required to be cycled.
DnRun holds the number of steps for SWMF to wait before allowing the component
to progress one time step. Like DnCouple, DnRun should be set to have the same
value as InitialSampleLength to ensure that the source terms are updated every
time step that the MHD model is advanced. If DnRun is set to be a multiple
of InitialSampleLength, OH will run that multiple of steps using fixed source terms
from charge exchange. This causes an instability to occur and produces a nonphysical
solution.
A.6 Output Files
The output files (plot files) of the variables specified in the PARAM.in file for the
OH component will be located in the run/OH/IO2/ directory and can be visualized
with either IDL or Tecplot depending on the set up in the input file. They can be post
processed using the PostProc.pl script or manually with pTEC or pIDL. The output
files produced by AMPS will be located in the run/PT/plots/ directory. During the
run, AMPS will create these directories to place the data in so they do not need to
exist prior to running the model. The output files are ascii files that can be read by
Tecplot with names are of the form: pic.H.s=0.out=0.dat, where the H refers to the
168
species, s=0 is the species number, and out=0 designates the time step the output
file was produced with 0 being the initial condition. For AMPS, the default is that
all variables are contained within the output file, including the source terms to the
MHD equations. AMPS also creates an amps.dat file that contains the average speed
and velocity, in m s−1 over the whole domain for each species.
The restart files for BATS-R-US are located in run/OH/restartOUT for the OH
component and in the run directory , run/, for SWMF and AMPS.
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