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An increasingly popular set of techniques adopted by software engineering (SE) researchers to automate
development tasks are those rooted in the concept of Deep Learning (DL). The popularity of such techniques
largely stems from their automated feature engineering capabilities, which aid in modeling software artifacts.
However, due to the rapid pace at which DL techniques have been adopted it is difficult to distill the current
successes, failures, and opportunities of the current research landscape. In an effort to bring clarity to this cross-
cutting area of work, from its modern inception to the present, this paper presents a systematic literature review
of research at the intersection of SE & DL. The review canvases work appearing in the most prominent SE and
DL conferences and journals and spans 84 papers across 22 unique SE tasks. We center our analysis around
the components of learning, a set of principles that govern the application of machine learning techniques (ML)
to a given problem domain, discussing several aspects of the surveyed work at a granular level. The end result
of our analysis is a research roadmap that both delineates the foundations of DL techniques applied to SE
research, and likely areas of fertile exploration for the future.
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1 INTRODUCTION
Software engineering (SE) research investigates questions pertaining to the design, development,
maintenance, testing, and evaluation of software systems. As software continues to pervade a
wide range of industries, both open- and closed-source code repositories have grown to become
unprecedentedly large and complex. This has resulted in an increase of unstructured, unlabeled,
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yet important data including requirements, design documents, source code files, test cases, and
defect reports. Previously, the software engineering community has applied traditional machine
learning (ML) techniques to identify patterns and unique relationships within this data to automate
or enhance many tasks typically performed manually by developers. Unfortunately, the process
of implementing ML techniques can be a tedious exercise in careful feature engineering, wherein
researchers experiment with identifying salient attributes of data that can be leveraged to help
solve a given problem or automate a given task.
However, with recent improvements in computational power and the amount of memory available
in modern computer architectures, an advancement to traditional ML approaches has arisen called
Deep Learning (DL). Deep learning represents a fundamental shift in the manner by which machines
learn patterns from data by automatically extracting salient features for a given computational
task, as opposed to relying upon human intuition. Deep Learning approaches are characterized
by architectures comprised of several layers that perform mathematical transformations on data
passing through them. These transformations are controlled by sets of learnable parameters that are
adjusted using a variety of learning and optimization algorithms. These computational layers and
parameters form models that can be trained for specific tasks by updating the parameters according
to a model’s performance on a set of training data. Given the immense amount of (un)structured
data in software repositories that are likely to contain hidden patterns, DL techniques have ushered
in advancements across a range of tasks in software engineering research including automatic
program repair [122], code suggestion [53], defect prediction [129], malware detection [80], feature
location [33], among many others [56, 87, 90, 93, 120, 126, 136, 138]. A recent report from the 2019
NSF Workshop on Deep Leaning & Software Engineering has referred to this area of work as Deep
Learning for Software Engineering (DL4SE) [105].
The applications of DL to improve and automate SE tasks points to a clear synergy between
ongoing research in SE and DL. However, in order to effectively chart the most impactful path
forward for research at the intersection of these two fields, researchers need a clear map of what
has been done, what has been successful, and what can be improved. In an effort to map and guide
research at the intersection of DL and SE, we conducted a systematic literature review (SLR) to
identify and systematically enumerate the synergies between the two research fields. As a result of
the analysis performed in our SLR, we synthesize detailed research roadmap of past work on DL
techniques applied to SE tasks1 (i.e., DL4SE), complete with identified open challenges and best
practices for applying DL techniques to SE-related tasks and data. Additionally, we analyzed the
impacts of these DL-based approaches and discuss some observed concerns related to the potential
reproducibility and replicability of our studied body of literature.
We organize our work around five major Research Questions (RQs) that are fundamentally
centered upon the components of learning. That is, we used the various components of the machine
learning process as enumerated by Abu-Mostafa [4], to aid in grounding the creation of our research
roadmap and exploration of the DL4SE topic. Our overarching interest is to identify best practices
and promising research directions for applying DL frameworks to SE contexts. Clarity in these
respective areas will give researchers the tools necessary to effectively apply DL models to SE
tasks. To answer our RQs, we created a taxonomy of our selected research papers that highlights
important concepts and methodologies characterized by the types of software artifacts analyzed,
the learning models implemented, and the evaluation of these approaches. We discovered that while
DL in SE has been successfully applied to many SE tasks, there are common pitfalls and details
1It should be noted that another area, known as Software Engineering for Deep Learning (SE4DL), which explores improve-
ments to engineering processes for DL-based systems, was also identified at the 2019 NSF workshop. However, the number
of papers we identified on this topic was small, and mostly centered around emerging testing techniques for DL models.
Therefore, we reserve a survey on this line of research for future work.
, Vol. ##, No. #, Article ###. Publication date: 2020.
A Systematic Literature Review on the Use of Deep Learning in Software Engineering Research ###:3
1) Unknown Target 
Function𝑓: 𝑥 → 𝑦
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3) Learning 
Algorithm𝓐 5) Final Hypothesis𝑔(𝑥) ≈ 𝑓(𝑥)
4) Hypothesis Set𝓗
Fig. 1. The Components of Learning
that are critical to the components of learning that are often omitted. Therefore, in addition to our
taxonomy that describes how the components of learning have been addressed, we provide insight
into components that are often omitted, alongside strategies for avoiding such omissions. As a
result, this paper provides the SE community with important guidelines for applying DL models
that address issues such as sampling bias, data snooping, and over- and under-fitting of models.
2 RESEARCH QUESTION SYNTHESIS
The synthesis and generation of research questions (RQs) is an essential step to any systematic
literature review (SLR). In order to study the intersection of DL & SE, our intention was to formulate
RQs that would naturally result in the derivation of a taxonomy of the surveyed research, establish
coherent guidelines for applying DL to SE tasks, and address common pitfalls when implementing
these complex models. Therefore, in order to properly accomplish these tasks and frame our review,
we centered the synthesis of our RQs on the components of learning [5], which are illustrated in
Figure 1. The components of learning are a formalization introduced by Abu-Mostafa [5] in an
effort to enumerate the conditions for computational learning. By framing our top-level research
questions according to these components, we can ensure that that analysis component of our
literature review effectively captures the essential elements that any research project applying a
deep learning-based solution should discuss, allowing for a thorough taxonomical inspection. Given
that these components represent essential elements that should be described in any application of
computational learning, framing our research questions in this manner allows for the extrapolation
of observed trends related to those elements that are commonly included or omitted from the
surveyed literature. This, in turn, allows us to make informed recommendations to the community
related to the reproducibility of our surveyed work. In the remainder of this section, we detail how
each of our top-level research questions were derived from the elements of learning. Note that, in
order to perform our analysis to a sufficient level of detail, in addition to our top-level RQs, we also
define several Sub-RQs that allow for a deeper analysis of some of the more complex elements of
learning. We provide the full list of all the research questions at the end of this section.
2.1 The First Element of Learning: The Target Function
The first component of learning is an unknown target function (f : x → y), which represents the
relationship between two observed phenomenon x and y. The target function is typically tightly
coupled to the task to which a learning algorithm is applied. By analyzing the target function to be
learned, one can infer the input and output of the model, the type of learning, hypothetical features
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to be extracted from the data and potential applicable architectures. To capture the essence of this
component of learning we formulated the following research question:
RQ1:What types of SE tasks have been addressed by DL-based approaches?
In understanding what SE tasks have been analyzed, we are able to naturally present a taxonomy
of what tasks have yet to be explored using a DL-based approach. We were also able to infer why
certain SE tasks may present unique challenges for DL models as well as the target users of these
DL approaches, given the SE task they address.
2.2 The Second Element of Learning: The (Training) Data
The second component of learning is defined by the data that is presented to a given learning
algorithm in order to learn this unknown target function. Here, we primarily focused on studying
the input and output training examples and the techniques used in DL approaches to prepare the
data for the model. An understanding of the training examples presents greater insight into the
target function while also providing further intuition about the potential features and applicable
DL architectures that can be used to extract those features. Thus, in capturing this component of
learning we aimed to derive a taxonomy of the data used, how it was extracted and preprocessed, and
how these relate to different DL architectures and SE tasks. This taxonomy captures relationships
between data and the other elements of learning, illustrating effective (and ineffective) combinations
for various SE-related applications. Our intention is that this information can inform researchers
of effective combinations and potentially unexplored combinations of data/models/tasks to guide
future work. Thus, our second RQ is formulated as follows:
RQ2: How are software artifacts being extracted, prepared, and used in DL-based approaches
for SE tasks?
Given the multi-faceted nature of selecting, creating, and preprocessing data, we specifically
examine three sub-research questions that explore the use of SE data in DL approaches in depth:
• RQ2a :What types of SE data are being used?
• RQ2b : How is this data being extracted and pre-processed into formats that are consumable by
DL approaches?
• RQ2c : What type of exploratory data analysis is conducted to help inform model design and
training?
RQ2a explores the different types of data that are being used in DL-based approaches. Given the
plethora of different software artifacts currently stored in online repositories, it is important to
know which of those artifacts are being analyzed and modeled. RQ2b examines how data is being
extracted and pre-processed into a format that a DL model can appropriately consume. The results
of this RQ will enumerate the potential tools and techniques to mine different types of data for
various DL applications within SE. Additionally, the representation of data is often dependent
on the DL architecture and its ability to extract features from that representation, which lends
importance to the discussion of the relationship between DL architectures and the data they process.
RQ2c investigates what type of exploratory data analysis is conducted to help inform model design
and training. In order to perform effectively, DL models typically require large-scale datasets, and
the quality of the learned hypothesis is a product of the quality of data from which the model
learns. Therefore, since the quality of a given DL model is often directly associated with its data,
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we examined how research performed (or didn’t perform) various analyses to avoid common data-
related pitfalls recognized by the ML/DL community, including sampling bias and data snooping.
2.3 The Third & Fourth Elements of Learning: The Learning Algorithm & Hypothesis Set
Next, we jointly examine both the third and fourth components of learning, the learning algorithm
and hypothesis set, in a single research question due to their highly interconnected nature. The
learning algorithm is a mechanism that navigates the hypothesis set in order to best fit a givenmodel
to the data. The learning algorithm typically consists of a numeric process that uses a probability
distribution over the input data to appropriately approximate the optimal hypothesis from the
hypothesis set. The hypothesis set is a set of all hypotheses, based on the learning algorithm, to
which the input can be mapped. This set changes because it is a function of the possible outputs
given the input space, and is dependent on the learning algorithm’s ability to model those possible
outputs. Taken together the learning algorithm and the hypothesis set are referred to as the learning
model, thus, our third RQ is formulated as follows:
RQ3:What deep learning models are used to support SE tasks?
Given the various types of DL model architectures and optimization techniques that may be
applicable to various SE tasks, we examine RQ3 through the lens of three sub-RQs, which address
the aforementioned attributes of the learning model individually.
• RQ3a :What types of model architectures are used to perform automated feature engineering of
the data related to various SE tasks?
• RQ3b :What learning algorithms and training processes are used in order to optimize the models?
• RQ3c :What methods are employed to combat over- and under-fitting of the models?
Firstly, RQ3a explores the different types of model architectures that are used to perform automated
feature engineering of different SE artifacts for various SE tasks. As part of the analysis of this RQ
we also examine how the type of architecture chosen to model a particular target function relates to
the types of features that are being extracted from the data. Secondly, RQ3b examines the different
learning algorithms and training processes that are used to optimize various DL models. As part
of this analysis, we explore a variety of different learning algorithms whose responsibility is to
properly capture the hypothesis set for the given input space. The different optimization algorithms
and training processes used to tune the weights of the model are an important step for finding the
target hypothesis that best represents the data. Lastly, RQ3c analyses the methods used to combat
over- and under-fitting. Our intention with this RQ is to understand the specific methods (or lack
thereof) used in SE research to combat over- or under-fitting, and the successes and shortcomings
of such techniques.
2.4 The Fifth Element of Learning: The Final Hypothesis
Our fourth RQ addresses the component of learning known as the final hypothesis, which is
the target function learned by the model that is used to predict aspects of previously unseen
data points. In essence, in order to investigate this component of learning in the context of SE
applications, we examine the effectiveness of the learned hypothesis as reported according to
a variety of metrics across different SE tasks. Our intention with this analysis is to provide an
indication of the advantages of certain data selection and processing pipelines, DL architectures,
and training processes that have been successful for certain SE tasks in the past. Thus, our fourth
RQ is formulated as follows:
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RQ4: How well do DL tasks perform in supporting various SE tasks?
Analyzing the effectiveness of DL applied to a wide range of SE tasks can be a difficult undertaking
due to the variety of different metrics and evolving evaluation settings used in different contexts.
Thus we examined two primary aspects of the literature as sub-RQs in order to provide a holistic
illustration of DL effectiveness in SE research:
• RQ4a :What “baseline” techniques are used to evaluate DL models and what benchmarks are
used for these comparisons?
• RQ4b : How is the impact or automatization of DL approaches measured and in what way do
these models promote generalizability?
Understanding the metrics used to quantify the comparison between DL approaches is important
for informing future work regarding methods for best measuring the efficacy of newly proposed
techniques. Thus, RQ4a explores trade-offs related to model complexity and accuracy. In essence,
we examine applications of DL architectures through the lens of the Occam’s Razor Principal, which
states that “the least complex model that is able to learn the target function is the one that should be
implemented” [106]. We attempted to answer this overarching RQ by first delineating the “baseline”
techniques that are used to evaluate new DL models and identifying what metrics are used in
those comparisons. An evaluation that contains a comparison with a "baseline" approach, or even
non-learning based solution, is important for determining the increased effectiveness of applying a
new DL framework. RQ4b examines how DL-based approaches are impacting the automatization
of SE tasks through measures of their effectiveness and in what ways these models generalize to
practical scenarios, as generalizability of DL approaches in SE is vital for their usability. For instance,
if a state-of-the-art DL approach is only applicable within a narrowly defined set of circumstances,
then there may still be room for improvement.
2.5 Analyzing Trends Across RQs
Our last RQ encompasses all of the components of learning by examining the extent to which
our analyzed body of literature properly accounts for and describes each element of learning. In
essence, such an analysis explores the potential reproducibility & replicability (or lack thereof) of
DL applied to solve or automate various SE tasks. Therefore, our final RQ is formulated as follows:
RQ5:What common factors contribute to the difficulty when reproducing or replicating DL4SE
studies?
Our goal with this RQ is to identify common DL components which may be absent or “under-
described” in our surveyed literature. In particular, we examined both the reproducibility and
replicability of our primary studies as they relate to the sufficient presence or absence of descriptions
of the elements of computational learning. Reproducibility is defined as the ability to take the exact
same model with the exact same dataset from a primary study and produce the same results [2].
Conversely, replicability is defined as the process of following the methodology described in the
primary study such that a similar implementation can be generated and applied in the same or
different contexts [2]. The results of this RQ will assist the SE community in understanding what
factors are being insufficiently described or omitted from approach descriptions, leading to difficulty
in reproducing or replicating a given approach.
Lastly, given the analysis we perform as part of RQ5 we derive a set of guidelines that both enu-
merate methods for properly applying DL techniques to SE tasks, and advocate for clear descriptions
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of the various different elements of learning. These guidelines start with the identification of the SE
task to be studied and provide a step by step process through evaluating the new DL approach. Due
to the high variability of DL approaches and the SE tasks they are applied to, these steps we synthe-
sized these steps to be flexible and generalizable. In addition, we provide checkpoints throughout
this process that address common pitfalls or mistakes that future SE researchers can avoid when
implementing these complex models. Our hope is that adhering to these guidelines will lead to
future DL approaches in SE with an increased amount of clarity and replicability/reproducibility.
2.6 ResearchQuestions At-a-Glance
We provide the our full set of research questions below:
• RQ1: What types of SE tasks have been addressed by DL-based approaches?
• RQ2: How are software artifacts being extracted, prepared, and used in DL-based approaches
for SE tasks?
– RQ2a :What types of SE data are being used?
– RQ2b : How is this data being extracted and pre-processed into formats that are consumable by DL
approaches?
– RQ2c :What type of exploratory data analysis is conducted to help inform model design and training?
• RQ3: What deep learning models are used to support SE tasks?
– RQ3a :What types of model architectures are used to perform automated feature engineering of the data
related to various SE tasks?
– RQ3b :What learning algorithms and training processes are used in order to optimize the models?
– RQ3c :What methods are employed to combat over- and under-fitting of the models?
• RQ4: How well do DL tasks perform in supporting various SE tasks?
– RQ4a :What “baseline” techniques are used to evaluate DL models and what benchmarks are used for
these comparisons?
– RQ4b : How is the impact or automatization of DL approaches measured and in what way do these
models promote generalizability?
• RQ5: What common factors contribute to the difficulty when reproducing or replicating DL
studies in SE?
3 METHODOLOGY FOR SYSTEMATIC LITERATURE REVIEW
We followed a systematic methodology to conduct our literature review in order to uphold the
integrity of our analysis and provide a reproducible process. Within the field of SE, SLRs have
become a standardized practice to communicate the past and present state of a particular research
area. The most widely followed set of SLR standards were developed by Kitchenham et al. [71],
thus we adopt these guidelines and procedures in our review process.
A full enumeration of our methodology is illustrated in Figure 2. As is described in Kitchenham’s
guidelines, we synthesized research questions (Sec. 2) before beginning the search process. This
aided in naturally guiding our SLR procedure and focused the search only on primary studies
pertinent to these RQs. We then performed the following steps when conducting our review:
(1) Searching for primary studies;
(2) Filtering studies according to inclusion criteria;
(3) Snowballing and manual addition of studies;
(4) Applying exclusion criteria and performing quality analysis of remaining studies;
(5) Extracting and analyzing relevant data from final set of studies;
(6) Synthesizing results and formulating the taxonomy.
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Fig. 2. SLR Methodology
3.1 Searching for Primary Studies
Table 1. Venues Included
Conferences Journals
ICSE TSE
ASE TOSEM
FSE EMSE
ICSME IEEE Software
ICST
MSR
ISSTA
ICML
ICLR
NIPS
The first step in our methodology was to search for primary stud-
ies that would aid in our ability to properly address the synthesized
RQs. We first began by identifying venues that would encompass
our search. We selected the conference and journal venues which
are generally recognized to be the top peer-reviewed, and influen-
tial publication venues in the field of SE, given in Table 1. Lastly,
we considered the top conferences dedicated to machine learning
and deep learning, in order to capture papers focused on the cre-
ation of a DL approach that also apply that approach to a SE task.
These venues are also given in Table 1. This selection of venues
helps to ensure all relevant research found and considered for the
generation of our DL4SE taxonomy.
Once we established the venues to search, we developed a search string to query four elec-
tronic databases in order to identify appropriate studies from these venues. The databases that we
considered were: IEEE Xplore, the ACM Digital Library, Springer Link, and Google Scholar. The
development of the search string was primarily based upon key terms present in our formulated
RQs. In order to ensure that our search string was robust enough to return as many relevant primary
studies as possible, we empirically evaluated multiple search strings using a variety of derived terms.
We compiled ten separate search strings with a variety of terms extracted from our synthesized
RQs. Each string was evaluated for its ability to extract relevant studies for consideration. The
results returned by each candidate string were cross-referenced with returned candidates from
other search string combinations by one author to determine the most proficient search string.
We found that the string ("Deep" OR "Learning" OR "Neural") returned the most relevant primary
studies without returning too many erroneous results.
The fourmajor databaseswe considered provided amechanism for advanced search that facilitates
the accurate representation of our search string. Although there are nuances associated with each
database, the method for gathering studies was consistent. The search string provided an initial
filtering of the primary studies, then additional features of the advanced search allowed us to add
discriminatory criteria. These additional features allowed us to limit our search results by year and
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venue. In addition to the three major databases, we searched Google Scholar for papers within ICML,
ICRL and NeurIPS through the Publish or Perish software [124]. To search these three conferences,
we augmented our search string with SE terms that would only return papers addressing a SE task
(see our online appendix for full term list [132]). We gathered these terms from ICSE (the flagship
academic conference in software engineering), as they govern the allowable topics of technical
research papers. We iterated through each term and appended it to our search string. The results of
these searches were manually inspected for relevant papers to SE. After searching the databases
with the specified search string, our initial results yielded 1,184 potentially relevant studies.
3.2 Filtering Studies According to Inclusion Criteria
In this step of the SLR, we defined the inclusion criteria that determined which primary studies
would be included in our taxonomy. To an extent, part of our inclusion criteria was already used to
extract the primary studies. The year and the venue were used in advanced searches to filter out
extraneous research that our search string returned. However, after the search phase concluded,
we filtered our results based on a more strict set of inclusion criteria. This ensured that the primary
studies would be a useful addition to the taxonomy and would contain the necessary information
to answer the RQs. Our full set of inclusion and exclusion criteria considered is listed in our online
appendix [132].
The primary studies gathered through the use of the search string, the snowballing method, or
through manual addition (as enumerated in the following steps of the search) were subjected to the
same criteria for inclusion. Three of the authors divided the works and labeled them for inclusion
based upon a careful reading of the abstract and approach/methodology of the paper. A fourth
author then manually reviewed each classification for potential errors. If the classifications between
the authors were in disagreement, then all authors reviewed and discussed the work in question
until a unanimous consensus was achieved. At the end of this phase of the SLR, 127 primary studies
met our inclusion criteria and were thus considered.
3.3 Snowballing and Manual Addition of Studies
Our next step was snowballing and manual inclusion of known studies. After extracting primary
studies from the specified venues and subjecting those studies to our inclusion criteria, we performed
snowballing on the resulting studies. Snowballing helped to ensure we were gathering other related
works that were not included in our main search process. Our snowballing process looked at every
reference within the studies passing our inclusion criteria and determined if any of those references
also passed our inclusion criteria. Lastly, using our previous expertise in this research area, we
manually added any related works that were missed by our systematic process. We performed this
manual addition for completeness of the survey and made note of which studies were manually
added in our taxonomy. From performing snowballing, we were able to add 18 new pieces of
research to include in our SLR. In addition, we manually added three relevant pieces of work that
were not captured by either our search string or snowballing. This resulted in 148 primary studies.
3.4 Exclusion Criteria andQuality Analysis
Next, we applied our exclusion criteria to determine if there were any primary studies which were
inadequate to be included in our planned taxonomy. This involved a significant manual analysis to
closely analyze how each study incorporated the use of DL when analyzing a SE task. In particular,
we found many studies that only used a DL-based approach as a means for evaluation. We also
found instances where DL was discussed as an idea or part of the future work of a study. We
therefore excluded these works to ensure that every paper we analyzed both implemented and
evaluated a DL approach to address a SE task. This process resulted in 84 studies, all of which were
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Fig. 3. Venue distribution of DL4SE
included in the data extraction and taxonomy synthesis phases. In Figure 3 we illustrate the venues
from which these 84 studies originated.
3.5 Data Extraction, Synthesis, and Taxonomy Derivation
3.5.1 Data Extraction. Our next step in the SLR methodology was to extract the necessary data
from the primary studies. This step involved the development of an extraction form where the
authors agreed about specific information to extract from reading the papers. We would then use
this information to create our complete taxonomy. Each author was tasked with extracting data
from a subset of the 84 primary studies classified as DL4SE. However, the results of the extraction
phase were confirmed by at least two additional authors to ensure that all important details were
gathered and that papers were properly represented by the taxonomy. We then performed data
analysis to determine the types of relationships between features. We explain our process of data
analysis in the next section. Each category of our extraction form is listed in Table 2, and the
completed extraction forms are available in our online appendix [132].
Table 2. Categories for Data Extraction Process
Venue Year Published SE Task Addressed
Raw Input Data Data Extraction Technique Data Embedding Technique
Data Filtering Method Data Balancing Strategy Size of Datum
Size of Dataset Type of Learning DL Architecture Used
Learning Algorithm Used Dataset Splitting Procedure Hyperparamter Tuning Method
Avoiding Over- & Under-fitting Baseline Techniques Benchmarks Used
Evaluation Metrics Used Claimed Novelty Replicability
Reproducibility Presence of Online Code Repository Threats to Validity
3.5.2 Data Synthesis and Taxonomy Derivation. In order to build our taxonomy on the use of DL
approaches in SE research, we followed several complementary methodologies. The first of these
was an open coding methodology consistent with constructivist grounded theory [20]. Following
the advice of recent work within the SE community [116], we stipulate our specific implementation
of this type of grounded theory while discussing our deviations from the methods in the literature.
We derived our implementation from the material discussed in [20] involving the following steps: (i)
establishing a research problem and questions, (ii) data-collection and initial coding, and (iii) focused
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coding. We excluded other steps described in [20], such as memoing because we were focused on
the construction of a taxonomy. The first two steps of this process were largely encompassed by
the previously discussed methodological steps of the SLR, whereas the focused coding was used to
derive the final category labels of our taxonomy that aided in answering each of our RQs. After this
open coding process, we make use of a combination of descriptive statistics and exploratory data
analysis in order to synthesize and describe our results to each RQs. Our use of descriptive statistics
enumerates various trends we identify in our derived taxonomy, whereas our exploratory data
analysis investigates statistical relationships between various aspects of our taxonomy treated as
“features”. We further describe this analysis methodology in the following subsection. The answers
to our RQs naturally define a holistic taxonomy that researchers can use to determine what types
of SE tasks can be better studied using certain DL-based approaches, as well as look for future
applications of DL to model complex software artifacts. We oriented our discussion of the results
of our RQs to provide an understanding about the process of applying a DL-based approach in SE.
3.6 Exploratory Data Analysis
Our final task was to analyze the data extracted from the SLR process. We performed Exploratory
Data Analysis (EDA) in order to obtain descriptive statistical attributes of our dataset. The mined
facts and associations allowed us to ascertain and support the conclusions of this SLR.
Our research questions benefitted from formal statistical modeling in order to refine our answers
and to help formulate new hypotheses to be addressed in the future. Hence, we utilized a data
mining pipeline and set of statistical processes in order to uncover hidden relationships among
the literature reporting a DL-based approach in SE. Such hidden relationships were collected and
analyzed to illustrate the state-of-the-art DL techniques employed in the SE context.
Our datamining and analysis process was inspired by classical KnowledgeDiscovery in Databases,
or KDD [45]. The KDD process extracts knowledge from the data gathered during our extraction
process that which was then converted into a database format, and involved five stages:
(1) Selection. This stage was encompassed by the data extraction process explained in the
beginning of this section. After collecting all the papers and extracting the relevant paper
attributes, we organized the data into 34 explicit features or attributes extracted from the
original data taken from the primary studies. A complete list of these features is provided in
our online appendix [132].
(2) Preprocessing. We applied a preprocessing technique that transformed the features into
nominal categories and removed outliers, and normalized features. For instance, we normal-
ized the feature “metric” into “MRR”, “ROC” or “AUC”, “BLEU Score”, “Accuracy”, “Precision”,
“Recall”, “F1 Measure”, and “Other Metrics”. Similarly, the same normalization was applied to
other features such as SE Data and Reproducibility Types. This separation into more detailed
classes contributes to a better understanding and classification of the paper by the data
mining tasks or methods.
(3) Data Mining In this stage, we used two distinct data mining processes, Correlation Analysis
and Association Rule Learning. We oriented our KDD process to uncover hidden relationships
on the extracted features Correlations and Association Rules. We provide further details
related to this process in Section 3.6.1 and 3.6.2.
(4) Interpretation/EvaluationWe used the knowledge discovered to automatically find pat-
terns in our papers that resemble actionable knowledge. This actionable knowledge was
generated by conducting a reasoning process on the data mining outcomes. This reasoning
process produced a support analysis formally presented in our online appendix [132].
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We used RapidMiner [3] to conduct the data analysis, and the procedures and pipelines for using
this tool are published in our companion online appendix [132]. Before carrying out any mining
tasks, we decided to address a basic descriptive statistics procedure for each feature. These statistics
exhibit basic relative frequencies, counts, and quality metrics. We then utilized 4 quality metrics:
ID-ness, Stability, Missing, and Text-ness. ID-ness measures to what extent a feature resembles
an ID, where as the title is the only feature with a high ID-ness value. Stability measures to what
extent a feature is constant (or has the same value). Missing refers to the number of missing values.
Finally, Text-ness measures to what extent a feature contains free-text. The results for each feature
were calculated in RapidMiner. We employed two well-established data mining tasks to better
understand our data: Correlation Discovery and Association Rule Learning, which we detail below.
3.6.1 Correlation Discovery. Due to the nominal nature of the SLR features, we were unable to
infer classic statistical correlations on our data (i.e., Pearsons correlation). However, we adapted
an operator based on attributes information dependencies. This operator is known as mutual
information [94]. Similar to covariance or Pearsons correlation, we were able to represent the
outcomes of the operator in a confusion matrix.
The mutual information measures to what extent one feature "knows" about another. High mu-
tual information values represent less uncertainty; therefore, we built arguments such as whether
the deep learning architecture used on a paper is more predictable given a particular SE task
or the reported architectures within the papers are mutually dependent upon the SE task. The
difference between correlation and association rules depends on the granularity level of the data
(e.g., paper, feature, or class). The correlation procedure was performed at the feature level, while
the association rule learning was performed at the class or category level.
3.6.2 Association Rule Learning. For generating the association rules, we employed the classic
Frequent Pattern (FP)-Growth algorithm. The FP-Growth computed frequently co-occurring items
in our transactional database with a minimum support of 0.95. These items comprise each class per
feature. For instance, the feature Loss Function exhibited a set of classes (or items) such as NCE,
Max Log Likelihood, Cross-Entropy, MSE, Hinge Loss, N/A-Loss, and so on. The main premise of
the FP-Growth can be summarized as: if an item set is frequent (i.e.,MSE, RNN), then all of its item
subsets are also frequent (i.e.,MSE and RNN).
Once the FP-Growth generated the item sets (e.g.,MSE, Hinge Loss), the algorithm analyzed the
item sets support in continuous scans of the database (DB). Such support measures the occurrences
of the item set in the database. The FP-Growth scans the database, which brings about a FP-tree
data structure. We recursively mined the FP-tree data structure to extract frequent item sets [59].
Nonetheless, the association rule learning requires more than the FP-tree extraction.
An association rule serves as an if-then (or premise-conclusion) statement based on frequent
item set patterns. Lets observe the following rule mined from our dataset: Given that an author
used Supervised Learning, we can conclude that their approach is not likely to be reproducible
with a support of 0.7 and a confidence of 0.8. We observe the association rule has an antecedent
(i.e., the item set Supervised Learning) and a consequent (i.e., the item set Irreproducible). These
relationships are mined from item sets that usually have a high support and confidence. The
confidence is a measure of the number of times that premise-conclusion statement is found to be
true. We tuned both parameters to be greater than 0.7.
It is possible that Association Rule Mining can lead to spurious correlations. In order to avoid
this, we organized the rules into an interconnected net of premises/conclusions based upon our
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Fig. 4. Papers published per year according to SE task
formulated RQs in order to find explanations around techniques and methodologies reported on
the papers. Any non-logical rule was disregarded as well as rules that possessed a lower support.
We discuss the results of this data analysis process where appropriate as they relate to your RQs
in the following sections of this SLR. The full results of our exploratory data analysis and source of
the information provided in this SLR can be found in our online repository [132].
4 RQ1: WHAT TYPES OF SE TASKS HAVE BEEN ADDRESSED BY DL-BASED
APPROACHES?
This RQ explores and quantifies the different applications of DL approaches to help improve or
automate various SE tasks. Out of the 84 papers we analyzed for this SLR, we identified 23 separate
SE tasks where a DL-based approach had been applied. Figure 4 provides a visual breakdown of how
many SE tasks we found within these 84 primary studies across a 10 year period. Unsurprisingly,
there was very little work done between the years of 2009 and 2014. However, even after the popu-
larization of DL techniques brought about by results achieved by approaches such as AlexNet [73],
it took the SE community 3 years to begin exploring the use of DL techniques for SE tasks. This also
coincides with the offering and popularization of DL frameworks such as PyTorch and TensorFlow.
The first SE tasks to use a DL technique were those of Source Code Generation, Code Comprehension,
Source Code Retrieval & Traceability, Bug-Fixing Processes, and Feature Location. Each of these tasks
uses source code as their primary form of data. Source code served as a natural starting point for
applications of DL techniques given the interest in large scale mining of open source software
repositories in the research community, and relative availability of large-scale code datasets to
researchers. Access to a large amount of data and a well-defined task is important for DL4SE, since
in order for DL to have an effective application two main components are needed: i) a large-scale
dataset of data to support the training of multi-parameter models capable of extracting complex
representations and ii) a task that can be addressed with some type of predictable target. One of the
major benefits of DL implementations is the ability for automatic feature extraction. However, this
requires the ability to find data that has a distinct relationship with the predicted target variable.
It was not until 2017 that DL was used extensively in solving SE tasks as shown in Figure 4,
with a large increase in the number of papers, more than doubling over the previous 2 years.
During this period, the set of target SE tasks also grew to become more diverse, including tasks
such as Code Smell Detection, Software Security, and Software Categorization. However, there are
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Table 3. SE Task Taxonomy
SE Task Papers
Code Comprehension [8, 9, 14, 62, 76, 77, 79, 103]
Souce Code Generation [22, 55, 63, 69, 135, 137]
Source Code Retrieval & Traceability [24, 26, 38, 54, 57, 75]
Source Code Summarization [10, 26, 126]
Big-Fixing Process [16, 38, 75, 78, 98]
Code Smells [87]
Mobile Testing [91]
Traditional Software Testing [35, 51, 114]
Non Code Related Software Artifacts [30–32, 68, 92, 112]
Clone Detection [49, 81, 85, 109, 121, 136]
Software Energy Metrics [108]
Program Synthesis [12, 13, 17, 18, 29, 39, 40, 43, 44, 50, 64, 83, 86, 99,
107, 113, 117, 125, 141, 143]
Image To Structured Representation [23, 37, 96]
Software Security [21, 36, 49, 60, 61, 142]
Program Repair [15, 61, 89, 123, 128]
Software Reliability / Defect Prediction [58, 130, 134]
Feature Location [34]
Developer Forum Analysis [25, 84, 95, 138]
Program Translation [28]
Software Categorization [11]
Code Location Within Media [101]
Developer Intention Mining [65]
three main SE tasks that have remained the most active across the years: Code Comprehension,
Source Code Retrieval & Traceability, and Program Synthesis. The most popular of the three being
Program Synthesis, composing a total of 20 papers out of the 84 we collected. We suspect that a
variety of reasons contribute to the multiple applications of DL in program synthesis. First and
foremost, is that the accessibility to data is more prevalent. Program synthesis is trained using a set
of input-output examples. This makes for accessible, high quality training data, since one can train
the DL model to generate a program, given a set of existing or curated specifications. The second
largest reason is the clear mapping between training examples and a target programs. Given that
it has proven difficult to engineer effective features that are capable to predict or infer programs,
DL techniques are able to take advantage of the structured nature of this problem and extracting
effective hierarchical representations. We display the full taxonomy in Table 3, which associates
the cited primary study paired with its respective SE task.
4.1 Results of Exploratory Data Analysis
In performing our exploratory data analysis, we derived two primary findings. First, it is clear that SE
researchers apply DL techniques to a diverse set of tasks, as 70% of our derived SE task distribution
was comprised of distinct topics that were evenly distributed (≈ 3-5%). Our second finding is that
SE task was the most informative feature we extracted, meaning that it provides the highest level
of discriminatory power in predicting the other features (e.g., elements of learning) related to a
given study. In particular, we found that SE tasks had strong correlations to data preprocessing
(1.80), the loss function used (1.45) and the architecture employed (1.40). This suggests that there
are DL framework components that are better suited to address specific SE tasks, as authors clearly
chose to implement certain combinations of DL techniques associated with different SE tasks. For
example, we found that SE tasks such as program synthesis, source code generation and program
repair were highly correlated with the preprocessing technique of tokenization. Additionally, we
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discovered that the SE tasks of source code retrieval and source code traceability were highly
correlated with the preprocessing technique of neural embeddings. When we analyzed the type
of architecture employed, we found that code comprehension, prediction of software repository
metadata, and program repair were highly correlated with both recurrent neural networks and
encoder-decoder models. When discussing some of the less popular architectures we found that
clone detection was highly correlated with siamese deep learning models and security related tasks
were highly correlated with deep reinforcement learning models. Throughout the remaining RQs,
we look to expand upon the associations we find to better assist software engineers in choosing
the most appropriate DL components to build their approach.
4.2 Opportunities for Future Work
Although the applications of DL-based approaches to SE related tasks is apparent, there are many
research areas of interest in the SE community as shown in ICSE’20’s topics of interest2 that DL
has not been used for. Many of these topics have no readily apparent applicability for a DL-based
solution. Still, some potentially interesting topics seem well suited or positioned to benefit from
DL-based techniques have yet to be explored by the research community or are underrepresented.
Topics of this unexplored nature include refactoring and program analysis, whereas topics which
are underrepresented include cloud computing, human aspects of SE, parallel programming, feature
location, and defect prediction. Some possible reasons certain SE tasks have yet to gain traction in
DL-related research is likely due to the following:
• There is a lack of available, “clean” data in order to support such DL techniques;
• The problem itself is not well-defined, such that a DL model would struggle to be effectively
trained and optimized;
• No current architectures are adequately fit to be used on the available data.
Researchers have applied DL techniques to a diverse set of tasks, wherein program
synthesis, code comprehension, and source code generation are the most prevalent. The
SE task targeted by a given study is typically a strong indicator of the other details
regarding the other components of learning, suggesting that certain SE tasks are
better suited to certain combinations of these components. While there has been a re-
cent wealth of work on DL4SE, there are still underrepresented topics that should be
considered by the research community, including different topics in software testing
and source code analysis.
Summary of Results for RQ1:
5 RQ2: HOW ARE SOFTWARE ARTIFACTS BEING EXTRACTED, PREPARED, AND
USED IN DL-BASED APPROACHES FOR SE TASKS?
In this research question, we analyze the type of SE data that is modeled by DL approaches applied
to various SE tasks. Our aim with this analysis is to understand the various types of SE data used,
how the data is extracted or preprocessed, the scale of the data being modeled, and the type of
learning applied given the data. All four of these points are crucial to effectively understanding
how a given approach is able to model specific software artifacts. These points also ground our
discussion regarding future research and potential improvements of data filtering and preprocessing
2https://conf.researchr.org/track/icse-2020/icse-2020-papers#Call-for-Papers
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Fig. 5. Data Types With SE Tasks
in order to improve the effectiveness of DL approaches; as in many cases, data must be cleaned or
filtered in such a manner that can limit the ability of a DL technique to model a desired relationship.
5.1 RQ2A: What types of SE data are being used?
To analyze the types of data being used in DL-based approaches, we provide a high level classifica-
tion, along with descriptive statistics, as to why some types of data were used for particular tasks.
Figure 5 provides an illustration of different data types used in conjunction with different SE tasks.
We found that overwhelmingly the most common type of data being used is source code, albeit at
a range of different granularities. In our identified studies, we found that source code is used at
the binary level, code snippet level, method level, class level and project level. Source code is a
popular data construct for DL-approaches for a number of reasons. First, source code is plentiful
and can be found in a number of different online repositories. This availability helps to appease
the "data-hungry" nature of DL techniques in order to learn an effective, representative target
function. Second, a majority of SE tasks revolve around the generation, understanding, analysis,
and documentation of source code, making it a popular artifact in the (deep) learning process.
In total we identified 111 uses of data in our DL4SE papers, 49 of them are attributed to source
code, wherein certain studies utilized more than one type of data for their approach (e.g., source
code & natural language). Although source code is the primary type of data that DL models attempt
to learn from, we found that the type of data used is heavily dependent on the SE task. Thus, the
SE tasks that focus on the comprehension, generation, summarization, and testing of source code
will frequently use source code at various granularities as part of their dataset. However, there are
many SE tasks that address problems where source code may not be the most representative type
of data from which to learn. As an example, the SE task of program synthesis primarily uses input
and output examples to comprise their dataset. This type of data incorporates attributes, which
more strongly correlates to desired relationship for the model to learn. This pattern continues for
SE tasks that can learn from textual data, software artifacts, and repository metadata.
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Although we identified a variety of different data types used, the data must be accessible in
large quantities in order to extract and learn the relevant target hypothesis. With an increase
in the number of online source code repositories, opportunities for mining them have increased.
This partially explains the dramatic increase in DL papers addressing SE tasks, which was a trend
discussed in Section 4. Interestingly, the growth of online repositories does not only increase the
amount of accessible source code but also other types of software artifacts. For example, analyzing
SE tasks such as software security, bug fixing, etc. have only recently been addressed, in part due to
the increasing amount of accessible online repository data/metadata. We anticipate that this trend
continues as new datasets are gathered and processed for use in DL techniques.
When exploring online repositories, one attribute of the data that can be problematic for the
use of some DL approaches and should be considered is that the data is frequently “unlabeled”,
meaning that there is no inherent target to associate with this data. For unsupervised learning
techniques this is not problematic, however, for supervised learning techniques this type of data
is not usable without first establishing a target label for the data. The use of code mined from
online software repositories as unlabeled data was explored early in 2015 by White et al. [135]. Our
findings illustrate that source code is used as an unlabeled, yet useful set of data across several
SE tasks including: the localization of buggy files through bug reports [75], specification mining
[77], mining fix patterns for bug violations [89], identification of source code clones [121] and
repairing vulnerable software [61]. Additionally, we also found that researchers mined unlabeled
data and manually labeled it in order to apply a particular DL architecture. We found examples
of this when generating accurate method and class names [8], learning proper API sequences
[55] and source code summarization [10]. With the increase in the number of online repositories
and the variety of unlabeled data within those repositories, we expected the number of DL-based
approaches analyzing software artifacts to increase.
5.1.1 Results of Exploratory Data Analysis. Our exploratory data analysis also highlighted these
points. Our analysis demonstrated that the main data employed in DL4SE papers are input-output
(I/O) examples, source code, natural language, repository metadata and visual data. In fact, these
categories of data types comprised 78.57% of the distribution we found in this SLR. In conjunction
with this finding, execution traces and bug reports represent ∼ 10% of the distribution of data. The
remaining ∼ 12% is comprised of a variety of different data types.
5.1.2 Opportunities for Future Work. Throughout our study, it was clear that certain types of
SE artifacts have not yet been analyzed using DL-based approaches. Specifically, we identified
that software requirements, software dependencies, and software licenses have not been mined or
studied using DL architectures. This suggests that these and other underrepresented data types not
included in Figure 5 could be ripe for future DL applications.
Our analysis found that researchers have explored a variety of different types of
SE data in conjunction with DL techniques, with the main types of data utilized be-
ing source code, I/O examples, natural language, repository metadata, and visual data.
These data types were often tightly associated with a given SE task.
Summary of Results for RQ2A:
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5.2 RQ2B : How is this data being extracted and pre-processed into formats that are
consumable by DL approaches?
In Section 5.1, we analyzed the types of data that were being used to model complex relationships
between software artifacts and the target output function as it relates to a specific SE task. In
RQ2b , we examine the mechanism behind the extraction and preprocessing of this data. Typically,
DL models are not amenable to raw data mined from the online repositories. Rather, the data is
subjected to a preparation and formatting process before given to the DL model. For example, image
data is downsampled and scaled, and text is preprocessed in order to preserve relevant words. This
is an extremely important step for those applying DL to SE, since the process can dramatically
affect the performance of the model and the resulting target hypothesis. For example, some primary
studies represent source code in an abstracted format. This abstraction will inherently transform
the features of the code and can affect the applicability of these features to different tasks. Such
transformations could also address issues often associated with certain types of DL architectures,
such as the “open vocabulary” problem in DL-based language models wherein the vocabulary size
of a model is untenable due to source code’s unrestricted vocabulary. Conversely, a limitation of
these types of transformation processes is that it removes some complex, hierarchical features from
the dataset, which can limit the model’s ability to accurately predict the target in some cases.
In light of the importance of preprocessing in DL-based approaches, we synthesized a taxonomy
of preprocessing and formatting techniques. We also looked to analyze the relationships between
the SE tasks, types of data and the preprocessing steps taken. A breakdown of the preprocessing
and formatting techniques used in the primary studies we analyzed can be found in Figure 6. It is
important to understand that Figure 6 shows the general preprocessing and formatting techniques
according to SE tasks. However, within the same preprocessing technique, there exist nuances
across different studies. There is rarely a standard method for the ability to preprocess the data in
such a way that will fit the desired DL model. Therefore, we suggest interested readers refer to the
primary studies for more details pertaining to a specific preprocessing or formatting technique of
interest. However, there are some dominant techniques researchers use in order to prepare their
data to be analyzed by a DL model. Specifically, the use of tokenization and neural embeddings are
popular for a variety of different tasks. This was expected, given the prevalence of source code as a
primary type of data used. Tokenization of that source code is an effective process for preparing
different granularities of code to be fed into a DL architecture.
Even more popular than the use of tokenization was the use of neural embeddings (57.14% of the
distribution). This technique uses canonical machine learning techniques or other DL architectures
to process the data, meaning that the output from these other models are then used as input to an
additional DL architecture. We found that Word2Vec and recurrent neural networks (RNNs) were
the most popular types of models for the preprocessing of data. Source code, natural language,
and other repository metadata often have a sequential nature, which can be captured by these
techniques. In both cases, the outputs of these models are a series of vectorized numerical values,
which capture features about the data they represent. These vectors do not require much additional
manipulation before they can be used again as input data to another DL model.
Although tokenization and neural embeddings are the most popular type of preprocessing
techniques, there are many more that are required for a different types of data or SE tasks. The
ability to accurately represent the data to the DL model is what provides training data for the
algorithm to learn from. Any alteration to this process can result in the learning algorithm focusing
on different features, leading to an entirely different final hypothesis.
5.2.1 Results of Exploratory Data Analysis. Our exploratory data analysis discovered that the steps
taken in preprocessing were strongly dependent on the DL architecture used (0.97, according to
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Fig. 6. Preprocessing Techniques by SE Task
the mutual information measure). This is intuitive, as the data must be transformed into a vector
that the DL architecture can accept. If the preprocessing steps and architecture are disjointed, then
the model will lack the ability to accurately and adequately represent the final hypothesis. We also
found that the SE task and venue had high discriminatory power in determining the type of data
preprocessing (given larger self-information values from the correlation analysis). This indicates
that certain SE Tasks and preprocessing combinations are more likely for different SE venues.
5.2.2 Opportunities for Future Work. In the midst of our analysis it became clear that preprocessing
techniques were often uniquely specialized to particular DL architectures. However, there are
many commonalities amongst these preprocessing pipelines that could be standardized dependent
upon the type of data being represented. For example, tokenization and neural embeddings were
used extensively in a variety of tasks. It would be advantageous to standardize the data processing
pipelines for these approaches related to source code, input/output examples, or textual data found
in repository metadata. Additionally, exploring less popular preprocessing techniques such as
directed graphs, lookup tables, and execution trace vectors for different SE tasks could lead to
results which are orthogonally beneficial to those found using a more common preprocessing
technique. These relationships should be explored to determine multiple facets where DL can
provide a meaningful assessment about the SE data being analyzed.
Our analysis found that, while a number of different data pre-processing techniques
have been utilized, tokenization and neural embeddings are by far the two most preva-
lent. We also found that data-preprocessing is tightly coupled to the DL model uti-
lized, and that the SE task and publication venue were often strongly associated with
specific types of pre-processing techniques.
Summary of Results for RQ2B :
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5.3 RQ2C : What type of exploratory data analysis is conducted to help inform model
design and training?
In RQ2C , we analyze our primary studies to determine if precautions were taken to limit the number
of confounding factors that may exist should researchers have not properly analyzed their datasets
prior to training a DL model. Primarily, we were interested whether sampling bias or data snooping
are present in studies that apply DL models to SE tasks. We found that when DL is applied to
an SE task, there were many instances where no methods were used to protect against these
confounding variables. This can severely limit the conclusions that can be drawn from the learned
target hypothesis. Through analyzing the various strategies used to combat sampling bias and data
snooping we found that many SE tasks working with source code (i.e. source code generation,
source code completion and bug fixing tasks) did not check for duplicated examples within their
training and testing sets. We also found examples of sampling bias in studies pulling code from
multiple projects on GitHub. This included SE tasks that analyzed source code clones and software
test methods. Extracting data from projects that are only of a particular size, developer, or rating
could all lead to biased results that affect study claims. These findings corroborate the findings
presented by Allamanis et al. [7], which described the adverse affects of duplicated examples within
the training and testing sets of machine learning approaches. This is not only a problem for the SE
task of clone detection, but it may also impact the findings of previous DL techniques trained on
large-scale code datasets.
Sampling Bias occurs when data is collected from a dataset in such a way that it does not
accurately represent the data’s distribution due to a non-random selection process [102]. The
repercussions of sampling bias normally result in a target hypothesis that is only useful for a small
subset of the actual distribution of the data. When sampling bias is not appropriately considered
authors can unknowingly make claims about their predicted target function that overestimate the
actual capabilities of their model. The best mechanism for reducing sampling bias is to limit the
amount of criteria and filtering the data is subjected to.
Data Snooping occurs when data is reused for the purpose of training and testing the model [110].
Thismeans that the data themodel was trained on is also incorporated into the testing and evaluation
of the model’s success. Since the model has already seen the data before, it is unclear whether the
model has actually learned the target hypothesis or simply tuned itself to effectively reproduce
the results for previously seen data points (overfitting). The overall result of data snooping is an
overinflated accuracy reported for a given model. Therefore, it is important that software engineers
apply methods to reduce data snooping in order to protect the integrity of their results. This can be
done through a simple exploratory data analysis or the removal of duplicate data values within the
training and testing sets.
In order to evaluate the extent to which methods that mitigate sampling bias and data snooping
were used in our primary studies, we noted instances where the authors conducted some form
of exploratory data analysis before training. Ideally, we hoped to see that authors performed
exploratory data analysis in order to identify if the dataset that has been extracted is a good
representation of the target distribution they are attempting to model. Exploratory data analysis
can also provide insight into whether data snooping occurred.
There was a noticeable number of primary studies (over 1/3) that did not mention or implement
any methods to mitigate sampling bias or data snooping. However, it should be noted that we
focused our analysis on primary studies that included any sign of exploratory analysis on their
dataset. This exploratory analysis ranged from basic statistical analyses to an in-depth study into the
distribution of the dataset in order to mitigate these confounding factors. A majority of the methods
we discovered that addressed sampling bias included putting the fewest number of limitations on
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the filtering of source data as possible. For example, when mining GitHub for potential project
candidates, studies would only restrict the results based on necessary attributes of the data. There
was no filtering of projects based on developer, project size, or project rating. Additionally, some
studies would include evaluations on entire projects that were not considered during training.
A smaller number of studies ensured that data gathered was balanced by class. The studies that
did attempt to combat data snooping did so by ensuring the removal of duplicates within their
dataset. This means that every input-output pairing used for training was unique in both the
training and testing sets. Lastly, we found that certain studies used a validation set to find optimal
hyperparameter configurations. The use of this validation set helps to ensure exclusivity in the
model evaluation on the test set, bolstering potential generalizability.
5.3.1 Opportunities for Future Work. Our primary objective within this RQ was to bring attention
to the oversight of confounding factors that affect the treatment and preparation of data for DL
models. DL models are heavily dependent on data to properly model a target hypothesis, thus
we hope to encourage future work that carefully considers the makeup of their dataset and their
methods for extraction. In particular, there are research opportunities related to standardizing
the process for preventing sampling bias and data snooping. To our knowledge there has been
no attempt at the generation of guidelines related to how one might prevent sampling bias when
considering SE data. Likewise, there is potential for the creation of analytical tools to help evaluate
the likelihood of data snooping in ML based approaches, or automated tools for combatting bias
by automatically separating data into a training, validation and testing set that removes duplicate
examples between each set. It is also important to note that as time has progressed, the primary
studies we analyzed generally included more details about their data exploration process. We hope
to see this trend continue as DL is used to address SE tasks.
Our analysis found that as many as 1/3 of our analyzed studies do not perform any
type of exploratory data analysis in order to combat confounding factors such as data
snooping or bias. Some of the most popular mitigation techniques employed were a
detailed analysis of the duplicates found within the training and testing set, the use
of a validation set to prevent tuning the parameters of the model to best perform on
a test set, and the removal of restrictive data filtering in order to extract datasets that
are as diverse as possible.
Summary of Results for RQ2C :
6 RQ3: WHAT DEEP LEARNING MODELS ARE USED TO SUPPORT SE TASKS?
In Section 5 we investigated how different types of SE data were used, preprocessed, and analyzed
for use in DL techniques. In this section, we shift our focus to the two key components of DL
models: the architecture and the learning algorithm. The type of architecture selected for use in
a DL application reveals key aspects of the types of features that researchers hope to model for
a given SE task. Thus, we aim to empirically determine if certain architectures pair with specific
SE tasks. Additionally, we aim to explore the diversity of the types of architectures used across
different SE tasks and whether or not idiosyncrasies between architectures might be important
when considering the specific SE task at hand. We also examined how various architectures are
used in conjunction with different learning or optimization algorithms. Specifically, we aimed
to create a taxonomy of different learning algorithms and determine if there was a correlation
between the DL architectures, the learning algorithms and the SE tasks.
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6.1 RQ3A: What types of model architectures are used to perform automated feature
engineering of the data related to various SE tasks?
In this section, we discuss the different types of DL models software engineers are using to address
SE tasks. Figure 7 illustrates the various different DL architecture types that we extracted from our
selected studies. We observe seven major architecture types: Recurrent Neural Networks (RNNs),
Convolutional Neural Networks (CNNs), Encoder-Decoder Models, AutoEncoders, Siamese Neural
Networks, Feed-Forward Neural Networks (FNNs), as well as a subset of other custom, highly tailored
architectures. We observe an additional level of diversity within each of these different types of
architectures with Encoder-Decoder models illustrating the most diversity, followed by RNNs and
the tailored techniques. The diversity of Encoder-Decoder models is expected, as this type of model
is, in essence, a combination of two distinct model types, and is therefore extensible to a range of
different combinations and hence architectural variations. The variance in RNNs is also logical.
RNNs excel in modeling sequential data since the architecture is formulated such that a weight
matrix is responsible for representing the features between the sequence of inputs [52], making
them suitable to application to source code. Given that one of the most popular SE data types
is source code which is inherently sequential data, the varied application of RNNS is expected.
We also observe a number of architectures, such as Graph Neural Networks, that are specifically
tailored for given SE tasks. For instances, graph-based neural networks have been adapted to better
model the complex structural relationships between code entities.
Figure 8 delineates the prevalence of various different types of architectures according to the SE
tasks to which they are applied. The popularity of our identified techniques closely mirrors their
diversity. Examining this data, we find that RNNs are the most prevalent architectures, followed by
Encoder-Decoder models, CNNs, and FNNs. The prevalence of RNNs is not surprising given the
prevalence of source code as a utilized data type, as discussed above. The flexibility of Encoder-
Decoder models is also expected as they excel at understanding and “translating” between parallel
sets of sequential data, which is a common scenario in SE data (e.g., code and natural language). The
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encoder’s responsibility is to translate the raw data into a latent representation that the decoder is
capable of understanding and decoding into the target. Therefore, since neural embeddings were
such a popular preprocessing technique for data formatting and preparation, it aligns with the high
prevalence of the encoder-decoder DL architecture. CNNs serve as the most popular architectures
for processing visual data, such as images, and hence are popular for visual SE data.
In addition to the prevalence we observed certain trends between the DL architecture utilized,
and the corresponding SE task, as illustrated in Figure 8. As expected, most of the SE tasks having
to do with source code generation, analysis, synthesis, traceability, and repair make use of RNNs
and encoder-decoder models. Likewise, SE tasks involving the use of images or media data have
convolutional neural networks commonly applied to them.
We also observed some pertinent trends related to some of the less popular types of DL archi-
tectures, including: siamese networks, deep belief networks, graph-based neural networks and
auto-encoders. While these architectures have only been applied to a few tasks it is important to
note that they have only recently gained prominence and become accessible outside of ML/DL
research communities. It is possible that such architectures can highlight orthogonal features of SE
data that other architectures may struggle to observe. For example, the use of graph-based neural
networks may better capture the structure or control flow of code or possibly the transition to
different mobile screens within a mobile application. There may also be an opportunity for the use of
siamese networks in software categorization, as they have been shown to classify data into unique
classes accurately based only on a few examples [72]. One notable absence from our identified
architecture types is deep reinforcement learning, signaling its relative lack of adoption within the
SE community. Deep reinforcement learning excels at modeling decision-making tasks. One could
argue that deep reinforcement learning is highly applicable to a range of SE tasks SE that can
modeled as decisions frequently made by developers. This is a fairly open area of DL in SE that has
not been sufficiently explored. The only type of SE task that had an application of Reinforcement
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learning was related to program verification. In this paper the authors propose an approach that
constructs the structural external memory representation of program. They then train the approach
to make multi-step decisions with an autoregressive model, querying the external memory using an
attention mechanism. Then, the decision at each step generates subparts of the loop invariant [114].
In addition to the discussion around the DL architectures and their relations to particular SE
tasks, it is also important to understand trends related to the explicit and implicit features extracted
from these different architectures. As we discussed in Section 5.2 (RQ2B ), it is common for data
to be fed into DL models only after being subjected to certain preprocessing steps. However, in
supervised learning, once that data has been preprocessed, the DL model automatically extracts
implicit features from the preprocessed data in order to associate those features with a label or
classification. In unsupervised learning, the model extracts implicit features from the preprocessed
data and groups similar datum together as a form of classification. We refer to the preprocessing
steps as highlighting certain explicit features, since these steps frequently perform dimensionality
reduction while maintaining important features. In our analysis we found the most common
techniques for highlighting explicit features to be tokenization, abstraction, neural embeddings
and vectorizing latent representations. These techniques attempt to highlight explicit features that
are uniquely tailored to the data being analyzed. Once the data is fed into the model itself, the
model is responsible for extracting implicit features to learn a relationship between the input data
and target hypothesis. The extraction of explicit and implicit features dramatically impacts a DL
model’s ability to represent a target function, which can be used to predict unobserved data points.
Figure 9 shows a breakdown of DL architectures by the type of data to which they are applied.
This relationship between data and architecture is important since the architecture is partially
responsible for the type of implicit features being extracted. For example, images and other visual
data are commonly represented with a CNN. This is because CNNs are particularly proficient at
modeling the spatial relationships of pixel-based data. We also discovered a strong correlation
between RNNs and sequential data such as source code, natural language and program input-output
examples. This correlation is expected due to RNNs capturing implicit features relating to the
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sequential nature of data. The models are able to capture temporal dependencies between text and
source code tokens. Another correlation we observed was the use of CNNs for visual data or data
which requires dimensionality reduction. This included the data types of images, videos, and even
natural language and source code. CNNs have the ability to reduce features within long sequential
data which makes them useful for tasks involving sentiment analysis or summarization. We also
observed less popular combinations such as the use of deep belief networks (DBNs) for defect
prediction [129]. Here, a DBN is used to learn semantic features of token vectors from a program’s
AST graph to better predict defects. A DBN can be a useful architecture in this situation due to
its ability extract the necessary semantic features from a tokenized vector of source code tokens.
Those features are then used within their prediction models to drastically increase performance.
6.1.1 Results of Exploratory Data Analysis. In our exploratory data analysis, we found that SE
tasks greatly influence the architecture adopted in an approach. The mutual information value
between the features of a SE task and a DL architecture is 1.40. We also note that the SE research
landscape has primarily focused on SE tasks that consist primarily of text-based data, including
source code. This helps to explain why RNNs are used in 40.48% of the papers analyzed in this SLR.
The encoder-decoder architecture was also seen frequently ( 19% of papers), which generally make
use of RNNs.
6.1.2 Opportunities for Future Work. We were able to correlate different DL architectures with
particular SE tasks and data types, primarily due to the fact that a given architecture is typically
suited for a specific type of implicit feature engineering. However, there exists a fundamental
problem in the ability of current research to validate and quantify these implicit features the
model is extracting. This leads to decreased transparency in DL models, which in turn, can impact
their practical applicability and deployment for real problems. Thus, there exists an open research
problem related to being able to explain how a given model was capable of predicting the target
function, specifically as it relates to SE data. While interpretability is a broader issue for the DL
community, insights into implicit feature engineering specifically for SE data would be beneficial
for DL4SE work. It is necessary for developers to understand what complex hierarchical features
are used by the model for this prediction. This could demystify their ability to correctly predict the
output for a given input datum.
Our analysis revealed seven major types of DL architectures that have been used in
work on DL4SE including: Recurrent Neural Networks (RNNs), Convolutional Neural
Networks (CNNs), Encoder-Decoder Models, AutoEncoders, Siamese Neural Networks,
Feed-Forward Neural Networks (FNNs), as well as a subset of other custom, highly
tailored architectures. RNNs and Encoder-Decoder models were both the most preva-
lent architecture used in our surveyed studies and the most diverse in terms of their
varying configurations. We also discovered strong correlations between particular
DL architectures to data types. For example, we found that architectures capable of
capturing temporal differences within sequential data are used to study source code,
natural language, repository metadata and program input-output examples. Likewise,
architectures capable of capturing spatial and structural features from data have been
used to study images, bug reports and program structures (ASTs, CFGs, etc.).
Summary of Results for RQ3A:
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6.2 RQ3B : What learning algorithms and training processes are used in order to
optimize the models?
In addition to the variety of DL models that can be used within a DL-based approach, the way
in which the model is trained can also vary. To answer RQ3B we aimed to analyze the learning
algorithms used in three primary ways: according to (i) the manner in which the weights of the
model are updated, (ii) the overall error calculation, and (iii) by the optimization algorithm, which
governs the parameters of the learning algorithm as training progresses. Learning algorithms that
have been defined in ML/DL research are typically used in an “off-the-shelf” manner, without
any alteration or adjustment, in the context of SE research. Since researchers in SE are primarily
interested in applications of DL models, rather than the intricacies of learning algorithms.
In terms of the process for adjusting weights, the most prevalent technique employed among
our analyzed studies was the incorporation of the gradient descent algorithm. The breakdown of
learning algorithms throughout our SLR are as follows: We found 62/84 of the primary studies used
some version of gradient descent to train their DL model. The remaining studies used gradient
ascent (2/84), policy based learning (4/84), or an unsupervised learning algorithm (9/84). Other
studies did not explicitly specify their learning algorithm in the paper (7/84). Our exploratory data
analysis revealed that papers published in recent years (2018 and 2019) have begun to employ
learning algorithms that differ from gradient descent, such as reward policies or gradient ascent.
Our analysis reveled that there are a variety of ways that DL-based implementations calculate
error. However, we did find that a majority of the papers we analyzed used cross entropy as
their loss function (19/84), which was most commonly paired with gradient descent algorithms.
Other common loss functions that were used with gradient descent algorithms were negative log
likelihood, maximum log likelihood, and cosine loss. There were a number of papers which did not
provide any indication about the loss function within their learning algorithm. We did find that
when the primary study was not using gradient descent as a way to adjust the weights associated
with the DL model, the error functions used became a lot more diverse. For example, the work
done by Ellis et al. learned to infer graphical programs from deep learning hand-drawn images.
They used gradient ascent rather than descent as their learning algorithm and also used surrogate
likelihood function as a way to calculate the error of the model [44]. We found that approaches
that implement reinforcement algorithms are based on a developed policy, which calculates the
error associated with the action taken by the model and adjusts the weights.
Lastly, we examined the use of optimization algorithms to determine if there were any relevant
patterns.We discovered that the choice of optimization algorithm is somewhat agnostic to themodel,
the weight adjustment algorithm and the error function. In many cases, the optimization algorithm
was not reported within the primary study (54.76% of the time). However, we did analyze the
papers that provided this information and identified four major optimization algorithms: AdaGrad,
AdaDelta, RMSProp and Adam. Below, we briefly address each optimization algorithm in order to
point out potential situations in which they should be used.
Adagrad is an algorithm that adapts the learning rate based on the impact that the parameters
have on classification. When a particular parameter is frequently involved in classification across
multiple inputs, the amount of adjustment to those parameters is lower. Likewise, when the
parameter is only associated with infrequent features, then the adjustment to that parameter is
relatively high [42]. A benefit of AdaGrad is that it removes the need for manual adjustment of
the learning rates. However, the technique that AdaGrad calculates the degree by which it should
adjust the parameters is using an accumulation the sum of the squared gradients. This can lead to
summations of the gradient that are too large, often requiring an extremely small learning rate.
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AdaDelta was formulated out of AdaGrad in order to combat the gradient size problem. Rather
than consider all the sums of the past squared gradients, AdaDelta only considers the sum of the
past squared gradients limited to a fixed size. Additionally, this optimization algorithm does not
require a default learning rate as it is defined by an exponentially decaying average of the calculated
squared gradients up to a fixed size [140].
RMSprop is the next optimization algorithm, however, this algorithm has not been published or
subjected to peer review. This algorithm was developed by Hinton et al. and follows the similar
logic of AdaDelta. The way in which RMSprop battles the diminishing learning rates that AdaGrad
generates is by dividing the learning rate by the recent average of the squared gradients. The only
difference is that AdaDelta uses the root means squared error in the numerator as a factor that
contributes to the adjustment of the learning rate where RMSprop does not.
Adam, the last of our optimization algorithms discussed, also calculates and uses the exponentially
decaying average of past squared gradients similar to AdaDelta and RMSprop. However, the
optimization algorithm also calculates the exponentially decaying average of the past gradients.
Keeping this average dependent on gradients rather than just the squared gradients allows Adam to
introduce a term which mimics the momentum of how the learning rate is moving. It can increase
the rate at which the learning rate is optimized [70].
6.2.1 Results of Exploratory Data Analysis. We found that the loss function influences the learning
algorithm with a mutual dependence of 0.72 bits. However, the SE community omits this parameter
in 27.38% of the papers we analyzed.
6.2.2 Opportunities for Future Work. A (troubling) highlight of our analysis of employed learning
algorithms was the lack of data available from the primary studies. However, we did find a strong
correlation between certain loss functions paired to specific learning algorithms. One aspect we
believe could provide vital insight into the DL process is an analysis regarding how learning
algorithms affect the parameters of the model for certain types of data. This would not only be
important to study the type of data that learning algorithms and loss functions are associated with,
but also what preprocessing techniques influence the learning algorithms and loss functions chosen.
It’s possible that some loss functions and learning algorithms are more efficient when working
with data that has been subjected to a particular preprocessing technique. Finding the optimal
pairing of loss function and learning algorithm for the architecture used and data studied remains
an open problem.
Our analysis revealed four different techniques for updating the weights of the DL
models, with the large majority making use of gradient descent. We found four major
techniques that were utilized for calculating error, including cross entropy, negative
log likelihood, maximum log likelihood, and cosine loss – with cross entropy being
the most prevalent. Finally, we observed the use of four major optimization algo-
rithms, including Adagrad, AdaDelta, RMSprop, and Adam.
Summary of Results for RQ3B :
6.3 RQ3C : What methods are employed to combat over- and under-fitting of the
models?
Two potential problems associated with the use of any type of learning based approach, whether
that be canonical machine learning or deep learning, are overfitting and underfitting. Both of these
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issues are related to the notion of generalization, i.e., how well does a trained ML/DL model perform
on unseen data. Overfitting is the process of a model learning to fit the training data extremely
well, yet not being able to generalize to unseen data, and hence is a poor approximation of the
actual target function to be learned [119]. Underfitting is typically described as the scenario in
which a given model incurs a high error rate on a training set. This can occur when the model lacks
the necessary complexity, is overly constrained, or has not had the sufficient training iterations
to appropriately approximate the target hypothesis. For RQ3C , we are primarily interested in the
specific methods employed by researchers to combat these two problems in the context of SE tasks.
Figure 10 provides an overview of some general methods used combat overfitting and underfit-
ting3. The figure also addresses what parts of an ML/DL approach are affected by these techniques.
As illustrated, there are three main types of regularization. The first regularizes the model, which
includes things such as adding Dropout layers [115] or Batch Normalization [67]. The second
regularizes the data itself, either through adding more data or cleaning the data already extracted.
The third type of regularization is applied to the training process, which modifies the loss function
with L1 regularization, L2 regularization or incorporates early stop training.
As outlined in [5], the use of a validation set is a commonly used method for detecting if a model
is overfitting or underfitting to the data, which is why it is very common to split data into training,
validation and evaluation sets. The splitting of data helps to ensure that the model is capable of
classifying unseen data points. This can be done in parallel with a training procedure, to ensure that
overfitting is not occurring. We see this in 60/84 papers we analyzed. However, other potentially
more effective techniques were seen less frequently.
We aimed to determine if a given SE task had any relationship with the methods employed to
prevent over/under-fitting. Figure 11 analyzes the relationship between DL approaches and the
techniques that combat overfitting. This figure shows that there are some techniques that are much
more commonly applied to SE tasks than others. For example, dropout was the most commonly
used regularization technique and is used in a variety of DL approaches that address different SE
tasks, followed by early stopping, data cleaning, and L1/L2 regularization. Dropout is one of the most
popular regularization techniques because of its effectiveness and ease of implementation. Dropout
randomly blocks signals from a node within a layer of the neural network with a certain probability
3Generated through an analysis of the following sources: https:// elitedatascience.com/overfitting-in-machine-learning,
https://hackernoon.com/memorizing-is-not-learning-6-tricks-to-prevent-overfitting-in-machine-learning-820b091dc42,
https:// towardsdatascience.com/dont-overfit-how-to-prevent-overfitting-in-your-deep-learning-models-63274e552323,
https:// elitedatascience.com/bias-variance-tradeoff
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determined by the researcher. This ensures that a single node doesn’t overwhelmingly determine
the classification of a given data point. We also observed a number of custom methods that were
employed. These methods are configured to address the specific neural network architecture or
data type being used. For example, in Sun et al. [117], they encourage diversity in the behavior of
generated programs by giving a higher sampling rate to the perception primitives that have higher
entropy over K different initial states. In Delvin et al. [39] they perform multiple techniques to
combat overfitting which include the even sampling of the dataset during training and ensuring that
each I/O grid of every example is unique. In addition to the aforementioned techniques, we found
a subset of more unique approaches including the use of deep reinforcement learning instead of
supervised learning [29], gradient clipping, lifelong learning [50], modification of the loss function
[17], pretraining [114, 127], and ensemble modeling [68].
We also analyzed the relationships between techniques to combat over/under-fitting, and the
underlying data type that a given model operated upon. We observed similar patterns in that
there are a variety of techniques to combat overfitting regardless of the data type. The only
exception to this pattern was seen when analyzing natural language, where L1/L2 regularization
was predominately used. Figure 11 illustrates that the techniques used to combat overfitting do
not have a strong association with the SE task. Therefore, we observe that a range of different
techniques are applicable across many different contexts. However, this also points to the need for
future work that analyzes and measures the effectiveness of these techniques in the context of SE.
One of the more concerning trends that we observed is the number of papers categorized into
the Did Not Discuss category. Given the importance of combating overfitting when applying a DL
approach, it is troublesome that so many primary studies did not make mention of using these
techniques. Although we cannot be sure whether this is a lack of implementation or merely a lack
of reporting, we hope that our observation of this trend signals the importance of recording such
information to the DL4SE community.
Combatting underfitting is a more complex process, as there aren’t a well-defined set of standard
techniques that are typically applied. However, underfitting greatly depends on the target function
and the amount of time needed to appropriately model the target hypothesis. One method that can
be used to combat underfitting is search for the optimal capacity of a given model. The optimal
capacity is the inflection point where the model starts to overfit to the training data and performs
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worse on the unseen validation set. One technique for achieving this optimal capacity include
maximizing training time while monitoring performance on validation data. Other techniques
include the use of a more complex model or a model better suited for the target function, which
can be determined by varying the number of neurons, varying the number of layers, using different
DL architectures, pretraining the model, and pruning the search space. From our SLR, the most
commonly used underfitting techniques applied were pruning the search space of the model
[29, 125], curriculum training [29, 107, 141] and pretraining [114, 127]. We found that only 6/84
primary studies explicitly stated the implementation of an underfitting technique. This is a stark
contrast to the number of studies implementing an overfitting technique, 56/84.
Surprisingly, more than 25% of our studied papers did not discuss any techniques used to combat
overfitting or underfitting. Combating this issue is a delicate balancing act, as attempting to prevent
one can begin to cause the other if the processes are not carefully considered. For example, having a
heavily regularized learning model to prevent overfitting to a noisy dataset can lead to an inability
to learn the target function, thus causing underfitting of the model. This is also possible while
attempting to prevent underfitting. An increase in the number of parameters within the architecture
to increase the complexity of the model can cause the model to learn a target function that is too
specific to the noise of the training data. Therefore, the incorporation of techniques to address
overfitting and underfitting is crucial to the generalizability of the DL approach.
6.3.1 Opportunities for Future Research. Given the relative lack of discussion of techniques to
combat the over- and under-fitting observed in our studies, it is clear that additional work is needed
in order to better understand different mitigation techniques in the context of SE tasks and datasets,
culminating in a set of shared guidelines for the DL4SE community. In addition, more work needs to
be done to analyze and understand specialized techniques for SE tasks, data types, and architectures.
Our analysis shows that dropout was the most commonly used method to combat
over/under-fitting, followed by early stopping, data cleaning, and L1/L2 regularization.
However, nearly one-quarter of our primary studies did not discuss such techniques.
Summary of Results for RQ3c :
7 RQ4: HOWWELL DO DL TASKS PERFORM IN SUPPORTING VARIOUS SE TASKS?
In this RQ, we aim to explore the impact that DL4SE research has had through an examination of
the effectiveness of the techniques proposed in our selected studies. we primarily analyze metrics
on per task basis and summarize the current state of benchmarks and baselines in DL4SE research.
7.1 RQ4A: What “baseline” techniques are used to evaluate DL models and what
benchmarks are used for these comparisons?
For RQ4A, we examine the baseline techniques and evaluation metrics used for comparison in
DL4SE work. In general, while we did observe the presence of some common benchmarks for
specific SE tasks, we also found that a majority of papers self-generated their own benchmarks.
We observed that baseline approaches are extremely individualized, even within the same SE task.
Some DL4SE papers do not compare against any baseline approaches while others compare against
3-4 different models. Therefore, we included the listing of baselines that each paper compared
against in our supplemental material [131]. We found that many of the baseline approaches were
canonical machine learning models or very simple neural networks. We suspect the reason for this
is in part due to DL4SE being a relatively new field, meaning that there were not many available
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Fig. 12. Benchmark Usage DL in SE
DL-based approaches to compare against. As the field of DL4SE begins to mature, we expect to see a
transition to evaluations that include comparisons against previously implemented DL approaches.
One somewhat troubling pattern that we observed is that many model implementations do not
include a publicly available implementation of DL approach. This, in part, explains why there are so
many highly individualized, baseline approaches. Since researchers do not have access to common
baselines used for comparison, they are forced to implement their own version of a baseline. The
robustness of the results of such papers may suffer from the fact that many papers did not include
any information about the baselines themselves. Additionally, a unique implementation of the same
baselines could lead to confounding results when attempting to examine purported improvements.
While we expect that the set of existing, publicly available baselines will continue to improve over
time, we also acknowledge the need for well-documented and publicly available baselines, and
guidelines that dictate their proper dissemination.
Our online appendix [132] includes a list of all the benchmarks and baselines used for each paper
within our SLR. Given the diversity and size of this list of benchmarks prohibited its inclusion
the text of this manuscript. We recorded the number of primary studies that used a previously
curated benchmark as opposed to ones that curated their own benchmark. We noted that there is
an overwhelming amount of self-generated benchmarks. Additionally, we classified self-generated
benchmarks into those that are publicly available and those that are not. Unfortunately, we found a
majority of self-generated benchmarks may not be available for public use. The full breakdown
of benchmarks used in the primary studies can be seen in Figure 12. This trend within DL4SE
is worrying as there are few instances where DL approaches can appropriately compare against
one another with available benchmarks. We hope that our online repository aids researchers by
providing them with an understanding about which benchmarks are available for an evaluation
of their approach within a specific SE task. Additionally, we urge future researchers to make
self-generated benchmarks publicly available, which will provide a much needed resource not only
for comparisons between approaches, but also for available data applicable to DL techniques.
Although the use of previously established benchmarks was not common among our studies, we
did observe a subset of benchmarks that were used multiple times within our primary studies. For
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Table 4. Metrics Used for Evaluation
Metrics Studies
MMR [24, 26, 34, 53, 63, 69, 75]
BLEU Score [22, 27, 55, 61, 68, 127]
METEOR Score [26, 126]
Precision [8, 12, 30, 31, 36, 38, 53, 57, 60, 62, 65, 75, 77, 81, 84, 87, 97, 101, 109, 121, 122, 129, 134, 136, 138]
Recall [8, 12, 16, 24, 30, 31, 36, 38, 57, 60, 62, 65, 77, 81, 84, 85, 88, 101, 109, 121, 129, 134, 138]
F1-Measure [8, 10, 30, 31, 36, 60, 65, 76, 77, 88, 121, 130, 134, 138, 142]
Accuracy [14, 15, 17, 18, 25, 37–40, 50, 60, 63, 78, 79, 81, 86, 98, 99, 103, 107, 117, 138, 141]
[9, 11, 12, 23, 28, 29, 32, 44, 49, 61, 62, 64, 65, 77, 83, 84, 101, 109, 113, 125, 128, 143]
CIDER [127, 143]
ROC [49, 109, 134, 142]
Root Mean Squared Error [58, 112]
Model Perplexity [135, 137]
Timing [13, 43, 44, 95, 136]
AUC [30, 31, 36, 49, 109, 134]
Macro-averaged Mean Absolute Error (MMAE) [30, 31]
Mean Absolute Error [31, 32]
Top K Generalization [96, 113]
Top K Model-Guided Search Accuracy [89, 113]
Solved Tasks [43, 114, 134]
Other [21, 30–32, 35, 51, 53, 64, 68, 90, 96, 99, 108, 121, 127, 128, 137, 142]
the SE task of clone detection, we found that the dataset BigCloneBench [118] was used frequently
to test the quality of the DL frameworks. Also, for the task of defect prediction, we saw uses of
the PROMISE dataset [111] as a way to compare previous DL approaches that addressed defect
prediction in software. These two benchmarks serve as a great example of how such artifacts can
be used to facilitate research on particular SE tasks.
7.2 Opportunities for Future Research
The use of baselines and benchmarks in DL4SE studies, for the purpose of evaluation, is develop-
ing into a standard practice. However, there exists a need for replicable, standardized, baseline
approaches that can be used for comparison when applying a new DL approach to a given SE task.
The baseline implementations should be optimized for the benchmark used as data for a non-biased
evaluation. This requires a thorough and detailed analysis of each published benchmark, within a
specific SE task, for high quality data that does not suffer from sampling bias, class imbalance, etc.
Our analysis revealed a general lack of well-documented, reusable baselines or bench-
marks for work on DL4SE. A majority of the baseline techniques utilized in the eval-
uations of our studied techniques were self-generated, and many are not publicly
available or reusable. While a subset of benchmark datasets do exist for certain tasks,
there is a need for well-documented and vetted benchmarks.
Summary of Results for RQ4A:
7.3 RQ4B : How is the impact or automatization of DL approaches measured and in
what way do these models promote generalizability?
Figure 4 describes the distribution of metrics found in this SLR. In our analysis of utilized metrics
within work on DL4SE, we observed that the metrics chosen are often related to the type of
learning. Therefore, many of the supervised learning methods have metrics that analyze the
resulting hypothesis, such as the accuracy, # of true positives, F1 measure, precision, or recall. These
metrics are used to compare the supervised learning algorithms with the outputs representing
the target hypothesis. Intuitively, the type of metric chosen to evaluate the DL-based approach is
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Fig. 13. Impact of DL4SE
dependent upon the data type and architecture employed by the approach. The “other” category
illustrated in Figure 4 is comprised of less popular metrics including: likert scale, screen coverage, total
energy consumption, coverage of edges, ROUGE, Jaccard similarity,minimum absolute difference, cross
entropy, F-rank, top-k generalization, top-k model-guided search accuracy, Spearman’s rank correlation
coefficient, and confusion matrices. In addition to the use of these metrics, we found a limited
number of statistical tests to support the comparison between two approaches. These statistical
tests included: Kruskal’s υ, macro-averaged mean cost-error, Matthew’s correlation coefficient, and
median absolute error. Surprisingly, only 9/84 papers made use of statistical tests.
We classified each primary study into seven categories, which represents the major contribution
of the work. The result of this inquiry can be seen in Figure 13. We found three primary objectives
that the implementation of a DL model is meant to address: (i) in 75% of SE tasks observed, a
DL approach was implemented with the main goal of increasing automation efficiency; (ii) in
45.8% of the SE tasks observed, a DL approach was implemented with the main goal of advancing
or introducing a novel architecture; (iii) in 33% of the SE tasks observed, a DL approach was
implemented with the main goal of replacing human expertise.
We observed that many papers did not analyze the complexity or generalizability of their
implemented models. Thus to examine this further, we analyzed our primary studies through the
lends of Occam’s Razor and model efficiency. A valid question for many proposed DL techniques
applied to SE tasks is whether the complexity of the model is worth the gains in effectiveness or
automation for a given task, as recent research has illustrated [47]. This concept is captured in a
notion known as Occam’s Razor. Occam’s Razor is defined by two major viewpoints: 1) "Given two
models with the same generalization error, the simpler one should be preferred because simplicity
is desirable" [41], 2) "Given two models with the same training-set error, the simpler one should be
preferred because it is likely to have lower generalization error" [41]. In the context of our SLR, we
aimed to investigate the concept of Occam’s Razor through analyzing whether authors considered
technically “simpler” baselines techniques in evaluating their approaches. In Figure 14 we break the
primary studies into three groups: 1) those that compare against less complex models and analyze
the results; 2) those that manipulate the complexity of their own model by testing a variety of
layers or nodes per layer; 3) those that did not have any Occam’s Razor consideration.
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No Consideration Varied The Model Model Comparison
Fig. 14. Evidence of Occam’s Razor
Although a majority of the primary studies do con-
sider Occam’s Razor, there are still almost 25% of DL4SE
studies that do not consider the principle. Without a
consideration of Occam’s Razor, it is possible that a
canonical machine learning model or a simple statis-
tical based approach could yield an optimal solution.
This idea coincides with the findings mentioned by Fu
et al. [48], who discovered that by applying a simpler
optimizer to fine tune an SVM they were able to out-
perform a DL model applied to the same task. Fu et al.
warn against the blind use of DL models without a thor-
ough evaluation regarding whether the DL technology
is a necessary fit for the problem [48]. Interestingly, in
about 15% of the primary studies, the author’s considered Occam’s Razor by adjusting the com-
plexity of the model being evaluated. This is done by varying the number of layers, the number
of nodes, the size of embeddings, etc. The downside to this method is that there is no way to
determine if the extraction of complex hierarchical features is more complex than what is necessary
to address the SE task. The only way to properly answer this question is to compare against baseline
approaches that are not as complex. In our DL4SE studies, this often took the form of a comparison
to a canonical ML technique.
7.4 Results of Exploratory Data Analysis
Our exploratory data analysis reveled that many supervised DL approaches omit ROC or AUC
evaluations with a confidence level of 0.87. This metric is a common means by which comparisons
to baseline approaches can be performed. Our exploratory data analysis of this RQ revealed that the
automation impact is dependent on the SE task deduced from a high mutual information of 0.976
bits. This means that there is a strong association between the SE task and the claimed automation
impact of the approach.
7.5 Opportunities for Future Research
Throughout our analysis regarding the evaluation of DL4SE studies, it became apparent that there
is a troubling lack of consistency of analysis, even within a given application to an SE task. Thus,
there is an opportunity to develop guidelines and supporting evaluation infrastructure for metrics
and approach comparisons. Such work would allow for clearer and more concise evaluations of
new approaches, solidifying claims made from the results of a given evaluation. Lastly, it would be
advantageous for the research community to develop a methodology that could demonstrate the
need for the complexity that DL offers when addressing a particular problem.
Our analysis illustrates that a variety of metrics have been used to evaluate DL4SE
techniques, with accuracy, precision, recall, and F1-measure being the most prominent.
In terms of claimed impact of our primary studies, the most claimed was increased au-
tomation or efficiency, followed by advancing a DL architecture, and replacing human
expertise. We also found that most studies did consider the concept of Occam’s Razor
and offered a comparison to a conceptually simpler learning model.
Summary of Results for RQ4b :
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8 RQ5: WHAT COMMON FACTORS CONTRIBUTE TO THE DIFFICULTYWHEN
REPRODUCING OR REPLICATING DL4SE STUDIES?
DL models carry with them significant complexity, thus even small, seemingly nuanced changes
can lead to drastic affects in the approach’s performance. Such changes could encompass the model,
the extraction and preprocessing of the data, the learning algorithm, the training process, or the
hyperparameters. In this RQ, we synthesize important details related to reporting a complete set
of elements of computation learning in DL4SE. We examined through the lens of replicability, or
the ability to reproduce a given described approach using the same experimental setup or author-
provided artifacts, and reproducibility, or the ability to reproduce a given approach in a different
experimental setup by independently developing the approach as described in the paper [104].
Learning Algorithm Hyperparameters Architecture
Input Metrics Training Process Implementation
Data Extraction Preprocessing Data Filtering
Online Repository
Fig. 15. Non-Reproducibility Factors
In terms of replicability, we found that out of the
84 primary studies we analyzed, only 28 provided
enough information through an online repository
to reasonably replicate the approach (derived via
a thorough open coding with four authors). This
means that the vast majority of DL4SE studies ei-
ther did not provide the implementation of the ap-
proach or did not provide the dataset to train and
test the approach. In terms of reproducibility, we
found that 43 out of the 84 studies we analyzed pro-
vided enough detail in the publication regarding the
various elements of computational learning such
that a given technique could be reasonably expected
to be replicated or reproduced from the text itself
(according to a thorough open coding procedure
between four authors). Out of the 43 studies that
can be reproduced, only 18 of those studies were also replicable. We found that there were ten
major factors that contributed to the lack of reproducibility. The breakdown of this analysis for the
primary studies are show in in figure 15.
In Figure 15 we show areas where DL approaches in SE may be lacking the necessary details to
reproduce or reimplement a given approach. The first two areas that contribute to the difficult of
reproducibility pertain to the learning algorithm and the hyperparameters. We found that there were
missing details pertaining to either the method of tuning the weights, the manner in which the
error was calculated or the optimization algorithm. All three aspects of the learning algorithm are
important for an accurate reproduction of a described technique, and omission of these details can
jeopardize the reproduction process. In addition to the learning algorithm, the hyperparameters
also serve a crucial role in reproducibility. Consequently, if the hyperparameters are not reported,
then it is impossible to know how many parameters contributed to the estimation of the target
function, since hyperparameters control the number of layers and the number of nodes per layer.
Additionally, the manner in which the learning rate is adjusted ultimately controls the parameters
that estimate the target function. An incorrect learning rate can lead to incorrect parameters, which
in turn leads to a completely different target function that is modeled.
Additional details we often found omitted from papers pertained to the data and the way it was
extracted, filtered, and formatted. DL models are data-driven, meaning that they extract features
from the data without any human intervention. In order for the study to be reproducible, three
pieces of information need to be accessible. First is the extraction details. In order for a study to be
reproduced, the data must be accessible which means either the dataset must be readily available or
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the details about how the data was extracted need to be reported. The second piece of information
that is needed is the preprocessing details. Once the data is extracted, it needs to be formatted into a
representation that the DL model can accept as input. The manner in which the data is represented
within the model, at least partially, controls the features that are able to be extracted. Thus, if the
data is represented differently from an original study, then the results of the reproduced study
may be invalid. The last attribute of the data that is required is the filtering details. Data can be
inherently noisy and authors will frequently need to filter out noise in order for the DL model to
learn an effective relationship between an input and a target. This process typically involves the
removal of certain data points, or an entire section of the original dataset, based upon a criteria that
the authors stipulate. We discovered that 44/84 primary studies are missing crucial details about
the filtering of their data. Reporting these details related to the filtering of data should not only
include the filtering criteria, but should also explain the steps and methodology taken to remove
this data from the dataset.
8.1 Results of Exploratory Data Analysis
In our exploratory data analysis, we attempted to establish patterns related to the reproducibility
of DL4SE papers. We discovered that SE papers not using visual data, repository metadata, natural
language data, or I/O examples have a strong association with irreproducibility (0.70) with a
relatively high confidence of 0.82. We also found that not using visual data, repository metadata, or
I/O example is strongly associated with lacking extractions details (0.71) with a high confidence of
0.82. Lastly, we found that not using vision data or repository metadata was associated with a lack
of data preprocessing details (0.74) with a confidence of 0.81. In essence, these results illustrate that
authors should take more care when describing the data preperation process for code and other
textual data.
8.2 Opportunities for Future Research
Our analysis highlights the importance of open source approach implementations and datasets. This
is not only the best mechanism for replicability and reproducibility, but allows for future research
to more effectively build upon past techniques. We have mentioned before that DL models are
extremely data-intensive. However, there are relatively few publicly available SE-related datasets
tailored for DL techniques. This not only inhibits the use of DL in SE, but it also makes comparative
studies with different DL models difficult. This lack of data hurts the evaluation of DL-based
approaches because there are very few baselines to compare a newly synthesized model to. This
can lead to claims regarding the effectiveness of a DL implementation that can be difficult to refute
or verify. Therefore, we encourage future researchers to make the datasets and DL models publicly
available. We believe that this will drive a greater quality of research and allow for verifiable
comparisons of DL-based approaches in SE.
Our analysis illustrates that only 28 of our primary studies could be conceivably la-
beled as replicable, whereas only 43 studies could be reasonably reproduced based
upon the description given in the study. In addition to a lack of published open
source implementations and datasets, the major contributing factors to these issues
were mainly due to the learning algorithm, architecture, and hyperparameters.
Summary of Results for RQ5:
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9 GUIDELINES FOR FUTUREWORK ON DL4SE
In this section, we provide guidelines for conducting future work on DL4SE based upon the findings
of our SLR. We synthesized a flow diagram that provides a logical pathway through the entire
process of applying DL in SE. The diagram, illustrated in Figure 16, provides a set of prescribed
steps should aid in guiding researchers through the process of applying DL in SE. We do not intend
for this to serve as a comprehensive guide, as each implementation of these complex models come
with their own nuances. However, we do cover many of the essential aspects of applying DL to SE
in order to help guide future researchers.
After the implementation of theDLmodel, the reporting process should be complete and thorough.
We reiterate our findings from Section 8 to help guide future researchers through the reporting
phase of their research. The process of reporting the details of a DL approach should begin with
data extraction. Here, the researchers should note any potential limitations or biases uncovered
as part of an exploratory data analysis together with the steps taken to mitigate these factors. DL
models are limited in scope by the data they analyze, therefore, any restriction on data extraction
or additional data filtering should be well documented. The next phase of the reporting process
should address the preprocessing steps taken to prepare the data for the DL model. Steps within
this process should be explicitly explained to the point where replication is possible. This would
include any abstractions, filters, vocabulary limitations or normalizations that the data is subjected
to. In addition, the researchers should report how they vectorize the resulting data, which includes
the format of the vector or matrix subjected to the DL model.
After reporting on the data extraction, the data filtering, and preprocessing steps, the authors
should begin addressing the DL framework. This includes information about the learning algorithm,
DL architecture, hyper-parameterization, optimization methods, and the training process. There
are many common learning algorithms used, with the most prevalent being variants of gradient
descent. It is important that the learning algorithm be discussed, as this can significantly affect the
results of the model. In addition to the learning algorithm, the optimization algorithm should also
be clearly explained. The optimization algorithm describes the process of adjusting the parameters
of the model which enables effective learning. Researchers should also provide as many details
regarding the DL architecture used in their approach as is allowable for a given publication. This
elaboration should include aspects such as the number of nodes, number of layers, type of layers,
activation function(s), etc. The approach cannot be reproduced without all necessary information
pertaining to the architecture and should be available to the reader. Lastly, authors should report
the hyper-parameters and training process. The hyper-parameters directly affect the results of the
model as their values directly control the process of the model’s learning. Hyper-parameters are
adjusted and set by the author, therefore the process of finding the optimal hyper-parameterization,
as well as their final values should be explicitly stated. The reporting process should also include
details pertaining to the training process of the DL model. This can include the number of training
iterations, the time taken to train, and any techniques employed to combat overfitting.
In addition to the patterns discovered in this work, our findings corroborate many of the issues
discussed in the study by Humbatova et al. [66] This study analyzed real faults discovered in DL
systems from GitHub. They found three major areas of error when implementing DL systems: errors
in the input, the model, and the training process. They also interviewed developers to determine the
severity and effort required to address many of these pitfalls. They found that developers thought
the most severe errors related to (i) the proper implementation of the optimizer, (ii) deriving correct
input data, and (iii) correctly implementing the models with the proper number of layers. However,
they also learned that developers typically found that such errors require a relatively low amount
of effort to fix [66].
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hypothesis. This will allow for the most effective 
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representation). The second concept to consider is the possibility for overfitting and underfitting. To 
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best generalizes the target function. This target 
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for generalizability of the learned function.
Lastly the trained model should be compared 
against other techniques or DL models. This 
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community benchmarks for a given SE task. 
Careful consideration should be given to the 
metrics used.
Fig. 16. Guidelines
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Our research demonstrates the components of learning within DL4SE work that are often not
discussed or properly accounted for, thus when taking into consideration the findings of Humbatova
et al., we hypothesize that the amount of effort needed to fix these problems when applying the
DL framework could serve as reasoning. For example, the adjustment and appropriate values of
hyper-parameters can be an impactful problem when applying a DL model. However, developers
rated this issue to be the third highest in the amount of effort needed to address it. Similarly,
properly preparing the training data and training process correct are ranked number two and
number one, respectively, for the most amount of effort required to address the issue. All details
mentioned in our guidelines should be accessible in any DL4SE publication in order to facilitate
reproduction and replication of the experiments done. We also encourage authors to promote
transparency of their approach by making all datasets, models and implementation scripts available
via an online repository. This should lead to increased quality of future DL research in SE and allow
for more meaningful comparisons of different DL approaches addressing SE tasks.
10 FRINGE RESEARCH NOT INCLUDED IN THIS REVIEW
In the midst of performing this SLR, we encountered studies which passed our initial inclusion
criteria, but were eventually excluded based on their lack of a DL implementation. This SLR
maintains the definition that deep learning models must automatically extract complex, hierarchical
features from the data it is given. This implies that the data must be subjected to multiple, nonlinear
transformations by passing it through multiple hidden layers within a neural network. This type of
model would exclude certain algorithms that represent more canonical machine learning techniques.
This hierarchy and definition of deep learning is shared by Goodfellow et al. [52] in a widely
recognized textbook.
There were two common types of papers we encountered when performing our SLR that we
felt deserved a brief introduction and explanation as to why they were not included. The first
is primary studies which use Word2Vec or some variation of Word2Vec in order to embed some
type of sequential data. We frequently observed Word2Vec used as a pre-processing or embedding
approach in order to draw relationships between textual software artifacts using some form of
similarity measure. However, we contend that such techniques do not fall within the scope of this
SLR, as they do not constitute a sufficiently “deep” architecture, and are often used in conjunction
with classical machine learning algorithms. Thus, including such works in our review would have
significantly diluted the body of work that applies true DL techniques to SE problems.
11 RELATED STUDIES AND LITERATURE REVIEWS
In this literature review, we systematically collect, analyze, and report on DL approaches applied
to a variety of SE tasks. While the focus of our work is specifically on Deep Learning, given its
incresing popularity, there also exists a body of work which looks to analyze related concepts of
the applications of ML more generally in SE. These studies vary in terms of scope and level of detail
in their analysis of the implementations of the components of (deep) learning. Previous to our
approach, a number of systematic literature reviews analyzed the applications of Machine Learning
and Artificial Intelligence to the field of SE [1, 100, 133]. These works focus on implementations of
ML models that do not contain the complexity or hierarchical feature extraction that DL possesses.
In contrast, our work solely focuses on the technology of DL applications involving the extraction
of complex, hierarchical features from the training data.
More recent works have analyzed the use of DL strategies within the scope of a specific SE
task. For example, there have been a variety of SLRs performed for the use of DL applied to defect
prediction or anomaly detection [6, 19, 74, 139]. These studies take a detailed look at the application
of DL only within the scope of defect prediction or anomaly detection. However, our SLR examines
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the application of DL to a multitude of SE tasks and analyzes the variety of issues and correlations
found generally when applying DL to any field of SE.
The most highly related works to the work presented in this study also looks at the application of
DL to a variety of SE tasks. The two most closely related papers in this space are non-peer reviewed
literature reviews hosted on arXiv by Li et al. [82] and Ferrerire et al. [46], which we briefly discuss
here for completeness. Li et al.’s study analyzes 98 DL studies for general trends and applications
in DL. The primary findings of this work discusses the SE tasks addressed and the most common
architectures employed. They also briefly discuss an overview of concerns when using DL within
SE, largely drawn from existing work. Similarly, Ferreira et al. [46] provide similar analysis to the
paper presented by Li et al. However, Ferreira et al. provides a brief description of the works they
studied as well as highlights some of their strengths in regards to the specific tasks they addressed.
They also perform a general survey of the type of DL architectures implemented. Our work differs
significantly from, and implements a much more detailed and methodological analysis than both of
these SLRs. Our analysis is rooted in an exploration of the components of learning, offering a much
more comprehensive view of the entirety of applied DL approaches. Additionally, we carry out
an exploratory data analysis to examine trends in the attributes we extracted from our primary
studies. In addition to discussing common architectures and SE tasks, our SLR goes further by
discussing additional factors such as data types, preprocessing techniques, exploratory data analysis
methods, learning algorithms, loss functions, hyperparamter tuning methods, techniques to prevent
over/under - fitting, baseline techniques used in evaluations, benchmarks used in evaluations,
consideration of the principle of Occam’s Razor, metrics used in evaluations and reproducibility
concerns, all of which are omitted from the previous two studies. In addition to a thorough discussion
of these aspects, we also provide a correlation analysis between these different attributes of DL
approaches applied to SE. We outline many meaningful relationships that can aid future researchers
in their development of new DL solutions. Along with our analysis, we synthesized common pitfalls
and difficulties that exist when applying DL-based solutions, and provide guidelines for avoiding
these. Lastly, we include actionable next steps for future researchers to continue exploring and
improving on the many aspects of DL implementations when applied to SE.
12 CONCLUSIONS
In this paper, we present a SLR on the primary studies related to DL4SE from the top software
engineering research venues. Our work heavily relied on the guidelines laid out by Kitchenham et
al. for performing systematic literature reviews in software engineering. We began by establishing
a set of research questions that we wanted to answer pertaining to applications of DL models to
SE tasks. We then empirically developed a search string to extract the relevant primary studies
to the research questions we wanted to answer. We supplemented our searching process with
snowballing and manual additions of papers that were not captured by our systematic approach
but were relevant to our study. We then classified the relevant pieces of work using a set of agreed
upon inclusion and exclusion criteria. After distilling out a set of relevant papers, we extracted the
necessary information from those papers to answer our research questions. Through the extraction
process and the nature of our research questions, we inherently generated a taxonomy which
pertains to different aspects of applying a DL-based approach to a SE task. Our hope is that this
SLR provides future SE researchers with the necessary information and intuitions for applying DL
in new and interesting ways within the field of SE. The concepts and relationships described in this
review should aid researchers and developers in understanding where DL can be applied and what
the necessary considerations are when applying these complex models.
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