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We show how experimentally available bilayer lattice systems can be used to prepare quantum
many-body states with exceptionally low entropy in one layer, by dynamically disentangling the
two layers. This disentangling operation moves one layer - subsystem A - into a regime where
excitations in A develop a single-particle gap. As a result, this operation maps directly to cooling
for subsystem A, with entropy being shuttled to the other layer. For both bosonic and fermionic
atoms, we study the corresponding dynamics showing that disentangling can be realised cleanly
in ongoing experiments. The corresponding entanglement entropies are directly measurable with
quantum gas microscopes, and as a tool for producing lower-entropy states, this technique opens a
range of applications beginning with simplifying production of magnetically ordered states of bosons
and fermions.
PACS numbers: 37.10.Jk, 67.85.Hj
Understanding entanglement in many-body systems
[1, 2] provides a new way to study various phenomena,
from identifying topological states [3–6] to characterizing
out-of-equilibrium quench dynamics and fundamental is-
sues such as thermalisation [7, 8]. Entanglement mea-
sures in many-body systems can be directly accessed in
experiments, as was recently demonstrated for Re´nyi en-
tropies of itinerant atoms in an optical lattice [9–11]. In
the present work, we show how dynamical manipulation
of entanglement for atoms in bilayer optical lattices could
be used to address a key experimental challenge: based
on processes that result in a dynamical disentangling of
two layers within a bilayer optical lattice at low temper-
atures, as shown in Fig. 1, it is possible to transfer most
thermal entropy into one of the two layers. Further adi-
abatic manipulation of the low-entropy layer then makes
a broad range of presently unachievable low-temperature
phenomena accessible. The required control over the lat-
tice potential is readily available in experiments with op-
tical superlattices [12, 13] or quantum gas microscopes
[14].
The first milestone in this direction would be the sim-
plified preparation of quantum magnetic ordering driven
by super-exchange processes, which is challenging due to
the small energy gaps involved [15–17]. Seminal recent
experiments detecting anti-ferromagnetic (AF) correla-
tions for atoms in optical lattices [18, 19] demonstrated
entropies within a factor of two of that required for the
Ne´el transition. Further progress was made with individ-
ual site addressing in quantum gas microscopes [20–23],
revealing magnetic correlations in 2D. However, with the
eventual goal of observing effects that require much lower
temperatures still [24, 25], it is imperative to develop new
ways to strongly reduce the entropy. We show below that
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FIG. 1: (Color online) Dynamical disentangling in bilayer
systems: the example of single-component bosons: (a) Two
tunnel-coupled layers (with interlayer tunnelling Jp) are pre-
pared at the same chemical potential (identical trap depths in
the vertical direction). Particles are delocalised between the
layers, which are entangled at zero temperature. By manipu-
lating the relative trap depth of the layers, then removing the
tunnel coupling, layer A can be prepared in a Mott-insulating
state. Having a gapped state in layer A strongly suppresses
entanglement of the two layers at zero temperature. At non-
zero temperatures, entropy per particle is much higher in layer
B, where atoms are free to move.
der of magnitude starting from initial states attainable
in current experiments.
Below we first provide a comprehensive explanation of
dynamical disentangling, with examples in low-entropy
state preparation for single or multi-component bosons
with gapped excitation spectra, the latter of which are
especially relevant for the study of magnetic ordering in
ultracold atomic lattice gases [15, 26–30]. We then dis-
cuss combining this scheme with further adiabatic ramps,
allowing applications to ungapped systems, with exam-
ples from two-component fermions.
A bilayer setup for dynamical disentangling – Here we
introduce the concept of dynamical disentangling of two
subsystems by considering bosons in a bilayer optical lat-
tice, shown schematically in Fig. 1. For atoms in the
2lowest Bloch bands in each layer, under well-controlled
approximations the Hamiltonian is a (multi-component)
























Here we consider two layers X ∈ {A,B}, and up to two
components, labelled σ =↑, ↓, corresponding either to
separate species or different internal states of the same
atomic species. The operator b†lσX creates a boson on
site l and species σ in layer X, Jσp (t) denotes inter-layer
tunnelling and ∆µσ(t) is a global energy shift between
the layers. Within each layer, nlσ,X = b
†
lσ,Xblσ,X , the
tunnelling amplitude is Jσ, the onsite interaction within
one component is Uσ, and between components is V . We
denote time as t, with T used for total times of param-
eter ramps (linear in t unless specified). Where multiple
parameters are ramped separately, we write T (P ), where
P ∈ {Jσp ,∆µσ}, Uσ, V . We first illustrate the scheme us-
ing single-component bosons and then extend this to the
two-component magnetically ordered case.
Disentangling bilayer systems in the static limit –
Choosing the number of particles N to be fewer than the
sum of lattice sites of both layers, M ≡MA +MB , then
for ∆µ = 0 the zero-temperature ground state will in-
volve atoms delocalised between the two layers. This re-
sults in entanglement of the two subsystems correspond-
ing to layers A and B, even for U = 0. Thus, even
though the total system is in a pure state with entropy
S ≡ −Tr{ρ log ρ} = 0, the entropy of the reduced subsys-
tem for layer A, SA ≡ −Tr{ρA log ρA}, will be non-zero,
SA > 0, where ρ is the density matrix for the whole sys-
tem and ρA = TrB{ρ} [9, 34]. We now consider what
happens at weak interlayer coupling, Jp → 0. Increasing
the difference in chemical potential between the layers,
∆µ, we can favour the transfer of particles to layer A.
As depicted schematically in Fig. 1, and in the mean-
field phase diagram (inset of Fig. 2a), for sufficiently large
U/J , layer B remains in a superfluid (SF) regime at zero
temperature, while A enters a gapped Mott Insulator
(MI) regime. At zero temperature, the gap suppresses
excitations in layer A, and for Jp → 0, that layer will be
in its ground state. Contributions from other states in
layer A are suppressed by the excitation gap, and SA is
also suppressed, as mostly just one state of subsystem A
contributes to the ground state of the whole system.
At non-zero temperatures, the subsystem entropy per
particle SA/NA (NX ≡
∑
l〈nl,X〉) consists of both ther-
mal and entanglement entropy [9, 35]. As an example, we





























FIG. 2: (Color online). Equilibrium entropies in the limit
Jp, J
σ
p → 0. (a) Entropy per particle SA/NA in layer A of
a 1D bilayer system of length 6 with 8 spinless bosons, as a
function of total entropy per particle, S/N . Black stars and a
fitted dotted line show the case where U/J = 5 and ∆µ = 0,
demonstrating non-zero entanglement of the two layers at
zero temperature. Remaining points show target parameters
for dynamical disentangling, with ∆µ = U/2. Blue crosses
denote U/J = 8 (βJ ∈ [0.1, 1.5]), red squares U/J = 20
(βJ ∈ [0.1, 2]), and green circles U/J = 50 (βJ ∈ [0.1, 1]). For
large U/J , SA/NA is strongly suppressed for low S/N . Inset:
The zero-temperature mean-field phase diagram for the Bose-
Hubbard model in the local density approximation, showing
two superfluid layers with less than unit filling (central dia-
mond) being separated in chemical potential so that one be-
comes Mott Insulating and the other remains superfluid (up-
per and lower diamonds). (b) SA/NA of a 1D bilayer system
of length 5 with 4 spin-up and 4 spin-down lattice bosons with
U↑,↓ → ∞, V = 10J↓, as a function of S/N (βJ↓ ∈ [1, 20]);
purple stars). For the parameters . As J↑ = 3J↓, ∆µ↑ = 8.5J↓
and ∆µ↓ = 5J↓, layer A realizes gapped AF order with ex-
actly 5 bosons with a large charge- and a small spin-gap.
Again, SA/NA is strongly suppressed at low S/N (see text).
For comparison, we show the results from (a) with U/J = 20,
and plot SA/NA = S/N in black. We include maximally 4
bosons per site in our calculations.
calculate this via exact diagonalisation (ED), as shown in
Fig. 2a as a function of entropy per particle of the whole
system S/N in 1D, with 8 particles in 12 lattice sites
(MA,B = 6). When S/N is large, layer A is indeed mea-
surably entangled with layer B, but as S/N is reduced,
the entropy is almost entirely transferred to layer B, as
SA is strongly suppressed. At zero temperature, S → 0,
we see directly the suppression of entanglement between
the layers by comparing the black stars, which show SA
for ∆µ = 0 with the other curves, where ∆µ = U/2, and
SA → 0 as S → 0. This approach generalizes straightfor-
wardly to two-component bosons with magnetic order-
ing. Considering a system with Uσ  V  J↑ > J↓
guarantees that both charge and spin excitations of the
magnetic order at commensurate filling are gapped [36],
which is critical. Calculations (ED) for a system with
MA,B = 5, N↑,↓ = 4, V/J↓ = 10 J↑/J↓ = 3, show that
for the range of ∆µσ corresponding to integer numbers
〈Nσ,A〉 and 〈(N↑,A +N↓,A)〉 = MA an AF order forms in
layer A, while SA is once more strongly suppressed (see
Fig. 2b). SA/NA is suppressed exponentially with the
3size of the smallest gap in subsystem A. We find that
S/N and SA/NA decay exponentially with inverse tem-
perature for small and moderate temperatures, so that
SA/NA ∝ (S/N)−γ (with γ parameter-dependent), as
shown in Fig. 2b [37].
The intuitive picture for disentangling requires a non-
trivial justification when Jp, J
σ
p 6= 0. This coupling could
conceivably result in long-range correlations in layer A
through layer B, such that we no longer have a de-
coupled MI or AF state. It is of central importance
to know whether the coupling along the boundary be-
tween the layers can involve exponentially many states
at non-vanishing weight, which would result in large en-
tanglement. However, we can show that indeed the re-
sulting entanglement is small [37], as the number of
states participating scales linearly and not exponentially
in MA, and scales to zero with J
σ
p /δ, whenever Hc is lo-
cal and generates only single-particle excitations in layer
A. Here, δ is the smallest gap to single particle exci-
tations in A. This gap is assumed to be finite, even in
the thermodynamic limit, in the final state of A. More
complex still are questions concerning the dynamics: as
the whole system is initially ungapped (and layer B is
always ungapped), we need to check whether dynamical
ramps can still produce low-entropy states in layer A. In
the following, we treat examples of the dynamics that
show it is possible to perform these ramps adiabatically
at zero temperature for finite systems, and that at non-
zero temperature, the vast majority of the entropy is still
transferred to layer B even if the ramp is not adiabatic.
Time-dependence of dynamical disentangling – We
first investigate the adiabaticity of a ramp with single-
component bosons delocalised over two layers into a dis-
entangled state at zero temperature. In Fig. 3a, we plot
the final many-body-state fidelities when considering two
coupled 1D chains, where dynamics is computable us-
ing adaptive time-dependent density matrix renormaliza-
tion group techniques [38–42]. We see that for relatively
short ramps, with a timescale T ≈ 20J−1, the fidelity
F (T ) = |〈ψ(T )|ψtarget〉|2 of the final state of the ramp
with Jp → 0 and ∆µ = U/2, ψtarget to the time-evolved
state |ψ(T )〉 is almost one.
At non-zero temperatures, the ramp will never be en-
tirely adiabatic. However, if it is sufficiently slow, and the
layers can thermalise, we expect that excitations primar-
ily appear in layer B, where they are ungapped, with the
gapped final state in layer A still protected. This can be
enhanced if we ensure optimal conditions for thermalisa-
tion between the layers during the ramp. To demonstrate
this, we show in Fig. 3b the final per-particle entropy of
layer A, (SA/NA)final as a function of the initial per-
particle entropy (S/N)initial at finite temperature, for a
small system that permits calculations via ED. We note
that (SA/NA)final/(S/N)initial is strongly suppressed,
and that even with the moderate ramp times ∼ 100J−1,
it is possible to obtain (SA/NA)final lowered by an or-





























FIG. 3: (Color online) Time-dependent disentangling: (a) At
zero temperature, fidelity of the final state of the ramp to
the ground state of the system with ∆µ = U/2, and then to
Jp = 0, against total ramp time T (measured in units of J
−1),
computed using t-DMRG techniques for up to M = 16 × 2
lattice sites, always taking N = 3M/4 bosons at U = 8J .
We begin in the ground state with ∆µ = 0 and Jp = J ,
ramp linearly in time to ∆µ = U/2, and then to Jp = 0. (b)
At finite temperature, SA/NA at the end of the ramp in 1D
bilayer system with M = 5×2 for spinless bosons with N = 7
and T = 96J−1 (blue crosses and magenta diamonds), with
∆µ : 0 → 10J in T (∆µ) = 92J−1, followed by Jp : J → 0
within T (Jp) = 4J
−1. The blue crosses show a ramp with
U initially kept at a low constant value U = J for a time
30J−1, and subsequently U : J → 20J within T (U) = 62J−1.
Magenta diamonds show the same protocol, but with U =
20J kept constant throughout. Green squares show the first
type of ramp again, but for two-component bosons, N↑,↓ = 4
and T = 100J−1. This ramp into an antiferromagnetic state
with gaps to both charge- and spin-excitations uses J↑ = 3J↓,
U↑,↓ = ∞, with ∆µ↑ : 0 → 8.5J↓, ∆µ↓ : 0 → 5J↓ with
T (∆µ↑,↓) = 50J−1↓ . In parallel, V is kept initially at value
= J↓ over timespan 15J−1↓ , after which V : J↓ → 10J↓ with
T (V ) = 35J−1↓ . Afterwards, J
↑
p : 3J↓ → 0, J↓p : J↓ → 0, with
T (J↑,↓p ) = 50J
−1
↓ , thereby accounting for the small gap to spin
excitations in layer A. For all shown calculations, maximally
4 bosons per site have been allowed.
der of magnitude over the (S/N)initial. Because we ex-
pect some degree of non-adiabaticity, the final entropy
depends in general on the choice of ramp. We compare
two ramps, one with U/J = 20 fixed throughout the
ramp, and one in which U/J is small initially. The lat-
ter case promotes thermalisation between the layers, and
results in a substantially lower value for (SA/NA)final.
This strategy can then be repeated, with comparable
performance, for spinful bosons to produce magnetically
ordered states in layer A, as also depicted in Fig. 3b.
Adiabatically connecting low-entropy disentangled
states to broader classes of many-body interacting sys-
tems – When the state of the low-entropy layer exhibits a
very small (or only finite-size) gap, we can find a related
state with a larger gap for dynamical disentangling,
and then adiabatically connect this to the final target
state. For example, to achieve magnetic ordering for
multicomponent bosons and fermions when J↑ = J↓,
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FIG. 4: (Color online) (a) Bilayer disentangling for a
dimerised lattice: layers A and B are connected with tun-
nelling Jp. In each layer, we have alternating tunnelling am-
plitudes J and JID. (b) Characterisation of spin singlets pro-
duced from fermions on sites with tunnelling J in from (a),
with initial parameters Jp = J, JID = 0 and ∆µ↑,↓ = 0, ramp-
ing to ∆µ↑,↓ = U/2 in time T , then to Jp = 0 in time T . We
show the difference of the average correlation over all dimers
in A 〈S+i S−i+1〉 at the end of the ramp to the value on a single
dimer with one spin-up and spin-down fermion, for system
sizes L = 8 (blue circles), L = 16 (red squares) and L = 32
(green diamonds). Here, U/J = 8 and N↑ = N↓ = 3L/4.
(c) Schematic overview of antiferromagnetic state prepara-
tion starting from the final state of Fig. 4b (isolated pairs
of singlets) and adiabatically increasing tunnelling between
dimers. (d) Plot of 1− F (T ) for fidelities F (T ) at the end of
a ramp of timescale T , where J1D is increased from J1D = 0 to
J1D = J , with ramp function 1−
(
e−νt − e−νT ) /(1− e−νT ),
ν := T/10. We show results for U/J = 8, for system sizes
L = 8, L = 16 and L = 32 [symbols as for (b)].
spin gap and then adiabatically remove it in a second
step. We give an example for Fermions in the Hubbard
model that should simplify the process of achieving
these states with low entropies – which are both of
acute experimental interest [20–23], and important as
starting states for investigating dynamical processes
and thermodynamics for systems doped away from half
filling.
We again consider spinful Hamiltonians H = HA +
HB + Hc, only now all operators are fermionic, and we
assume J↑ = J↓. To have a spin gap opening in layer
A in the critical stage in which ∆µσ is ramped to its
final non-zero value, we consider the dimerised lattice
geometry that was recently realised by Greif et al., [18],
and is depicted for a 1D case in Fig. 4a. In equilibrium,
Ref. [18] demonstrated the redistribution of entropy with
chemical potential, which makes it an excellent candidate
for our bilayer disentangling scheme.
In Fig. 4b, we show the schemes efficiency, check-
ing adiabaticity of a chemical potential ramp in this
dimerised lattice, analogous to Fig. 3a for bosons. Com-
mencing at less than half filling for the whole system, we
produce a half-filled layer A with spin singlets in each
dimer. To characterise this final state, we use the lo-
cal dimer correlation functions as a measure of the final
states quality. For all tested system sizes L = 8 (blue cir-
cles), L = 16 (red squares) and L = 32 (green diamonds)
this scheme exhibits power-law scaling to such low val-
ues that it represents near-perfect spin-singlets being pre-
pared on each dimer in layer A. Based on the results of
strong-coupling expansions in Ref. [18] and ED calcula-
tions, we see that the potential reduction in entropy is
similar to that seen for spinful Bosons in Fig. 2b. At
current experimental entropies this would allow reduc-
tions of the order of a factor of two for easier entry into
magnetically ordered states, with much larger reductions
possible for lower entropy starting points.
As indicated in Fig. 4c, we then consider the low-
entropy layer A, produced above, as a starting point
for realising a state with long-range anti-ferromagnetic
order by increasing the coupling between dimers time-
dependently, analogous to Ref. [43]. Initially one has pre-
pared one up- and one down-spin fermion with U/J  1
on each pair of sites with tunnelling amplitude J be-
tween them in their ground-state (i.e. the unique singlet
state), while inter-dimer tunnelling JID is at or near zero.
Ramping J1D up to J near-adiabatically should result in
a smooth crossing over to the desired AF ground state
of the Hubbard model at half-filling, as one is initially
protected against coupling to excited states by the fi-
nite spin-gap. In Fig. 4d we demonstrate that this is
the case, plotting one minus the fidelity against the total
ramp time after an exponential ramp, (see figure cap-
tion). We conclude that the low-entropy dimer state
achievable through dynamical disentangling can then be
used to prepare a long-range antiferromagnet.
Summary and Outlook –
For realistic experimental timescales and low initial en-
tropies, bilayer disentangling should further suppress the
entropy in a single layer by up to an order of magni-
tude, providing an excellent starting point for adiabati-
cally preparing many-body states. The entropy transfer
has advantages over entropy redistribution across a sur-
face [44, 45], as here the inter-layer boundary is equal to
the layers in size, and it is easy to isolate the high-entropy
layer. This scheme could also be implemented using mul-
tiple internal states of atoms rather than spatial bilayer
geometries, and the disentangling could be optimised by
applying quantum control methods. One can further ask
whether dynamical disentangling could work for a wider
class of systems, opening formal questions in a quantum
information context.
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