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The three-dimensional (3D) spatial structure of biomacromolecules, such as proteins 
and nucleic acids, plays a dominant role in their biological activity. Therefore, an 
overwhelming amount of research is nowadays performed in the field of molecular 
modeling of these molecules. Molecular modeling deals with finding a 3D spatial 
model for a molecule that reflects its true state as good as possible. This seems to 
be a paradox because what is the true state and can it ever be known? The best 
thing one can do is to make an estimate of the true state. For this purpose one 
can combine experiments, and the corresponding interpretation of the data, with 
theoretical considerations. Hence, a model for the molecule under investigation is 
built that is in agreement with experimental data and/or theoretical considerations. 
Many chemical methods are involved. The synthesis of actual molecules comprises 
methods from organic chemistry and biotechnology. An upcoming field in this area 
is combinatorial chemistry. These physical models can be studied by means of in-
terpreting spectra from a variety of spectroscopic techniques. Besides the synthesis 
of physical molecules one is able to build and visualize molecular models graphically. 
Molecular force fields are the basis for energy minimization of these models in molec-
ular mechanics and/or molecular dynamics simulations. Often, restraints, derived 
from Nuclear Magnetic Resonance (NMR) experiments, are also invoked in these pro-
cedures. A commonly used term for these techniques is conformational analysis. In 
the extreme case ab initio energy calculations or semi-empirical methods are used. 
Molecular databases provide information about 2D/3D homologue structures. This 
information is useful for manipulating molecular models that have to meet certain 
criteria, such as specific surface properties. Most of these aforementioned methods 
combine well with aspects from informatics. A commonly used name for these tech-
niques is computational chemistry. 
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Many computational chemistry methods produce, or deal with, large amounts of 
chemical data which often are difficult to interpret. Therefore, this area provides a 
challenge for chemometricians. 
Chemometrics combines mathematical and statistical methods with informatics 
approaches to solve chemical problems. On the one hand optimal experimental strate­
gies are sought and on the other hand as much as possible information is extracted 
from these experiments. Originally chemometrics focussed on numerical-statistical 
methods in the fields of optimization, data-reduction, filtering and calibration (Mas­
sart et al., 1988). Gradually, aspects from artificial intelligence and computer sup­
ported reasoning methods found their way to chemometrics. Nowadays, so-called 
natural computation methods, such as genetic algorithms and artificial neural net­
works, are common practice in chemometrics (Kateman, 1990). 
Genetic algorithms (GAs) are large-scale optimization methods based on pop­
ulation genetics and Darwinian principles such as 'survival of the fittest'. These 
algorithms belong to the class of so-called global optimization methods. A complete 
population of trial solutions for a problem is iteratively improved by a series of evolu­
tionary operators including selective reproduction, crossover and mutation. GAs were 
introduced by Holland in 1975 (Holland, 1975; 1992) and became very popular after 
the publication of Goldberg's 'Handbook of genetic algorithms' in 1989 (Goldberg, 
1989). Since the early nineties GAs have been successfully applied in various problem 
fields of chemistry, e.g., parameter estimation (De Weijer et al., 1994; Beckers et al., 
1996; Dane et al., 1996; van Kampen et al., 1996a), clustering (Hartke, 1993; Luca-
sius et al., 1993a; Xiao & Williams, 1994), subset selection (Lucasius et al., 1994c; 
Jouanrimbaud et al., 1995; van den Broek et al, 1997), classification (van Kampen et 
al., 1997a) and sequencing (Cartwright & Long, 1993; Wehrens et al., 1993; Chang к 
Lewis, 1994). 
Artificial neural networks (ANNs) are computerized models for biological neural 
networks. Weight vectors of one, or more, layer(s) of interconnected artificial neurons 
are iteratively manipulated to reproduce an associated output with known inputs. 
These trained networks can be used for classification and prediction purposes. The 
foundations of ANNs probably stem from the ideas given by McCulloch and Pitts 
(McCulloch к Pitts, 1943) but a major breakthrough of applications was introduced 
after the publication of Rummelhart and McCleland's 'Parallel distributed processing' 
(Rummelhart к McCleland, 1986). Applications of ANNs in various problem fields of 
chemistry include, e.g., optimization (Meissen et al., 1994), calibration (de Weijer et 
al., 1992; Goodarc et al., 1994; Smits et al., 1994; Blanco et al., 1995) and classification 
(Smits et al., 1993a, 1993b; Song et al., 1993; Wienke et al., 1996; Jurs к Sutter, 1997). 
Several aspects of molecular modeling lend themselves well for problem solving by 
chemometrics. The problem of quantitative structures activity relationships (QSAR) 
was among the first to be studied using chemometrical techniques. In QSAR a model 
for the relation between chemical descriptors of a molecule and the corresponding 
biological activity, using multivariate calibration or ANNs, is sought. Often, subset 
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selection of descriptors, which can be done using a GA, leads to a better model. 
Database searching comprises complex optimization (sequencing) and classification 
tasks and therefore is amenable for problem solving with, e.g., G As. Conformational 
analysis comes down to generating trial structures and manipulating these in such a 
way that they fulfill a set of experimental restraints, or an energetic criterion. This 
is a task also very suitable to be handled with GAs. 
Although several aspects of molecular modeling provide challenging research do-
mains for chemometricians, the subject of investigation in this thesis will be confor-
mational analysis of nucleic acids. Manipulating trial structures to fulfill experimental 
conditions and/or energetic requirements is traditionally done using embedding dis-
tance geometry calculations and/or (restrained) molecular dynamics simulations. A 
major drawback of both approaches that is put forward frequently in literature is lim-
ited sampling behavior. Recently, attempts have been made to improve the sampling 
behavior of both methods. GAs are known for their global search behavior and hence 
seem a good strategy in conformational analysis. When using GAs in conformational 
analysis one has to define a representation method and an evaluation function. In 
the research described in this thesis trial structures are represented by torsion angles. 
Here chemometrics is used for parameter optimization in conformational analysis. 
Both with crystallographic studies and spectroscopic experiments, many nucleic acid 
3D structures have been elucidated. Therefore, it seems interesting to search for a 
relation between parameters that define these structures. Trying to find such rela-
tions comes down to separating classes of nucleic acids and finding the corresponding 
responsible parameters. Chemometrics provides the necessary classification tools for 
this purpose. These relations might be used as a diagnostic tool, or as additional 
restraints, in parameter optimization. One might even go further and try and predict 
3D spatial structures using classification and relationship information. In that case 
calibration, or prediction in conformational analysis is established with chemometrics. 
Both for classification, or clustering, and calibration several multivariate techniques 
and ANNs are available. 
The goal of the present research is to explore some of the possibilities of using 
chemometrical techniques in the conformational analysis of nucleic acids. Towards 
that end, natural computation techniques as well as more traditional multivariate 
methods will be used in optimization, classification and calibration problems in the 
conformational analysis of nucleic acids. 
1.2 Nucleic acids 
Nucleic acids, of which the best known are probably DNA (Deoxyribose Nucleic Acid) 
and RNA (Ribose Nucleic Acid), are sequences of monomers or nucleotides. DNA 
is the carrier of the genetic code for proteins and a large variety of regulatory sites 
and control sites. RNA is responsible for the translation of the genetic code into 
the amino-acid sequence of proteins. A nucleotide contains a phosphate backbone, 
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a furanose ring or sugar moiety and a base. Strictly speaking a nucleotide has a 
phosphorylated 3'- or 5'- end, otherwise the moiety is called a nucleoside. The five 
common bases in DNA and RNA are shown in Figure 1.1. RNA contains uracil in 
stead of thymine. Both DNA and RNA can form double helices due to base pair for­
mation, as a result of hydrogen bonds, between bases of two complementary strands. 
Adenosine pairs with thymine (or uracil) and guanine pairs with cytosine. 
Cytosine Thymine Uracil 
Guanosine Adenosine 
Figure 1.1: The five common bases in DNA and RNA. The numbering scheme is 
according to IUP AC conventions (IUPAC/IUB, 1983). 
A 3D spatial structure, or conformation, is uniquely defined when each bond length, 
bond angle and torsion angle in the molecule is specified. Bond lengths and bond 
angles are known fairly accurately from X-ray diffraction experiments and may be 
considered as constants. Thus, the torsion angles account, by far, for most of the 
molecule's flexibility. The torsion angles α, β, η, e and ζ define the backbone confor­
mation. A torsion angle description is visualized in Figure 1.2 for the torsion angle 
7 of the backbone. The endocyclic torsion angles φ0 to </»4 determine the furanose 
ring structure. These five torsion angles in the furanose ring of each nucleotide are 
sterically constrained, and therefore they can be reduced to two conformational pa­
rameters, i.e., the Pucker amplitude, ф
т
, and the pseudo-rotational phase angle, Ρ 
(Altona L· Sundaralingam, 1972): 
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Figure 1.2: Torsion angle 7 is the angle around the single bond C5'-C4' in the four 
atom 05'-C5'-C4'-C3' system. It is the angle between the planes 05'-C5'-C4' and 
C5'-C4'-C3' (the most right panel shows the Newman projection ofj). 
Фі = <t>
m
cos[P + lU(j - 2)] with j = Ο,Ι,...^1 
In practice ф
т
 varies between 32° and 44° while Ρ can be in the North (N, practical 
values between 0° and 36°) or South (5, practical values between 140° and 190°) 
domain (see also Figure 1.3). Finally, χ describes the orientation of the base towards 
the sugar moiety. The torsion angle representation that is used throughout this thesis 
is summarized in Table 1.1 and schematically drawn in Figure 1.4. 
base C'5 
Figure 1.3: South (C'2, or 2E) conformation of the furanose moiety in the left panel 
and North (C'3, or3E) conformation of the furanose moiety in the right panel. 
The torsion angle range that is accessible in practice for the nucleic acid backbone is 
usually expressed in terms of the gauche+ domain (g+, 60 ± 60°), the trans domain 
(tr, 180 ± 60°) and the gauche- domain (g-, 300 ± 60°). Additionally, the orientation 
of χ is indicated as anti (180 ± 90°) or syn (0 ± 90°). E.g., the commonly known 
'This is only applicable for an equilateral five ring such as, e.g., cyclopentane. Because a sugar 
moiety is a heterocyclic ring, with varying bond lengths and bond angles, the following adjustments 
have to be introduced (de Leeuw et al., 1980): 




ν2ιι = 0.9 + 1.02 фтсоа(Р - 144) 
ф
г
,3, = 2.4 + 1.06 фтсов{р) 
¿2»з' = I 2 2 · 9 + ! · 0 6 <t>mCOs{P) 
Фз 
= -124.0 + 1.09 </>
m
cos(P +144) 










P4-°5-t с;^ г С ^ С ^ О ^ Р — 
а < | ) ß(i) ТГО) »(О (I) ζ (¡) 
• th 
nucleotide unit (i+1) 
Figure 1.4: Schematic representation of a single DNA nucleotide with the torsion 
angles α, β, j , e and ζ determining the backbone, the endocyclic torsion angles φο to 
4>4 defining the furanose ring and χ determining the orientation of the base towards 
the furanose ring. The hydrogen atoms, connected to carbon atoms, are not shown in 
this figure. 
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Table 1.1: Definition of torsion angles (pyrimidines are cytosine and thymine; purines 
are adenosine and guanosine). 
Torsion angles Atoms defining torsion angle 
ö 0 3 ' - Ρ - 0 5 ' - C5' 
β Ρ - 0 5 ' - C5' - C4' 
7 0 5 ' - C5' - C4' - C3' 
δ C5' - C4' - C3' - 0 3 ' 
e C4' - C3' - 0 3 ' - Ρ 
Ç C3' - 0 3 ' - Ρ - 0 5 ' 
χ (pyrimidine) 04 ' - CI ' - N1 - C2 
χ (purine) 04 ' - CI ' - N9 - C4 
φο C4' - 04 ' - CI ' - C2' 
ф
г
 04 ' - Cl ' - C2' - C3' 
02 CI ' - C2' - C3' - C4' 
ф3 C2 ' - C 3 ' - C4 ' - 0 4 ' 
фі C3' - C4' - 04 ' - CI ' 
B-DNA rotarners have a (g-), β (tr), 7 (g+), e (ir), ζ (g-) and χ (anti). 
Cartesian co-ordinates are calculated from torsion angles and vice versa via the 
method described in Reference (Hendrickson, 1961). This method assumes rigid bond 
lengths, between two atoms, and rigid bond angles, between three atoms. These 
bond lengths and bond angles have to be chosen beforehand. In general it is assumed 
that these values do not vary much in nucleic acids. Values often used are given in 
Reference (Saenger, 1984). Alternatives for torsion angle representations are atomic 
co-ordinates and helix parameters, such as helical twist, helical rise, etc. (Diekman, 
1989). 
1.3 conformational analysis 
In general, the analysis of molecular conformations is subdivided into two steps. First, 
a number of trial structures (molecular models) for a molecule is generated. Then the 
trial structures are evaluated according to their agreement with available experimen­
tal data, or according to their energetic reasonableness. X-ray diffraction is widely 
used to study the crystal structure of molecules (Woolfson, 1970; Sherwood, 1976). 
Spectroscopic techniques, in particular NMR spectroscopy, are the most important 
methods to study molecular conformations in solution (Wiithrich, 1986, 1995; van de 
Ven & Hilbers, 1988; Clore & Gronenborn, 1991). After assigning the resonances in 
NMR experiments, and possibly estimating an initial structure, a refinement of trial 
structures has to be performed until the resulting conformations are in agreement with 
the experimentally obtained NMR spectra. The advantage of NMR spectroscopy over 
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X-ray diffraction for structure determination is two-fold. First NMR studies do not 
require the molecule to be in the crystalline form, i.e., experiments can be conducted 
on molecules in solution, and chosen such that they resemble the situation in a living 
cell. Second, NMR data often contain information about dynamic processes within 
molecules. 
Frequently used to generate structures from NMR data are metric matrix distance 
geometry algorithms (Crippen, 1977,1983; Havel (et al.), 1983, 1991). As alternatives 
for these algorithms Braun developed the variable target function algorithm for op-
timization in torsion angle space (Braun & Go, 1985; Braun, 1987), while Nilges and 
coworkers investigated a simulated annealing approach (Nilges et al., 1988a, 1988b). 
The effectiveness of generating structures consistent with the input data of these al-
ternative methods were similar to distance geometry calculations. Distance geometry 
methods, are basically gradient-descent based search methods and, hence, tend to 
end up in local optima in the conformational space. To circumvent this problem, 
stochastic or dynamic simulations are invoked in the conformational analysis as well 
(Kaptein et al., 1985; Brünger et al., 1986; van Gunsteren & Berendsen, 1990). How-
ever, the final outcome of these simulation techniques strongly depends on the set 
of initial trial structures. In general they are found to be less effective in generating 
structures consistent with the input data when compared to distance geometry calcu-
lations. Often the distance geometry method is applied to provide reasonable initial 
structures for molecular dynamic simulations (Metzler et al., 1989). 
Usually, the conformational space, which is constituted by all possible candidate 
conformations, is very large, even for relatively small biomacromolecules. E.g., the-
oretically a nucleic acid consisting of two nucleotides can be described by 16 torsion 
angles. Hence, the dimension is 16. Suppose that each torsion angle needs to be 
known with a precision of 0.1% of its confined range. This corresponds to a resolution 
of 103 search points per torsion angle. The resulting search space consists of (103) , 
hence, 1048 possible molecular conformations. 
To sample the large and complex conformation space effectively, in the confor-
mational analysis of biomacomolecules, GAs were introduced recently. Basically two 
paths are followed. In the first one the GA search is guided by an energy criterion 
supplied by an implemented molecular force field. The second path directs the search 
with the use of experimental data. Usually these experimental data are based on 
NMR experiments. One of the most widely used techniques in determining the 3D 
structure of a molecule is multidimensional Nuclear Overhauser Effect (NOE) spec-
troscopy (Jeener et al., 1979; Macura and Ernst, 1980; Macura et al., 1981). NOE 
peaks provide information about the spatial arrangement of protons in the molecule. 
The first attempt in this area can be found in Reference (Lucasius et al., 1991). 
The authors implemented a GA to predict the 3D spatial structure of a thymine 
dinucleotide on the basis of simulated NMR spectra. 2D Nuclear Overhauser Effect 
(NOE) spectra, that give rise to intensities which are related to distances between 
protons in a molecule, were simulated and subsequentially fitted by the GA. Instead of 
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this direct NOE fitting procedure one might extract proton-proton distance restraints 
from these NOE intensities and try to find structures that fulfill these restraints, e.g., 
as in Reference (Blommers et al., 1992). 
Additionally, it is possible to include other restraints and statistical information 
on the basis of known 3D spatial structures of biomacromolecules. Table 1.2 gives an 
overview of G As used in the conformational analysis of proteins and nucleic acids. 
Table 1.2: Overview of GAs used in conformational analysis. 
Reference Evaluation 
nucleic acids 
(Lucasius et al., 1991) 
(Blommers et al., 1992) 
(Ogata et al., 1995) 
(van Kampen et al., 1997b) 
(Beckers et al., 1997a) 
(Tufféry et al., 1991, 1993) 
(Schulze-Kremer, 1992) 
(Sun, 1993, 1995) 
(Bowie к Eisenberg, 1994) 
(Gunn et al., 1994) 
(Ring к Cohen, 1994) 
(Sanderson et al., 1994) 
(Del Carpio, 1996) 
(Elofsson et al., 1995) 
(Le Grand к Mertz, 1993, 
(Pedersen к Moult, 1995) 
(Sun et al., 1995) 
(Dandekar & Argos, 1994, : 
























miscellaneous (Pearlman, 1996) PE/VAR 
The table depicts applications in which a 3D structure was predicted. Other appli­
cations of GAs in the field, e.g., secondary structure prediction of nucleic acids (e.g., 
Shapiro к Navetta, 1994; van Batenburg et al., 1995; Benedetti к Morosetti, 1995; 
Pleij et al., 1995) and secondary structure prediction of proteins (e.g., Dandekar к 
Argos, 1992; Unger к Moult, 1993) were not taken into account. Evaluation functions 
that are indicated involve direct NOE fitting (NOE), NOE derived distance restraints 
(DC), potential energy minimization (PE) and additional terms. Additional terms 
include, amongst others, a van der Waals-like repulsion function (REP), templates 
for allowed structures (TEMP), preference for predefined 3D conformations, or folds 
(PRE), 2D structure information (2D) and considering parts of a structure as being 
rigid (RI). Pearlman et al. not only used a potential energy function but also re­
straints from several types of NMR experiments. In this approach an ensemble of 
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conformations whose average reproduces the experimental NMR derived restraints, 
is produced (Pearlman et al., 1996). Some of the GAs mentioned in the table are 
actually hybrid algorithms. In Reference (van Kampen et al., 1996a, 1997b) a metric 
matrix distance geometry algorithm is iterated with a GA. Gunn and coworkers use 
a Monte Carlo simulated annealing - GA hybrid algorithm (Gunn et al., 1994). Par-
allel implemented versions, featuring a local optimization scheme after each genetic 
optimization, were used in Reference (Del Carpio et al., 1996). 
An extensive review of GAs in conformational analysis is given in Reference 
(Böhm, 1996). The author discusses new approaches in molecular structure pre-
diction in general. Clark and Westhead review evolutionary algorithms in computer-
aided molecular design. Applications of GAs in such fields as conformational analysis, 
molecular docking, QSAR etc., are discussed (Clark & Westhead, 1996). A more de-
tailed review of GAs in protein structure prediction is given in Reference (Pedersen 
L· Moult, 1996). 
In this thesis the path of Lucasius et al. and Blommers et al. is followed, i.e., to 
use the power of a GA to exploit the information provided by NMR spectroscopy for 
studying nucleic acids in solution. There are studies in which the 3D structure pre-
diction of biomacromolecules was performed directly with ANNs. Reference (Böhm, 
1996) discusses some examples. However, ANNs are not used for this purpose in 
the research described in this thesis. Therefore, no review of ANNs in 3D structure 
prediction is provided. 
1.4 Nuclear Overhauser Effect 
Several NMR techniques provide useful information for conformational analysis of 
nucleic acids. Nuclear Overhauser Enhancement (NOE) spectroscopy is among the 
most important ones. In NOE spectroscopy experiments, a pulse sequence is given 
that correlates protons which are in close proximity. Protons that are less than 5 Â 
apart can exchange magnetization via dipolar relaxation. The magnetization takes 
place during the mixing time, rm , of the pulse sequence in the experiment. The 
magnetization transfer between interacting protons is observed as a cross-peak in a 
2D NOE spectrum. Integration of the cross-peak area results in the corresponding 
NOE intensity. For short mixing times, the cross-peak intensity builds up linearly 
with the mixing time. This is the result of a direct magnetization transfer between 
adjacent spins, i.e., protons in case of NOE spectroscopy. For longer mixing times the 
magnetization effect disperses over the whole system of interconnected spins. In that 
case, the magnetization is not transferred directly from one proton to another, but 
via intermediate protons. This is called the spin diffusion effect (Kalk & Berendsen, 
1976). Too long a mixing time results in a decrease of the cross-peak intensity due 
to relaxation leaks. For trial structures, the time dependency of the magnetization 
of the individual spins can be described by a set of differential equations which are 
given by (Keepers & James, 1984): 




R A (1.1) 
η = the number of protons in a trial structure 
A = η by η NOE intensity matrix 
R = η by η relaxation rate matrix 
The off-diagonal elements of R are the relaxation rates between proton » and j , σ%3 




To compensate for loss of magnetization caused by relaxation mechanisms other than 
dipolar relaxation, a leakage rate, Rieak, is often added to р
г
. For a rigid molecule un­
dergoing isotropic tumbling with a correlation time т
с
 the spectral density functions, 




* = * Σ (A) 
J = l . j / * 
1 + (ηωτ0) 
6 3 
ö + . . о „ + 1 1 + 4ш2т
с
2
 l + w2T
c
2 




К = 0.1 7 4 h 2 (7 is a gyro-magnetic constant) 
h = Planck's constant 
т
с
 = rotational correlation time for a single molecule 
ω = the Larmor frequency of the protons 
The distance т
г} between the protons г and j in a trial structure is calculated from 
their Cartesian co-ordinates. Equations 1.2 and 1.3 are valid for small sphere-like 
molecules which behave like rigid rotors, i.e., rigid molecules undergoing isotropic 
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tumbling with a correlation time r
c
. In these types of calculations r
c
 is estimated 
with the Stokes-Einstein relation (Cantor h Schimmel, 1980) for the molecule and 
then used in all calculations. The formal solution of Equation 1.1 is given by: 
A = е-Кт- (1.7) 
The exact way to calculate NOE intensities is equivalent to an eigenvalue problem 
and Equation 1.1 is then solved as: 
A = X e - ^ - X - 1 (1.8) 
Л is the eigenvalue matrix (eigenvalues λ on the diagonal) and X represents the ma­
trix with eigenvectors of R after diagonalization of R, thus, X _ 1 R X = Λ (Keepers 
& James, 1984). The rigid rotor approximation is often used and found sufficient to 
perform structure determination. However, it is well known that biomacromolecules 
in solution exhibit a variety of internal motions, e.g., aromatic ring flips and methyl 
group rotations. The flexibility of the molecules has to be accounted for when accu­
rate NOE intensities need to be calculated. Several approaches have been suggested 
depending on the scale of the motion: 
• Internal motions slower than overall tumbling of the molecule, e.g., in case of an 
equilibrium between different conformations of the same molecule. The effect is 
treated by averaging the cross-relaxation matrices of all possible conformations. 
This is called < r~e > averaging (Koning et al, 1990). In case of an aromatic 
ring flip one can relatively easy choose two different conformations to average. 
For larger systems in equilibrium the choice becomes more difficult; 
• Internal motions faster than overall tumbling of the molecule, e.g., the rotation 
of methyl groups. A jump model is constructed that averages over all the 
positions in the group that is rotating fast. In the case of a methyl group this 
means averaging over the three proton positions of the methyl group. This 
< r~3 > averaging involves special spectral density functions introduced by 
Tropp (Tropp, 1980; Olejniczak, 1989); 
• Scale of motions not known. A method that is independent of the relationship 
between the rate of internal motion and the overall tumbling of the molecule is 
the model free approach by Lipari and Szabo (Lipari & Szabo, 1982a, 1982b). 
The spectral density function now includes an order parameter S2, that is a 
measure for the spatial restriction of the motion, and an 'effective' correlation 
time r
e
. Both parameters have to be estimated from either 1 3 C and 1 5 N relax­
ation measurements or through molecular dynamics simulations. 
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1.5 Natural computation 
1.5.1 Genetic algorithms 
A general flow chart of a simple GA is depicted in Figure 1.5. The problem param-
eters are encoded as bit fields on a bit string using either a binary encoding scheme 
or their real values. 
Bit field 
100100 110011 010110 100001 111000 
"-- Bit string-
A set of bit strings forms a population. The first stage in GA optimization is the 
(random) initialization of the population, e.g., each bit in a bit string is given ran-
domly the value '0' or ' 1 ' when a binary encoding scheme is used. The next stage 
entails the evaluation of the bit strings. The bit strings are assigned a quality value, 
in general referred to as fitness, according to a problem dependent objective func-
tion. Then the population is subjected to a series of evolutionary operators. In the 
selection stage, a new, equally sized population is assembled by selecting strings from 
the current population. Bit strings are selected according to some selection criterion 
which is usually proportional to their fitness, that is, strings with a high fitness have 
the highest probability to produce offspring in the new population. To ensure that 
strings that have a fitness above the average fitness of the population are selected the 
selection is biased. Consequently, the average fitness of the population will increase. 
An often used mechanism is rank-based threshold selection. Strings receive a rank 
corresponding to their fitness. A threshold is chosen that defines the better fraction 
of the population. Only strings from this fraction are randomly selected into the new 
population. Elitism is a special form of selection, often combined with rank-based 
threshold selection, that ensures that the best performing strings are always selected. 
An elitism fraction needs to be chosen which defines the number of best strings that 
are copied to the new population. This is called the exploitative or selective repro-
duction stage. 
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Current population New population 
. ' • 
threshold 
frábtion 





Next, the strings in the new population are modified to form new trial solutions. 
With a probability pr, pairs of bit strings from the new population are chosen to 
undergo crossover. The crossover operator exchanges sequences of bits from a pair of 
bit strings. Crossover ensures that relevant information is preserved in the population 
during successive iterations. 
1 1 0 1 1 1 0 1 0 0 0 1 1 1 0 
0 1 1 1 1 0 1 0 1 110000 
crossover Π 0 1 1 1 0 1 0 0 0 0 0 0 0 
| ο ι ι ι ι ο ι ο ι ι ; ι ι ι ο 
Finally, with a probability p
m
, single bit strings are subjected to a mutation operator 
which inverts the value of single bits (in case of binary encoding) on a bit string to 
introduce new information. 
110 1 1 1 0 1 oja 0 1 1 1 о mutation |1 0 1 1 1 0 1 0;i:01 1 T o | 
Crossover and mutation form the explorative stage. Now, the new population replaces 
the old population which completes one full cycle or generation. The GA is termi­
nated when an arbitrary termination criterion is fulfilled, e.g., a maximum number of 
generations. 
Objective functions 
In this thesis, for the purpose of conformational analysis of nucleic acids with a GA, 













Figure 1.5: Simple GA flow chart. 
trial structures are represented by torsion angles. From these torsion angles the 
Cartesian co-ordinates are calculated. An appropriate objective function uses these 
co-ordinates to describe the quality of a trial structure. 
Distance restraints objective function 
The Taylor expansion of Equation 1.8 leads to: 
A = I - R r m + 0.5R2rm2 - ... (1.9) 
Hence, for very short mixing times NOE intensities build up linearly in time. The 
slope of such a linear build up for a certain proton pair gives its relaxation rate. In 
this manner distances can be derived directly from the experimental NOE intensities 
by means of a reference distance. E.g., the distance between H5 and H6 of cytosine 
is 2.45 A and will not vary significantly whatever the base sequence may be. Because 
this distance is so rigid, the relaxation between H5 and H6, and thus the corresponding 
NOE intensity, will be rigid too. 
With rij = rref[aref/aijY one can directly calculate all distances for spin pairs 
for which an experimental NOE intensity is known. Here, rref is the distance between 
H5 and H6 and aTe¡ is the corresponding relaxation rate between these protons. 
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This is called the Isolated Spin Approach (ISPA). The approach assumes that 
a NOE intensity is the result of a direct magnetization transfer between two pro­
tons and hence the spin diffusion effect is not properly accounted for. Besides this 
there is experimental error and most probably peak-overlap. Therefore, no exact dis­
tances can be derived. Hence, the best thing to do is to define distance ranges or 
distance restraints (upper and lower bounds for the distances): 
r
+
4 = rref[aTejla4 - a e t J ] e 
Г~г] - rTef[<*reflVi] + a e . j ] 5 
upper limit of the distance between protons i and j 
lower limit of the distance between protons i and j 
standard deviation for a calculated reference relaxation rate 
parameter (0 < a < 1) corresponding to experimental error 
To allow for other sources of error, a correction term Δ is used in defining upper 
(ubtJ) and lower (lbt}) bounds for the estimated distances in order to define the dis­
tance restraints (Boelens et al., 1988, 1989): 
иЬ
г] = Γ + 4 ( 1 + Δ ) 
lbl3 = Γ - „ ( 1 - Δ ) 
One way to translate NMR data into structure is to use algorithms that produce 
structures which do not violate these distance restraints. This can be expressed in a 
Root Mean Square Difference (RMSD) (Lucasius et al., 1991; Blommers et al., 1992). 
Structures that satisfy these ranges may be used as starting structures for further 
refinement. 
Í {lbl3 - rl})2/lbtJ2 if rtJ < lbl} 0 if lb,} < τ%} < ubtJ (1.10) 
(rl} - ubtjY/ubtj2 if r,j > ubl3 
RMSDDC = \ / Σ , = 1 VlJ (1.11) 
V η 
= number of experimentally derived distance restraints 
= lower bound of the experimental distance restraint 
= upper bound of the experimental distance restraint 
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NOE intensity objective function 
By means of Equation 1.8 theoretical NOE intensities for trial structures are calcu­
lated. An objective function can be defined that calculates a RMSD between experi­
mental NOE intensities and the corresponding calculated intensities (Lucasius et al., 
1991): 
Vt] = [агз(саІс) - Oj,(ea;p)] /агз2(ехр) (1-12) 
RMSDNOE = j £ . = i K , (1.13) 
V η 
η = number of experimentally available NOE intensities 
al3(exp) = experimental NOE intensity 
a r c a l e ) = calculated NOE intensity 
Force field objective function 
Finally a simplified molecular force field for trial conformations can be invoked. A 
typical effective potential for a system of ΛΓ atoms with masses m, (г = 1,2, ...,N) 
and Cartesian position vectors r, has the following form: 
(ГІ,Г 2 ) . . . ,ГЛГ) = 
£ K
r
(r-r0)2+ Σ Κβ(θ-Θ0)2 
bond lengths bond angles 




^f¿¿ - "^^ + ΤΞ~ (1-14) 
patrs(ttj) 
r\¿ r6t} A-Ktrl3 
When trial structures are represented by torsion angles one has to assume constant 
bond lengths and bond angles. Hence, covalent bond stretching interaction and co-
valent bond angle bending interaction are not used in this case. Contributions to the 
force field rise from dihedral angle interactions for dihedral, or torsion angles and an 
effective non-bonded interaction, i.e., van der Waals interaction between non-bonded 
atoms i and j , with constants C^ and CQ and the Coulomb interaction between 
non-bonded atoms г and j , with charges qt and q3 at a distance rl3 and a dielectric 
constant e2. Often a scale factor for e is introduced. Commonly used is a distance 
dependent dielectric constant, e = rtJ, to compensate for the lack of explicit solvent 
in the simulation (Weiner et al., 1984, 1986). 
2K
r
, Kg and Кф are force constants; то, во and 5 are equilibrium values 
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Cascade functions 
Optional is the use of a cascade objective function. E.g., the NOE intensity objective 
function, or force field objective function, could be exclusively triggered when a trial 
structure satisfies experimental distance restraints. Another approach would be to 
combine the objective functions and scale them relative to one and another in an 
overall objective function. In this way possible van de Waals clashes, caused by too 
strong NOE fitting, can be removed by a force field contribution. 
1.5.2 Simulated annealing 
This algorithm is not explicitly used as a direct optimization technique in the research 
described in this thesis. However, metric matrix distance geometry calculations were 
applied. Modern versions of these distance geometry packages contain simulated 
annealing (SA) as a post-optimization technique. Moreover, SA is often referred to as 
a global optimization technique having comparable properties as the G A (van Kampen 
et al., 1996b). SA is based on the analogy between the simulation of the annealing 
of a solid and the problem of solving a large optimization problem. Annealing is 
the process in which a solid is first heated and then slowly cooled so that strain 
and crystal imperfections are removed. During this process the free energy of the 
solid is minimized. Virtually every well-behaved function can be viewed as the free 
energy of some system. One might mimic the process with which Nature reaches a free 
energy minimum with an algorithm. SA is therefore considered a natural computation 
method. 
In SA trial solutions are called states. Via state transitions, comparable to a mu­
tation in GA optimization, a new state is generated. A Markov chain is a series of 
successive states. A new state is accepted with a transition probability P. When the 
new state is favorable over the old state it is accepted, Ρ = 1.0. When the new state 
is unfavorable it is accepted with a probability 0.0 < Ρ < 1.0. Upon failure, the trial 
is rejected and a new transition is tried. Ρ is the equivalent of a Metropolis factor in 
real annealing processes. 
P={ exp(^f^) MEn>E0 
\ 1.0 otherwise 
E
n
 = new state energy 
E0 = old state energy 
τ = control parameter 
The control parameter is equivalent to temperature in real annealing. Energy is a gen­
eralization of the evaluation function value. One Markov chain has state transitions 
at a constant control parameter value. By decreasing the control parameter value 
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between successive Markov chains the probability of accepting an unfavorable tran­
sition decreases. Nilges et al., used a SA with an extended potential energy function 
to determine the 3D structure of several proteins (Nilges et al., 1988b) 
1.5.3 Artificial neural networks 
The central unit in an ANN is the neuron. Several neurons form a layer. The topology 
of the ANN is defined by the pattern of neurons in different layers t h a t are all fully 
interconnected, see Figure 1.6. The simplest form is an output layer t h a t is directly 
connected with an input layer. In more elaborate networks one, or more, hidden 
layers are put in between. The connection of one neuron to another is governed by a 
weight. T h e input of each neuron in a hidden layer is an incoming signal multiplied 
with a weight value. When i = 1 t o η input signals are introduced t o the input layer 
then: 
netk = TiWjtO,, net signal for neuron к in the current layer 
wJt = i
t h
 weight factor from the j t h neuron in the previous layer 
Oj = t h e i t h output from the previous layer 
The activity of a neuron is determined by an activity function, actk- Often, actk = 
netk- The output of t h e neuron is the result of a transfer function on netk, hence, 
o t = f (netk)- Linear and sigmoid transfer functions are commonly used (in the hidden 
layer no linear transfer function must be used because strictly speaking t h a t would 
correspond to a two layer perceptron). 
In an iterative process t h e weights of all connections are adapted by means of a learn­
ing rule. In this way ANNs can be used as modeling algorithms, self-organization 
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techniques and optimization methods. In modeling problems, a model for the rela-
tion between a given problem and its solution is modeled, i.e., input patterns are 
transferred to associated outputs. In this process a training set of patterns is used, 
hence, it is a supervised learning process. In self-organization, ANNs reflect the 
structure in the training set without using an associated output. They therefore 
learn un-supervised. Provided an optimization network has some measure of quality 
of the solutions it can also optimize a given situation. 
In this thesis ANNs will not be used directly to determine the 2D- or 3D structure 
of biomacromolecules. Instead, a self-organizing feature map is used to identify DNA 
classes in a training set with different dinucleotides. With an error back-propagation 




Figure 1.6: Three-layer ANN flow chart. Five neurons in the input layer, two neurons 
in the hidden layer and three neurons in the output layer are used. 
1.6 Multivariate analysis 
Data from various sources of chemical, or physical, measurements usually contains 
many measurement values on many variables. In that case the use of, e.g., a simple 
pairwise correlation coefficient is not very practical when one searches for relations 
between variables. Variables may have interactions with each other. Therefore, one 
should analyze all the measurements on all the variables at the same time. Put in 
other words one should perform multivariate analysis, which means that the analysis 
of many variables is appropriate. Multivariate analysis is a common name for a 
group of techniques that can be used to examine the relations, or coherence, between 
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measurements and/or variables. Depending on which information one wants to extract 
from a data set, a multivariate analysis technique is chosen. Basically there are two 
kinds of problem formulations. X problems deal with finding the underlying structure 
in the relation between m observations and/or η variables in the m by η data matrix 
X. In X-Y problems one searches for relations between the X and Y variables. Here, 
X may be a m by η matrix and Y a m by 1 response vector, but Y can also be a 
matrix. This might be extended to X-Y-Z problems. 
Numerous methods can be used in X problems. Popular techniques are cluster 
analysis and data-reduction methods such as Principal Component Analysis (PCA). 
In cluster analysis some measure of similarity between all data points is calculated. 
This measure is the basis of forming groups or clusters of similar data. In hierar­
chical cluster analysis, e.g., Ward's method, first the two most similar data points 
are clustered. Then the data point closest to that cluster is sought and so on until 
a complete so-called dendrogram can be drawn. In non-hierarchical, e.g., Masloc or 
McQueen's method, the clustering is done in one time. PCA forms linear combina­
tions of the original variables based on a singular value decomposition. In this way a 
data-reduction is achieved while preserving as much as possible information from the 
original data. One can visualize the structure of the data in low-dimensional plots. 
The non-linear counterpart of PCA is Non-Linear Mapping (NLM). Here the data 
reduction is achieved by searching the distribution of a low-dimensional form of the 
data matrix whose similarity matrix contains as much as possible information of the 
similarity matrix resulting from the original high-dimensional data matrix. 
X-Y problems can also be solved with a large variety of methods. If one is 
interested in calibrating the relation between one variable, Y, with a group of other 
variables, X, Multiple Linear Regression (MLR) is a proper technique. MLR is the 
multivariate variant of the least squares regression method. Principal Components 
Regression (PCR) and Partial Least Squares (PLS) algorithms make use of latent 
variables and are widely applied. Classification based on supervised X-Y sets can 
be done using discriminant techniques such as Linear Discriminant Analysis and k-
Nearest Neighbor methods or modeling methods such as Uneq (Massart et al., 1988). 
1.7 Outline of the thesis 
The application of a GA in the conformational analysis of a modified thymine dimer is 
described in Chapter 2. NOE derived proton-proton distance restraints were used to 
evaluate trial structures. The optimization is compared with metric matrix distance 
geometry calculations. 
The results in Chapter 2 showed that the bond angle geometry of trial structures in 
conformational analysis plays an important role. Therefore, the search behavior of 
a GA, metric matrix distance geometry calculations and distance geometry calcula­
tions iterated by a G A is compared. Emphasis is put on structural parameters, e.g., 
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number of violations of the restraints, related to geometry parameters such as bond 
angles. These results are given in Chapter 3. 
Direct fitting of NOE intensities in the evaluation function is computationally very 
intensive. Therefore, a parallel version of a GA was developed. An initial population 
is divided into several sub populations. Sub populations are processed by separate 
GAs in a local area computer network. Trial solutions can be exchanged between sub 
populations to improve the sampling behavior. This is described in Chapter 4. 
A single nucleotide or nucleoside can be represented by six torsion angles and two ex­
tra parameters that define the sugar ring conformation. The question arises whether 
relations exist between different torsion angles. In Chapter 5 Singular Value Decom­
position is used to reveal relations between torsion angles in a data matrix containing 
both Α-DNA and B-DNA dinucleoside mono-phosphate steps. 
Chapter 6 deals with a special kind of artificial neural networks, the self-organizing 
feature map, to reveal patterns in the data matrix introduced in Chapter 5. 
Finally, Chapter 7 describes how chemometrical techniques, both from multivariate 
statistics and natural computation, provide methods to predict torsion angles for 
nucleic acid structures. 
Chapter 2 
Modified thymine dimer 
The 3D spatial structure of a methylene-acetal linked thymine dimer present m a 
10 base pair (bp) sense-antisense DNA duplex was studied with a genetic algorithm 
(GA) designed to interpret NOE distance restraints. Trial solutions were represented 
by torsion angles. This means that bond angles for the dimer trial structures are kept 
fixed during the G A optimization Bond angle values were extracted from a 10 bp 
sense-antis ens e duplex model that was subjected to energy minimization by means of 
a modified AMBER force field. A set of 63 proton-proton distance restraints, defining 
the methylene-acetal linked thymine dimer, was available The GA minimizes the 
difference between distances m the trial structures and distance restraints A large 
conformational search space could be covered in the GA optimization by allowing a 
wide range of torsion angles. The GA optimization in all cases led to one family of 
structures. This family of the methylene-acetal linked thymine dimer m the duplex 
differs from the family that was suggested by distance geometry calculations. It is 
demonstrated that the bond angle geometry around the methylene-acetal linkage plays 
an important role m the optimization x 
1 T h i s chapter is a modified version of Beckers, M L M , Buydens, L M C , Pikkemaat, J A and 
Altona, С (1997) Application of a genetic algorithm in the conformational analysis of methylene-
acetal-lmked thymine dimers in DNA Comparison with distance geometry calculations Journal of 
Bwmolecular NMR 9, 25-34 
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2.1 Introduction 
In this chapter, conformational analysis of a thymine dimer, containing a methylene-
acetal linkage, 03'-CH 2-05', instead of the regular phospho-di-ester linkage, 03'-
P 0 2 _ - 0 5 ' , is presented. Methylene-acetal linked nucleotides provide interesting test 
cases for conformational analysis techniques, since their backbone conformation is rel­
atively well defined, owing to the additional NOE intensities of the methylene-acetal 
protons. The initial interest in the methylene-acetal linkage was focussed on its po­
tential application as an antisense DNA oligonucleotide to inhibit the expression of 
selective genes. In order to study the affinity of the antisense nucleotide for the sense 
(unmodified, complementary) nucleotide, the methylene-acetal linked thymine dimer, 
Τ
Λ
Τ , was built into decamer duplexes. Comparative NMR studies of the modified du­
plexes and the corresponding unmodified duplex suggested regular B-DNA structures 
(Gao et al., 1992; Quaedfiieg et al., 1993). The two Т Л Т dimers in the modified duplex 
5'-d(GCGTATTTATGCG).d(CGCAAAACGC)-3' 
were also studied separately and in more detail. For the Т4ЛТ5 dimer, 63 proton-
proton distance restraints were used in a distance geometry calculation. The struc­
tures that were found could be classified in one family. On the basis of torsion angles 
it was concluded that this family occured in a regular B/-DNA conformation. How­
ever, the e, ζ and β torsion angles were somewhat biased towards the less common 
B//-DNA conformation. The indication of DNA families mentioned in this study cor­
responds with the definition given in Reference (Privé et al., 1987), i.e., B/-DNA has 
e(í) and ζ (g-), Bj/-DNA has e(g-) and ((f). In addition β of B//-DNA is somewhat 
smaller than β of B/-DNA. 
In this study a GA is used to minimize the violations of the available distance 
restraints. The variables to be optimized, in this case torsion angles, are allowed to 
vary in a wide range in order to get a good impression of the conformational space that 
is spanned by the distance restraints. These ranges cover all B-DNA type rotamers, as 
well as other, less common, rotamers. In the GA optimization bond angle geometries 
can be kept fixed, while in the distance geometry calculations the embed algorithm 
can distort these geometries. It is demonstrated that the bond angle geometry has 
an important effect on the resulting conformation. 
2.2 Methods and Materials 
2.2.1 Genetic algorithm 
A simple GA, as described in Chapter 1 of this thesis, was used in this study. Trial 
structures are represented by torsion angles. This means that bond lengths and 
bond angles are kept fixed (see Figure 2.3). By means of a distance restraints 
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5'-d(GCGTATTATGCG).d(CGCAAAACGC)-3' 
Τ4ΛΤ5 
Figure 2.1: The decamer duplex. Boxes indicate the two modified thymine dimers. 
objective function (see Equation 1.11) the difference between experimental proton-
proton distance restraints and the corresponding distances between proton pairs in 
the trial structures, was minimized. 
2.2.2 Embedding distance geometry 
Experimental distance restraints that are extracted from NMR experiments are often 
far from complete. Moreover, they are imprecise. The first step in embedding-, or 
metric matrix distance geometry calculations is bound smoothing. With the exper­
imental restraints, obtained from 2D NMR experiments, complemented with infor­
mation about the covalent geometry of the molecule, a matrix containing lower and 
upper distance bounds for every atom pair is generated. From this bound matrix a 
distance matrix is created by a process called metrization. This step comprises an 
algorithm that semi-randomly samples distances from between the bounds. The die-
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T5 
T4 
Figure 2.2: One of the modified thymine dimers in the decamer duplex, T4A T5, is 
depicted. The original, negatively charged, phospho-di-ester group is replaced with an 
uncharged methylene-acetal group. 
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Figure 2.3: Torston angle representation of a methylene-acetal linked thymine dimer. 
The protons attached to the carbon atoms are not shown. CM is the carbon that 
replaces the original phosphor atom. CM has two protons (HMA and HMB) attached 
to it. 
tance matrix represents a single conformation in distance space, which is embedded in 
Cartesian space, resulting in a set of xî/z-co-ordinates for each atom. Several distance 
matrices are generated that represent an ensemble of conformations from distance 
space. The fit of the computed co-ordinates with respect to the bounds is optimized 
in the majorizatwn and optimization steps. Traditionally, local optimization schemes, 
such as conjugated gradient methods, are used. In this chapter the scheme described 
above will be referred to as a first generation algorithm. 
In more sophisticated, i.e., second generation, algorithms, the resulting confor-
mation is refined by simulated annealing (SA), which further reduces the remaining 
restraints violations, and distortions of the covalent geometry. However, especially in 
the absence of sufficient NOE data it follows from the analysis of distance geometry 












Figure 2.4: Flow chart of an embedding distance geometry algorithm. 
structures that the ensemble of structures may converge to the experimental data 
only to some extent. In those cases, one is forced to apply the method for much more 
structures than is normally feasible. In addition, the selection of a set of good quality 
structures is a time consuming task, which requires a careful interactive analysis of 
the data. 
2.2.3 Implementation 
The GA used in this study was developed with the toolbox GATES (GA Toolbox for 
Evolutionary Search) (Lucasius and Kateman, 1993b, 1994a, 1994b). A large variety 
of genetic operators is available in GATES. The parsing procedure from torsion angles 
to atomic co-ordinates (constant bond lengths and bond angles), that is needed for the 
objective function, was taken from the DENISE (Dna Evolutionary Noe Interpreta­
tion system for Structure Elucidation) program (Lucasius et al., 1991). η nucleotides 
can be represented by (n * 8) - 4 conformational parameters, which are encoded on 
the GA strings. One nucleotide is described by five backbone torsion angles and the 
χ torsion angle plus the sugar parameters Ρ and ф
т
. However, the angles α and 
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Table 2.1: Bond angles as used in the G A optimization of a methylene-acetal linked 
thymine dimer (GA). Average bond angles (with, between brackets, the standard de­
viation) of the ten best structures resulting from initial distance geometry calculations 
(DG) and from calculations with the second generation distance geometry package 
(DGII). Results of DGII calculations for the restraints set in which the restraints were 
relaxed by ten percent (DGII (10%)). 





























































β are not defined for the first nucleotide, while e and ζ are not defined for the last 
nucleotide in a sequence. The parsing procedure was adapted to allow a methylene-
acetal linkage in the thymine dimer. Equilibrium bond lengths and bond angles are 
well defined in most force fields, or literature on nucleic acids. However, these values 
are to be used explicitly with their specific force constants and force field. There­
fore, they cannot be used directly to constrain the geometry of the modified thymine 
dimer trial structures in a GA optimization. It is possible to subject the complete 
5'-d(GCGTATTATGCG).d(CGCAAAACGC)-3' duplex to energy minimization by 
means of a force field and extract bond length and bond angle values from the mini­
mized structure. Not all the bond angles in the methylene-acetal moiety are defined 
in literature. A reasonable approximation of these bond angles can be deduced by an 
energy minimization of the complete duplex by means of a modified force field. We 
used the AMBER force field (Weiner et al., 1986) with additional parameters for the 
methylene-acetal moiety in the energy minimization of the duplex. The bond angles 
around the methylene-acetal linkage were measured in the minimized structure. They 
are summarized in the second column of Table 2.1. Because the bond lengths did 
not differ significantly from standard values they are not indicated in Table 2.1. For 
distance geometry calculations commercial software, which will be discussed in the 
section 'Experimental' was used. 
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2.2.4 Data set 
The NOE buildup data obtained for the duplex were analyzed by means of an Iterative 
Relaxation Matrix Approach (IRMA)2 (Boelens et al., 1988; Boelens et al., 1989). 
Experimental NOE data from a series of 2D NOE spectra taken at mixing times 
of 50 ms, 75 ms, 105 ms and 145 ms were included for approximately 300 proton-
proton pairs. The co-ordinates of a structure with B-DNA model geometry that 
was subjected to energy minimization with the all-atom version of the AMBER force 
field were used as a starting structure in the first IRMA cycle. The resulting upper 
and lower bounds were relaxed by 5% to allow for various sources of errors in the 
distance determinations. With the use of distance-geometry calculations 50 candidate 
structures were generated fulfilling as closely as possible these restraints. Special 
restraints were added to keep base pairs intact. The five candidate structures with 
the lowest number of distance restraints violations were averaged. This averaged 
structure was refined by energy minimization and subsequently used for the next 
IRMA cycle. Convergence was reached after three cycles. This procedure resulted 
in 56 IRMA refined proton-proton distance restraints for the methylene-acetal linked 
T4 A T5 dimer. This set was extended to 63 restraints by adding additional restraints 
to exclude potential rotamers that were contradictory to the NOE spectra. The 
resulting restraints are depicted in Table 2.2. 
2.3 E x p e r i m e n t a l 
2.3.1 Configuration 
Table 2.3 gives the configurational settings of the GA that is used in this study. The 
first entries concern the torsion angle ranges. From the NOE data it could be deduced 
that the 7 torsion angles were restricted to the gauche+ domain, the χ torsion angles 
to the anti domain and that the sugar rings were in a South conformation. The 
torsion angles were encoded by Gray coding (Caruana and Schaffer, 1988). The 
genetic algorithm population consisted of 100 trial structures. A threshold selection 
criterion was used with an elitist fraction of 5% and a threshold value of 25%. This 
means that the best 5% of all the structures in the population are always selected in 
the copy pool. The copy pool is filled further with bit strings from the best 25% of the 
strings from the population. Uniform crossover with a probability of 90% and a swap 
rate of 16% was used. We used a mutation operator also based on this principle with 
2Proton-proton distance restraints are extracted from experimental 2D NOE spectra. In this 
procedure calculated NOE intensities, from a molecular model, are assigned to proton pairs for 
which no intensity could be extracted from the spectra. The restraints are used in a molecular 
dynamics (MD) simulation. For the MD converged structures, NOE intensities are calculated and 
compared with the experimental spectra. The procedure is repeated until the calculated intensities 
match the experimental intensities. 
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Table 2 2: Proton-proton distance restraints (Â) for the methylene-acetal linked 
thymine dimer (ub = upper bound, lb = lower bound) 
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Table 2.3: Configurational settings for the GA optimization. 
6 160 - 270 
С 30 - 330 
α 30 - 330 
Parameter β 120 - 240 
ranges 7 2 0 - 1 0 0 
χ 90 - 270 
Фт 3 2 - 44 






























a probability of 4%. The reader is referred to References (Lucasius and Kateman, 
1994a, 1994b) for a detailed reading on GA configuration. 
Initially the distance geometry calculations for T4 A T5 were performed with a first 
generation algorithm. The calculations were repeated with a modern distance geom­
etry algorithm, i.e., a DGII package by BioSym (BioSym Technologies, San Diego, 
CA, 1993). Like in the initial distance geometry calculations 75 structures were gen­
erated. In the DGII case they were refined by 500 steps of simulated annealing. More 
than 500 steps of simulated annealing did not lead to, e.g., lower maximum viola­
tions and mean violations of the restraints. The configurational settings for the DGII 
calculations are depicted in Table 2.4. 
2.3.2 Convergence 
A GA run is usually terminated when no significant improvement of the bit strings 
is observed. The simplest way is to monitor a 'best-ever' structure or a 'best of 
the current population' structure. When one of these structures does not show any 
improvement during a (large) number of generations the algorithm is said to be con­
verged. In this case each GA run delivers a single (best) structure. However, this does 
not mean that the complete population will resemble one of the best structures. There 
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still can be a large diversity in the population (largely due to the mutation operator). 
In a distance geometry calculation an ensemble of structures is produced. Usually 
a number of structures that fulfill the distance restraints the best are superimposed 
to get an impression of the conformational space spanned by the available restraints. 
To compare the results of the GA runs with the distance geometry calculations we 
followed two strategies. First we started several GAs with identical configurational 
setting files. However, they were initialized with a different random seed value in the 
initialization stage. The 'best-ever' structures resulting from these runs were superim­
posed. Here the influence of the starting position in the search space was investigated. 
Second, we started a single GA and let it run until it converged. Then we selected 
bit strings from the population that had an objective function value below a certain 
threshold. These structures were also superimposed. Here we investigated the diver­
sity among structures that had a low objective function value. Because Τ4ΛΤ5 is so 
well-defined by the distance restraints we expected little diversity in bit strings that 
had low objective function values. In other words, only one solution was expected 
for different initializations of the GA. To circumvent this we defined two additional 
experiments. In the first additional experiment we relaxed the available restraints by 
ten percent. Then, ten structures (with low objective function values) of a popula­
tion that had converged, were superimposed. In the second additional experiment we 
randomly removed restraints from the data set step-by-step. Here ten structures that 
had converged to such a reduced restraints set were superimposed. 
2.3.3 Hardware 
G A versions for conformational analysis are available for SUN Sparc™, Silicon 
Graphics and PC platforms. The experiments in this study were performed on a SUN 
Sparc Ultra workstation. Convergence was typically reached within 1000 generations 
which took approximately 55 cpu seconds. The DGII calculations were performed on 
a Silicon Graphics Indigo R4600 with the InsightH package from BioSym/Molecular 
Simulations. 
2.4 Results and discussion 
Figure 2.5 shows a stereo plot of the ten best structures from the initial distance ge­
ometry calculations. The average backbone torsion angles (plus a standard deviation) 
for these structures are shown in the second column of Table 2.5. Ten 'best-ever' 
structures that resulted from ten genetic algorithm runs, started with different ran­
dom seeds, are depicted in the stereo plot of Figure 2.6. 
As was expected these structures are virtually the same. Column four of Table 2.5 
shows the average backbone torsion angles of these G A structures. The fifth and sixth 
column of Table 5 give average backbone torsion angles of regular B/-DNA rotamers 
and less common B//-DNA rotamers. They are calculated from the crystal structures 
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Figure 2.5: Stereoscopic view of ten superimposed structures of the methylene-acetal 
linked dimer, generated during initial distance geometry calculations, showing the least 
number of violations (hydrogens are not shown). 
Figure 2.6: Stereoscopic view of ten superimposed (best-ever) structures of the 
methylene-acetal linked dimer, generated by a GA using ten different random seeds 
(hydrogens are not shown). 
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Table 2.5: Average backbone torsion angles of the methylene-acetal linked thymine 
dimer determined by initial distance geometry calculations (DG), second generations 
distance geometry calculations (DGII) and genetic algorithm optimization (GA). Also 
average backbone torsion angles of two B-DNA rotamer families are depicted. Because 
of the very small standard deviations on the GA structures torsion angles they are 
not depicted in the table. The average 7 torsion angle value of T5 is given here; the 











































of twenty selected B-DNA decamers and dodecamers that are present in the Nucleic 
Acid Database Project (Berman et al., 1992). Besides the individual backbone torsion 
angles, the ε - ζ difference is also shown as an indicator of B-DNA rotamer family. 
The torsion angles that resulted from the distance geometry calculations suggest 
that Τ4 Λ Τ5 belongs to the regular B/-DNA family of rotamers. However, the e, ζ 
and β torsion angles are somewhat biased towards a less common B//-DNA confor­
mation. The results of the G A optimization show a more pronounced regular BD/NA 
conformation. The average RMSD of the ten GA structures was 0.0026. The close 
resemblance of these structures (standard deviation 1.0e-05, see Figure 2.6) is an 
indication that the GA is not dependent on the starting point in the search space 
spanned by the torsion angle ranges and available distance restraints. However, the 
ten best initial distance geometry structures all had lower RMSDpc values than the 
GA structures and hence fulfilled the distance restraints better. We were surprised 
that the GA did not find one of these structures, although the torsion angle ranges 
used in the GA configurational settings included the torsion angles that were found 
by the initial distance geometry calculations. 
Therefore, an experiment was set up in which the torsion angle ranges for the GA 
were constrained to allow only structures that fell in the initial distance geometry 
structures category. Hence, the torsion angle ranges for the G A trial structures were 
defined by the average torsion angles of the ten best distance geometry structures 
and their respective standard deviations (see Table 2.5). Under these circumstances 
the best-ever GA structure had a RMSDpc· of 0.0037. This suggests that there is 
a difference in geometry between distance geometry structures and GA structures 
other than torsion angles. To verify this, bond lengths and bond angles of the best 
initial distance geometry structures were measured. The measured bond angles are 
shown in the third column of Table 2.1. These values clearly differ from those used in 
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the GA optimization. It seems that during distance geometry calculations the bond 
angle geometry is somewhat distorted to fulfill the distance restraints. To verify this, 
the best distance geometry structures were subjected to energy minimization to see 
whether the distorted geometry would hold. It could be seen that in the first steps of 
the minimization the bond angles were relaxed back to more standard values. Simul-
taneously, however, the R M S D / J C increased during the minimization. The minimized 
distance geometry structures showed a higher degree of violations than the genetic 
algorithm structures. It demonstrates that, although distance geometry calculations 
of the modified dimer can produce structures with small distance restraints violations, 
the bond angles are biased towards the restraints, which is not desirable in most cases. 
Because first generation distance geometry packages are known to produce struc-
tures of poor quality with respect to bond lengths and bond angles the calculations 
were repeated with the DGII package. Ten structures that fulfill the restraints well 
are superimposed in Figure 2.7. They resemble the initially found distance geometry 
structures (see third column Table 2.5). Also the RMSD^c values are comparable 
with the initially found structures. However as can be seen in Table 2.1 even after 
500 steps of simulated annealing some extreme values for bond angles around the 
methylene-acetal-linkage are found. The GA does not have this draw back. However, 
the problem with the GA is the extreme convergence to a specific solution. 
Figure 2.7: Stereoscopic view of ten superimposed structures of the methylene-acetal 
linked dimer, generated during DGII distance geometry calculations, showing the least 
number of violations (hydrogens are not shown). 
Hence, an additional point, that is addressed, is the sampling behavior of the GA 
optimization. Within a population the diversity among structures can be quite high. 
We drew up an inventory of the individual bit strings in the population and selected bit 
strings that had an RMSDoc < 0.0030. In this way we could see whether among the 
structures with a low RMSDXJCS different conformations were present. The structures 
with R M S D / J C < 0.0030 all resembled to a high degree the structures depicted in 
Figure 2.6. 
Obviously the available distance restraints force the genetic algorithm to converge 
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Figure 2.8: Stereoscopic view of ten superimposed (best-ever) GA structures of the 
modified dimer for ten different random seeds with the original restraints (black line, 
compare with Figure 2.6) and ten su.perimposed (best-ever) G A structures with low 
objective function values for restraints that were relaxed by ten percent (other lines). 
Figure 2.9: Stereoscopic view of ten superimposed (best-ever) GA structures of the 
modified dimer for reduced restraints sets. Up till 40 restraints were removed step-by-
step in a random manner. When more than 35 restraints were removed sometimes 
ill-defined structures resulted. Therefore, optimized structures for restraints sets with 
1, 2, 4, 8, 12, 16, 20, 24, 28 and 32 restraints removed, respectively, are depicted. 
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to a family of structures that are virtually the same. When the restraints are relaxed 
by ten percent some variability is introduced in GA structures as can be seen in Fig-
ure 2.8. However, the variability among structures with a comparable low objective 
function value is not large. This may be attributed to the rather tight original re-
straints, which on relaxation by only ten percent remain rather tight. However, it 
is clear that there is variability between the group of structures that were optimized 
with the original restraints and the group of structures that were optimized with the 
restraints that were relaxed by ten percent (pairwise root mean square difference for 
atom positions was larger than 0.35 in all cases). Obviously, DGII calculations with 
the restraints that were relaxed resulted in a larger variability in structures but it also 
resulted in a larger variability in bond angles. As can be seen in the fifth column of 
Table 2.1 the mean bond angles are acceptable but the standard deviation is large. 
This means that bond angles in some of the structures had rather extreme values. 
Finally, in Figure 2.9 a superposition of 10 'best-ever' GA structures optimized for re-
duced sets of restraints is depicted. One sees that when, by chance, a 'tight restraint' 
is removed from the restraints set a change in 'best-ever' structure occurs. 
2.5 Conclusions and outlook 
We compared distance geometry calculations and GA optimization in the structure 
determination of a methylene-acetal linked thymine dimer with NMR derived distance 
restraints. The geometry around the bond angles plays an important role. Distance 
geometry calculations produce structures that fulfill the restraints to a reasonable 
degree but unreliable bond angles are found. Especially the bond angles around the 
central carbon in the methylene-acetal linkage differ from the expected tetrahedral 
geometry. In this study, it appears that the GA optimization of torsion angles with 
fixed bond angles taken from an energy minimized duplex yields more reliable results. 
It has to be stressed that in comparing structures produced by both GA optimization 
and distance geometry calculations only structures that fulfill the restraints well are 
superimposed. Obviously, the GA structures showed little variability. Selecting ten 
structures that fulfill restraints the best from an ensemble of 75 distance geometry 
structures also leads to a set with little variability. However, it is a proper way to 
study the bond angle geometry of the optimized structures, especially the geometry 
around the methylene-acetal linkage. 
The GA optimization in torsion angle space suggests a 3D spatial structure of 
the methylene-acetal linked thymine dimer that is in the regular B/-DNA rotamer 
domain. These structures show slightly larger violations of the distance restraints 
than the distance geometry structures. However, the user has now influence on the 
choice of the bond angle geometry of, e.g., the methylene-acetal linkage. Comparison 
of the violations by the distance geometry structure and the violations by the GA 
structure might lead to detection of possible inconsistencies in the distance restraints 
file. The fact that all GA structures converge to a similar family of conformations of 
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the regular B/-DNA rotamer might also give a clue on how to relax the IRMA derived 
restraints more. E.g., in the G A structures α always converges to a rather high value, 
while 7 of T5 always converges to a rather low value. Optionally it seems interesting 
to try and optimize the bond angles that define the geometry around the central 
carbon atom in the methylene-acetal linkage by means of the GA. For this purpose 
the bond angles can be taken as additional parameters on the bit strings. Under 
the assumption of a tetrahedral geometry the sum of the six bond angles around the 
central carbon of the methylene-acetal linkage must add up to 6*(arccos(-l/3). 
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Chapter 3 
Comparison of search 
behavior 
The properties of the recently developed method for structure elucidation, DG-OMEGA 
(DGÍI), were investigated. The method was applied for the structure determination of 
a methylene-acetal linked thymine dimer. The performance of DGQ, was compared to 
the well-established DGII method, and to a genetic algorithm for structure determina-
tion in torsion angle space (GAT). Conformations that resulted from these methods 
were compared before and after a restrained energy minimization, which included an 
all-atom AMBER force field. The sampling and convergence properties of DGQ for 
the target molecule were slightly better than for DGII. DGQ, required, however, sub-
stantially more computational effort than DGII to arrive at a set of conformations. 
The G A for optimization in torsion angle space resulted in conformations of inferior 
quality compared to the DGII and DGQ, structures, but with a better defined covalent 
geometry.1 
aThis chapter is a modified version of: van Kampen, A.H.C., Beckers, M.L.M, and Buydens, 
L.M.C. (1997b) A comparative study of the DG-OMEGA (DGO), DGII, and GAT method for the 
structure elucidation of a methylene-acetal linked thymine dinucleotide. Accepted for publication in 
Computers & Chemistry 
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3.1 Introduction 
Recently, a new method for structure elucidation of biomacromolecules was proposed. 
It comprises a combination of the well-established 'embedding' distance geometry al­
gorithm (DGII) and a genetic algorithm (GA). This new algorithm was denominated 
DG-OMEGA, or DGO for short (van Kampen et al., 1996a). OMEGA is an acronym 
for Optimized Metric matrix Embedding by Genetic Algorithms. DGfi was applied 
to experimental data published for Cyclosporin-Α (CPA) in chloroform solution, and 
the results were compared to the results obtained with the DGII program for the same 
data set. The CPA study indicated that DGQ substantially improved the sampling 
and convergence properties of DGII alone, i.e., DGfi resulted in a wider range of struc­
tures that satisfied experimental proton-proton distance restraints to a larger extent. 
The CPA conformations were not subjected to energy minimization or inspected for 
possible distortions of their covalent geometries. 
In order to gain a better understanding of the properties of DGÜ, this chapter 
presents a comparative study between DGfì, DGII, and GAT (a simple GA for opti-
mization in torsion angle space). The comparison of DGII and DGÜ directly demon-
strates the additional gain obtained by combining DGII with a GA. The comparison 
of OGU and DGII with GAT was performed to investigate whether conformations 
obtained with these methods differed in their covalent geometries. The GAT method 
preserved the covalent geometry of the conformation during optimization, while DGII 
and DGO could result in distorted structures, as a consequence of the embedding pro-
cess, which is obviously not desirable. 
In order to 'repair' distorted covalent geometries of conformations, DGII and DGO 
included a refinement strategy, i.e., simulated annealing. The simulated annealing 
refinement comprised the most computational intensive step in DGO. Therefore, 
the influence of the length of this refinement was investigated. It was attempted to 
minimize this length without reducing the structure quality. Since conformations with 
distorted covalent geometry are often subjected to drastic changes in their covalent 
and spatial structure during energy minimization, the comparison of DGII, DGfi and 
GAT was conducted before and after restrained energy minimization. 
The research described in this chapter also presents a closer inspection of the 
relationship between the optimization criterion used by DGÜ, and the quality of the 
emerging structures. Although the minimization criterion reflects the overall quality 
of the structures, it may not give information about specific structure properties. 
Since the target molecule (a methylene-acetal linked thymine dimer) is small compared 
to CPA, and a faster computer was available, an extensive comparison between the 
three methods was conceivable. However, despite the small size of the molecule it 
presented a suitable test case for the structure elucidation algorithms because the 
introduced methylene group resulted in additional distance restraints, which led to a 
better defined conformation. It should be noted, however, that it was not the aim 
of this research to reveal the 'true' structure of this molecule, but to compare the 
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performance and properties of the three structure elucidation methods. 
The results presented in this chapter may therefore guide the selection of a specific 
method for the structure elucidation of macromolecules. It remains necessary to apply 
DGfi for other (larger) target molecules with the knowledge obtained from the present 
study and the study of CPA. 
3.2 Methods 
3.2.1 Software and hardware 
DGO was developed on a 20MHz personal IRIS (Silicon Graphics™) by combining 
parts of GATES (Genetic Algorithm Toolbox for Evolutionary Search) (Lucasisus 
Sz Kateman, 1994a, 1994b) with the DGII program distributed by Biosym (BioSym 
Technologies, 1993). For the research described in this chapter DGfì was ported to a 
132 Mhz Indy (Silicon Graphics™). 
The GA, hereafter referred to as GAT, is described in the previous chapters. GAT 
experiments were conducted on a SUN Sparc™ workstation. 
The program DISCOVER (BioSym Technologies, 1995) was used for performing 
the energy minimization. 
3.2.2 Data set 
Methylene-acetal linked dimers provide interesting test cases for conformational anal-
ysis techniques, since their backbone conformation is relatively well-defined, owing to 
the additional NOE intensities of the methylene-acetal protons. The methylene-acetal 
linked thymine dimer data set is described in Chapter 2 of this thesis. 
3 . 2 . 3 D G - O M E G A (OGÍI) 
In this chapter the focus is on DGfì (DGII, which is also part of DGfi, was discussed 
in the previous chapter). The main idea of DGH is to augment the metrization 
sampling process from semi-randomly to a guided search for high quality structures 
in distance space. This section briefly summarizes the concepts of DGfi, for a more 
comprehensive discussion about DGH the reader is referred to (van Kampen et al., 
1996a). 
The flow chart of DGfi is depicted in Figure 3.1, and basically represents the 
framework of a GA. A complete set of modified lower and upper distance bounds is 
encoded on each string. They were initialized according to: 
L:=Lt + \N(0,l)\xIdev 
u; = ut-\N(o,i)\*idev 

















Figure 3.1: Distance geometry OMEGA (DGÙ). A GA is combined with distance 
geometry (DGII). The trial solutions (strings) represent a specific set of restraints. 
The fitness assigned to each string reflects the amount of restraint violations of the 
conformation calculated by DGII. 
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where L, and t/, represent the original experimental restraints, L* and U* depict 
the modified bounds, and N(0,1) denotes the standard normal distribution with zero 
mean and unit standard deviation. The initialization parameter Id
ev
 was
 u s e d t 0 
control the deviation from the original restraints, and must generally be taken not 
too large. Each trial solution j replaces the original set of experimental restraints as 
input for the DGII algorithm, and results in a conformation of the molecule. The 
subsequent assignment of the fitness value is straightforward: 
JV 
[fitness^]- = error, = ^ ( r e s t r a i n t violation^2 
г = 1 
where N is the number of restraint violations, and j denotes the index of the string. 
Subsequently, threshold rank-based selection in combination with elitism ensured the 
propagation of the better structures (i.e., strings) to the next population. Next, 
uniform crossover for real encoded parameters was applied to recombine the strings. 
Finally, the strings were mutated by an operator, especially designed for DGO, which, 
on average, centers and tightens the bounds, subjected to confinement to the original 
range. As a result, the conformational space shrinks towards a region, which includes 
(near)optimal structures, i.e., this process limits the sampling of the metrization al­
gorithm to very specific ranges located within the original bounds. This shrinking 
property is clearly demonstrated in Figure 3.2 for a selection of 4 restraints, during 
one of the DGÜ experiments described in this chapter. For each specific string j , ap-
plication of this mutation operator implied the following (Lt and U, define the original 
restraints; L* and U* define the modified restraints): 
1. For structure j , calculate the distance dt corresponding to restraint i (L*,U*) 
2. With probability Pcentert center restraint г about dt: 
L™ = L;-[(L: + (u;-L:)/2-dt] 
ur° = u; - [(L; + (u; - L;)/2 - dj 
Note that both the lower and upper bound are shifted in the same direction, 
which is the reason that all the signs in these two formulas are identical; 
3. Check modified restraints: 
If {L™w > Ut) or (U?ew < Lt) then L™w = Ц, U?ew = U* 
If (L™w < Lt) then L™w = L* 
If (г7,пеш > I/,) then U?ew = U* 
4. Generate stochast χ = \N(0,1) | χ D, where D is used to control the magnitude of 
the tightening, and then, with probability Pughten, tighten restraint г as follows: 
Lnew _ Lnew + χ 
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jjnew _ ijnew _
 χ 
else (expand restraint г): 
τ new _ τ new ~, 
Ijnew _ jjnew
 + χ 
5. Check modified restraints described above (step 3). 
This mutation is applied to a random subset, S, of the restraints. By adjusting Pcenten 
Pttghten, D and the size of S of this subset, it is possible to control the performance 
of this operator to some extent. Next, the new set of strings can enter the next 
generation in which they may improve again. The algorithm can be terminated when 
no significant improvements are observed between succeeding generations, or when 
the quality of the resulting structures is satisfactory. 
3.2.4 Genetic algorithm torsion angle optimization (GAT) 
An alternative strategy to determine the three dimensional conformation of a molecule 
is via optimization in torsion angle space. The G A for conformational analysis was 
extensively discussed in previous chapters. In this approach the target molecule is 
represented by a set of internal co-ordinates, i.e., the torsion angles, which are the 
subject of optimization. The procedure to obtain bond lengths and bond angles was 
discussed in Chapter 2. An error function reflects the quality of the conformation, 
and is minimized by finding an optimal set of torsion angles. In this research the GA 
was employed for minimizing the error function, and will be referred to as the GAT 
method. Once, the structures were obtained, the error for string j was calculated as: 
[fitness^] * = error, = ¡S^Vtj 




Table 2.4 in the previous chapter depicts values for DGII parameters that are used in 
the experiments described both in the previous chapter and in the present chapter. 
For a detailed explanation, the reader is referred to the user manual of the DGII 
package (BioSym Technologies, 1993). For all DGII experiments an ensemble of 75 
structures was determined. The parameter 'maximum number of steps' of the simu-
lated annealing method was one of the variables during the experiments. 
DGÜ 
The DGII algorithm within the DGO method was configured almost identical to the 
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Figure 3.2: Evolution of four distance restraints for 40 generations of DGÎÏ 
(A=T5:H6-T4:H6, B=T5:HMB-T4:H6, C=T4:H3'-T4:H6, D=T4:H5'2-T4:H6. 
The lower and upper bound (lower and upper line respectively) converge to an op-
timal value that is identified by the G A. This behavior may be ascribed mainly to the 
mutation operator. The гпиіаі values at generation 1 are approximately equal to the 
values of the original restraints. 
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DGII experiments. The parameter 'triangle violation tolerance' was, however, set to 
a larger value (i.e., 20.00) in order to avoid termination of OGÜ due to violations of 
the triangle inequality during bound smoothing. The population size was taken 50 
strings, which was controlled by the DGII parameter 'number of structures'. Each 
lower and upper bound was binary encoded with a precision of 0.01 A. The initial-
ization parameter Idev was set to 0.05. Threshold rank-based selection was used with 
a threshold fraction of 0.25 (13 strings) and an elitism fraction of 0.02 (1 strings). 
Uniform crossover was applied with a probability of 0.80, and exchanged 2 parameters 
(lower or upper bound) on application. The mutation operator was applied to the 
complete set of restraints encoded on the string (S = 62). Furthermore, the DGfi 
mutation parameters were set to Р„ь
г
/і=1.0, P
c e n i e r = 1 . 0 , and D = 0.01. For each 
OGSl experiment a maximum of 40 generations was imposed. 
GAT 
GAT was parameterized with a population size of 100 strings. The torsion angles 
were encoded with a 8 bit Gray binary encoding. The threshold selection method 
was used with a threshold of 25 strings, and elitism was used to preserve the best 5 
strings during selection. Uniform crossover was applied with a probability of 0.90, 
and swapped 16 bits on application. Point mutation was applied with a probability 
of 0.01. The ranges of the conformational parameters are depicted in Table 2.3 of 
the previous chapter. For each GAT experiment a maximum of 1000 generations was 
imposed. 
The parameterization for these three algorithms were based on commonly used 
values in other investigations, and no attempts were made to optimize the configu­
rations because this would require too many experiments. Thereupon, satisfactory 
results were obtained with these parameterization. 
3.3 Experimental 
3.3.1 Structural parameters 
Most experiments presented in this chapter involved an inspection of several structural 
parameters, i.e., measures for describing a single conformation, or an ensemble of 
conformations: 
1. #Viol : the overall mean number of violations calculated from all JV structures 
in the ensemble (#Viol = Σ
ι = 1 nt/N, where n t denotes the number of violations 
for structure г). 
2. Mean Viol: the overall mean violation. This measure was calculated by aver­
aging all mean violations of the individual structures in the ensemble (#Viol 
= 5ZT=I IW-W) where П, denotes the average violation of structure г, i.e., П, = 
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Σ ,
= 1 fj/íij, in which щ denotes the number of violations for structure i, and 
Vj represents the magnitude of violation j). 
3. BestMean: this measure denoted the lowest value of all mean violations of all 
N structures in the ensemble (BestMean = тпгп[Пі,...,П^]). 
4. Max: the overall maximum restraint violation of all structures in the ensem­
ble (Max = тах[ і,..., т], where Τ = 5Zt=i n» denotes the total number of 
violations in the ensemble). 
5. MinMax: the lowest maximum restraint violation of all N structures in the 





6. R M S D the all-atom root mean square deviation of all structures in the ensem­
ble. 
3.3.2 Prel iminary DGfi experiment 
Prior to actually comparing the DGII, DGfì and GAT strategies, a preliminary DGO 
experiment was conducted to investigate whether the optimization criterion (i.e., the 
error, which reflected the sum of squared restraint violations) also reflected the struc-
tural parameters described above. For this experiment the length of the SA refinement 
was taken 250 steps. 
3.3.3 DGII , OGÜ, and GAT experiments 
Subsequently, 9 DGII and 10 DGH experiments were conducted with different lengths 
of SA refinement (Table 3.1). A DGÜ experiment with 50000 steps of SA was not 
conducted due to the long computer times involved. Instead, two additional DGQ 
experiments with SA refinements of 10 and 25 steps, respectively, were included in 
order to make a comparison with the first DGII experiment feasible. The GAT method 
was only used in a single experiment because a SA refinement was not part of the 
method. These experiments resulted in 9 DGII ensembles of 75 structures, 10 OGÌÌ 
ensembles of 50 structures, and 1 GAT ensemble of 100 structures. 
3.3.4 Selection of conformations 
The DGII ensembles were essentially different from the DGO and GAT ensemble. 
The main reason for this are the properties of the GA. First of all, the current im-
plementation of the GA did not include mechanisms for preserving diversity of the 
population, and consequently, the DGH and GAT methods tend to converge to an 
ensemble of similar conformations. In contrast, DGII results in an ensemble of con-
formations which much more reflect a range of structures that are consistent with 
the input data. Secondly, application of crossover and mutation in DGÍI and GAT 
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may occasionally result in conformations of a much worse quality than would ever 
be generated by DGII. This GA property does, however, not hinder convergence to 
high-quality structures. 
In order to make a fair comparison between the methods, new DGO and GAT 
ensembles were generated via selection of conformations from the ensembles initially 
generated by these methods. This selection aimed at obtaining ensembles in which 
the worst conformations were of similar quality as the worst conformations found by 
DGII. At the same time this results in an ensemble with a range of structures that 
is more comparable to the DGII ensembles. It is important to note that this step 
is not necessary for normal application of DGO and GAT. In regular situations one 
might (according to a chosen criterion) select the best structures, without considering 
whether or not the structures are comparable to DGII. 
Preceding the actual selection, the maximum violation, the largest sum of the 
violations, and the largest number of violations were determined from the structures in 
the DGII ensemble obtained with the longest simulated annealing refinement of 50000 
steps. This ensemble obviously achieved the largest convergence to the experimental 
data, and was therefore used as a reference for selecting structures from the DGO 
and GAT ensembles. The values for these three quantities are likely to correspond 
to three distinct conformations. However, they would, in a sense, define the 'worst' 
conformation if they correspond to a single conformation. By comparing the DGO 
and GAT conformations to this 'worst' conformation (i.e., the three quantities), and 
selecting only conformations which are of better quality, the DGII, DGfi and GAT 
ensembles become more comparable. This resulted in 10 reduced DGfi ensembles. It 
turns out that no GAT structures confined to this selection criterion. 
3.3.5 Optimal length of refinement 
Via inspection of the structural parameters of the 9 DGII and the 10 reduced DGÍÍ 
ensembles an optimal length of simulated annealing refinement for both strategies 
was determined. The corresponding DGII and DGÍÍ ensembles resulted in the best 
compromise between convergence and sampling of the conformational space. 
3.3.6 Energy minimization 
Finally, five new ensembles were assembled, each containing 10 conformations that 
were to be subjected to energy minimization. From the reduced DGÍÍ ensemble, that 
corresponds to the optimal refinement length, 10 structures were chosen at random. 
From the optimal DGII ensemble, 10 structures were selected via application of the 
selection method described above. This ensured that there was no difference in quality 
due to different selection procedures for DGII and DGÍÍ. In addition, 10 structures 
from the reference DGII ensemble (50000 steps SA), and reduced DGO ensemble 
with 10000 steps SA were chosen at random. Since no GAT structures confined to 
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the selection criterion, the 10 structures with the lowest error value were selected. 
This resulted in five new ensembles, which will be referred to as the DGÜ* (SA=100, 
SA=10000), D G i r (SA=500, SA=50000), and GAT* ensembles. 
All structures from these ensembles were subjected to a restrained energy mini-
mization by means of an all-atom AMBER force field (Weiner et al., 1986). Hence, 
the force-field contained an extra potential to minimize the restraint violations. Each 
structure was first minimized with 1000 steps of steepest descent, and subsequently 
with 500 steps of a conjugated gradient method. 
After energy minimization the structural parameters were compared again. In 
addition, the changes in covalent bond lengths, bond angles, and dihedral angles were 
investigated in order to reveal the amount of distortion of the covalent geometry of 
the conformations. 
3.4 Results and discussion 
3.4.1 Prel iminary OGÌÌ experiment 
The preliminary DGO experiment involved the determination of the correlation be-
tween the error value (i.e., the minimization criterion) and the structural parameters 
(the RMSD was not considered in this experiment). During this experiment all val-
ues of the structural parameters of the best string at each generation were monitored. 
They are depicted in Figure 3.3. As can be observed from this figure, the last improve-
ment occured at generation 26. It is clear that most structural parameters decreased 
with the error, or remained about constant (i.e., considering the range of the parame-
ter BestMean). The only exception was the overall maximum violation, which heavily 
fluctuated. This experiment gained important insights in the interpretability of the 
optimization criterion, i.e., it roughly reflected most structural properties. However, 
a compound fitness function that not only minimizes the sum of squared violations 
(i.e., the error) but also reflects the other structural parameters directly may be more 
robust with respect to the quality of the final ensemble of structures. However, it was 
decided not to change the design of the fitness function for the present research, but 
to postpone this for future investigations. 
The remaining of this section discusses the results obtained from the comparison 
of DGII, DGfi and GAT strategies. 
3.4.2 Influence of SA refinement in DGII experiments 
Table 3.1 depicts the lengths of the SA refinements, and number of function evalua-
tions for each DGII experiment. The number of function evaluations was calculated 
as the product of the number of steps of SA, and the size of the DGII ensemble 
(75). The influence of a longer refinement (i.e., number of function evaluations) on 
the structural parameters is depicted in Figure 3.4. From this figure it is observed 
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Figure 3.3: The structural parameters as a function of the generation for a DGSl 
experiment (250 steps of simulated annealing refinement). The optimization criterion 
(error) is depicted in the first graph. It was observed that, except for the overall 
maximum violation, the evolution of the error value roughly reflects the evolution of 
the structural parameters. 
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that the length of SA refinement did not have a large influence on the overall number 
of violations. However, a longer refinement clearly decreased the overall maximum 
violation (Max). The overall mean violation (MeanViol), BestMean, and MinMax 
remained about constant after 500 steps of SA. From the RMSD values it was readily 
observed that with increasing convergence to the experimental data the similarity of 
the structures largely increased. From these 9 DGII experiments it was concluded 
that 500 steps of SA refinement was optimal, i.e., no significant additional conver-
gence occured beyond this point, while longer refinements reduced the sampling of 
the conformational space. 





Figure 3.4: The influence of the length of the simulated annealing refinement (i.e., 
natural logarithm of the number of function evaluations) on the structural parameters 
for the DGII (+), DGU (o), and reduced DGQ, (x) ensembles. 
3.4.3 Influence of SA refinement in DGQ experiments 
Subsequently, similar experiments were performed for DGfi. The applied lengths of 
SA refinement are also depicted in Table 3.1. Since DGO iterated the DGII method, 
the number of function evaluations was calculated by multiplying the length of re-
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Table 3.1: Length of SA refinement in DGII and DGO experiments; this table de-
picts the number of steps (#SA) of simulated annealing in the 9 DGII and 10 DGfi 
experiments. The number of function evaluations is calculated by the product of the 
size of the ensemble (DGQ=50, DGII=75), the length of the SA refinement, and the 































































finement, the size of the ensemble (50), and the generation after which no further 
improvement was observed for the best string. Obviously, despite the smaller ensem-
ble size of DGfi, identical lengths of refinements in DGII and DGO resulted in large 
differences in the number of function evaluations needed to converge to the final set 
of structures. 
From Figure 3.4 it is observed that increasing the length of the refinement in DGO 
resulted in a decrease of all structural parameters values. This indicated an increase 
in convergence to the experimental data, while at the same time the structures be-
came more similar, i.e., a reduced sampling of the conformational space. Since the 
DGO ensemble also contained ill defined structures, these results were not directly 
comparable to the DGII experiments. 
3.4.4 Selection of OGÌÌ conformations 
To make a fair comparison possible, a subset of structures from each OGU ensemble 
was selected (as explained in the experimental section), which resulted in 10 reduced 
ensembles. 
Figure 3.5 depicts the size of the reduced DGO ensembles after selection. For the 
first two experiments with 10 and 25 steps of SA, no structure fulfilled the selection 
criterion. Furthermore, it was observed that an increased number of structures con-
fined to the selection criterion if the length of the refinement was increased, although 
3.4 RESULTS AND DISCUSSION 59 
after 1000 steps of SA this number starts to fluctuate. 
The structural parameters for the reduced DGfi ensembles were determined, and 
also depicted in Figure 3.4, which allowed for a direct comparison with the DGII 
structures. Since the worst structures were removed from the DGfì ensembles, the 
average quality of these reduced ensembles increased, with a decrease in RMSD value. 
The values for the BestMean and MinMax did not change, which indicated that 
the corresponding structures were preserved during selection. The overall maximum 
violation for the reduced OGÜ ensembles now equaled the level of the reference DGII 
(SA=50000) experiment. From these 10 DGfi experiments it was concluded that 
100 steps of SA were sufficient for the DGQ approach. Increasing the length of the 
refinement did not result in additional convergence to the experimental data, but did 
slightly decrease the sampling of the conformational space. 
Consequently, the optimal length of the refinement in DGÎÎ was a factor five times 
less than for DGII (i.e., 100 and 500 steps of SA respectively), which led to a reduction 
in the number of function evaluations from 450000 to 170000, i.e., about a factor 2.5, 
as can be observed from Table 3.1. However, as will be shown, this conclusion does 
not hold if in addition the covalent geometry of the conformations is considered. 
3.4.5 The GAT experiment 
GAT was used in a single experiment, and this method resulted in an ensemble of 
100 structures. The number of function evaluations (i.e., the product of the number 
of generations and the population size), was not depicted in Table 3.1 because it 
could not be compared to the values given for DGII and OGÜ due to the fact that 
the evaluation functions were completely different. As explained in the experimental 
section, the 10 GAT structures with the lowest error values were selected, and was 
referred to as the GAT* ensemble. 
3.4.6 Comparison of s t ructural parameters for DGII , DGO 
and GAT 
In order to compare the performances of DGfi, DGII and GAT strategies, the DGO* 
(SA=100, SA=10000), DGII* (SA=500, SA=50000) and GAT* ensembles were com-
pared before and after a restrained energy minimization. The results are depicted in 
Figure 3.6, and Table 3.2. Figure 3.7 and 3.8 depict a superposition of these structures 
before and after energy minimization, respectively. 
From the data presented in Figure 3.6 it was observed that energy minimization 
positively affected the quality of the GAT* structures, i.e., an increased convergence 
to the experimental data, while at the same time only a slight decrease in the RMSD 
value was observed. In contrast, an energy minimization enforced a divergence from 
the experimental data for the DGII* and DGH* structures, while slightly decreasing 
the RMSD value. In effect, the values for the structural parameters of the GAT* 
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11 12 13 
log(evaluations) 
17 
Figure 3.5: The size of the reduced DGQ ensembles after selection as a function of the 
length of the SA refinement (i.e., natural logarithm of the number of function eval­
uations). With increasing length of refinement the number of structures that confine 
the selection criterion increased. 
Table 3.2: Results for DGII, DGO and GAT before and after energy minimization; 
the structural parameters of the DGII*, DGO*, and GAT* ensembles before and after 
energy minimization. 
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Figure 3.6: A comparison of the structural parameters of the DGIP (· SA=500, о 
SA=50000), DGÜ* (x SA=100, О SA=10000), and GAT (+) ensembles before (B) 
and after (A) restrained energy minimization. 
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structures approached the values for the DGH* and DGII* structures, although there 
remained a significant difference after energy minimization. 
From the RMSD values it seemed that the sampling properties of DGO were 
better than for DGII and GAT. The convergence behavior of OGÜ before energy 
minimization was slightly better than for DGII, and much better than for GAT. 
After energy minimization, it became more difficult to make definite statements about 
the convergence behavior. It was observed that the DGO* (SA=10000) structures 
were still slightly better than the DGII* structures. However, the DGO* (SA=100) 
ensemble revealed a drastic change in the overall maximum violation and overall mean 
violation, which indicated a decrease in structure quality. 
A\ 
« ^ 
Figure 3.7: Superposition of the 10 conformations of the DGIF (upper-left SA=500, 
lower-left SA= 50000), DGÜ* (upper-middle SA=100, lower-middle SA=10000), and 
GAT* (right) ensembles before energy minimization. Hydrogen atoms are not shown. 
3.4.7 Comparison of the individual conformations 
Figure 3.9 depicts the maximum violation, mean violation, and number of violations 
for all individual structures before energy minimization. Three clusters are clearly 
distinguished, i.e., the DGfì*, DGII*, and GAT* structures. Within the clusters 
no distinction could be made for the different refinement lengths, which indicated 
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Figure 3.8: Superposition of the 10 conformations of the DGI1* (upper-left SA=500, 
lower-left SA=50000), DGÍI* (upper-middle SA=100, lower-middle SA-10000), and 
GAT* (right) ensembles after energy minimization. Hydrogen atoms are not shown. 
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that the optimal lengths for the DGII and DGfi experiments were chosen adequately. 
From this figure it was observed that the structures of both DGfl* ensembles were 
better than the DGII structures, i.e., the mean and maximum violation were simi-
lar, but the number of violations of the DGO* structures were significantly smaller. 
It was, however, observed that the structures with the lowest mean violation and 
maximum violation were included in the DGÜ* (SA=10000) ensemble. The GAT* 
structures were of significantly less quality than the DGII* and DGO* structures, 
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Figure 3.9: The number of violations, mean violation, and maximum violation for the 
DGÜ· (x SA=100, о SA=10000), DGW (· SA=500, O SA=50000), and GAT* (+) 
structures before energy optimization. The two dimensional plots represent the three 
projections of the upper left figure. 
tion, mean violation, and number of violations of the individual DGÌÌ*, DGII* and 
GAT* structures after energy minimization. From the difference in scale with the 
previous figure, it is obvious that the quality of the structures became more similar, 
i.e., due to the energy minimization the differences between the methods were less 
pronounced. The GAT* structures were still clustered to some extent, and were, on 
average, of less quality than the DGII* and DGfi* structures. It was also observed 
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that several DGO* (SA=100) structures now have a high maximum and mean viola­
tion, and consequently were of poor quality. Furthermore, it was observed that it is 
no longer possible to make a clear distinction between the DGII and DGfi structures 
on basis of the number of violations. The DGII structures, having similar mean and 
maximum violations, were still clustered. Most DGfl* (SA=10000) structures also 
had similar mean and maximum violations, and were slightly better that the DGII* 
structures. The DGQ* (SA=100) structures were now located between the DGII* and 
GAT* structures. From this figure it was concluded that after energy refinement, 100 
steps of SA for DGO was no longer adequate, and that 10000 steps of SA only gave a 
slight improvement over the DGII* structures, while DGfi required significantly more 
function evaluations, i.e., computational effort. 











































































Figure 3.10: The number of violations, mean violation, and maximum violation for 
the DGÜ* (x SA=100, о SA=10000), DGW (· SA=500, O SA=50000), and GAT* 
(+) structures after energy minimisation. The two dimensional plots represent the 
three projections of the upper left figure. 
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3.4.8 Inspection of the covalent geometry 
In order to investigate the impact of energy minimization on the covalent geometry 
of the molecule, the change in bond angles and bond lengths were measured for the 
DGIP (SA=500), DGfi* (SA=10000), and GAT* structures. From Figure 3.11 it was 
observed that the changes for the DGII* and GAT* structures were small (i.e., less 
than about 0.05 A). In contrast, many DGÜ* structures revealed a significant change 
in several bond lengths of more than 0.1Л. 
Figure 3.12 depicts the change in bond angles for all structures. The GAT* struc­
tures showed the smallest change in angles, i.e., all less than about 5 degrees. The 
DGII* structures also showed small changes in the angles, with a few exceptions of 
more than 10 degrees. Again, the DGfi* structures revealed the largest effect, and 
changes of more than 10 degrees were no exception. 
From the change in bond length and bond angle during energy minimization it 
was concluded that the covalent geometry of the DGO* conformations were very 
distorted. Hence, in an attempt to minimize the experimental restraint violations, 
DGQ distorted the covalent geometry of the molecule. The conformation obtained 
with 500 steps of SA refinement probably exhibits an even worst defined covalent 
geometry. The distortion was reduced during energy minimization at the expense of 
the extent of convergence, which made the difference with the DGII* structures less 
significant. Inspection of the bond angles and bond lengths after energy minimization 
revealed that the covalent geometry of all DGfi*, DGII*, and GAT* conformations 
became about similar, i.e., they approached the target values used in the AMBER 
force field. 
3.4.9 Inspection of dihedral angles 
Figure 3.13 depicts the change in dihedral angles (including the five angles of the fura-
nose ring) during energy minimization. Again, it is observed that the largest changes 
were imposed on the DGO* structures, although also several GAT* and DGII* struc­
tures were significantly changed. This change in the spatial structure was probably 
induced by the change in covalent geometry, and the attempt to keep the restraint 
violations as small as possible. An inspection of the torsion angles of the DGII* 
(SA=500), DGfì* (SA=10000) and GAT* structures large differences in conforma-
tion. As an example consider the GAT*, DGII* and DGfi* conformations depicted in 
Figure 3.14. The GAT* structure is significantly different from the DGII* and DGÍI* 
structures, but as shown above, was of less quality. The DGII* and DGO* conforma-
tions were of similar quality, but significant difference in structure can be observed. 
From this it seems fair to conclude that although DGÜ finally resulted in conforma-
tions of comparable quality to the DGII conformations, it could still be beneficial to 
use DGfi for determining structures because this may result in conformations that 
are not included by DGII or GAT. 
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Figure 3.11: Indication on the change in length for 54 covalent bonds as an effect 
of energy minimization for the DGIP (SA=500), DGÍI* (SA=10000), and GAT 
structures. For each covalent bond the values observed in 10 conformations (·) are 
depicted. 
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Figure 3.12: Indication on the change in the angles of 100 covalent bond angles as 
an effect of energy minimization for the DGIP (SA=500), DGÍI* (SA=10000), and 
GAT* structures. For each bond angle the values observed in 10 conformations (·) 
are depicted. 
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Figure 3.13: Change indication on the angle of 18 dihedral angles as an effect of 
energy minimisation for the DGII* (SA=100), DGÜ*, and GAT* structures. For 
each dihedral angle the values observed in 10 conformations (·) are depicted. 
Figure 3.14: Stereo plot of a DGII* (SA=500), DGÜ* (SA=10000) and GAT con-
formation after energy minimization. Larger differences in structure can be observed. 
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3.5 Conclusions 
The results presented in this chapter demonstrate that, before and after a restrained 
energy minimization, the convergence and sampling properties of DGÌÌ were slightly 
better than for DGII. DGO required, however, significantly more computational effort 
and, in addition, resulted in fewer structures. 
The comparison of the DGO conformations obtained with 100 steps and 10,000 
steps of SA before energy minimization revealed a similar convergence behavior from 
which, at first, it was concluded that 100 steps of simulated annealing refinement were 
optimal. However, during energy minimization the DGO (SA=100) conformations 
diverged from the experimental data to a larger extent than the DGQ (SA=10000) 
conformations. From this it was concluded that a short SA refinement was certainly 
not optimal. This was supported by inspection of the torsion angles and the covalent 
geometries of the conformations, which drastically changed during energy minimiza-
tion. This demonstrated the significance of using a sufficiently long refinement. It 
can be concluded that, in comparison to DGII, the refinement in DGO cannot be 
reduced, despite that DGII is iterated by a GA. 
The GAT method resulted in the poorest convergence and sampling of the con-
formational space. The covalent geometry was, however, by definition better defined 
than for both DGII and DGO conformations. Energy minimization resulted in addi-
tional convergence, but inspection of the individual structures revealed a significant 
difference with the OGÜ conformations. Inspection of the torsion angles of the confor-
mations obtained with the DGII, DGÌÌ and GAT methods revealed that each method 
resulted in different conformations. 
This study clearly demonstrates that DGH should be used with caution because 
distorted conformations can easily result if the refinement is taken too short. With 
this knowledge DGO should be applied to larger molecules to investigate whether the 
improvement over DGII alone becomes more significant than for the small dimer used 
in this research. 
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Chapter 4 
Parallel GA application 
A genetic algorithm (GA) that optimizes the fit between (simulated) experimental 2D 
Nuclear Overhauser Effect spectra and the corresponding calculated spectra for trial 
structures is described The procedure is computationally intensive. Speed-up of per­
formance is achieved by parallelizing the algorithm, ι e , creating small sub populations 
of trial structures, each of which can be processed on different processors. Good sam­
pling behavior is obtained by initializing each sub population with its own random seed 
and the introduction of a migration operator The latter replaces the best performing 
string from one sub population with the worst performing string from another sub pop­
ulation, after a predetermined number of generations It is demonstrated that, for the 
nucleic acid spectra used in the study, a considerable reduction in computation time 
is obtained m comparison with a sequential implementation, while the same optimal 
solutions are found 1 
l T h i s chapter is a modified version of Meissen, W J , Derks, Ε Ρ Ρ A , Beckers, M L M and Buy-
dens, L M С (1996) Parallel processing of chemical information in a local area network - I Hydra 
concept, configuration, and implementation of parallel applications Computers & Chemistry 20(4), 
431-438, Derks, Ε Ρ Ρ A , Beckers, M L M , Meissen, W J and Buydens, L M С (1996) Parallel pro­
cessing of chemical information in a local area network - II A parallel cross-validation procedure for 
artificial neural networks Computers & Chemistry 20(4), 439-44, Beckers, M L M , Derks, Ε Ρ Ρ A , 
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4.1 Introduction 
Current hardware developments yield computer systems which outperform their pre-
decessors by at least an order of magnitude. However, the hardware requirements 
for software packages in, e.g., the fields of natural computation and large-scale mul-
tivariate statistical analysis are still not met satisfactorily. A substantial increase 
of computing power can be achieved by parallelizing conventional software packages 
and distributing the resulting parallel application on multiple processors. Although 
massive parallel supercomputers are available nowadays, the concept of exploiting the 
available computing power of a number of conventional workstations in a local area 
network, offers a low-cost, high-performance solution (Dietz et al., 1994, 1995) and is 
therefore much more appealing provided that such network of computers is available. 
This chapter introduces an implementation model of so-called coarse grained par-
allel computing, by means of joining the computational power of multiple computers 
in a network. The feasibility of this type of parallel processing, applied on a large 
application, has been demonstrated in a previously conducted pilot study (Meissen 
et al., 1993). Since no specific constraints have to be put on the processing hardware, 
various computer systems (e.g., SUN Sparc™ workstations and personal comput-
ers) having operating systems supporting the Internet Communication Protocol (e.g., 
Unix, AIX, Ultrix2) can be assigned to co-operate in parallel. 
The means of controlling parallelly operating computers is provided by the soft-
ware package 'HYDRA'3. It features, amongst others, the distribution, synchroniza-
tion, monitoring of applications, and controlling of the whole ensemble of computers. 
Moreover, it provides tools which facilitate the development and implementation of 
parallel extensions of (existing) single-processor based software packages. HYDRA 
provides an application developer the tools to subdivide an arbitrary task into smaller 
subtasks, hereafter referred to as instances. After this subdivision of the main task, 
or procedure, into instances, the software developer restricts the programming effort 
exclusively to one instance. When completed, this particular instance will be 'cloned' 
by HYDRA and distributed over a user-defined number of workstations. 
E.g., given a database containing a huge number of multi-dimensional vectors. 
Assume that one has to perform a number of numerical operations on each of the 
vectors, e.g., calculating the inner product with some target vector. In that case, the 
database can be subdivided into a number of subsets. Each subset is then treated 
by one program instance. Obviously, the source code for each instance is identical. 
The only difference is that every instance operates on a different data set. When 
each of the instances has treated, e.g., 100 vectors, the results can be stored to disk. 
Now, it can easily be determined by information exchange between the instances, 
2Some tests demonstrated that powerful personal computers running operating systems, such as 
'Linux', could be added without much effort to the local area network as well. 
3HYDRA is called after a huge fire breathing dragon the Greek mythology. Hydra is claimed to 
have nine heads, one of which is mortal. When one of the other heads is chopped off, it is replaced 
by a new one immediately... 
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which of the subsets contained the vector most orthogonal to the target vector. This 
intermediate exchange of information between the instances can be done in the so-
called synchronous operation mode of HYDRA (this opposed to the asynchronous 
operation mode, in which each instance runs independently from the others without 
any information exchange). 
During runtime, HYDRA takes control of each activated instance and monitors 
the network of workstations. It will move applications to faster machines when their 
performance has decreased by a certain amount, traces and acts on system reboots, 
suspends the execution of instances if not enough workstations with a sufficiently low 
load are available, and performs, if desired, automatically a suspension of all instances 
during, e.g., office hours. 
In this chapter the applicability of the HYDRA environment to parallelizing ge-
netic algorithms (GAs) to be used in the conformational analysis of nucleic acids 
will be demonstrated. The conformational space, which is constituted by all possible 
candidate conformations, usually is very large, even for relatively small biomacro-
molecules. Often, the number of possible solutions contained in the search space, 
is too large to be explored by a systematic (exhaustive) search method, in order to 
find the global optimum (i.e., the best conformation) within reasonable time limits. 
Additionally, commonly applied conformational analysis techniques, such as, e.g., the 
distance geometry methods, are basically gradient-descent based search methods and, 
hence, tend to end up in local optima in the conformational space. To circumvent this 
problem, stochastic or dynamic simulations are invoked in the conformational analysis 
as well. However, the final outcome of these simulation techniques strongly depends 
on the set of initial trial structures (Metzler et al., 1989). Often the distance geome-
try method is applied to provide reasonable initial structures for molecular dynamic 
simulations. 
To sample the configuration space effectively, in the conformational analysis of 
nucleic acids using NMR data, a GAs were introduced recently. Because the confor-
mational search space can be very large and complex, inevitably, a thorough explo-
ration of the conformational space will be very time consuming, even when powerful 
computers are available. Hence, it would be worthwhile to perform this extensive 
exploration by means of parallel computing. Given the fact that each string in a 
GA population can be evaluated independently of the others, provides the clue to 
parallelize the sequential GA application, yielding a drastic reduction of the required 
computing time. One way to achieve this, is to divide the population of trial solutions 
into a number of smaller sub populations. This subdivision now enables the evalua-
tion of each sub population by instances of the GA on different computers (Levy et 
al., 1991; Gordon et al., 1992; Takanashi et al., 1992; Dorigo & Maniezzo, 1993). To 
deal efficiently with the complexity of the search space, explorations can be started 
from different points in the search space, which is achieved by initializing the sub 
populations by different random seed values. Inclusion of a migration operator makes 
it possible for promising trial solutions to migrate from one sub population to other 
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sub populations. It is demonstrated that migration improves the sampling behavior 
of the whole system of parallel GAs. 
A strategy for the conformational analysis of nucleic acids using parallel GAs will 
be outlined. The aim of this chapter is to provide an evaluation of a method, to ef-
fectively parallelize a GA using the so-called migration or island model. The HYDRA 
programming environment was used to implement and execute the parallel applica-
tion in a local area computer network. Inclusion of the migration model implies that 
the parallel processing had to be performed in a synchronous operation mode. In or-
der to test the parallel GA application, several data sets were simulated and evaluated. 
4.2 HYDRA concept 
4.2.1 Check-pointing 
In local area networks, the execution of software packages running for prolonged peri-
ods of time might cause severe practical problems. E.g., these generally computational 
intensive programs monopolize a single processor4 up to a high degree, leading conse-
quently to excessive load levels. In the extreme case, the situation might arise that a 
multi-user and multi-tasking workstation becomes hardly accessible for any other user 
or program. Apart from this, the continuity of the running program is not ensured 
due to accidental system reboots or other, usually network related, interfering phe-
nomena. In order to avoid loss of costful results, it might be worthwhile to subdivide 
the total runtime into smaller steps. 
This subdivision allows the control of the system status and performance between 
the individual steps. This procedure is referred to as 'check-pointing'. If an error 
has occurred, the program will be restarted from the beginning of the step during 
which the error was encountered. Hence, only the computational effort of just one 
step is lost. Moreover, the principle of check-pointing guarantees a quite robust 
execution of an application program. However, all computations are still performed 
on a single processor. Since most of the modern software packages can be subdivided 
easily into identical subprograms (instances), there is no reason to limit the execution 
of a program to a single processor. Then, a number of computers of comparable 
performance, identical to the number of program instances, can be assigned to perform 
the computations in parallel. This inevitably leads to a substantial reduction of the 
total time needed to execute the same task sequentially. 
One way of establishing this type of coarse grained parallelism is described in the 
sequel. For each processor, at the beginning of each step, the results of the prior 
computing step are read from disk and loaded into the workstation memory. After 
In this chapter, processor, host, machine, and workstation all refer to the same entity: a single 
processor computer 
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completion of such a step, the new results of the computation are stored on disk 
thereby overwriting the formerly obtained results (see Figure 4.1). 
computation step 1 computation step 2 
Figure 4.1: Each instance reads data before starting a step and writes data afterwards. 
4.2.2 Monitoring 
Obviously, as is the case with sequential processing, an extended implementation of 
check-pointing is required to ensure a robust and error-free performance of the whole 
network of computers as such. This, of course, introduces some overhead, especially 
when after each computation step information needs to be exchanged between all 
running instances of the application (synchronous operation mode). The software 
package HYDRA entails an extended implementation of the check-pointing model 
for both synchronous and asynchronous parallel processing in a local area network 
of workstations which share for communicational purposes at least one file system. 
Nowadays, there are usually more workstations comprised in a regular medium-sized 
network than the number of instances required to execute in an optimal way arbitrary 
application programs in parallel. HYDRA's extended check-pointing model takes this 
into account. It monitors the whole network of computers and selects, if appropriate, 
after each computing step another ensemble of workstations thereby achieving that 
all instances will be executed as fast as possible in each computation step. 
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It should be remarked that not each application fits into the parallel scheme sup­
ported by HYDRA. Close interaction, which might be the case when information 
exchange is required between all co-operating processors after, e.g., the completion of 
each inner loop of a single short-during iteration, has to be avoided. In that particular 
circumstance, the overall performance will deteriorate, mainly due to the intensive 
network traffic induced by the transfer of data between the processors. Consequently, 
HYDRA is not suited for the implementation of fine grained parallel models. 
workstation В 
workstation С 
Figure 4.2: Assignment of MCP/RUPS and the application instances to different 
workstations in a network. 
4.2.3 Master Control Process 
Basically, HYDRA is built on the MCP (Master Control Process) program. MCP 
takes care of the assignment and control of all occupied and candidate workstations 
and monitors the progression of each instance. MCP is assisted by a procedure called 
RUPS (Remote bf UPtime Server), which periodically keeps track of the the status 
of each host machine. Both MCP and RUPS are executed on the same workstation, 
whereas the instances are distributed over a number of other hosts in the network. 
This is depicted in Figure 4.2 and Figure 4.3. Briefly, the communication between 
MCP and instances is established by so-called TCP/IP (Transmission Control Pro-
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tocol/Internet Protocol) sockets which provide bidirectional reliable data streams. 
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Figure 4.3: Communication between MCP/RUPS (host 'A') and instances (running 
on the hosts 'B', 'C', 'D', and 'E', respectively) via TCP/IP sockets (left section). 
The middle section shows the subdivision of an application into four instances (rows). 
Here, each instance has to perform five computation steps (columns). After the en­
tire application has been executed, a new application can be started (right section). 
This illustrates how HYDRA can handle parallel as well as sequential processing in a 
network of workstations. 
4.2.4 H Y D R A cycles 
HYDRA iterations are defined as cycles. In one cycle local/global information for 
the applications is read (READ stage) and with this information the calculations are 
started (CALC stage). Finally after a predefined number of calculations the results 
are written to file (WRITE stage) and the cycle may start again. After a predefined 
number of cycles a global file holding the applications' results is updated. The user 
can specify whether the update must be synchronous or asynchronous. The parallel 
applications can thus run for a considerable amount of time without interaction. 
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Figure 4.4 gives a (pseudo) code in the С programming language for the HYDRA 
stages. 
4.3 Parallel genetic algorithms 
4.3.1 Standard model 
Having chosen a proper representation model and objective function for conforma­
tional analysis of nucleic acids with a GA, the next step is to decide how to parallelize 
the GA. Implementing a parallel GA basically comes down to partitioning a popu­
lation of strings into smaller sub populations. After the partitioning step, there are 
essentially three ways in which a parallel execution of a GA can be achieved. In the 
first one, at least one operator is executed independently of the others. The simplest 
way is to perform string evaluation of the sub populations in parallel and perform 
crossover and mutation sequentially. In more elaborate implementations crossover 
and mutation can also be performed in parallel. It has to be stressed that selection 
must always be done sequentially as any two strings in the ensemble of sub popula­
tions can be paired. This model for a parallel GA, in which at least one operator is 
executed independently of the others is called the standard model, or partitionated 
GA. 
4.3.2 Migration model 
A second model by which a parallel GA can be created also divides the population into 
sub populations, but invokes a sequential GA on each sub population. However, after a 
predefined period promising strings in each sub population are selected and exchanged 
between the sub populations. That is, each sub population sends copies of its best 
strings to its neighbors. These copies replace the worst strings in these sub populations 
in order to get, on average, a higher quality of the genetic material. This exchange 
of strings is called migration. Where do migrants go to? There are many ways to 
transfer migrants, ranging from passing single strings to a neighboring population 
to transferring (ensembles of) ranked strings. All evolutionary operators are in this 
case executed independently of each other except for the migration operator. This 
operator is controlled by two parameters: the migration interval, which defines the 
number of generations between each migration, and the migration rate, defining the 
proportion of strings selected from each sub population for migration. This model is 
called the migration or island model, or distributed GA. It provides a coarse grained 
division of the GA. 
























on garbage message"); 
Figure 4.4: (Pseudo)code in С for the HYDRA application shell. 
80 CHAPTER 4. PARALLEL GA APPLICATION 
4.3.3 Diffusion model 
A third model that can be used to parallelize a GA is called the diffusion or neighbor-
ing model. In this case each string of a single population is placed in a cell of a planar 
grid and the division of the GA is hence fine grained. Selection and crossover are 
applied only between neighboring individuals on the grid according to a predefined 
neighbor classification. The neighborhood of an individual is a set of potential part-
ners. Strings are only allowed to migrate to geographically nearby sub populations. 
The neighborhood can therefore be regarded as a sub population. The implemen-
tation of this model is mainly limited to expensive multi-processor based computer 
architectures. 
4.4 Experimental 
4.4.1 Hardware and software 
The framework, of the application that was developed, is based on earlier studies 
(Lucasius et al., 1990; Blommers et al., 1992; Levi et al., 1991). Trial structures are 
represented by torsion angles and evaluated with an appropriate objective function, 
that expresses the quality of the individual trial structures. In this study, objec-
tive functions are incorporated which comprise specific criteria, in order to satisfy 
experimentally obtained proton-proton distance restraints. Alternatively, molecular 
conformations can be optimized to fit an experimental 2D NOE spectrum. As a sec-
ond alternative, an objective function based on the molecular force field of a structure 
can be invoked. 
A sequential G A configured for conformational analysis of nucleic acids is the basis 
for the parallel application. In other words, such a sequential G A forms one instance. 
The feasibility of the parallel application in this study is demonstrated with the NOE 
fitting objective function of Equation 1.13 
Torsion angle representations and objective functions were implemented in pro-
totype GAs for parameter estimation from the toolbox GATES according to the 
DENISE program (Lucasius et al., 1991, Blommers et al., 1992; Lucasius & Kate-
man, 1993b, 1994a, 1994b). For parallel applications GATES was extended with a 
sub population creation function, a migration operator, and some basic I/O proce-
dures for parallel processing (the extended toolbox is called PARGATES). 
The parallel application was embedded in the HYDRA programming environment. 
In the conformational analysis of nucleic acids with a G A, the evaluation of strings, es-
pecially in the case of NOE intensity fitting, is the most time-consuming step. Hence, 
parallelization can in this case be achieved without specialized parallel hardware such 
as expensive multi-processor systems (diffusion model) that make memory access and 
communications fast. Using HYDRA, a local area network of workstations suffices to 
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execute a parallel implementation of the G A. The network consisted of a number of 
SUN Sparc™ workstations. HYDRA can be used to implement the standard model 
GA as well as the island model based GA. 
4.4.2 Implementation 
There are two ways in which PARGATES can deal with (creating) sub populations. 
• A large population can be generated which then is divided into several smaller 
sub populations. Hence, one only needs a single random seed to create these 
sub populations. With this approach, a large population is created for each 
processor in the initialization stage. Then this population is divided into Ρ sub 
populations (which, of course, requires that for an optimal parallel execution at 
least Ρ different workstations are available) and are stored in separate disk files. 
In the HYDRA READ stage, processor 1 reads sub population pi, processor 2 
reads sub population рг etc. Each processor now has its own set of strings to 
manipulate. This occurs in the HYDRA CALC stage during which a simple 
sequential GA is applied. 
• An alternative approach is to initiate several sub populations for each processor, 
hence taking a different random seed for each processor in the initialization stage 
of HYDRA. The next stages are the same as described above. 
The type of sub population creation can be selected by the user. Migration of indi­
viduals, in the HYDRA implementation, is conducted during the READ and WRITE 
stages of the parallel application instances. When the migration operator is invoked, 
selected migrants of a sub population are written to file. Next a selected individual 
in a sub population is replaced by a migrant which is read from file. This means that 
apart from the usual GA configuration parameters (such as crossover and mutation 
probability), the user has also to define the migration rate and migration interval. In 
this study the worst performing string of one sub population is replaced by the best 
performing string of another sub population. Other schemes, such as random replace­
ment of strings, are also possible. In addition, the migration topology, or where the 
strings migrate to, must also be specified. We used a ring topology, implying that 
selected migrants of sub population p\ move to sub population p2, selected migrants 
of sub population pi move to sub population рз and selected migrants of the last sub 
population in the ring move to sub population pi (see Figure 4.5). 
4.4.3 Data set 
Because the research described in this chapter aimed at studying the feasibility of 
the parallel application it was decided to work with simulated data. With the use 
of equations given in Chapter 1 and torsion angle values based on earlier studies 
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Figure 4.5: Island model parallel GA. In the upper panel three sub populations are 
created from a set of randomly initiated individuals. Genetic operators (recombination, 
crossover and mutation) are executed on the sub populations. At regular time intervals 
migration takes place. This is illustrated m the lower panel for a ring topology and a 
migration rate of 1 
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workstation 2 workstation 3 workstation N 
Figure 4.6: HYDRA diagram. MCP is the controlling program that performs starting, 
synchronization, moving etc. of applications. RUPS collects the status of hosts that 
are present in a host-list and passes this information to MCP. 
by Blommers et al. 2D NOE spectra of three structures, namely TT, TTTA and 
A-TTTA-T molecules were simulated (Blommers et al., 1991)5. Corresponding to 
Reference (Blommers et al., 1991) a NMR frequency of 600 MHz, a mixing time 
of 200 ms and a rotational correlation time for the molecules of 2 ns were used. 
Subsequently, sequential and parallel GAs were run with the NOE intensity objective 
function. 
4.4.4 Configuration 
In principle, all torsion angles can make 360° turns. However, NOE experiments show 
that they are restricted to certain ranges, i.e., g+, tr and g-. The torsion angle ranges 
on the GA strings are therefore restricted to the experimental allowed ranges. 
The GA configuration parameters for the runs are given in Table 4.16. Each sub 
population (10 strings for the TT structure and 25 strings for the other structures) for 
the parallel GA was initialized at random. Then the sub populations were distributed 
and executed on 8 processors. 
experimental distance restraints for these molecules were available from literature. Generating 
structures that satisfy the available distance restraints was done with a sequential GA. This took 
less than 100 generations which corresponds to only a few cpu seconds. 
6References (Lucasius L· Kateman, 1994a, 1994b) give a detailed explanation of the configuration 
parameters in GATES. 
84 CHAPTER 4. PARALLEL GA APPLICATION 
Table 4.1: Configuration parameters for the sequential (seq) and parallel (par) G A 
(for the parallel GA sub populations of 10 strings for the TT structure and 25 strings 

































best for worst 
50 
2 
Table 4.2: Results of the sequential (seq) and parallel (par) GA runs on the three 
structures. 
T T T T T A A-TTTA-T 
seq par seq par seq par 
generations# 1500 2000 7500 3000 8500 8000 
RMSDJVOE «0.01 «0.01 «0.05 «0.05 «0.07 «0.07 
cpu time (s) 53.8 8.8 2233.8 243.8 8232.3 1853.0 
4.5 Results and discussion 
Both the sequential and parallel GAs were run until convergence was reached. Ta-
ble 4.2 shows that both the sequential and the parallel GA converged to an acceptable 
small R M S D ^ O B f° r the three simulated NOE spectra. Structures found by both algo-
rithms were almost identical to the simulated structures. Table 4.3 gives an overview 
of the torsion angles of the TT simulated structure and the torsion angles for the 
optimal structures found by both algorithms. Results for the TTTA and A-TTTA-T 
structures were similar to the TT results. Figure 4.7 shows that there is almost no 
difference between the optimal TTTA and A-TTTA-T structures found by both the 
sequential and the parallel GA and the simulated TTTA and A-TTTA-T structures. 
From Table 4.2 the total number of evaluations to reach convergence for both 
algorithms can be derived. It has to be stressed that the available processors for 
the parallel GA configuration were not homogeneous, i.e., slower processors have to 
compete with faster ones. Because the parallel GA in our application runs in a 
synchronous mode, the slower processors determine the overall evaluation time. The 
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Table 4.3: Torsion angles for target and optimized TT structure for the sequential 
(seq) and parallel (par) GA runs. 

















































cpu time displayed in Table 4.2 is an average over the processors used. Because of the 
overhead, resulting from read/write procedures and memory swapping, the expected 
8 fold reduction in computation time for the parallel GA is not reached for all three 
structures. Moreover, the number of evaluations to converge are different for both 
algorithms. However, for the TT and A-TTTA-T structures, the parallel version is 
6.1 and 4.4 faster than the sequential version, respectively. Because the parallel G A 
converged much faster than the sequential GA in the case of TTTA this even resulted 
in a 9.2 factor reduction in computation. Hence, the HYDRA driven parallel GA 
outperforms the sequential GA for all three structures. It offers a promising method 
for relatively fast and profound sampling of the search space in conformational analysis 
of biomacromolecules. 
4.6 Conclusions 
The HYDRA programming environment provides a promising method to effectively 
parallelize a GA for conformational analysis. This is achieved by maximal exploita-
tion of each processor in a local area network. It has been shown, for three simulated 
nucleic acid 2D NOE spectra, that in this way a faster convergence process is achieved 
than with a sequential GA operating on one large population of trial solutions. This 
provides a challenge for handling even larger structures. However, it has to be stressed 
that the migration operator configuration was not optimized. Future research, there-
fore, includes the optimization of the migration operator configuration, in order to 
establish even a faster convergence of the algorithm. Moreover, the parallel imple-
mentation of the GA has to prove its feasibility on experimental NMR data. A further 
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Figure 4.7: Optimized TTTA structures after convergence of both the sequential and 
the parallel G A superimposed on the simulated TTTA structure (upper panel). Opti-
mized A-TTTA-T structures after convergence of both the sequential and the parallel 
GA superimposed on the simulated A-TTTA-T structure (lower panel). 
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optimization can be achieved by developing other (combinations of or a cascade of) 
objective functions. Implementing other representation methods, and other or im-
proved objective functions is straightforward because the HYDRA driven parallel GA 
is built as a prototype algorithm. Dedicated extensions are easily implemented by 
the user. The method described therefore provides a simple tool for relatively fast 
and profound sampling of the search space in conformational analysis of biomacro-
molecules. 
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Chapter 5 
Multivariate analysis 
A method to construct the equivalent of multidimensional Ramachandran plots for 
nucleic acids on the basis of Singular Value Decomposition (SVD) is presented. For 
this purpose a data matrix containing 244 DNA dinucleoside mono-phosphate steps, 
represented by nine torsion angles, was decomposed into a score and loading matrix. 
It is shown that biplots, containing both score points and loading vectors, provide 
a simple tool to interpret the principles of DNA class separation. Scores separate 
the data matrix into one Α-DNA class, two different B-DNA classes and one so-
called crankshaft class. Loading vectors correlate torsion angles. The projections 
of scores on loading vectors indicate which torsion angles play a dominant role in 
DNA class separation. The results of the biplots are supported by (simple) physical 
interpretations. From a three-dimensional score space the nine original torsion angles 
can be reconstructed. Hence, the multidimensional equivalent of a Ramachandran plot 
is available, i.e., forbidden and accessible regions in the reduced space reflect these 
same regions in the nine-dimensional original space.1 
'This chapter is published as: Beckers M.L.M. and Buydens, L.M.C. (1997) Multivariate analysis 
of a data matrix containing Α-DNA and B-DNA dinucleotides. Multidimensional Ramachandran 
plots for nucleic acids. Submitted 
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Conformational analysis requires a proper means of representing trial structures. 
Common representations for both nucleic acid single strand structures and double 
helices are atomic co-ordinates and torsion angles. Besides these there are different 
parameters that describe both base pair structures in double helices and the struc­
ture of individual bases in a single strand, e.g., twist, roll, etc. Even for relatively 
small molecules the degrees of freedom in conformational analysis can be very large. 
Obviously a reduction in the number of variables to optimize, would decrease the size 
of the search space in conformational analysis. One way to achieve this is to search 
for relations between the variables. 
Because most biomacromolecules occur in certain preferred conformations, e.g., 
Α-DNA or B-DNA double helix nucleic acid structures, /3-sheets in proteins etc., 
there are strong underlying relations between parameters that define a conforma­
tion. Hence, besides the reduction of the search space in conformational analysis, the 
study of relations between torsion angles may reveal interesting information about 
the structural behavior of biomacromolecules. 
Investigations of the relation between the two main torsion angles that define a 
protein backbone have led to the famous Ramachandran plots (Ramachandran, 1963). 
Because the backbone of nucleic acids is defined by more than two torsion angles the 
construction of the equivalent of Ramachandran plots is more complicated. However, 
recently, Mooren et al. calculated accessible and forbidden areas for torsion angle 
combinations on the basis of sterical hindrance effects. Pairwise interactions between 
torsion angles are investigated while keeping respectively zero, one and two torsion 
angles fixed (Mooren, 1993). Early studies on relationships between torsion angles 
in nucleic acids can be found in References (Sundaralingam, 1969) and (Olson & 
Flory, 1972). Altona and Sundaralingam introduced the now widely used principle of 
pseudo-rotation. They found that the relation between torsion angles φ0 to фц of the 
furanose ring could be modeled by means of a pucker phase angle Ρ and a pucker am­
plitude ф
т
 (Altona &ε Sundaralingam, 1972). Fratini et al. synthesized four variants 
of a B-DNA dodecamer and determined their crystal structure. Pairwise correlation 
coefficients between torsion angles of each dodecamer were calculated. The torsion 
angle pairs that had a correlation coefficient larger than 0.5 are summarized in the 
following table (see Figure 5.1 for the torsion angles that are used) (Fratini et al., 
1982): 
Fratini et al. Ι χ - ¿ χ- ζ δ - ζ e-ζ e- β ζ- β 
Conner et al. χ - δ χ - e χ - a e - α ζ - α ζ - η α - β α - у 
Conner et al. synthesized an Α-DNA tetramer and determined its crystal structure 
and the corresponding torsion angles. They then collected the torsion angles of four 
Α-DNA structures and five B-DNA structures with known crystal structures. Torsion 
angle pairs with a correlation coefficient larger than 0.5, for the five B-DNA structures, 
are the same as reported by Fratini et al. For the five Α-DNA structures correlation 
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coefficient larger than 0.5 were reported in (Conner et al., 1984). They are also 
depicted in the previous table. 
Fratini et al. and Conner et al. calculated correlation coefficients for a rather small 
amount of data points derived from structures with similar conformations. Besides 
this, most of the earlier studies focussed on linear regression between pairs of torsion 
angles. However, finding relations between torsion angles of nucleic acids clearly is 
a multivariate problem. Consider a nucleic acid dinucleotide which is represented by 
nine torsion angles. Trying to find relations between torsion angles then comes down 
to collecting a set of m dinucleotides. When the torsion angles of each dinucleotide 
are known, the data set can be represented as a matrix of m objects described by 
η variables. Possibly all, or some of the variables influence each other and are not 
only pairwise correlated, but have multiple correlations. Besides this, when well-
defined pairwise relations are known it is interesting to investigate how they might be 
interrelated. Hence, it is worthwhile to use methods that are capable of analyzing all 
the variables at the same time. Pearlman and Kim made a first attempt in this manner 
(Pearlman & Kim, 1986). They collected torsion angles of four Α-DNA structures, 
two B-DNA structures, four Z-DNA structures and a tRNA molecule. Empirical 
multiple correlation functions for three torsion angles in the nucleic acid backbone 
are reported, i.e., a, = f(Ct-i, A, 7», <0> ^ = f{tt, Cu Xt, A+i) and e, = f(C„ χ „ 
β
ι
+ι). The relations, which include linear and non-linear (sinus and cosines) terms, 
were found by means of an exhaustive multiple regression analysis on the data matrix. 
In this chapter we present a multivariate study into the relations between torsion 
angles in nucleic acids. A data matrix with 244 objects was constructed. Each 
object is a dinucleoside mono-phosphate (DM) step represented by a vector of nine 
torsion angle values. DM steps were collected from structures with known crystal 
conformations for both Α-DNA and B-DNA. The B-DNA DM steps are subdivided 
in a B/-DNA family of rotamers, with e (ir) and С (</-), and a B//-DNA family of 
rotamers in which f is (g-) and С is (tr). The subdivision is according to the definition 
in Reference (Privé et al., 1987). The data matrix was decomposed into a score 
matrix and a loading matrix via Singular Value Decomposition (SVD). Good DNA 
class separation is obtained in the score plots while relations between variables are 
estimated from loading plots. We show that biplots, which depict both scores and 
loadings in the same plot, not only provide class separation and the relation between 
variables but also give insight into how class separation is caused by the variables. 
The fact that clusters of DM classes are formed in scores plots suggests that the spaces 
between the clusters can be considered as forbidden areas. Therefore, a procedure 
to create the equivalent of multidimensional Ramachandran plots for nucleic acids on 
the basis of score plots is given. 
The most important goal of the research described in this chapter is to explore 
the possibilities of an easy-to-use multivariate technique, provided by SVD, in eluci-
dating classes of objects and the corresponding relation between variables in a DM 
data matrix. By relating the SVD results to the interpretation of physical param-
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Base 1 
Base 2 
5' terminus 3' terminus 
nucleotide 1 nucleotide 2 
Figure 5.1: Torsion angle representation of a dmucleoside mono-phosphate step that 
is used in this study The backbone conformation is represented by torsion angles a, 
β, 7, e and ζ. The conformation of the furanose ring is not taken into account. The 
orientation of the base with respect to the sugar ring is given by torsion angle χ. 
eters such as base stacking and sterical hindrance the basis for a multidimensional 
Rarnachandran plot is provided. Although no direct relation between conformation 
and energy is present m the biplots they strongly brings to mind the information that 
is represented in a Rarnachandran plot. 
5.1 Materials and Methods 
5.1.1 Data set 
Table 5.1 summarizes the data that was used in this study. It is based on the study of 
conformational mobility of dinucleoside steps by El Hassan and Calladine (El Hassan 
& Calladine, 1996). Corresponding helix types are indicated. The reader is referred to 
the references given m the table for information on space groups that were used in the 
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Table 5.1: Structures from which DM steps were taken. 






















(Bingman et al., 1992a) 
(Bingman et al., 1992b) 
(Corfield et al., 1987) 
(Drew et al., 1981) 
(Edwards et al., 1992) 
(Fratini et al., 1982) 
(Hunter et al., 1987a) 
(Hunter et al., 1987b) 
(Leonard et al., 1992) 




























(Baikalov et al., 1993) 
(Egli et al., 1992) 
(Egli et al., 1993) 
(Egli et al., 1993) 
(Grzeskowiak et al., 1991) 
(Heinemann & Alings, 1989) 
(Heinemann & Hahn, 1992) 
(Lipanov et al., 1993) 
(Lipanov et al., 1993) 
(Prive et al., 1987) 
(Prive et al., 1991) 
(Quintana et al., 1992) 


























(Cruse et al., 1989) 
(Eisenstein et al., 1990) 
(Haran et al., 1987) 
(Heinemann et al., 1987) 
(Heinemann et al., 1991) 
(Hunter et al., 1986) 
(Hunter et al., 1989) 
(Kennard et al., 1986) 
(Kneale et al., 1985) 
(Lauble et al., 1988) 
(McCall et al., 1985) 
(Takusagawa, 1990) 
Tetramer 
d(CCGG) A (Conner et al., 1984) 
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crystallographic experiments, the resolution (1.4 - 2.6 Â) and the R-factors (11.5 - 23.2 
%). Since we are interested in the relations between succeeding torsion angles, each 
single strand sequence was subdivided in DM steps. We describe the DM steps by the 
nine torsion angles χι to \2 depicted in Figure 5.1. Hence, the data matrix contains 
nine columns or variables. The individual DM steps, represented by nine variables, 
are the rows, or objects of the data matrix. DM steps containing the bases inosine 
and uracil as well as DM steps with bases in mismatched base pairs were not added to 
the data matrix (indicated in boldface in the table). We did this to construct a matrix 
containing as much as possible 'pure' DNA. A lot of information on this regular DNA 
is present in literature. In this manner we could easily compare our results with what 
was already known about DNA structure and see whether our methods worked well. 
If so, the methods might be used for more exotic forms of DNA and RNA. Also a small 
number of DM steps that had one or more torsion angle combination(s) in 'forbidden 
areas' according to (Mooren, 1993), were not added to the data matrix. The reason 
for these 'unacceptable' torsion angle combinations might well be the low resolution 
of some X-ray crystallography DNA structure determinations. However, because we 
did not know the exact reason we left out these DM steps. This resulted in a total 
of 244 DM entries. The first 144 entries are B-DNA entries. The B-DNA entries are 
subdivided in a B/-family of rotamers and a B//-family of rotamcrs. The remaining 
100 entries represent Α-DNA conformations. 
5.1.2 Data pre-treatment 
When performing multivariate techniques the data is usually scaled. Mean-centering 
and auto-scaling are among the most used scaling techniques. Several scaling tech­
niques were tried in this study. Because some of the variables have a non-normal 
distribution it was decided to scale the data in each column by subtracting its corre­
sponding median. 
5.1.3 The correlation matrix 
The coherence between two sets of measurements can be expressed by the correla­
tion coefficient. Pairwise calculation of correlation coefficients for η variables in a 
data matrix results in a η by η symmetric correlation matrix. In this study correla­
tion coefficients are used in validating the results obtained with the Singular Value 
Decomposition method described below. 
5.1.4 Singular Value Decomposition 
In Singular Value Decomposition (SVD) the original m by η data matrix, X, is de­
composed into a m by η matrix of row-singular vectors, U, a η by η diagonal matrix 
of associated singular values (square roots of the eigenvalues), A, and a η by η matrix 
of column-singular vectors V. The matrix U contains eigenvectors of X X T and V 
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contains eigenvectors of X T X . For a more elaborate description of the geometrical 
interpretation of SVD calculations the reader is referred to, e.g., (Jackson, 1991). 
X = U A V T (5.1) 
Co-ordinates for the m rows of X in the reduced row space, or scores, are given by: 
S = U A a (5.2) 
Co-ordinates of the η columns of X in the reduced column space, or loadings, result 
from: 
L = Л " (5.3) 
a and β are 0, 0.5 or 1, respectively. 
5.1.5 Principal Component Analysis 
Sometimes U and V are referred to as principal components (PC's). Principal Com­
ponent Analysis (PCA) is commonly used to elucidate structure in a data matrix X 
and amounts to a = 1. It tries to represent the most important aspects of the original 
variables by means of a smaller number of newly created variables. The original m 
by η data matrix, X, is decomposed into a m by η scores matrix, S, and a η by η 
loadings matrix, L: 
X = S L T (5.4) 
When the first PC has been defined, the second PC is chosen to be orthogonal to 
the first PC, etc. The total amount of variation, explained by a PC is called the 
'eigenvalue', λ2, of the PC. The first PC explains most variance and the last PC's 
usually explain very little variance. 
5.1.6 Display methods 
In stead of interpreting score and loading plots separately, which is usually done, it 
seems interesting to look at a multidimensional representation of the data, especially 
in the case of dinucleotides/dinucleosides. For this purpose so-called biplots, in which 
scores and loadings are depicted in the same plot, can be used (Lewi, 1976, 1989). 
For a = 0 and β = 1 a so-called column-preservation biplot is created (in Reference 
(Gabriel к Odoroff, 1986) the authors call this GH-biplots): 
S = U 
L = VA (5.5) 
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Distances between the representations of columns aie preserved. The distances d3 
from the origin to a loading \3, hence the length of the vector, is a measure of infor­
mation content of the corresponding column, i.e., vectors with a high length contribute 
more to a PC than vectors with small lengths. Not only distances from the origin to 
a loading but also the distance between two loadings can be calculated. This can be 
combined to derive the angle between two loading vectors. The cosine of the angle be­
tween vectors \j and \3> approximates the correlation coefficient between the columns 
j and j ' : 
Xy)Y 
(5.6) 
a — I and β — 0 amounts to a row-preserving (or in Reference (Gabriel k. Odoroff, 
1986) a JK-) biplot. In this case the distances between representations of the rows are 
preserved, i.e., the scores can be interpreted. S and L have the same weights when a 
= 0.5 and β = 0.5 (SQ-biplot in Reference (Gabriel & Odoroff, 1986)): 
s = ил* 
L = Л з (5.7) 
Equation 5.4 shows that the original data can be reconstructed from a score- and 
loading matrix. The necessary condition is that a + β = 1. It can be proven that 
reconstruction is also possible by using perpendicular projections of the scores, s,, on 
the loadings, l3. Hence, biplots can be used as point-vector plots. A high value of the 
perpendicular intersection of the projection of a point s„ on a vector \3, represents a 
high value for point i in column j . 
5.1.7 Pseudo rank of the data matrix 
When performing PCA, or SVD, one usually determines the true dimensionality, or 
pseudo rank, of the data, i.e., the number of independent variables in the data matrix. 
Put in other words the number of relevant PC's, or variables, that describe the data 
matrix. One could simply look at how much variance is explained by the respective 
PC's. It is common use to take successive PC's into account until about 95% of the 
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Graphically, SCREE plots, in which the size of the eigenvalue is plotted against its 
index (Catell, 1966), are popular. Widely used are Malinowki's F-test and reduced 
eigenvalue (REV) criterion, see Equation 5.8 (Malinowski, 1987). 
λ
 2 
R E V P = 7 Ϊ77 TT ( 5 · 8 ) 
p
 ( m - p + l ) ( n - p + l ) 
Here ρ is the ptfl eigenvalue, m is the number of objects and η is the number of 
variables. The pseudo rank is determined from a plot of the REV against its PC. It 
is the index of the eigenvalue after which the REV becomes constant. 
5.1.8 Software 
Basic statistical methods and Singular Value Decomposition, including the calcula­
tions necessary for constructing biplots, were performed with Matlab for Unix Work­
stations, version 4.2c, by The MathWorks, Inc. 
5.2 Results and Discussion 
5.2.1 Pseudo rank estimation 
The eigenvalues of the scaled data matrix are extracted from the SVD procedure. 
They are depicted in Table 5.2. From a plot of the REV values against the index 
of the eigenvalues the number of independent variables in the original data matrix is 
estimated to be four. The first four PC's explain about 93 % of the variance while 
P C # 1 and P C # 2 already account for 75 % of the variance. Hence, the structure of 
the original data is well preserved in the first few PC's. 
5.2.2 Scores 
According to a = 1 and β = 0 the eigenvectors of X X T , corresponding to the scores, 
were obtained. Figure 5.2 depicts the score plots of the first three PC's. A nice 
separation of three classes of DM steps is seen. 
Clearly P C # 1 separates Α-DNA from B-DNA. There also is a slight separation 
of B/-DNA from B^-DNA on P C # 1 . P C # 2 separates B/-DNA from B//-DNA. On 
P C # 3 a small fourth class of objects is distinguished. This small group of objects 
exhibits the so-called crankshaft effect. This means that the combination ct(g-)/n/(g+) 
is switched to a(£r)/7(fr). Although crankshaft effects are most often reported for 
Α-DNA, The data matrix also holds a B-DNA DM step with a high P C # 3 score. 
Score plots of PC's higher than three did not show any additional class separations. 
From the obtained class separation it can be deduced that certain areas in the score 
space might be considered 'forbidden' or at least unfavorable. Therefore, it should be 
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Table 5.2: Eigenvalues, percentage variance explained and REV after SVD on the 
scaled data matrix 














































Table 5.3: Correlation coefficients between the original variables and P C # 1 to PC#5. 























































worthwhile to transform these areas to the original variable space. It is demonstrated 
later in this study that this transformation is possible and hence score plots might be 
used as a multidimensional equivalent of the Ramachandran plot. 
How are the scores on the PC's related to the original variables? One might 
compare the distributions of the scores with the distribution of the original variables 
in the data matrix. In Figure 5.3 the distribution of P C # 1 is given. As can be seen, 
visually, its behavior is comparable to torsion angle δ. It also is comparable to torsion 
angle χ. In the same manner it can be visualized that the distribution of e is strongly 
represented by P C # 2 and the distribution of 7 by P C # 3 . The relation between the 
PC's and original variables is more quantitatively expressed by their corresponding 
correlation coefficients in Table 5.3. 
The combination of the score plots with these correlation coefficients leads to the 
following preliminary conclusion: 
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Figure 5.2: (+) Α-DNA; (o) Bj-DNA; (·) Вц-DNA; (*) crankshafts. Scores on 
PC#2 versus scores on PC#1 in the upper panel. Scores on PC#3 versus scores on 
PC#1 in the lower panel. 










Figure 5.3: Scores on PC#1 against data matrix entry in the upper panel. Torsion 
angle <$i against data matrix entry in the lower panel. 
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P C Separation Torsion angles involved 
ï A-DNA/B-DNA 
B J - D N A / B J J - D N A χ δ ζ η 
2 Bj-DNA/Bjj-DNA e_ß 
3 crankshaft a 7 
P C # 3 shows only a strong correlation with a and 7. Taking the sign of the corre-
sponding correlation coefficients into account reveals that a strong negative correlation 
exist between α and 7. Obviously this relation separates the crankshaft entries from 
the others. On P C # 2 , B/-DNA/B//-DNA separation occurs. Table 5.3 indicates that 
e and β have rather high correlations with P C # 2 while there is also reasonable cor­
relation of P C # 2 with ζ and χ 2 · More torsion angles are highly correlated to P C # 1 . 
To specify correlations between variables further, loading plots will be examined. 
5.2.3 Loadings 
By using a = 0 and / 3 = 1 the eigenvectors of X T X, corresponding to the loadings, 
were obtained. Figure 5.4 depicts the loading plots of the first three PC's. 
The x's, <5's and С form the larger part of P C # 1 , e and ζ form the larger part 
of P C # 2 , as do α and 7 for P C # 3 . This compares reasonably well to the results in 
Table 5.3. A difference is seen on P C # 2 where Figure 5.4 indicates a larger contri­
bution of ζ and Table 4.3 suggests a larger contribution of β. By taking the length 
of the loading vector into account one should have more confidence in the results of 
Figure 5.4. Although Table 5.3 suggests some contribution of β and 7 to P C # 1 , their 
vector lengths are rather small as compared to the contributions by the x's and ¿'s 
and ζ. Therefore, it can be concluded that β and 7 do not contribute significantly to 
P C # 1 . 
The cosine of the angle between the loading vectors should give an approximation 
of the correlation coefficient between the corresponding variables. Although the cosine 
of the angle can be calculated by means of Equation 5.6 we were in the first place 
interested in the visual information resulting from the loading plot. In Table 5.4 the 
expected size of the correlations, and the sign, between variables j and j ' , on the basis 
of the loading plots are given2. The corresponding calculated correlation coefficients, 
Tjji, are also depicted. 
The x's, <5's are close together in the loading plots. Hence, they have a high 
positive correlation (small angle) which is also expressed in their calculated correlation 
coefficients. Both the size and the sign of this correlation are correctly estimated from 
'
2The table contains an arbitrary scale high, mid and low. In this manner the size of the correlation 
that is estimated from loading vectors can be classified. Because of this three-fold division the scale 
corresponds to respectively Tjji > 0.66, 0.33 < Tjji < 0.66 and Tjji < 0.33. Strictly speaking this 
means that a high correlation corresponds to an angle between vectors that is in the range 0 - 49" or 
131 - 180°, mid corresponds to an angle between 49 and 71° or 109 and 131° and low corresponds 
to and angle between 71 and 109°. 
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Figure 5.4: Loadings of PC#1 against loadings of PC#2 (upper panel) and loadings 
of PC#3 against loadings of PC#1 (lower panel). 
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Table 5.4: The size ала sign of the correlation between variables estimated from a = 
0 and /3=1 loading plots and the corresponding calculated correlation coefficients. 
PC#1 
P C # 2 
PC#3 
Variables 
Xi - ¿ι 
Xi - e 
Χι - С 
Χι - a 
Xi -ß 
Χι - 7 
Xi - h 
Χι - X2 
f - ¿ ! 
e -Xi 
f - C 
e - α 
e-ß 
e - 7 
б - ¿2 
e- X2 
α - Χ ι 
α - ¿χ 
a - e 
a-C 
a- β 
a - 7 
α - ¿2 
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the plot. The estimation of both the size and the sign for the correlation and the 
corresponding calculated correlation coefficient for the other variable combinations 
compares well in most cases. Apart from the results in Table 5.4, the size and sign of 
the correlation between ζ and β are estimated to be 'high' and ' + ' , respectively. The 
calculated correlation coefficient is 0.64. 
Hence, indeed, the results obtained in the previous paragraph can be specified 
further. The relation between the variables responsible for a certain DNA-class sep­
aration can now be expressed in terms of an estimated correlation coefficient. Not 
surprisingly the high negative correlation between a and 7 is again confirmed. The 
separation of B;-DNA/B//-DNA on P C # 2 can now be specified. It involves the e 
with ζ correlation but obviously β is also highly correlated with both e and ζ. In the 
analysis of the score plots, a reasonable correlation between χ 2 and PC#2 was found. 
However, Table 5.4 shows no correlation between e and χ 2 . Hence, the correlation 
between χ 2 and P C # 2 should be attributed to a χ 2 - ζ correlation. 
The separation of Α-DNA from B-DNA clearly results from a difference in x's and 
J's but also from a difference in ζ. Besides the high positive correlation between χ 
and δ there is a negative correlation between the x's and ¿'s with ζ. Analysis of the 
score plots also showed some correlation of β and 7 with P C # 1 . Table 5.4 shows no 
high correlation between x's and ¿'s with β or 7. 
5.2.4 Biplots 
Up till now, SVD of the data matrix has led to a separation of DNA-classes including 
an indication of the responsible variables (score plots), and an estimation of which 
variables are correlated, including the size of this correlation (loading plots). Instead 
of analyzing score- and loading plots separately the same information should be ob­
tained when using a single biplot. For this purpose the scores and loadings receive the 
same weight by applying Equation 5.7. As can be seen in Figure 5.5 indeed good class 
separation as well as variable correlation estimation can be achieved. An additional 
advantage of biplots is that via the perpendicular projection of scores points on the 
loading vectors one can see which DNA-class(es) have high or low original variable 
values. E.g., consider the loading vector for e in Figure 5.5 (PC#2 vs. PC#1). Per­
pendicular projections from score points to this vector show that the B¡j -DNA class 
has higher e values than the Α-DNA and B/ -DNA classes. Let us take the loading 
vector for χ ι . Imagine that this vector also continues in the opposite direction. Pro­
jecting scores on the vector shows that the Α-DNA class has lower χι values than 
the B-DNA classes. This can also be taken one step further and then one can see 
that the Bjj -DNA class (on average) has even slightly higher χι values than the 
B/ -DNA class. By proceeding in this way one arrives at Table 5.5. The indication 
'high', 'mid' and 'low' is relative for one loading vector,, e.g., the ζ values increase in 
the direction B//-DNA, B/-DNA, Α-DNA (average absolute values around 180, 270 
and 290°, respectively). However the a value only decreases for the crankshaft class 
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Table 5.5: Intersections of the score projections on the loading vectors for four DNA 
classes. 














































to an (average) absolute value of about 180°, while the 'mid' indication for all the 
other classes corresponds to an absolute value of about 300°. 
Apparently the Α-DNA class has lower χ and δ and higher ζ values than the other 
classes. Moreover, a strong positive correlation between χ and δ and a strong negative 
correlation between ζ with both χ and <5 is detected. 
B/-DNA has low e and high ζ values as opposed to B/j-DNA. Also χ and δ 
appear to be somewhat lower for B/-DNA than for B//-DNA. Finally β for B/-DNA 
is higher than for B//-DNA. The detected strong negative correlation between e and 
ζ determines this class separation. As is already seen /3 has negative correlation with 
e and positive correlation with ζ. Besides this, also the correlation of ζ with both χ 
and δ is detected. 
The only variables responsible for the crankshaft effect are a and 7 since the 
crankshaft objects only differ from other objects in that they have lower a values 
and higher 7 values. Hence, biplot analysis strongly visualizes what is going on in 
DNA-class separation. To understand what is visualized in the biplots the results are 
explained in a more physical manner. 
5.2.5 Physical interpretation 
In an energetically favorable DNA-helix conformation there is hydrogen-bonding be­
tween complementary bases, stacking3 of succeeding bases in a single strand and lack 
of van der Waals clashes. How can this be used to give a physical interpretation of the 
results that were found with the SVD procedure? Because single strand DM steps are 
used, the interpretation is only in terms of base-stacking and van der Waals clashes. 
In Figure 5.6 the χ - δ relation is depicted. By turning the 5's in one direction the 
stacking of the bases is distorted (step 1). The stacking is re-established by turning 
3Stacking of bases means that succeeding bases in a single strand are located parallel to each 
other. 
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Figure 5.5: (+) Α-DNA; (o) B¡-DNA; (·) Bn-DNA; (*) crankshafts. SQ-biplot of 
PC#1 against PC#2 (upper panel) and SQ-biplot of PC#3 against PC#1 (lower 
panel). 
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the x's in the same direction (step 2). One can imagine that in step 2 some changes 
in the backbone might further improve base-stacking. The biplot results indicate that 
ζ is the most probable torsion angle to aid in this improvement. 
Figure 5.7 depicts the e - ζ relation which is responsible for the B/-DNA/B//-
DNA separation. When ζ moves from its normal g- value towards a tr value, atom 
A approaches atom H2' which inevitably results in a van der Waals clash (step 1). 
However, the molecule avoids this by, at the same time, moving e in the opposite 
direction form its normal tr value towards a g- value (step 2). It is known that this 
anti-correlated motion of e not only avoids the van der Waals clash but also brings 
about changes in the helix axis. Hence, a compensation from other backbone torsion 
angles is needed to restore the helix. Biplots show that δ is involved here (therefore, 
in Figure 5.7 δ, close to the e - ζ couple is also depicted). It was shown earlier in 
this study that a δ change also involves a change in χ. Indeed this is detected in 
the biplots. Finally the biplots suggest an influence of β on the B/-DNA/B//-DNA 
separation. This is somewhat more difficult to interpret. A possible explanation 
might be that a crankshaft-like effect is involved (see hereafter), i.e., to keep the a 
in a g- region (as α does not change in a B/-DNA/B//-DNA transition) β might be 
decreased if ζ moves from g- towards tr. 
The effect originally described as crankshaft is depicted in Figure 5.8. If 7 in­
creases, a undergoes a corresponding decrease. Because the β torsion angle in between 
usually is tr, the energetically favorable parallelism of the bases is maintained. The 
biplots give no indication of other torsion angles that are involved in the crankshaft 
effect (Saenger, 1984; Pearlman к Kim, 1986). 
5.2.6 Multidimensional Ramachandran plots 
Figure 5.2 depicts score plots of the data matrix after SVD. The formation of clusters 
of DM steps indicates that certain areas in the r-dimensional factor space are more 
favorable than others. There may be areas that can never be accessed on the basis 
of physical grounds. The r-dimensional factor space after SVD is a subspace of the 
η-dimensional, original torsion angles space. It seems interesting to transform the 
accessible and forbidden areas in the reduced space back to the original variables. 
In that case one could check whether torsion angle combinations would fall into an 
accessible or forbidden area. In such a way the equivalent of a Ramachandran plot, 
that is widely used in protein biology, for nucleic acids can be constructed. 
The REV values given in Table 5.2 indicate that the number of independent vari­
ables in the data matrix is four, i.e., a four-dimensional factor space results from the 
SVD. Hence, four PC's should suffice to represent this original data matrix and recon­
struct the data matrix from the corresponding scores and loading matrices. However, 
visualization of a four-dimensional factor space is not possible. The first three PC's 
account for approximately 87% of the variance. The biplots indeed show that with the 
first three PC's all phenomena in the data matrix can be explained. Therefore, three 
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Figure 5 6 χ is increased after α δ increase to re-establish base-stacking Figure as 
m (Pearlman & Kim, 1986) 
HZ H2' H2' 
•- • 
1 2 
Figure 5 7· eis moved in the opposite direction of ζ m a B¡-DNA/B¡f-DNA transition 
to avoid van der Waals clashes Figure as m (Pearlman & Kim, 1986). 




Figure 5.8: A crankshaft motion involves a decrease of a whenever η increases to keep 
base-stacking intact. Figure as in (Pearlman & Kim, 1986). 
Table 5.6: Reconstructed torsion angle values by making use of the first three PC's 
(C stands for crankshaft). 
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PC's should give an acceptable reconstructed data matrix. Moreover, visualization of 
a three-dimensional factor space is possible, see Figure 5.9 (a = 0.5). 
According to x¡ = SiL r , any chosen score vector, Si, can be reconstructed to an 
original variable vector, x¡. In this way one can select score vectors from a region 
between clusters in the score plot. Analysis of the reconstructed original variables 
may reveal why the specific area is considered forbidden. A few examples will be 
given. In Figure 5.9 the DNA classes are indicated by shaded areas. In each class a 
representative DM score is indicated (origin of the axis pointing in three directions). 
First the representative DM from the B/ is considered. The score co-ordinates 
for this DM are the first entry in Table 5.6. The reconstructed torsion angles show 
a commonly found B/-DNA conformation. What happens if new co-ordinates are 
chosen on the right of the B/-DNA cluster (PC#1 value becomes 0.15)? The recon-
structed torsion angles have rather high χ and δ values but the most striking aspect 
is the combination of e with ζ. The latter is decreased towards a tr value but the 
corresponding increase of e to g— did not take place. Hence, according to Figure 5.7 
по 
CHAPTER 5. MULTIVARIATE ANALYSIS 
Scores on PC* 2 -0 2 - 0 2 Scores on PC# 1 
-02 -02 
Figure 5.9: (+) Α-DNA; (o) Bj-DNA, (·) Вц-DNA; (*) crankshafts. Scores on 
PC#1, PC#2 and PC#3 DNA classes are depicted by shaded areas. 
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a van der Waals clash is the result. Certainly this clash cannot be avoided by the 
observed increase of χ and δ. If co-ordinates are chosen on the left of the B/-DNA 
cluster ( P C # 1 value becomes -0.15) the reconstructed ζ has a value that is higher 
than 360. Therefore ζ may be considered to have moved towards a low value in the 
g+ region. The expected increase in e does not take place. Hence, also here a clash 
can be expected. For co-ordinates in front of the B/-DNA cluster (PC#2 value be­
comes -0.20) a very low value of e is reconstructed. In Reference (Mooren, 1993) it 
is demonstrated that this will result in considerable sterical hindrance whatever the 
value of other torsion angles may be. 
In the same manner we can proceed for scores in and around the other clusters. 
New co-ordinates on the right of the B//-DNA cluster still lead to reconstructed 
torsion angles with a B/j-DNA conformation. New co-ordinates on the left of the 
B//-DNA cluster result in a less pronounced Вц e - ζ combination together with a 
A-DNA-like χ and <5. Because this contradicts the negative ζ - δ correlation it will 
probably lead to severe sterical hindrance. For co-ordinates in front of the B//-DNA 
cluster the B¡ co-ordinates are approached and indeed reconstructed B/ torsion angles 
are found. 
Although new co-ordinates on the left of the Α-DNA cluster depict the expected 
negative ζ - δ correlation, the reconstructed ζ is rather high. If co-ordinates are chosen 
below the cluster the resulting torsion angles still have a clear Α-DNA conformation. 
The strong negative a - 7 correlation is shown here. New co-ordinates in front of the 
Α-DNA cluster results in an unacceptable e - ζ combination. 
Reconstructed torsion angles for co-ordinates on the left of the crankshaft DMs 
show a more pronounced Α-DNA conformation. For co-ordinates on the right side a 
B//-DNA conformation is the result. The negative ζ - δ correlation is in effect here. 
As was shown earlier in this study there is one B-DNA DM that has a crankshaft α -
7 combination. Probably the acceptable area for B-DNA having a crankshaft effect is 
in the Bu domain. Finally when taking co-ordinates in front of the crankshaft cluster 
a Α-DNA conformation occurs. 
5.3 Conclusions and Outlook 
We applied Singular Value Decomposition (SVD) to a data matrix containing 244 
dinucleoside mono-phosphates represented by 9 torsion angles. As opposed to cal­
culating pairwise correlation coefficients, which is often presented in literature, this 
multivariate approach immediately reveals multiple relations. Moreover, score plots 
resulting from SVD provide the basis for the equivalent of a multidimensional Ra-
machandran plot for nucleic acids. In contrast to the original Ramachandran plot 
for proteins, that considers only two torsion angles, the Ramachandran plot that is 
derived from a SVD score plot depicted in three dimensions in this chapter, indirectly 
concerns all original η (> 2) torsion angles. Of course we have to stress that no direct 
relation between energy and conformation is present in the score- or biplot. 
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Especially when using biplots an analysis of how torsion angles are related with 
each other and with class separation is easily visualized. It is known that A-DNA 
is characterized by lower χ and δ values than for B-DNA. This class separation is 
recognized by the SVD results. However, an additional feature which can be detected 
in the biplots is the way ζ is involved in this relation. B/-DNA and B|/-DNA are 
distinguished from each other by their e and С values. Besides this correlation, biplots 
shows that β is also involved and that the χ - δ relation plays a role. Biplots indicate 
no additional torsion angles than the known a - 7 relation which are responsible for 
the separation of a crankshaft class. The class separation, and the way torsion angles 
are related to this separation, is also illustrated in a physical manner in this chapter. 
Analyzing a correlation matrix of pairwise correlation coefficients between torsion 
angles certainly reveals which (groups of) torsion angles are related. However, it is 
difficult to interpret these relations in physical manner on the basis of such a matrix 
alone. By using the results of a multivariate approach, e.g., SVD, and exploiting the 
strong visualizing abilities of biplots, one is able to directly relate the results to a 
physical interpretation. Moreover, scores resulting from SVD can be directly recon­
structed into torsion angle values. This means that a distinction between accessible 
and forbidden areas in a low dimensional score plot can be translated into the corre­
sponding areas in the original full-dimensional torsion angle space. Hence, the score 
plots can be used as a multidimensional equivalent of a Ramachandran plot. 
Although the principle is clearly outlined in this chapter, a more efficient use of 
such Ramachandran-like plots probably requires more DMs and a larger diversity of 
DMs. More DMs provide the basis for elaborate cluster/classification algorithms that 
are capable of estimating the volume of clusters. This may lead to better defined 
accessible and forbidden areas. A larger diversity of DMs may lead to additional 
clusters (such as sharp hairpin turns etc.). One might also look at other formulations 
of SVD to improve the class separation even further. 
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Chapter 6 
Self-organizing feature map 
A self-organizing feature map to cluster DNA ^nucleotides is presented During a 
training session 244 training patterns, each consisting of 9 torsion angles, are clustered 
m a 10 by 10 map The method is successful for separating the known 4 DNA classes 
m the training set Contour plots of the weights after a training session indicate 
gradients m torsion angles corresponding to class separation Moreover, certain units 
in the map probably correspond to torsion angle combinations resulting in, eg, van 
der Waals clashes Hence, although no direct relation to a conformation's energy (as 
m a Ramachandran plot) is present in the map, it may provide a multidimensional 
interpretation of accessible and forbidden areas for dmucleotides The applicability 
of the method on the data matrix shows its potential to be used m more extensive 
structural analysis studies, e g , in case of a comparison between DNA and RNA 
Several test patterns, resulting from molecules with unusual structural characteristics 
are identified with the map 1 
'This chapter is published as Beckers, M L M , Meissen, W J and Buydens, L M С (1997) A 
self-organizing feature map for clustering nucleic acids Application to a data matrix containing 
A DNA and B-DNA dmucleotides Accepted for publication in Computuers & Chemistry 
114 CHAPTER 6. SELF-ORGANIZING FEATURE MAP 
Most biomacromolecules, such as proteins and nucleic acids, occur in preferred confor­
mations. Examples include α-helices and /3-sheets in proteins, and Α-DNA, or various 
types of B-DNA in nucleic acids. These preferred conformations are the basic keys for 
structural stability and biological activity of the molecules. It is therefore of biologi­
cal importance to understand the relation between a preferred conformation and the 
responsible physical parameters. Which parameters can be used to study this rela­
tion? Possible candidates in the case of nucleic acids are helical parameters, such as, 
roll, twist and rise. For example El Hassan L· Calladine studied the relation between 
propeller-twisting of base-pairs and the conformational mobility of dinucleotide steps 
in DNA (El Hassan & Calladine, 1996). Torsion angles provide another possibility in 
the research of underlying principles for preferred conformations. 
Beckers and Buydens used a data matrix with 244 objects derived from structures 
given in Reference (El Hassan & Calladine, 1996). Each object is a dinucleotide 
which is represented by a vector of nine torsion angle values. The authors searched for 
multiple correlations between the torsion angles in the dinucleotides with multivariate 
analysis on the basis of Singular Value Decomposition (SVD) (Beckers L· Buydens, 
1997b). They demonstrated that score plots revealed a clear separation of DNA 
classes and provide a means of constructing multidimensional Ramachandran-like 
plots (Ramachandran, 1963) for nucleic acids. 
Traditional multivariate techniques, such as SVD methods, are often based on 
data-reduction by means of linear combinations of the original variables. These ap­
proaches assume some kind of parametric model. Artificial neural networks (ANNs) 
construct models without the inclusion of explicit parameters. Therefore, ANNs are 
often referred to as black boxes. However, they are an interesting alternative for 
traditional multivariate approaches in both calibration and classification problems 
(Rubner & Tavan, 1989; Meissen et al., 1993; Smits et al., 1993a, 1993b; Walczak & 
Wegscheider, 1993, Derks et al., 1995, 1996). Moreover, ANNs are capable of dealing 
with non-linearities. 
In this chapter a self-organizing feature map (Kohonen, 1989, 1995) is introduced 
to reveal the structure of the 9-dimensional data matrix of Reference (Beckers L· 
Buydens, 1997). For this purpose the data matrix, referred to as the training set 
in this chapter, is mapped onto a rectangular grid. Each grid point corresponds to 
a neuron, or unit, which holds a 9-dimensional weight vectors. The resulting map 
is called the Kohonen map. The basic principle is rather simple. First the map 
of neurons, or units, is constructed. Each unit contains a 9-dimensional vector of 
weights. These weights are initialized in a random manner. Then a 9-dimensional 
input vector, or pattern, is compared successively with each of the weight vectors. 
According to some measure of similarity the unit with a weight vector that compares 
best with the input vector is assigned the winner. This process is repeated for all 
input vectors. In an iterative manner the weights are adapted in such a way that the 
topology of the data matrix is preserved in the best possible manner. After a training 
session, input patterns resembling each other will be located on the same unit, or 
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units, in close proximity. Hence, a clustering of input patterns is accomplished by 
mapping a matrix of high-dimensional input patterns onto a grid of weight vectors. 
The aim was to show the applicability of this new method to the clustering of a 
large DNA data set. It is demonstrated that by means of a self-organizing feature 
map the DNA classes present in the training set are clearly separated. Moreover, by 
comparing the mean torsion angles of patterns that are clustered on each unit, one 
observes some kind of gradient in individual torsion angles that define the DNA-class 
separation. Hence, the method has the potential to be used in detailed nucleic acid 
structural analysis studies, e.g., comparison of DNA with RNA, or the analysis of 
loop structures. 
The gradient in individual torsion angles is seen even more clear when the con­
tour plots of the final weights per unit are studied. Weights reflect characteristics 
of patterns clustered on a certain unit. This is an advantage over SVD-like methods 
where the gradient between classes is not seen that clear. Moreover, on some units, no 
patterns are clustered at all. Probably these units represent torsion angle combina­
tions that would produce too much sterical hindrance, or other unfavorable structural 
aspects. Hence, these units may represent forbidden areas for dinucleotides. As men­
tioned in the previous chapter no direct relation between conformation and energy is 
present in the map. However, the maps strongly bring to mind the information that 
is represented in a Ramachandran plot. 
The final weights of the Kohonen map are used to identify unknown patterns of 
several test sets. Most of the test sets contain one, or more, patterns of unusual 
dinucleotide steps, e.g., bases that bulge out of a helix or bases that belong to a loop 
structure. The 244 pattern training set was constructed in such manner that it covered 
most known (naturally occuring) DNA class patterns. Therefore, all phenomena 
present in the test sets can be explained with a 10 by 10 Kohonen map. 
6.1 Materials and methods 
6.1.1 Data sets 
Training set 
Table 5.1 summarizes the data that was used in this study. It is based on the study 
of conformational mobility of dinucleotide steps published in Reference (El Hassan & 
Calladine, 1996). Each single strand sequence was subdivided in dinucleotide steps as 
described in Chapter 5. Structures depicted in Table 5.1 could be labeled as A-DNA 
or B-DNA. Subsequently we provided the B-DNA dinucleotides with additional labels 
B/, having a e(tr)/C(g-) combination, and B//, with a ε(ρ-)/ζ(ίΓ). This resulted in 112 
B/-DNA dinucleotides and 32 B//-DNA dinucleotides, respectively. The remaining 
100 Α-DNA dinucleotides contained 4 objects that were labeled as 'crankshaft'. See 
Figure 6.1 for this procedure. In the small group of objects exhibiting the so-called 
crankshaft effect the combination a{g-)h{g+) is switched to a(tr)/"/(tr). Although 
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Table 6.1: Test sets: Sequence and NDB code; definition of helix type and remarks; 
reference. 
Sequence/code Type/remarks Reference 
d(GCCGGC)/adf073T A 







(Mooers et al., 1995) 
(Nunn к Neidle, 1996) 
(Tari L· Secco, 1995) 
(Spink et al., 1995) 
(Joshua-Tor et al., 1992) 
(Vlieghe et al., 1996) 
(Cruse et al., 1986) 
(Leonard et al., 1995) 
crankshaft effects are most often reported for Α-DNA, it appeared that one of the 
B-DNA dinucleotides (object 73) also had a a(tr)/y(tr) combination. No data pre­
treatment was performed on the resulting training set of 244 dinucleotides. 
Test sets 
To validate the classification of the Kohonen network we constructed several test sets, 
see Table 6.1. Torsion angles (which are included in the Appendix of this chapter) 
and other information were extracted from the Nucleic Acid Database (NDB), see 
Reference (Berman et al., 1992). 
For each of the sequences the first and last nucleotide are not taken into account. 
From the sequences marked with ' f the torsion angles of only one strand is used. 
udj032, udmOlO and udj049 have flipped-out bases, bulges (i.e., bases that are 
directed towards the outside of a double-helix) and overhanging bases, respectively . 
Spermine was added to bdf062 sequence. This resulted in a base pair opening with 
the accompanying CCACCG strand. A novel non-Watson Crick2 hydrogen bonding 
scheme for a T.A base-pair was the result. 
A helix-helix junction is present in udj031. 
bdfp24 has a chiral phosphoro-thioate linkage in the backbone instead of the usual 
phospho-di-ester bond. A loop structure is formed by self-association of complemen­
tary bases in udg028. 
6.1.2 Self-organizing feature maps 
In this study a Kohonen network, which belongs to the class of self-organizing feature 
maps, is used. Unlike most ANNs, Kohonen networks are trained un-supervised, i.e., 
input patterns are presented but no associated output. First a framework of units in 
a grid is set up. This is called the actual Kohonen map. To choose the grid size, corre-
2In regular Watson and Crick base pairs the adenosine N1 pairs with the thymine H3 and the 
adenosine 116 pairs with the thymine 04 
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pattern 244 Ι Ι Ι Ι 
Figure 6.1: Torsion angle representation of a dinucleoside in the upper panel. In 
the lower panel, the training set with 244 patterns of dinucleotides represented by 9 
torsion angles, is depicted. 
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sponding to the number of units in this map, one could use the following rule of thumb: 
2 x number of classes < number of units <S number of patterns 
Then each unit, j , is assigned a η-dimensional vector of weights, w.,. This procedure 
is depicted in Figure 6.2. The weight values are initialized in a random manner, 
provided that they are between the minimum and maximum of the original variable 
values. 
Now the network is ready for the training phase. A pattern, xt, is chosen randomly 
from the training set. It is compared with each of the weight vectors according to 
some similarity criterion, e.g., the Euclidean distance. The unit with a weight vector, 
Wj, most similar to the pattern, x,, is assigned the winner. According to a predefined 
neighborhood criterion, some of the units surrounding the winner are also selected. In 
the next step the weight values of the winning unit and corresponding neighborhood 
units are adapted according to Equation 6.1: 
Wj(t + 1) = Wj(t) +rtt)N(t,r)[xt -Wj{t)] (6.1) 
Wj (t) = the weight vector of unit j at iteration t 
х
г
 — input pattern i 
η(ί) = the learning rate at iteration t 
N(t, r) = neighborhood function at iteration t 
The learning rate is decreased in time. The neighborhood function shrinks in time and 
according to the distance r between the winning unit and other units in the map that 
need to be updated. Put in other words, the number of units of which the weight 
values are updated decreases in time and eventually only the weight vector of the 
winning unit is adapted. After all the input patterns have been matched, one cycle of 
training is completed. One usually stops training when weight vectors do not change 
significantly anymore. A trained network contains weight vectors that approximate 
the distribution of the patterns in the original data matrix. In such a trained network 
each unit might be associated with an object class. In this way, the resulting map 




As indicated in Section 'Data set' we expected four classes of dinucleotides to be 
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Figure 6.2: Initialization of am by m' Kohonen map m the upper panel 1- A grid 
size of, m this case, 5 by 5 is defined, 2- The nodes represent units, 3- Each unit is 
assigned a η-dimensional weight vector In the lower panel, pattern x[ is compared 
with each of the weight vectors according to some similarity criterion 
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crankshaft B.-DNA 
Figure 6.3: Part of a 5 by 5 Kohonen map with the indices of the units. For some units 
a mean torsion angles 'spectrum' (see text) of patterns typical for Α-DNA, Bj-DNA, 
Вц-DNA and crankshaft dinucleotides is drawn. 
present in the training set. The number of patterns in this training set is 244. There­
fore we decided to build Kohonen maps ranging from 3 by 3 to 10 by 10. Results will 
be given for a 5 by 5, a 7 by 7 and a 10 by 10 Kohonen map, respectively. These maps 
were represented by a rectangular grid with the index of the units starting from 0. 
The neighborhood function was a so-called 'bubble' function, i.e., a set of array points 
around the winning unit is chosen which decreases linearly in time. During the first 
3,000 cycles, the initial radius of the bubble function was 5. This radius was decreased 
to an initial radius of 3 for the following cycles. Training was allowed for a maximum 
of 100,000 cycles. During the initial training phase the starting value of the learning 
rate was 0.3, while this was 0.05 for the remaining part of the training phase. 
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Testing session 
After the network is trained the resulting weights are stored. For a test pattern a 
similarity measure, in this case the Euclidean distance, is calculated with each of the 
weight vectors. The test pattern is classified on the unit having a weight vector that 
results in the smallest Euclidean distance. 
6.2.2 Display 
To analyze the results of training session and testing session, several display modes are 
used. First, for each map the number of patterns clustered on each unit is displayed. 
The indices of the patterns, and hence the torsion angles of these patterns, clustered on 
a unit, can be retrieved. In the second display mode, labels, representing a DNA class, 
and the mean torsion angles of patterns clustered on a unit, are depicted in the same 
map. This leads to a kind of torsion angle 'spectrum' typical for the patterns clustered 
on a unit. An alternative is to display the weight vectors of each unit. In this manner 
clustering of specific pattern characteristics is displayed, see Figure 6.3. To study the 
distribution of torsion angles on the units, contour plots of the weights are displayed. 
The input patterns are not scaled. Therefore, the final weights values after a training 
session are on the same scale as the torsion angles. For each weight, corresponding to a 
certain torsion angle, the value on each of the units can be retrieved. One can display 
these values in contour plots. E.g., the third value on a weight vector corresponds to 
e. After training the 10 by 10 map the values of the third value on the weight vectors 
of all units were stored. The minimum value was 170 and the maximum value 260. 
This range was subdivided in 10 parts and the weight values corresponding to e were 
displayed as grey tones according to the range. 
6.2.3 Hardware and software 
In this study we used SOM.PAK (Self-Organizing Map Program Package) Version 
3.1 (SOM_PACK, 1995). The program was executed on a Sun Sparc™ machine. A 
training session of 100,000 cycles costs about 10 seconds real time. Additional software 
to analyze the outcome of SOM.PAK and to construct figures was programmed with 
Matlab for Unix Workstations, version 4.2c, by The Math Works, Inc. 
6.3 Results and discussion 
Training session 
Figure 6.4 depicts the number of input patterns clustered on each unit after training 
the 5 by 5 network. As can be seen, the B /7-DNA's are concentrated in the upper 
right corner of the map. There is some overlap with .Bj-DNA's. On unit (3,3) 1 
.By-DNA is clustered with 4 5 / r D N A ' s and on unit (3,4) 3 £ r D N A ' s occur with 5 
BJJ-DNA'S. Besides the labels of DNA classes also the mean torsion angles of the 
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patterns clustered on each unit are depicted in Figure 6.4b. These show a gradient of 
increasing e values and decreasing ζ values in the direction (4,0) to (4,4). The same 
gradient, albeit of course less pronounced, can be observed in the direction (3,0) to 
(3,4). The A-DNA's are clustered on the complete left side of the map. There is 
some overlap with B
r
D N A ' s . On unit (1,0) 1 ß r D N A is clustered with 2 A-DNA's 
while unit (2,0) holds only 1 Α-DNA with 9 ß r DNA's . The crankshaft entries are 
clustered with 3 A-DNA's in unit (0,0). Not surprisingly those 3 A-DNA's have a a - 7 
combination that is intermediate between real crankshaft dinucleotides and complete 
non-crankshaft dinucleotides. The gradient observed in going from (0,0) to (0,4) is 
an increasing a. The column of units (2,0) to (2,4) clearly represents the B ;-DNA 
characteristics. What is the main difference with the column of units (1,0) to (1,4), 
which also holds some Α-DNA nucleotides. The latter has higher mean ζ values and 
lower χ and δ values which is typical of A-DNA. 
Although there is an acceptable class separation and much additional information 
by means of the mean torsion angle gradients in the 5 by 5 map, possibly more 
structure can be retrieved in a map with larger grid size. The orientation of the 
patterns that are clustered on a larger map may be different. This is caused by a 
renewed initialization for larger maps. In the 7 by 7 map in Figure 6.5 one still 
observes overlap in the ß / / -DNA class. However this overlap is small and the bulk 
of the B^-DNA's is classified on unit (6,0). There is only one unit with overlapping 
A-DNA's and i? r DNA (unit (2,6) holding 2 A-DNA's and 3 B / r DNA's) and now the 
crankshafts are completely separated from all other dinucleotides. The three patterns 
in unit (0,5) are indeed the patterns that have a a - 7 combination intermediate 
between real crankshaft dinucleotides and complete non-crankshaft dinucleotides. A 
more strict separation of Α-DNA from B-DNA can be seen in this map. Of course, 
the gradients of mean torsion angles are still present here. 
In the 10 by 10 map the class separation is very clear. Not only Α-DNA is separated 




-DNA and again there is the the crankshaft 
separation. Very small amounts of patterns have been clustered on the three units 
that still have overlapping patterns. Hence, the 5 by 5 map does not yet give a proper 
separation of the crankshaft entries. For maps with more points (starting from 7 by 
7) there is good crankshaft separation although there is some overlap of B/-DNA 
with B//-DNA and of B-DNA with Α-DNA. This latter overlap decreases when the 
number of points decreases but as was shown earlier there is an upper limit (see 'rule 
of thumb') to this number of points (we took 10 by 10 as an upper limit). 
Figure 6.7 depicts contour plots of the weights corresponding to e, ζ, a and <5i, 
respectively, after training the 10 by 10 map. Although on some units no patterns 
are clustered the weights of these units were nevertheless adapted during the training 
session as a result of the neighborhood function. After a training session is ended the 
weight vectors will show nice gradients. In this 10 by 10 map we see ε decrease and ζ 
increase while going in a vertical direction starting from the lower left corner. This is 
also the case when we go from the lower left corner to the right. In the same manner 






































































Figure 6.4: 5 by 5 Kohonen map, (+) Α-DNA, (o) BfDNA, (·) Вц-DNA and (*) 
crankshaft. Number of classified patterns (upper panel) and labels and mean torsion 
angles of classified patterns on each unit (lower panel). 
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Figure 6.5: 7 by 7 Kohonen map, (+) Α-DNA, (o) Bi-DNA, (·) B
n
-DNA and (*) 
crankshaft. Number of classified patterns (upper panel) and labels and mean torsion 
angles of classified patterns on each unit (lower panel) 
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Figure 6.6: І0 6y 10 Kohonen map, (+) Α-DNA, (o) B¡-DNA, (·) Вц-DNA and (*) 
crankshaft. Number of classified patterns (upper panel) and labels and mean torsion 
angles of classified patterns on each unit (lower panel). 
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Figure 6.7: Contour plots for weight values corresponding to e, ζ, a and δι after train­
ing the 10 by 10 Kohonen map. Light tones corresponds to low values and dark tones 
correspond to high values (white corresponds to the minimum and black corresponds 
to the maximum of the weigh value). 
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δ (and the positively correlated χ) decrease in going from left to right. Starting from 
the lower right corner α decreases (while the negatively correlated 7 increases) when 
we move to the upper right corner. These are the main gradients. Of course when 
having a more detailed look some other gradients can be detected. 
On some of the units no, or only 1 pattern, is classified. These units have no mean 
torsion angle spectrum and probably represent patterns that have torsion angle com­
binations which would produce severe sterical hindrance, or other unfavorable struc­
tural aspects. Hence, these units may be considered forbidden areas for dinucleotides. 
This reflects the equivalent of a Ramachandran plot for nucleic acids. Because all 
the information from the original 9-dimensional torsion angle space is mapped onto 
a grid space, a multidimensional Ramachandran plot is the result. The data is not 
scaled. Hence, the weights are on the same scale as the torsion angles. Therefore, 
when a unit corresponds to torsion angle combinations that are considered forbidden 
one looks at the weights and immediately has insight in the structural reason for this. 
E.g., it is known that e and ζ are negatively correlated. Typical B/-DNA e and ζ 
values are 180 and 270, respectively. It can be demonstrated that when e starts to 
move towards a higher value, a corresponding decrease in ζ is necessary to avoid a 
van der Waals clash between two specific atoms in the backbone (see Figure 5.7 of 
the previous chapter). Maybe some of the units in the lower left corner of the 10 by 
10 map, on which no or only one pattern is classified, represent a e - С combination 
in which one of the two angles has not changed enough to avoid the clash. 
However, we have to be careful with the interpretation of the maps in this manner. 
Training patterns that were used contained torsion angle combinations that are acces­
sible. At least this is assumed for the X-ray resolved structures that were used in this 
study. Although there are areas in the maps that seem to represent forbidden torsion 
angle combinations, because no patterns are clustered on them, the network was not 
explicitly trained for these kind of combinations by actually presenting corresponding 
patterns. 
In the previous chapter SVD was used to arrive at biplots describing the DNA 
data set. The advantage of the present Kohonen map results is that here individual 
dinucleotides are assigned to a single unit. In this way class separation or class bor­
ders are easier to visualize which may help in the interpretation of structural aspects 
responsable for clustering. 
Testing session 
The adf073 strand is stored in the NDB as Α-DNA. All the dinucleotides are correctly 
clustered in the Α-DNA region of the Kohonen map as can be seen in Figure 6.8. Not 
much diversity is seen between the nucleotides which was expected by looking at the 
corresponding torsion angles. 
Udj032 has a rather common Α-DNA structure except that one of the bases is 
flipped out of the helix. D ¡nucleotide 6 of this strand has higher δ and χ values than 
preceding dinucleotides. It is B/-DNA like, and is indeed clustered in the border 
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Figure 6.8: Classification of unknown patterns from adf073, udj032, bdf062 and udj031 
on the 10 by 10 map. 
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Figure 6.9: Classification of unknown patterns from udmOlO, udj049, bdfp24 and 
udg028 on the 10 by 10 map. 
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region between Α-DNA and B/-DNA. Dinucleotide 7 has B-DNA δ and χ values and 
besides this e - ζ > 0. It is correctly identified as B//-DNA. 
In the bdf062 sequence there is base-pair opening and shearing of a T.A base pair. 
This non-Watson Crick hydrogen bonding scheme was induced by the addition of 
spermine. The δ and χ values of bdf062 indicate that all the dinucleotides belong to 
the B-DNA class. There are two distinct B//-DNA dinucleotides. Dinucleotide 1 is 
an intermediate between Bf-DNA and B/j-DNA. The other patterns are identified as 
crankshafts although in dinucleotide 4 and 5 the anti-correlated effect between α and 
7 is not observed. Instead it seems that only a low a value or high 7 value, without 
any other extreme effects, also leads to clustering in the crankshaft region. 
Udj031 is part of a pseudo four-way helix-helix junction. All the dinucleotides in 
udj031 have high δ and χ values typical of B-DNA. Two of the dinucleotides show 
a clear crankshaft effect although they have mainly B-DNA characteristics. There 
are three B/-DNA objects and one obvious B//-DNA dinucleotide. Dinucleotide 6 is 
intermediate in that it has a high e value but no corresponding low B//-DNA ζ. 
In udmOlO one of the bases, which is in dinucleotide 2 and 3, is bulged and hence 
points towards the outside of the helix. Dinucleotides 2 and 3 have B-DNA like <5's 
and x's but show a pronounced crankshaft effect. The other dinucleotides that are 
classified in the crankshaft region have lower ¿'s and x's and hence show more A-
DNA characteristics. Dinucleotide 7 obviously is intermediate between B/-DNA and 
B//-DNA. The other dinucleotides are in the B/-DNA region. 
Udj049 has overhanging bases which expresses itself in a diverse identification of 
patterns all of which have indeed B-DNA characteristics. 
In bdfp24 the normal phospho-di-ester linkage in the backbone was replaced with 
a phosphoro-thioate linkage. Nevertheless, the B-DNA characteristics, with 3 dinu-
cleotides in a B/ region and 3 dinucleotides in a B/ / , were kept intact. 
The udg028 sequence has a loop structure in it. This is accomplished by some 
specific torsion angle combinations. Dinucleotide 2 has a very low α but no corre­
sponding high 7 value. A high ε value is accompanied by a very low ζ which explains 
the identification as B//. Also dinucleotide 3 has a high e value but because there is 
also a high ζ it is clustered in the B/-DNA region. 
6.4 Conclusions and outlook 
We used a self-organizing feature map to cluster DNA dinucleotides. It is demon­
strated that 244 patterns in a training session are distributed over the maps corre­
sponding to their DNA-class characteristics. An advantage over traditional multivari­
ate techniques, such as principal component analysis, is that no parametric model is 
assumed. Moreover, by studying the weights that result from a training session, one 
finds how the characteristics of specific patterns change while going from one unit to 
another. This results in a kind of DNA-class borders. 
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By displaying the numbers of patterns clustered on each unit a density map is 
created. On some units zero or one pattern is clustered. Hence, these units must 
have a low density and possibly correspond to dinucleotides that have torsion angle 
combinations that may be forbidden on sterical grounds. Such a map can be used as a 
multidimensional equivalent of the Ramachandran plot for nucleic acids. Nevertheless, 
the largest map used in this study, a 10 by 10 map, has only a small number of 
units on which no patterns were clustered. On the one hand enlarging the grid size 
would probably result in better DNA class separation and hence a better indication 
of forbidden and accessible areas. However, we have to keep in mind that 'number 
of units <S number of patterns'. Therefore, enlarging the grid size beyond 10 by 10 
leads to creating some kind of memory rather than a grid for clustering purposes. On 
the other hand, the indication of accessible and forbidden areas in the present map 
is exclusively based on training patterns that are assumed to have acceptable torsion 
angle combinations. 
It is demonstrated in this chapter that unknown patterns are identified well using 
the weights that result from the training session. Some of the unknown patterns are 
clustered on units corresponding to only one training pattern but none of the unknown 
patterns are clustered on units holding no training patterns. 
The applicability of the method is shown by means of the elegant manner in which 
it characterizes the variety in the dinucleotide data set. This shows that the method 
has the potential to be used in more complex clustering, or characterization tasks 
concerning other types of nucleotides. 
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Torsion angles for test patterns continued 
Pattern# χι ¿i e Ç α β Ί X2 à2 
udmOlO 
1 236 173 183 238 191 231 107 137 297 
2 297 137 230 166 243 90 308 143 267 
3 267 143 322 301 98 150 180 96 233 
4 233 96 165 291 295 195 40 151 260 
5 260 151 179 242 324 160 43 149 267 
6 267 149 157 264 261 179 89 147 255 
7 255 147 226 213 297 99 93 110 236 
8 236 110 215 290 352 232 280 153 245 
9 245 153 194 275 311 188 45 144 282 
10 282 144 223 169 63 253 199 177 204 
udj049 
1 245 112 207 252 317 158 40 137 286 
2 286 137 258 287 308 145 181 95 223 
3 223 95 213 286 296 171 51 148 274 
4 274 148 244 162 314 149 32 146 270 
5 270 146 164 263 283 182 70 116 235 
6 235 116 176 271 309 168 62 114 233 
7 233 114 189 254 318 160 48 113 242 
8 245 112 177 274 283 180 59 121 244 































































1 255 117 238 153 312 143 43 138 220 
2 220 138 217 70 79 194 67 146 231 
3 231 146 279 283 302 192 60 147 256 
4 256 147 213 229 323 139 39 113 250 
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Chapter 7 
Predicting torsion angle 
values 
By means of an error back-propagation artificial neural network, a model to pre­
dict the torsion angles χ, ζ and a from torsion angles δ, t, β and 7 for nucleic 
acid dmucleohdes/dmucleosides, is built For this purpose, training sets and test sets 
of 163 and 81 dmucleoside mono-phosphates, respectively, with known crystal struc­
tures, were assembled With 7 hidden units in a three-layered network a model with 
acceptable predictive ability is constructed This model is compared with models result­
ing from Principal Component Regression (PCR) and Partial Least Squares (PLS) 
The former model produces lower errors of prediction for χ, ζ and a, than the later 
models * 
'This chapter is published as Beckers, M L M , Meissen, W J and Buydens, L M C (1997) 
Predicting nucleic acid torsion angle values using artificial neural networks Submitted 
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7.1 Introduction 
Several parameters, which define the 3D spatial structure of nucleic acids, are corre­
lated. Attempts have been made to calculate correlation coefficients between different 
helical parameters (Gorin et al., 1995; El Hassan & Calladme, 1996) and between pairs 
of torsion angles (Fratini et al., 1982; Conner et al., 1984). However, multiple correla­
tions between helical parameters and between torsion angles are expected. Therefore, 
recently multivariate analysis techniques were introduced to specify the relations be­
tween torsion angles in nucleic acids (Pearlman & Kim, 1986; Beckers & Buydens, 
1997b). These studies suggest that it possible to predict certain torsion angles from 
another set of 'predictor' torsion angles. Which torsion angles are amenable for use 
as a predictor set? 
The most widely used technique to provide 3D structural information about nu­
cleic acids in solution is NOE spectroscopy. In previous chapters it was described how 
several refinement methods use spatial restraints, obtained from NOE experiments, 
to derive at a spatial model for a molecule. However, NOE spectra sometimes pro­
vide too little information to characterize the (fine) structure of certain elements in 
nucleic acids, e.g., the conformation of furanose rings. J-coupling data may contain 
additional information in this case. DQF-COSY is nowadays the standard Corre­
lation Spectroscopy (COSY) experiment for correlating J-coupled spins (Piantini et 
al., 1982; Shaka & Freeman, 1983; Widmer к Wüthrich, 1987). By means of the 
Karplus equations, J-couplings can be translated to torsion angles (Haasnoot et al., 
1980; Lankhorst et al., 1984; Mooren, 1993). The backbone torsion angles ε, β and 
7, as well as the furanose ring, hence torsion angle δ, are amenable to J-coupling. 
ζ, a and χ cannot be characterized in this manner because the necessary coupling 
spins are missing. Therefore, it is interesting to investigate whether the former set of 
torsion angles can be used as predictor variables in a calibration model to predict the 
latter set of torsion angles. 
For this purpose several multivariate calibration techniques, such as Principal 
Component Regression (PCR) and Partial Least Squares (PLS), are available. Be­
cause the complexity in the present data set can be modeled with a maximum of only 
4 (latent) variables when using PCR or PLS, it seems interesting to use an artificial 
neural network for this modeling task. In particular a so-called error back-propagation 
network is an appropriate choice. In these kind of networks the error between the 
predicted variables, that result from the network model, and the actual variables, is 
back-propagated during a training session. This error determines how weight connec­
tions between neurons should be adapted to produce a proper prediction model. 
In this chapter it is demonstrated that a simple three-layered error back-propagation 
network can be trained to find a model that predicts C, <* and χ from δ, e, β and 
7. This procedure is a new method in nowadays conformational analysis. The model 
can be used to construct an initial structure that can be further refined using tradi­
tional methods, such as (restrained) energy minimization. Training sets and test sets 
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were constructed from the dinucleoside mono-phosphate (DM) data matrix described 
in previous chapters. This data matrix contains known torsion angles from crystal 
structures. However, because it is so well defined it provides an excellent means to 
test the capabilities of an artificial neural network in predicting torsion angles. The 
error back-propagation network was tested for robustness by initializing the weights 
several times differently and assembling different training sets and test sets. In all 
cases acceptable predictive ability was achieved. Hence, the method looks promising 
in case enough real COSY (in solution) data can be used. 
7.2 Materials and methods 
7.2.1 P C R and PLS 
To make a calibration model in which a set of predictor variables, X, predicts another 
set of variables, Y, one can assume the model: 
Y = X.b + e (7.1) 
With a proper calibration method the model parameters, b , are chosen such that 
the residuals (noise), e, are minimized and the predictive ability of the model is 
maximized: 
У = X.b (7.2) 
min^iv-y) (7.3) 
The estimate of the regression vector, b, is calculated using the so-called pseudo-
inverse of X, which is denoted as X + , hence: 
b = X+.y (7.4) 
The first step in the process is a singular value decomposition of X, i.e., X = U 
S V T . Next a low-dimensional approximation of the data is made so that relevant 
information is retained while the noise is filtered out. Finally, the pseudo-inverse is 
calculated as: 
X + = V S " 1 V T (7.5) 
The bars over the matrix presentations indicate that the decomposition is truncated 
to the optimal number of (latent) variables that are used to build the model. 
PCR is a method based on Principal Component Analysis. Hence, a linear com­
bination of the original variables is formed, i.e., the latent variables. The regression 
in PCR is performed on these new (latent) variables. In PLS, however, there is a 
simultaneous decomposition of the X matrix and Y matrix (or vector). Then, the 
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coherence in Y is used to decompose X in PLS (principal) components (Wold, 1966; 
Wold, 1984; Jolliffe, 1985; Geladi & Kowalski, 1986). 
7.2.2 Error back-propagation network 
The network topology is defined by the number of layers and the number of neurons 
in each layer. Neurons in successive layers are all interconnected. The propagation of 
input pattern χ ¡ 
output pattern y 




Figure 7.1: The topology of the error back-propagation artificial neural network that 
is used in this study. 
signals from one layer to another is regulated by weights. For this purpose the incom-
ing signals for a neuron are multiplied with a weight associated with the connection. 
The sum of the multiplied signals, which is called the net signal, is processed by 
an activity function. 








Figure 7.2: Processing of signals for a single neuron from the hidden layer. 
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w
net = x.w + wb 
In which W is the weight matrix for connections between the input layer and the 
hidden layer, before processing and Wb is a bias term. On the resulting activity 
a transfer function is applied. Commonly used are a linear, threshold and sigmoid 
transfer function. In case of a sigmoid function one obtains: 
fWnet = J
 + e-Wn,t 
The predicted output is calculated as: 
Vnet = fW
net.V 
In which V is the weight matrix for connections between the hidden layer and the 
output layer. 
This is an iterative process. The goal is to reproduce an associate output, Y, with 
an input, X. Hence, by means of a learning rule the weights have to be adapted in such 
a way that the error between output produced by the network model and the wanted 
output is minimized. In this training process the following learning rule might be used: 
Δΐΐ) ; ι(η + 1) = ηδ + aAwji{n) (7.6) 
Awji = weight value of the ith neuron of layer j 
η = learning rate 
δ = error between wanted and predicted output 
α = momentum 
Each cycle in such a training process is called an epoch (71). 
Training the network 
Initially, weights are given random values. The propagation of signals through the 
network results in an output pattern, y„ for each input pattern, xt. The output 
pattern, yl} is compared with the known output pattern, гц. When the difference, or 
error, is still large the weights need to be adapted . This adaptation is guided by the 
learning rule, which is a function of the error. In an iterative process the difference 
between j/¿ and yi is minimized. For this learning process one uses a training set. 
In the learning process the network recognizes the the relation between the input, 
X, and associated output, Y. This is expressed in the Root Mean Squared error of 
recognition: 
RMSEr = ΣΓ=ι (УІ - УІ)
 ( 7 7 ) 
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in which η is the number of patterns in the training set. To test the performance of 
the network, the weights of the training set during a training session can be used to 
predict output patterns for test set input patterns. Because for the test set also known 
output values exist a Root Mean Squared error of prediction can be calculated: 
RMSEp = Σ»=ι fé' - У*) (7.8) 
η 
in which n' is the number of patterns in the test set. 
7.3 Experimental 
7.3.1 D a t a set 
The nucleic acid data matrix, consisting of 244 patterns of nine torsion angles, which 
is described in the previous chapters, formed the basis for the research described in 
this chapter. The patterns in this matrix were first randomized and then split into 
a training set and a test set. In a random manner 163 patterns were assigned to the 
training set and the remaining 81 patterns to the test set. Next, torsion angles δ\, e, 
β and 7 were selected as predictor variables, while χχ, ζ and α represent the variables 
to be predicted, see Figure 7.3. Finally, both the training set and the test set were 
auto-scaled to the means and standard deviations of the training set. 
7.3.2 Configuration 
PCR and PLS 
Both in PCR and PLS a low-dimensional approximation of the data is made so that 
relevant information is retained while the noise is filtered out. The input matrix, 
X, contains 4 variables. Hence, in the PCR and PLS procedure a maximum of 4 
latent variables can be achieved. Once the regression vector, b , for these procedures 
is obtained for the training set it is possible to predict the output patterns, y¿, for the 
test set (see Equation 7.3). 
To determine the optimal number of latent variables for the models a cross-validation 
procedure is performed. For this purpose, during the training session, a new train-
ing set of fewer patterns, from the original training set, is created. The remaining 
patterns form a test set. Recognition is performed on the new training session and 
prediction is tested with the resulting test sets. This procedure is performed 10 times. 
From the resulting errors the optimal number of variables is determined. 
Error back-propagation network 
Table 7.1 depicts the configurational settings of the error back-propagation network 
that is used in this study. Obviously the number of input neurons corresponds to 
the number of predictor variables, which in this case is 4, and the number of output 
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Figure 7.3: Creation of training sets and test sets form the original data matrix. 
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Table 7.1: Configurational settings for the error back-propagation network. 
#input neurons 4 
#hidden neurons 4,5 
#output neurons 3 





transfer function sigmoid 
AttF 10 
neurons corresponds to the number of variables to be predicted, which in this case is 
3. The number of hidden units is an adjustable parameter. 
The activity function corresponds to the net signal. A sigmoid transfer function is 
used. Once the network topology is defined the next step is to initialize the weights. 
In the present configuration weights are initialized between -1.0/AttF and 1.0/AttF. 
The distribution of weights within this range depends on a random seed value. 
Hence, for a particular run, the parameters that need to be set are the number of 
hidden units, the learning rate and the momentum. 
For initial experiments 4, or 5, hidden units were chosen. This is based on fact 
that the true dimensionality of the complete data matrix was estimated to be 4 (see 
Chapter 5). The choice of initial η and a values resulted from earlier studies. In trial 
and error experiments optimal values for these two parameters were found. 
The next experiment entailed the choice for the optimal number of hidden units. 
A network with too small a number of hidden units will not be capable to deal with 
the complexity of the problem and result in a large error of prediction. Increasing 
the number of hidden units initially leads to a decrease in the error of prediction. 
However, if the number becomes too high the error may start to increase again. 
Moreover, the degrees of freedom of the network dramatically increases which is not 
desired generally. We ran networks with the number of hidden units increasing from 
1 to 20. 
The robustness of the network was tested in two manners. First we selected 
the optimal number of hidden units from the aforementioned experiment. For this 
configuration we ran the network 10 times. Each run was started with different 
initialized weights, i.e., each time a different random seed was used to create weight 
matrices. Then, we constructed 10 different training sets and test sets from the 
original data matrix. This procedure is depicted in Figure 7.3. The network with the 
optimal number of hidden units was trained with all of these sets. 
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Figure 7.4: Normalized standard error of prediction for the error back-propagation 
network with different numbers of neurons m the hidden layer. 
7.3.3 Hardware and software 
PCR and PLS procedures provided in the pis-toolbox of Matlab for Unix Worksta­
tions, version 4.2c (The MathWorks, Ine) were used. The multi-layered error back-
propagation ANN was programmed in the Matlab environment within the Laboratory 
for Analytical Chemistry. The algorithm is based on the research described in Ref­
erence (Anguita et al., 1993). Both PCR, PLS and the ANN were run on a Sparc 
workstation. 
7.4 Results and discussion 
Table 7.1 depicts the initial configurational settings for the ANN. The table gives 
values for η and a that were found after a small optimization session. In successive 
experiments the number of hidden units was varied to determine the optimal number 
of hidden units. Figure 7.4 depicts that with increasing number of hidden units 
the predictive ability of the network initially improves and gradually stabilizes. The 
minimum error of prediction was found for 7 hidden units. In Figure 7.4 the error of 
prediction (for the test set) that was normalized (NSE) is depicted. The robustness 
of the network was tested by replicating the runs for 7 hidden units with different 
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Figure 7.5: Normalized standard error (NSE) of prediction for the error back-
propagation network with 7 neurons in the hidden layer for several training sets and 
test sets 
random seeds. In another experiment the runs were replicated for different training 
and test sets. The construction of these sets was outlined in Figure 7.3. The results 
of the replicate experiments are depicted in Figure 7.5. A variety in NSE is seen 
when different training sets and test sets, created form the data matrix, were used. 
This is depicted in Figure 7.5. This may be the result of classes, present in the 
data matrix, that are only represented by a small number of objects, e.g., there are 
only five crankshaft objects. In this case the training set may not be completely 
representative for the test set. To solve this problem a larger number of objects 
from such a class should be added to the data matrix. However, most sets resulted 
in acceptable predictive ability, expressed in terms of low RMSE values for predicted 
torsion angles and percentages of residuals within a certain range for predicted torsion 
angles (see hereafter). 
The network is robust towards different initializations. This was observed for all 
sets when the weights were initialized with different random seed values. The resulting 
variation in NSE values was very small. 
Hence, an extensive cross-validation procedure to test the robustness of the net­
work was not performed. 
RMSE values were calculated for predicted torsion angles for the set that produced 
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Table 7.2: RMSE for predicted torsion angles of the test set for the error back-
propagation network (ANN), the PCR and PLS method. 













the lowest NSE in Figure 7.4. Table 7.2 depicts the RMSE for predicted χι, ζ and 
α torsion angles of the test set by means of the back-propagation network. These 
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Figure 7.6: Predicted χ, ζ and a torsion angles of the test set plotted versus their 
actual values for the error back-propagation network model. 
Another manner to express the predictive ability of the model is to monitor the resid­
uals between predicted and actual torsion angle values. In Table 7.3 the percentage of 
objects from the test set of which the residual value was less than a certain threshold 
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Table 7.3: Percentage of objects with residuals below thresholds of 30, 20, 10 and 
5 degrees, respectively, for predicted torsion angles of the test sets. PCR and PLS 
results were comparable. Therefore, only PCR results are depicted. Largest residuals 
of the back-propagation model for χ ι , С and α were 23, 24 and 17, respectively. 
























is depicted. E.g., with the back-propagation network, 79 of the 81 objects, corre­
sponding to 98%, had a residual value smaller than 20 for χ ι . For the ANN some 70 
to 80% of the objects have residuals within a range of 10°. This is reasonably good 
for conformational analysis purposes, hence, the model predicts well. 
For both PCR and PLS the training set was split 10 times during a cross-validation 
procedure (as described earlier). From this procedure the optimal number of latent 
variables, which was 4 in all cases, resulted. Then, to obtain the best model, regression 
was performed and the resulting regression coefficients were used to predict the χ, 
ζ and a torsion angles of the test set. The results are depicted in Table 7.2 and 
Figure 7.7. The results for PCR and PLS are comparable. When the training set 
was split more than 10 times in the PCR/PLS cross-validation procedure the results 
did not improve. It can be seen that the prediction of the ANN method is slightly 
better than the PCR and PLS method. Hence, the choice of the number of neurons in 
the hidden layer enables the user to create a model that is more capable of handling 
complexity in the data matrix. 
7.5 Conclusions and outlook 
We built models to predict the torsion angles χ, ζ and a from torsion angles <$, e, β 
and 7 for nucleic acid dinucleotides/dinucleosides. For this purpose an error back-
propagation ANN, PCR and PLS were used which is a new development in this area. 
The data matrix that was used contains crystal structures. However, the predictive 
ability of the methods that were used look promising. Moreover, once a model is 
built, the prediction of torsion angles from an unknown object, or sets of objects, is 
very fast. Therefore, the procedure offers perspectives in predicting torsion angles 
for structures in solution. Especially multidimensional correlation spectroscopy (or 
the combination of multidimensional correlation and NOE spectroscopy) may lead 
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Figure 7.7: Predicted χ, ζ and a torsion angles of the test set plotted versus their 
actual values for the PCR model. 
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to reasonable estimates of δ, e, β and 7 torsion angle values. With properly built 
and validated models good values for other torsion angles are predicted from these 
estimates. These predicted torsion angles might form the basis for trial structures in 
conformational analysis. These structures can be refined further with other methods. 
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De biologische activiteit van nucleïnezuren hangt samen met hun ruimtelijke struc-
tuur, of conformatie. Het is daarom van groot belang methoden te ontwikkelen die 
zo'n ruimtelijke structuur correct voorspellen. Een belangrijk aspect hierin is con-
formatie analyse. Hieronder verstaat men het genereren van probeerstructuren om 
vervolgens te verifiëren of deze voldoen aan experimentele gegevens of aan een ener-
giecriterium. De verwachting is dat technieken uit de chemometrie zich hiervoor ook 
uitstekend lenen. Naast (multivariate) statistiek en wiskunde bedienen chemometris-
ten zich in toenemende mate van natural computation methoden, zoals genetische 
algoritmen (GAs) en kunstmatige neurale netwerken. In dit proefschrift wordt be-
schreven hoe chemometrie een taak kan vervullen in de structuuropheldering van 
nucleïnezuren. 
Hoofdstuk 1 geeft een korte beschrijving van nucleïnezuren en enkele algemene 
aspecten uit de conformatie analyse. Nuclear Overhauser Effect (NOE) spectrosco-
pie levert belangrijke experimentele gegevens voor het bepalen van de ruimtelijke 
structuur van nucleïnezuren in oplossing. Kruispieken verschaffen informatie over 
de afstand tussen protonen in het molecuul. Men kan trachten probeerstructuren 
te genereren waarvan de berekende kruispieken zo goed mogelijk overeenkomen met 
de experimentele kruispieken. Aan deze methoden kleven echter bezwaren. Daarom 
maakt men in het algemeen een schatting van afstandsrestricties voor protonparen 
uit kruispieken en produceert probeerstructuren die hieraan voldoen. De zoekruimte 
in dit soort optimalisatieproblemen kan zeer groot zijn. GAs lenen zich uitstekend 
voor het oplossen van zulke vraagstukken. Naast een korte uitleg over het GA geeft 
Hoofdstuk 1 een overzicht van te gebruiken strategieën in de conformatie analyse van 
nucleïnezuren met deze methode. 
Tegenwoordig zijn er heel wat ruimtelijke structuren van nucleïnezuren bekend 
en gepubliceerd. Deze data bevat veel informatie over algemene kenmerken van nu-
cleïnezuren. Chemometrie biedt een scala aan mogelijkheden om deze informatie uit 
te buiten. Hoofdstuk 1 beschrijft daartoe enkele multivariate technieken en kunst-
matige neurale netwerken die uitstekend geschikt zijn voor deze taak. De onderlinge 
relatie tussen torsiehoeken, die de clustering van verschillende klassen nucleïnezuren 
veroorzaken, kan worden aangetoond. Men kan deze relaties vervolgens gebruiken om 
de waarden van torsiehoeken te voorspellen. 
Hoofdstuk 2 beschrijft de structuuropheldering van een gemodificeerd thymine di-
meer met een GA op basis van proton-proton afstandsrestricties. Probeerstructuren 
worden weergegeven door torsiehoeken. Dat betekent dat bindingslengtes en bin-
dingshoeken op vaste waarden zijn gezet. De op deze manier verkregen structuren 
worden vergeleken met structuren berekend door embedding distance geometry (DG). 
Torsiehoeken, bindingshoeken en bindingslengtes zijn bij de DG methode flexibel. 
Structuren die voortkomen uit deze methode voldoen beter aan de afstandsrestricties 
dan GA structuren. Echter, de covalente geometrie (met name de bindingshoeken) 
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ал de DG structuren is vervormd. 
Onlangs is het programma DGO ontwikkeld. De kern is een embedding distance 
geometry methode. Om het bemonsteringsgedrag te verbeteren wordt dit programma 
geïtereerd door een GA. Hoofdstuk 3 beschrijft de vergelijking DG, OGÜ en een GA in 
de structuuropheldering van het gemodificeerde thymine dimeer op basis van proton-
proton afstandsrestricties. Een belangrijk deel van dit onderzoek is gewijd aan de 
correlatie tussen de fout ten opzichte van de afstandrestricties en verschillende struc-
tuurparameters, zoals het aantal overschrijdingen van de restricties. Deze parame-
ters werden voor structuren bepaald, gegenereerd met de drie vergeleken methoden, 
vóór en na energieminimalisatie (waarbij de afstandsrestricties waren meegenomen). 
Hieruit bleek dat zowel DG als DGH, structuren produceerden die goed aan de af-
standsrestricties voldeden, maar met een sterk vervormde covalente geometrie. De GA 
structuren leden niet aan dit euvel. De covalente geometrie vóór energieminimalisatie 
van DG en DGO structuren verbeterde indien het aantal stappen simulated annealing 
(onder andere nodig om de covalente geometrie te behouden) werd verhoogd. Ech-
ter, dan ontstonden zeer lange rekentijden. De rekentijd van het GA was vele malen 
korter. Dus, ondanks dat de GA structuren in de meeste gevallen slechter aan de af-
standsrestricties voldeden heeft de gebruiker de mogelijkheid snel te experimenteren 
met verschillende covalente geometrieën. 
Een alternatief is direct NOE kruispieken te berekenen voor probeerstructuren. 
Zeker in het geval van een GA, dat een hele populatie van probeerstructuren manipu-
leert, is dit een rekenintensief proces. Om de rekentijd terug te dringen kan men het 
algoritme parallelliseren. Daartoe wordt een populatie in (kleinere) deelpopulaties 
opgesplitst. Verschillende G As, die op verschillende computers draaien, optimaliseren 
ieder een eigen deelpopulatie. Dit levert tijdwinst op. Om ook een optimaal be-
monsteringsgedrag te garanderen worden tussentijds probeeroplossingen van de ene 
deelpopulatie naar de andere gemigreerd. Hoofdstuk 4 beschrijft een toepassing van 
deze methode. Van enkele kleine DNA moleculen is een NOE spectrum gesimuleerd. 
Een parallel GA optimaliseert probeerstructuren dusdanig dat het verschil tussen de 
gesimuleerde spectra en de corresponderende berekende spectra voor probeerstruc-
turen minimaal wordt. Dit gebeurt sneller dan met een overeenkomstig sequentieel 
algoritme, terwijl ook de juiste optimale oplossing voor het probleem wordt gevonden. 
Hoofdstuk 5 behandelt de clustering van nucleïnezuurstructuren. Er is een data 
matrix samengesteld die 244 dinucleoside mono-fosfaat (DM) structuren bevat. Elke 
DM structuur is beschreven door 9 torsiehoeken waarvan de waarde bekend is. In 
de data matrix zijn 4 klassen structuren aanwezig. De matrix wordt eerst ontbonden 
via een singuliere waardedecompositie. In één figuur worden vervolgens de scores en 
loadings uitgezet. In deze zogenaamde biplot is te zien dat de data matrix goed is 
gescheiden in 4 klassen, welke relaties er tussen de torsiehoeken bestaan en welke 
combinaties van torsiehoeken verantwoordelijk zijn voor de scheiding in klassen. De 
verdeling in klassen suggereert dat er in zo'n biplot gebieden zijn die corresponderen 
met combinaties van torsiehoeken die wel (physisch) gewenst zijn en combinaties die 
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niet gewenst zijn. Er is in zo'n biplot natuurlijk geen directe relatie aanwezig tussen 
de confromatie enerzijds en de energie anderzijds. Desondanks doet de interpretatie 
van zo'n biplot sterk denken aan wat er in een Ramachandran plot, die zeer bekend is 
voor eiwitten, weergegeven wordt. De biplot geeft echter hoogdimensionale informatie 
in een laagdimensionaal plaatje. 
Een singuliere waardedecompositie is in feite een parametrische methode. De 
decompositie maakt nieuwe variabelen als een lineaire combinatie van de orginele va-
riabelen. Een kunstmatig neuraal netwerk is onafhankelijk van zo'n parametrische 
benadering. Hoofdstuk 6 beschrijft de toepassing van een Kohonen netwerk voor de 
clustering van DM structuren uit Hoofdstuk 5. Het netwerk vormt 4 clusters van de 
244 DM representaties op een 10 bij 10 grid. Omdat in dit geval een grid gebruikt 
is zijn de overgangen tussen klassen van structuren veel duidelijker dan bij de eer-
der genoemde biplots. Indien de waarden van de gewichten per torsiehoek van het 
geconvergeerde netwerk op ieder gridpunt worden uitgezet onstaan een soort contour-
mappen. Donkere gebieden corresponderen met hoge waardes van torsiehoeken en 
lichtere gebieden met lage waardes van torsiehoeken. Op deze manier is ook te zien 
welke combinaties van torsiehoeken verantwoordelijk zijn voor de scheiding in klas-
sen. Volgens dezelfde redenatie als in Hoofdstuk 5 laten de contourmappen ook een 
multidimensionale weergave van eventuele verboden en acceptablele gebieden (zoals 
in Ramachandran plots) zien. Echter, de data matrix vertegenwoordigt natuurlijk 
slechts structuren die (physisch) acceptabel zijn. Voor een meer realistisch equivalent 
is het nodig zo'n data matrix aan te vullen met structuren die (physisch) onacceptabel 
zijn. 
De relatie tussen bepaalde torsiehoeken kwam duidelijk naar voren in zowel de 
biplots als de Kohonen mappen. Daarom is geprobeerd een model te vinden dat de 
waarden van een set torsiehoeken voorspelt uit een andere set torsiehoeken. Zo'n 
model kan gevonden worden met behulp van de al eerder geïntroduceerde data ma-
trix. Een zogenaamd error back-propagation kunstmatig neuraal netwerk voorspelt 
de torsiehoeken ζ, a en χ uit de torsiehoeken δ, e, β en 7 met een lagere fout dan de 
PCR en PLS methode. Dit is beschreven in Hoofdstuk 7. 
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Summary 
The biological activity of nucleic acids depends on their spatial structure, or confor-
mation. Therefore, it is important to develop methods that are capable of predicting 
such spatial structures correctly. An important aspect in this context is conforma-
tional analysis, in which trial structures are generated and subsequently their quality 
is judged on the basis of experimental restraints, or energetic reasonableness. It is 
expected that chemometrical methods can play an important role in this field. Tra-
ditionally chemometricians make use of (multivariate) statistics and mathematics. 
More and more they incorporate so-called natural computation methods, such as ge-
netic algorithms (GAs) and artificial neural networks. In this thesis it is demonstrated 
that chemometrics can fulfill an important task in the structure elucidation of nucleic 
acids. 
Chapter 1 gives a short description of nucleic acids and some common aspects 
of conformational analysis. Nuclear Overhauser Effect (NOE) spectroscopy provides 
important experimental data for determining the spatial structure of nucleic acids in 
solution. Cross-peaks provide information about the distance between protons in a 
molecule. It is possible to try and find trial structures of which the calculated cross-
peaks resemble the experimental cross-peaks in the best possible manner. There are 
some problems when using this method. Therefore, one usually estimates distance 
restraints for proton pairs from the cross-peaks and generates trial structures that 
fulfill these restraints. The search space for such optimization problems can be very 
large. Hence, GAs lend themselves very well for solving these kinds of problems. 
Chapter 1 gives a short description of GAs and an overview of strategies that can be 
used in the conformational analysis of nucleic acids with this method. 
Nowadays, many spatial structures of nucleic acids are known and have been pub-
lished. This data contains a lot of information about general aspects of nucleic acids. 
Chemometrics offers a variety of possibilities to exploit this information. Therefore, 
Chapter 1 also describes several multivariate techniques and artificial neural networks 
that are well suited for this task. With these methods one is able to characterize the 
mutual relation between torsion angles that are responsible for the clustering of cer-
tain classes of nucleic acids. Subsequently these relations can be used to predict the 
corresponding torsion angles. 
Chapter 2 describes the structure elucidation of a modified thymine dimer with a 
GA using proton-proton distance restraints. Trial structures are represented by tor-
sion angles. This means that bond lengths and bond angles are kept fixed. Structures 
generated in this manner are compared with structures resulting from embedding 
distance geometry (DG) calculations. Torsion angles, bond angles and bond lengths 
are flexible in the DG method. Structures found by the latter method fulfill the re-
straints to a better extent than the GA structures. However, the covalent geometry 
(especially bond angles) of DG structures is distorted. 
Recently, the DGH method was introduced. The core is provided by a DG al-
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gorithm. To improve the sampling behavior of this method it is iterated by a GA. 
Chapter 3 describes the comparison between the DG method, DGH and a GA in 
the structure elucidation of a modified thymine dimer using proton-proton distance 
restraints. An important part of the research described deals with the correlation 
between the error comprised by the violation of the restraints and other structural 
parameters such as the number of violations. These parameters were determined 
for structures generated by the three methods before and after restrained energy 
minimization of these structures. This revealed that both DG and DGfl produce 
structures that fulfill the restraints well but that had a distorted covalent geometry. 
Obviously, GA structures did not suffer from this. The covalent geometry before re-
strained energy minimization of DG and DGfl structures improved when the number 
of post-optimization steps (provided by simulated annealing) was increased. How-
ever, this drastically increased the computational effort. The computational effort 
for the GA was much smaller. Hence, although GA structures in general fulfilled the 
restraints to a lesser extent, the user has the possibility to experiment with different 
covalent geometries in a fast way. 
An alternative is to calculate NOE cross-peaks for trail structures directly. This 
is a computational intensive task, certainly in the case of GA optimization in which 
a complete population of trial structures is manipulated. To reduce the computation 
time one can parallelize the algorithm. For this purpose a population is subdivided 
into (smaller) subpopulations. Several GAs, running on different computers, each 
optimize a subpopulation. This reduces the calculation time. To also guarantee an 
optimal sampling behavior trial structures are migrated between subpopulations at 
predefined times. Chapter 4 describes an application of this method. The NOE 
spectrum of several small DNA molecules is simulated. A parallel GA optimizes the 
fit between the simulated spectra and the corresponding calculated spectra for trial 
structures. This method is faster than the corresponding sequential algorithm while 
still finding the same optimal solution. 
Chapter 5 deals with the clustering of nucleic acid structures. A data matrix of 244 
dinucleoside mono-phosphate (DM) steps was composed. Each DM step is described 
by 9 torsion angles of which the value is known. The data matrix contains 4 classes of 
structures. First the matrix is decomposed by a singular value decomposition. Next, 
the resulting scores and loadings are displayed in a single plot. This so-called biplot 
depicts a clear separation of the DM steps in 4 classes, the relation between torsion 
angles and the combination of torsion angles that are responsible for the separation 
into classes. This separation into classes suggests that there are areas in a biplot 
that correspond to torsion angle combinations that are (physically) favorable and 
torsion angle combinations that are (physically) unfavorable. Hence, although no 
direct relation between conformation and energy is present in the plot, such a biplot 
strongly resembles what is shown in the Ramachandran plot which is well known 
for proteins. Clearly, the biplot provides a low-dimensional visualization of a multi-
dimensional space. 
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In fact a singular value decomposition is a parametric method. In the decompo­
sition new variables are created as linear combinations of the original variables. An 
artificial neural network does not depend on such a parametrical approach. Chapter 
6 describes the application of a Kohonen network to cluster the DM steps introduced 
in Chapter 5. The network finds 4 clusters for the 244 DM representations on a 10 by 
10 grid. The use of a grid ensures that the transition between classes of structures is 
more clear than in biplots. Depicting the weight values on each grid point per torsion 
angles of a converged network results in a kind of contour maps. Dark areas corre­
spond to high torsion angle values while light areas correspond to low torsion angle 
values. Here, one can also detect which combinations of torsion angles are responsible 
for the separation into classes. Following the reasoning of Chapter 5, the contour maps 
also provide an indication of accessible and forbidden areas such as in Ramachandran 
plots. However, the data matrix exclusively represents structures that are (physi­
cally) acceptable. A more realistic equivalent of a Ramachandran plot requires that 
the data matrix also contains structures that are (physically) unacceptable. 
The relation between certain torsion angles is clearly visible in both biplots and 
Kohonen maps. Therefore, an attempt has been made to find a model that predicts 
the value of a set of torsion angles from another set of torsion angles. Such a model 
can be found when using the data matrix mentioned before. A so-called error back-
propagation artificial neural network predicts the torsion angles ζ, a and χ from 
torsion angles δ, e, β and 7 with a lower error than the PCR and PLS method. This 
is described in Chapter 7. 
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