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Abstract
The opportunities arising from the recent advances in multimedia, along with the emerg-
ing future internet-of-things (IoT) applications, such as smart cities, health monitoring
devices, and driverless cars, are limited by the operational expenses (OPEX) of the base
stations (BSs), as well as the finite battery capacity of the involved wireless communica-
tion devices. This calls for conscious utilization of energy and other resources, especially
taking into account the trade-off among the utilized energy, bandwidth, and time. An
alternative/complementary approach to reduce the OPEX and increase the networks life-
time is energy harvesting (EH), which refers to harnessing energy from the environment.
Interestingly, except for harvesting energy from ambient light sources, which are uncon-
trollable, wireless power transfer can also be used, in order to remotely charge wireless
devices with low energy requirements in a wide area. However, EH creates several new
challenges, with the main focus of this dissertation being on the development of novel
scheduling and resource allocation schemes, that take into account and regulate the en-
ergy constraints imposed by the levels of harvested energy.
To this direction, the first chapter of this thesis investigates the optimal energy, time,
and bandwidth allocation problem for the downlink of energy harvesting base stations
(EHBSs), with the main focus being on autonomous EHBS. The presented analysis takes
into account the impact of the energy constraint on users preferences and the BS’s rev-
enue. In order to model the competitive nature of the problem, game theory is used, and
more specifically the framework of a generalized Stackelberg game. Also, an efficient iter-
ative method is proposed to facilitate all the players to reach the variational equilibrium,
i.e., the optimal solution of the game.
The next two chapters focus on wireless powered networks (WPNs) and simultaneous
wireless information and power transfer (SWIPT) using radio frequency (RF) technology,
with emphasis being given on the created trade-offs. One of the main contributions of
these chapters is the introduction of both uplink and downlink non-orthogonal multiple
access (NOMA) forWPNs. Moreover, the individual data rates and fairness are improved,
while the formulated problems are optimally and efficiently solved. It is shown that,
compared to orthogonal multiple access, NOMA offers a considerable improvement in
throughput, fairness, and energy efficiency. Rather than this, proportional fairness is
maximized and uplink/downlink of WPNs are jointly optimized, in which cases, except
for NOMA, time divison multiple access is also investigated. Also, the role of interference
is considered, which has been recognized as one of the main reasons of the asymmetric
overall degradation of the users’ performance, due to different path-loss values, called from
now on as cascaded near-far problem. Moreover, SWIPT is investigated and efficiently
optimized in the context of multicarrier cooperative communication networks.
Finally, simultaneous lightwave information and power transfer (SLIPT) for indoor
IoT applications is introduced, as an alternative technology to RF-based SWIPT. It is
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noted that light WPT is fundamentally different to RF, due to the divergent channels
characteristics, transmission/reception equipment, and EH model among others. For this
reason, novel and fundamental SLIPT strategies are proposed, which can be implemented
through Visible Light or Infrared communication systems, equipped with a simple solar
panel-based receiver. In order to balance the trade-off between the harvested energy and
communication performance two optimization problems are formulated and optimally
solved. Moreover, simulation results are presented, in order to illustrate the performance
of the proposed methods.
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Chapter 1
Introduction and Thesis Layout
Energy is a major concern for current wireless technology implementation, as there is
always a trade-off between the associated costs, communication bandwidth, and bat-
tery lifetime. A feasible solution that can considerably reduce the operational expenses
(OPEX) and increase the networks lifetime is energy harvesting (EH). The EH poses
several new challenges and calls for an interdisciplinary approach, integrating the design
of wireless networks with advances from circuits and devices that harvest and transfer
energy. Also, it requires the development of novel scheduling and resource allocation
schemes that take into and regulate the energy constraints imposed by the levels of
harvested energy. Due to these tight constraints, EH can have a negative impact on the
quality-of-service (QoS) achieved by the wireless networks, which can be counterbalanced
by the exploitation of transmission schemes and communications protocols with higher
energy and spectral efficiency.
1.1 Energy Harvesting
The opportunities arising from the recent adnavces in multimedia, along with the emerg-
ing future internet-of-things (IoT) applications, such as smart cities, health monitoring
devices, and driverless cars, are limited by the OPEX of the base stations (BSs) [1], as
well as the finite battery capacity of the involved wireless communication devices [2, 3].
In this context, EH, which refers to harnessing energy from the environment, such as
solar, wind, and geothermal heat, or other energy sources, such as finger motion, vibra-
tions, breathing, and blood pressure, and converting to electrical energy, is regarded as
a promising solution for energy-sustainability of wireless nodes in communication net-
works and reduction of the OPEX [2]. Also, EH is regarded as a disruptive technological
paradigm to prolong the lifetime of energy-constrained wireless networks.
1.1.1 Applications and Advantages of EH in Wireless
Communication Networks
Recent years have seen a surge in research on the power consumption aspect of wireless
and cellular networks, due to the increasing concern on rising global energy demand and
decreasing the industry’s overall carbon footprint. The power consumption of cellular
networks also constitutes a large portion of OPEX for service providers [1, 4]. Regarding a
cellular network, the power needed to run a BS, as well as the corresponding cooling facil-
ities, forms the major share of energy consumption, which motivates the utilization of EH
for the power supply of the BSs. EH can be used as a alternative/complementary tech-
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nology to energy saving, such as the economy (ECO) mode, e.g., turning the transceivers
on/off during low traffic conditions, and adjustment of the coverage area. Also, apart
from increasing the energy efficiency in traditional communication networks with grid
connected BSs, EH is useful when the connection of the BS to the power grid is techni-
cally and economically challenging, such as in developing countries. Although these BSs
can be possibly powered by diesel generators [5], this solution might not be feasible, due
to the inefficiency of diesel fuel power generators and high transportation costs of diesel
fuel to BSs located in remote areas [6, 7]. As a result, wireless networks with energy
harvesting base stations (EHBSs) are not only envisioned to be cost-efficient, but also
self-sustained.
Moreover, in today’s widely used devices and IoT applications, such as smartphones,
tablets, wearables, and sensor networks, which require connection to the power cord, EH
can be seen as the final challenge to true mobility. Also, especially in low power devices,
such as those used in sensor networks, EH can be used to minimize, if not to eliminate
the use of battery power, replacing the traditional batteries with super capacitors [8], and
leading to even lower energy consumption levels. This is extremely important especially
when replacing or recharging the batteries is inconvenient, costly, or dangerous, such as in
remote areas, harsh industrial environments, e.g., rotating and moving platforms, human
bodies, or vacuum equipment. Furthermore, EH can counterbalance the tremendous
increase of the number of batteries needed for such off grid devices, which will bring
difficulties for material supplying, recycling and will cause high environmental impact.
1.1.2 Wireless Power Transfer
The main disadvantage of traditional EH methods is that they rely solely on ambient
energy sources, such as solar, wind energy, and vibrations, which are uncontrollable and
in some cases unpredictable. For this reason, harvesting energy from sources that inten-
tionally generate an electromagnetic (EM) field seems to be an interesting alternative.
This concept, termed as wireless power transfer (WPT), was initiated by Nikola Tesla
in 1910’s. The utilized technology to enable WPT depends on the distance between the
source and the terminal [8–10]. On near-field WPT, non-radiative techniques are used,
i.e., capacitive or inductive coupling, the performance of which can be significantly im-
proved by using a resonant scheme. On the other hand, far-field energy transfer is based
on the transmission/reception of propagating EM waves. More specifically, the rectifying
antenna (rectenna) circuit, invented by William C. Brown in 1964, can be used to convert
the received radio frequency (RF) signal, into direct current (DC), while lasers of light
emitting diodes (LEDs), photocells, and lenses are used in order to transfer energy with
light waves. Starting from 1970, WPT has been explored in the context of solar power
satellites, which harvest energy by sunlight and transfer this to earth, using microwave
power transmission or laser beam, e.g., by NASA [11].
Recently, research and development in WPT have received tremendous momentum
[11]. Inductive coupling is the most widely used wireless technology. Its applications
include charging handheld devices like phones and electric toothbrushes, radio frequency
identification (RFID) tags, and chargers for implantable medical devices like artificial
cardiac pacemakers, or electric vehicles. Note that near-field WPT is out of the scope of
the technical analysis provided in this dissertation, which focuses on far-field WPT with
radio and light waves.
1.1. Energy Harvesting 3
HAP
WD
Solar power
Ambient RF power
Wireless power transfer
Information transmission
Wireless
transmitter
Rechargeable
battery
Figure 1.1 A wireless powered communication network with hybrid energy sources [15].
Far-field based WPT is particularly important in communication networks, as it al-
lows wireless devices (WDs) with low energy requirements to be remotely powered in a
wide area, therefore, it provides a feasible solution for applications where EH and remote
energy supply is the only powering option [12]. Interestingly, it has been reported that
3.5 mW and 1 µW of wireless power can be harvested from RF signals, at distances of
0.6 and 11 m, respectively, with an energy harvester operating at 915MHz [13]. Further-
more, recent advances in electronics and, specifically, in rectifying antennas designing,
will further increase the efficiency of EH from RF signals in the near future [14, 15]. In
a communication system employing WPT, energy can be harvested both from dedicated
sources in a fully controlled manner and opportunistically from ambient signals, which
increases the overall energy efficiency and redefines the role of interference. The dedicated
sources are usually assumed to be more powerful nodes, termed as power beacons (PBs),
which can coincide with the access points (APs). Compared to other EH technologies,
which are uncontrollable, WPT enlarges the potential to reduce the utilization of batter-
ies, as well as their frequent replacement. Thus, WPT is fairly regarded as an eco-friendly
technology. Moreover, as illustrated in Fig. 1.1, hybrid access points (HAPs) can exploit
conventional forms of renewable energy, strengthening the green character of WPT tech-
nology [15]. Also, as illustrated in the same figure, WDs can still harvest energy from
other sources rather than WPT, with the latter being used only when necessary.
WPT creates unique challenges in the design of communication systems, since, in some
cases, it conflicts with the information trasnmission, especially when the same resources
are used, e.g., transmitted power, time, spectrum, and antennas, and a compromise is
required. This introduces a new area of investigation, in which the vision of Nikola Tesla
with WPT meets the basic brinciples of information theory, as formulated by Claude
Shannon [16, 17]. More specificially, in WPT, the nodes use the power of the received
signal to charge their batteries [18], or to transmit the information to other nodes, e.g., to
the access point (AP) [12, 19], as illustrated in Fig. 1.1. But, in practice, nodes cannot
harvest energy and receive/transmit information simultnaeously [8, 12, 20–22], which
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complicates the optimization of communication networks with WPT and brings trade-
offs on their design. Also, an important issue associated with all wireless power systems
is limiting the exposure of people and other living things to potentially injurious EM
fields, as well as the unwanted interference and EM pollution, which calls for conscious
utilization of the radiated energy. This can be achieved by unifying the information
and energy transmission, which is the basis of simultaneous wireless information and
power transfer (SWIPT). For example, sensor networks can be controlled and charged
with the same signal [8]. SWIPT, when properly optimized, can result in significant
gains in terms of spectral efficiency, time delay, energy consumption, and interference
management by superposing information and power transfer. However, this approach,
calls for the redesign of existing wireless networks.
1.1.3 Industrial Interest
The application of EH and WPT on wireless devices/sensors have attracted the interest
not only from academia, but also from industry. Some of the involved companies are:
• The idea of EHBSs has already been adopted by many mobile network operators,
worldwide [23].
• LaserMotive works on WPT for long transmission spans, using laser lights for
unmanned aerial vehicles (UAVs) [24], which in turn can be used for communication
purposes.
• Wi-charge manufactured a novel system for WPT using infrared (IR) [25].
• EnOcean Alliance works on the EH wireless sensor technology for collecting energy
out of the air, e.g., kinetic motion, pressure, light, differences in temperature, and
converting them into the energy for wireless communications [26].
• ABB manufactured an EH wireless temperature transmitter [27].
• PowerbyProxi, Humavox, and Powercast work on wireless power sensors, mainly
focusing on the power transfer over a short range using the resonant inductive
technology [28], [29], [30].
• Sunpartner Technologies has created Wysips Crystal, which is a device combining
optical and photovoltaic (PV) technologies, and can produce electricity from an
natural or artificial light source, using invisible PV cells [31].
• Philips is also involved in exploring applications of WPT, considering rotational
system with high power WPT, remote sensing applications, etc [32].
1.2 Resource Allocation in Wireless Networks
The integration of new heterogeneous services and applications, e.g. IoT ones, in the
design of future communication networks, e.g., of the upcoming 5G networks, creates
diverse QoS requirements [33]. The general goal is to improve the QoS, as specified by
each user or the network, while using the available resources, e.g., bandwidth, power, and
time as efficiently as possible. This leads to the formulation of constrained optimization
problems, which aim to the maximization of specific metrics that take into account the
service criteria. When the aim is to maximize spectral efficiency and the users utilize
different channels, the user’s utility is usually defined as a logarithmic, concave function
of the user’s signal-to-interference-plus-noise ratio (SINR) [34]. Different utilities func-
tions can be used when error performance [35–38], users’ prioritization, fairness, power
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consumption, or the cost of service are the main issues, or when the users share the
same communication channels. Also, in some cases, resource allocation problems can
also be modeled using game-theoretic approaches. Although there is an overlap between
the game-theoretic and optimization-theoretic approaches, game theory tends to focus on
the multiuser competitive nature of the problem and on the users’ interaction. Moreover,
in most practical scenarios, distributed algorithms are preferred over centralized ones,
with their main advantages including the reduction of complexity and scalability [34].
It is highlighted that efficient resource allocation in EH communication networks
involves new challenges, since it involves the constraints imposed by the levels of energy
harvested by each node. Since a node is energy-limited only till the next harvesting
opportunity (recharge cycle), it can optimize its energy usage to maximize performance
during that interval [2]. Moreover, nodes powered solely by EH may not be able to
maintain a stable operation and to guarantee a fixed QoS [7].
1.3 Thesis Layout
The rest of this dissertation is organized as follows. Chapter 2 examines optimal resource
allocation for the downlink of autonomous energy harvesting base station (AEHBS) from
a game theoretic point of view, by considering measures, such as the users’ utilities and
the base stations revenues. Chapter 3 focuses on wireless powered communication net-
works, and specifically on the optimization of individual data rates and fairness. Chapter
4 is dedicates on simultaneous wireless information and power transfer. Chapter 5 inves-
tigates simultaneous lightwave information and power transfer (SLIPT). Finally, chapter
5 concludes the dissertation and presents some possible future extensions. The structure
of these chapters is described below.
1.3.1 Energy Harvesting Base Stations
Section 2.1 serves as introduction to resource allocation problem in EHBSs.
In Section 2.2, optimal energy and resource allocation for the downlink of an AEHBS
is investigated. In particular, the joint maximization of the users’ utilities and the base
station’s revenue is considered, while these hierarchical decision problems are matched to
the framework of a generalized Stackelberg game. Also, an efficient iterative method is
proposed to facilitate all the players to reach the variational equilibrium, i.e. the optimal
solution of the game. Simulation results validate the effectiveness of the proposed method.
1.3.2 Wireless Powered Networks
Section 3.1 serves as an introduction to the basic principles behind wireless powered net-
works (WPNs). Also, the created trade-offs are described, taking into account throughput
maximization, energy efficiency, and fairness and we present and discuss the solution of
several optimization problems, considering different scenarios for the network consistence,
the adopted protocol, and the energy arrival knowledge.
In Section 3.2, the concept of non-orthogonal multiple access (NOMA) is proposed, as
a mean to increase the performance of wireless-powered uplink communication systems,
consisting of one BS and multiple EH users. More specifically, the main focus is on
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the individual data rate optimization and fairness improvement and it is shown that the
formulated problems can be optimally and efficiently solved by either linear programming
or convex optimization. In the provided analysis, two types of decoding order strategies
are considered, namely fixed decoding order and time-sharing. Furthermore, an efficient
greedy algorithm is proposed, which is suitable for the practical implementation of the
time-sharing strategy. Simulation results illustrate that the proposed scheme outperforms
the baseline orthogonal multiple access scheme. More specifically, it is shown that NOMA
offers a considerable improvement in throughput, fairness, and energy efficiency. Also,
the dependence among system throughput, minimum individual data rate, and harvested
energy is revealed, as well as an interesting trade-off between rates and energy efficiency.
Finally, the convergence speed of the proposed greedy algorithm is evaluated, and it is
shown that the required number of iterations is linear with respect to the number of
users.
In section 3.3 the analysis of Section 3.2 is extended to the case of proportional fair-
ness maximization, in order to balance the fundamental trade-off between sum rate and
fairness of a wireless-powered uplink communication system. Two well known commu-
nication protocols are considered, namely time division multiple access (TDMA) and
NOMA with time-sharing (NOMA-TS). It is shown that NOMA-TS outperforms the
considered benchmark scheme, which is the NOMA with fixed decoding order and adap-
tive power allocation, while TDMA proves to be an appropriate choice, when all the users
are located in similar distances from the BS.
1.3.3 Simultaneous Wireless Information and Power Transfer
(SWIPT)
Section 4.1 serves as an introduction to the basic principles of simultaneous wireless
information and power transfer.
Section 4.2 is a non-trivial extension of Chapter 3, such as that except for energy,
information is also transmitted during downlink, using SWIPT, while also taking into
account co-channel interference. More specifically, it investigates the downlink/uplink
of WPNs, which are exposed to the effect of the cascaded near-far problem (CnfP), i.e.,
the asymmetric overall degradation of the users’ performance, due to different path-loss
values. More specifically, assuming that the users are able to harvest energy both from
interference and desired signals, higher path-loss reduces the downlink rate of the far user,
while it also negatively affects its uplink rate, since less energy can be harvested during
downlink. Furthermore, if the far user is located at the cell-edge, its performance is more
severely impaired by interference, despite the potential gain due to EH from interference
signals. To this end, the downlink/uplink users’ rates are fairly maximized, by utilizing
corresponding priority weights. Two communication protocols are taken into account for
the downlink, namely TDMA and NOMA, while NOMA-TS is considered for the uplink.
The formulated multidimensional non-convex optimization problems are transformed into
the equivalent convex ones and can be solved with low complexity. Simulations results
illustrate that: i) a relatively high downlink rate can be achieved, while the required
energy is simultaneously harvested by the users for the uplink, ii) dowlink NOMA is a
more appropriate option with respect to the network topology, especially when a high
downlink rate is desired.
Section 4.3 investigates optimal SWIPT in a multicarrier two-hop link with a wire-
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less powered relay. First, the corresponding optimization problem is formulated, which
consists of the joint optimization -in terms of achievable rate- of, i) the dynamic power
allocation among multiple channels and, ii) the selection of the power splitting ratio be-
tween information processing and EH at the relay, when amplify-and-forward is applied.
This is a nonconvex optimization problem which is mapped to a convex one and opti-
mally solved using one-dimensional search and dual decomposition, while a suboptimal
efficient iterative method is also proposed. Simulations reveal a significant increase in
the throughput, and verify the effectiveness of the fast-converging iterative solution.
1.3.4 Simultaneous Lightwave Information and Power
Transfer (SLIPT)
Section 5.1 serves as an introduction to optical wireless communications (OWCs), which
emphasis on indoor IoT applications.
In Section 5.2, the concept of SLIPT for indoor optical wireless systems is presented.
Specifically, novel and fundamental SLIPT strategies are proposed, which can be im-
plemented through Visible Light (VL) or IR communication systems, equipped with a
simple solar panel-based receiver. These strategies are performed at the transmitter or
at the receiver, or at both sides, named Adjusting transmission, Adjusting reception and
Coordinated adjustment of transmission and reception, correspondingly. Furthermore,
the fundamental trade-off between harvested energy and QoS is compromised, by max-
imizing the harvested energy, while achieving the required user’s QoS. To this end, two
optimization problems are formulated and optimally solved. Computer simulations vali-
date the optimum solutions and reveal that the proposed strategies considerably increase
the harvested energy, compared to SLIPT with fixed policies.
1.3.5 Conclusions and Future Work
Chapter 5 concludes the thesis, where the main conclusions of the presented research are
drawn, while possible future extensions of this work are also proposed.

Chapter 2
Energy Harvesting Base Stations
The introduction of energy harvesting capabilities for BSs poses many new challenges for
resource allocation algorithm design, due to the time varying availability of the harvested
energy. This chapter focuses on dynamic resource allocation in EHBSs, with emphasis on
AEHBSs, which are based solely to renewable sources of energy and suffer to guarantee
a certain QoS.
2.1 Introduction to Resource Allocation in Energy
Harvesting Base Stations
EHBSs use the harvested power from the wind, solar radiation, etc. to satisfy at least
a part of their energy demand [39, 40] and reduce the related costs [41]. In the general
case, the BS utilizes multiple energy harvesting and non-renewable energy sources, being
termed as hybrid energy harvesting base station (HEHBS). A typical paradigm of a BS
using two energy sources, i.e., a renewable energy harvesting source and a non-renewable
Mobile
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Figure 2.1 A system with an hybrid energy harvesting base station[7].
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energy one, is depicted in Fig. 2.1.
Although the amount of renewable energy is potentially unlimited, the availability
of renewable energy at the BS is a random event. This calls for the redesign of the
corresponding resource allocation schemes, since new criteria and constraints need to
be considered, such as the cost efficiency and the availability of renewable energy. For
example, a practical and well-investigated problem is the minimization of the comple-
tion time with constraints on the consumed energy, either assuming a point-to-point
communication system [42, 43], or broadcasting [44–46]. An alternative objective is the
maximization of throughput with optimal power control time sequences, which has been
considered in [43, 47, 48]. It is also noted that all works [42–48] focus on systems with
a single energy storage, while [42, 43, 45, 46] investigate the case of energy harvesting
transmitters with both energy and data queues.
On the other hand, a decentralized delay minimization approach, which is applicable
to HEHBSs, has been presented in [49]. More specifically, a decentralized online algorithm
is proposed using the Lagrangian theory. Also, a different approach is presented in [7],
which proposes a novel resource allocation scheme that maximizes the weighted energy
efficiency (WEE) in multiuser systems with hybrid EHBSs (HEHBSs), using both the
electricity grid and EH as power sources. The WEE is defined as the total number of
bits successfully delivered to the mobile users, considered over a time frame per joule of
consumed energy. In turn, the part of the consumption that corresponds to the utilization
of the harvested energy is coupled by a positive constant, with value lower than 1, in
order to discourage the BS to consume non-renewable energy. Also, in the problem
formulation, minimum system data rate requirements are considered for each user, which
are imposed for fairness. The corresponding optimization problem is optimally solved
using Lagrange dual decomposition and convex optimization tools.
In general, such multi-variable and multi-constraint nonlinear resource allocation
problems are quite complicated and, unfortunately, cannot be solved in closed form.
Also, the design of an iterative solution method with acceptable complexity is often chal-
lenging. To this direction, convex optimization is quite prelevant, since if a problem is
formulated as a convex one, then it can be solved very reliably and efficiently, by using
interior-point or other methods for convex optimization, e.g., based on Lagrange dual
decomposition. The main advantage of Lagrange dual decomposition is that it can lead
to smaller subproblems, that can be solved in parallel. This approach facilitates the de-
sign of an efficient distributed method for solving the initial optimization problem [50].
Also, the associated dual problem often has an interesting interpretation, in terms of the
original problem.
2.2 Autonomous Energy Harvesting Base Stations
with Minimum Storage Requirements
This section investigates optimal energy, time, and bandwidth allocation problem for the
downlink of an AEHBS with very low storage requirements, taking into account both the
users preferences and the BS’s revenue. The corresponding hierarchical decision problems
are formulated using game-theoretic tools. Also, an efficient iterative and distributed
method is proposed in order to enable the users and the BS to choose the unique optimal
solution of the game, i.e., to reach the equilibrium.
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The results of the research presented in this section are included in [51].
2.2.1 Related Work and Motivation
With the advances in the speed of wireless backhaul, that eliminate the need for wired
connection, AEHBSs are of particular interest, especially for small cells [52] or for use
as relay stations [53]. In HEHBSs, user fairness can be achieved by setting a minimum
rate requirement for each user as a minimum level of satisfaction [7]. However, in an
AEHBS that is solely powered by EH, this is not always possible, since the BS may not
have enough energy [52]. The probability of meeting this requirement can be increased
by employing larger harvesting and storage equipment, however, this also substantially
increases the capital expenditures (CAPEX).
2.2.2 Contribution
This section investigates user fairness in AEHBSs with minimum energy storage require-
ments. A novel scheme is proposed, in which the users pay per amount of utilized
resources and energy used for transmission. A utility function for each user is defined,
which reflects the user experience and satisfaction, as an alternative fairness requirement.
In this framework, the users’ objective is to maximize their levels of satisfaction, while
the BS aims to maximize its revenue, accommodating all the users over the finite avail-
able spectrum. In order to find the optimal solution of this hierarchical decision problem,
game theoretic tools are utilized, and specifically the Stackelberg games [54]. Also, in
order to minimize the storage requirements, it is considered that in a specific time frame,
the BS can only use the energy harvested in the previous time frame. Results show
that previously proposed solutions, such as maximizing the total capacity for a specific
amount of energy, are not fair solutions and do not optimize the users’ experience in an
AEHBS.
2.2.3 System model
A wireless network consisting ofN users and one AEHBS is assumed. The communication
is divided into time frames of duration Ttot, while the total available bandwidth is denoted
by W . The communication with each user occupies a distinct fraction of time and
frequency, so that the signals of different users do not interfere. At the time instant
tin within a frame k, the BS transmits to the n-th user with power P
d
n (tin), using the
bandwidth fraction Wn(tin). For the link between the BS and the n-th user, Ln(tin) and
Hn(tin) denote the path loss/shadowing coefficient and the small scale fading coefficient,
respectively. The time fraction allocated to the n-th user is denoted by tn.
It is considered that the energy consumed by the BS is limited by the amount of
harvested energy, i.e., in time frame k, the BS can only use the energy that was harvested
during the time frame k − 1, a strategy that creates very low storage requirements. For
notational simplicity, it is assumed that the BS consumes energy only for transmission,
which is denoted by EBS. If EBS,n is the fraction of the energy dedicated for the n-th
user, it holds that
∑N
n=1EBS,n ≤ EBS.
The channel capacity between the BS and the n-th user in a frame k is given by
the effective rate (bits per time frame) that each user can achieve during the frame Ttot,
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which, assuming additive white Gaussian noise (AWGN), is given by [7]
Rdn =
∫ Ttot
0
Sn(t)Wn(tin) log2
(
1 +
P dn (tin)Gn(tin)
Wn(tin)
)
dtin. (2.1)
In (2.1), Sn(tin) ∈ {0, 1} denotes the time allocation with
∫ Ttot
0
Sn(tin)dtin = tn, and
Gn(tin) =
Ln(tin)|Hn(tin)|2
N0
, where N0 is the noise power spectral density. In order to simplify
theoretical studies it is assumed that the coherence time and bandwidth of the channel are
larger than Ttot and W respectively (see [55] and references therein). It is also assumed
that the power transmitted towards each user is constant, and thus P dn =
EBS,n
tn
. Therefore
all values are frequency flat and constant within each frame k, that is, independent of
tin. The analysis focuses on a specific time frame, and tin is dropped hereafter. If the
time and bandwidth resources for each user are denoted by qn, where qn = tnWn, then
the channel capacity can be simplified to
Rdn = qn log2
(
1 +
EBS,n
qn
Gn
)
. (2.2)
Note that, in this section, the term “resource” herein refers to bandwidth/time and not
energy. The sum of the available resources must satisfy the condition
∑N
n=1 qn ≤ Q, where
Q = TtotW . Hereafter, E = {EBS,1, . . . , EBS,1, . . . , EBS,N} and q = {q1, . . . , qn, . . . , qN}
denote the sets of values of the energy and resource allocation among users within a
frame k, respectively.
2.2.4 Problem Formulation
It is assumed that the BS charges the users according to the resources and the transmitted
energy they use during a time frame k. Both the users and the BS want to maximize
their utility functions, i.e., their levels of satisfaction and their revenue, respectively.
2.2.4.1 Objective of the BS
The BS can control the price c1 per utilized energy unit (e.g. $/J) and c2 per unit of
resources (e.g. $) in order to maximize its utility function. The utility function UBS of
the BS captures the revenue that the operator can receive by selling its resources and
energy, and it is given by
UBS = c1
N∑
n=1
EBS,n + c2
N∑
n=1
qn. (2.3)
2.2.4.2 Objective of the Users
The users respond to the prices by demanding a certain amount of resources and energy,
in order to maximize their utilities, Un. For each user n ∈ N , where N is the set of all
the users, the utility function corresponds to a level of satisfaction that a user obtains
[34]. The following assumptions are made for the utility function of the users:
i. It is affected by a satisfaction parameter an of each user. This parameter is different
according to the appliance of the user or the service it requires, i.e., a smart phone
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or a tablet that is usually online will have higher demands for rate than a simple cell
phone or a smart meter. Generally, a higher an implies a higher level of satisfaction.
Thus, Un must be an increasing function with respect to (w.r.t.) an.
ii. It is a decreasing function w.r.t. the prices c1 and c2, since higher prices lead to a
lower level of satisfaction.
iii. It reflects the users’ desire for higher capacity as well as the saturation of their
satisfaction levels as higher capacity is achieved [56]. This is ensured when, apart
from the payment (c1EBS,n + c2qn), Un includes a term that is an increasing and
concave function of Rdn.
To this end, the following utility function for the users is considered:
Un = an log2(1 +R
d
n)− c1EBS,n − c2qn, an, c1, c2 > 0. (2.4)
In the above, the weight an, multiplied by the term concerning the rate, captures the
satisfaction acquired by the quality of service, while the subtraction - or equivalently,
a negative unitary weight multiplied by the term concerning the payment - captures
the dissatisfaction induced by the users’ charges. Therefore, Un is measured in units of
satisfaction. Thus, for a fixed set of prices c1 and c2, the objective of any user n is
max
qn,EBS,n
Un(c1, c2, EBS,n,E−n, qn,q−n)
s.t. C1 :
N∑
n=1
EBS,n ≤ EBS, C2 :
N∑
n=1
qn ≤ Q,
(2.5)
where E−n and q−n denote the sets E and q, excluding EBS,n and qn, respectively.
2.2.5 Stackelberg Game
The hierarchical decision problem presented in Section 2.2.4 can be effectively solved
using a Stackelberg game. In this hierarchical game, the followers decide in response
to the decision taken by the leader. In this context, at each decision point the users
(the followers) know the prices set by the BS (the leader), while the BS has knowledge
of the users’ strategies, i.e., the demanded energies and resources. Consequently, the
N users form a lower level game. When this lower level game achieves an equilibrium,
the equilibrium together with the operator (BS) form the higher level game. Then, the
equilibrium of the higher level is called the Stackelberg Equilibrium (SE) and it is the
solution of the game [54]. This game is defined in its strategic form as follows:
Ω = {(N ∪ BS) , {EBS,n, qn}n∈N , {Un}n∈N , UBS, c1, c2} . (2.6)
2.2.5.1 Generalized Stackelberg Equilibrium
In (2.5), the amount of resources and energy requested by each user depend not only on
its own strategy (resources and energy demand) but also on the strategies of the other
users, since they share the same constraints. Thus, the noncooperative game among the
users represents a generalized Nash Equilibrium problem (GNEP), the solution of which
is the generalized Nash Equilibrium (GNE) [57, 58]. Moreover, since the objective of the
BS is to maximize its utility, UBS(c1, c2,E
∗,q∗), taking into account the GNE of the users’
game, the formulated game Ω represents a generalized Stackelberg game, the solution
of which is the generalized Stackelberg Equilibrium (GSE) [59]. The set of strategies
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(c∗1, c
∗
2,E
∗,q∗) that constitutes the GSE is given by solving the following inequalities,
where (·)∗ denotes a solution value:
Un(c
∗
1, c
∗
2, E
∗
BS,n,E
∗
−n, q
∗
n,q
∗
−n) ≥ Un(c
∗
1, c
∗
2, EBS,n,E
∗
−n, qn,q
∗
−n), ∀n ∈ N , (2.7)
UBS(c
∗
1, c
∗
2,q
∗,E∗) ≥ UBS(c1, c2,q
∗,E∗),C1,C2. (2.8)
2.2.5.2 Existence and Uniqueness of the GNE
A GNEP can be solved by using a variational inequality (VI) problem reformulation.
The GNEP might have multiple or even infinitely many solutions; however each solution
of the GNEP is not always a solution of the VI [60]. A solution of the GNEP which is
also a solution of the VI is called a variational equilibrium (VE) and is considered to be
the most socially stable GNE [58].
Since F = (∇EBS,1U1,∇q1U1, ...,∇EBS,NUN ,∇qNUN ) is the gradient of a scalar func-
tion, i.e., F = ∇f with f =
∑N
n=1 Un, the variational solutions are the solutions of the
following optimization problem [60]:
max
q,E
f(q,E)
s.t. C1,C2.
(2.9)
Theorem 2.1. For fixed prices c1 and c2, a social VE exists, which is unique.
Proof. In order to accommodate the proof of the existence and uniqueness of VE, it is
assumed that qn ∈ [ǫ, Q] and EBS,n ∈ [ε, EBS], where ǫ, ε→ 0+. With the aid of the above
assumption, it can be shown that the Hessian matrix of Un has negative eigenvalues, so
Un is jointly strictly concave with respect to the optimization variables qn and EBS,n.
Also, the sum over n preserves the concavity of the objective function, f , in (2.9), while
the constraints C1 and C2 are linear. Thus, (2.9) is strictly concave, which means that
it has a unique solution and so does the equivalent VI. 
2.2.5.3 Solution of the Game
Solving the Variational Inequality
Using the Lagrange multiplier method, the Lagrangian for the optimization problem (2.9)
is
L = f(q,E)− λ1
(
N∑
n=1
EBS,n − EBS
)
− λ2
(
N∑
n=1
qn −Q
)
, (2.10)
where λ1, λ2 ≥ 0 are the Lagrange multipliers (LMs) related to C1,C2, respectively. The
values q∗,E∗, λ∗1 and λ
∗
2 that satisfy the Karush-Kuhn-Tucker (KKT) conditions can be
obtained iteratively as follows: in Layer 1 the users simultaneously choose their demands
for a fixed set of λ1 and λ2, the values of which are updated in Layer 2 by the BS.
Layer 1 (Solved by the users): From the KKT conditions it must hold that ∂L
∂EBS,n
= 0
and ∂L
∂qn
= 0. So, with direct calculations the optimal values of EBS,n and qn are obtained
in a distributed way, since they can be calculated in parallel by each user according to
E∗BS,n =

(exp(Zn)− 1)
(
anGn exp(−Zn)
l1
− (ln(2))2
)
ZnGn ln(2)


ε
, (2.11)
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q∗n =
[
anGn exp(−Zn)
l1
− (ln(2))2
Zn ln(2)
]
ǫ
, (2.12)
where [.]ξ = max(., ξ), exp(x) is the exponential of x, and Zn is given by
Zn = 1 +W0
(
−l1 + l2Gn
el1
)
, (2.13)
where e is the base of the natural logarithm, l1 = λ1 + c1 and l2 = λ2 + c2. Moreover,
W0(x) returns the principal branch of the Lambert W function, W(x), also called omega
function or product logarithm, defined as x = W (x) exp(W(x)) [61]. Note that W(x) is
a built-in function in most well-known mathematical software packages, such as Matlab,
Mathematica, etc.
Layer 2 (Solved by the BS): Using the dual-domain and subgradient methods, λ1 and
λ2 can be obtained by
λ1(j + 1) =
[
λ1(j)− λˆ1(j)
(
EBS −
n∑
n=1
EBS,n
)]
0
, (2.14)
λ2(j + 1) =
[
λ2(j)− λˆ2(j)
(
Q−
n∑
n=1
qn
)]
0
, (2.15)
where λˆi(j) , i ∈ {1, 2} are positive step sizes, chosen in order to satisfy the diminishing
step size rules and j > 0 is the iteration index. Since the optimization problem (2.9)
is concave, it is guaranteed that the iteration between the two layers converges to the
optimal solution of (2.9) [50, 62].
It is remarkable that by adopting the proposed method, each user can separately
calculate its own optimized demand in each iteration, and thus the users can reach the
VE with no communication among themselves. In contrast, they are only required to
communicate with the BS, a fact that substantially reduces the overhead. These benefits
fully justify the selection of the proposed distributed solution method.
Optimizing the prices
From the KKT conditions it holds that
∂Un
∂EBS,n
− λ∗1 = 0,
∂Un
∂qn
− λ∗2 = 0. (2.16)
Since, λ∗1 ≥ 0 and λ
∗
2 ≥ 0, the prices c1 and c2 must satisfy the following inequalities:
c1 ≤
anGnq
∗
n(
GnE∗BS,n + q
∗
n
) (
ln(2) + q∗n ln
(
1 +
GnE∗BS,n
q∗n
))
ln(2)
(2.17)
c2 ≤
an
(
−GnE∗BS,n +
(
GnE
∗
BS,n + q
∗
n
)
ln
(
1 +
GnE∗BS,n
q∗n
))
(
GnE∗BS,n + q
∗
n
) (
ln (2) + q∗n ln
(
1 +
GnE∗BS,n
q∗n
))
ln(2)
. (2.18)
The revenue maximizing prices c∗1 and c
∗
2 are given by (2.17) and (2.18), respectively,
when these hold with equality.
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Figure 2.2 Average prices c∗1 and c
∗
2 per unit of energy and resources, respectively.
2.2.6 Simulations and Discussion
The simulation results consider the case Ln = 1, Q = 1 and an chosen randomly and
uniformly in the range of [1, 2]. All statistical results are averaged over random values of
Hn and an, where Hn ∼ CN (0, 1). All the provided results take into account the effects
of the number of users and the different amount of harvested energy. To this end, the
desired metric is plotted vesrus the harvested energy, E
QN0
, for three cases for the number
of users, i.e., N = 5, 10, 20.
In Fig. 2.2 the average prices c∗1 and c
∗
2 are illustrated. It is seen that the optimal
prices increase with the number of users. This implies that the demand is increasing, while
the available resources and energy are limited. On the other hand, when the harvested
energy increases, the price per unit of energy reduces (e.g. c∗1 = 0.00109 for N = 5 and
E
QN0
= 30 dB), since the BS has more energy to cover the demand. In contrast to c∗1,
increasing the harvested energy leads to an increase in the optimum price c∗2. This is a
notable observation, because it indicates that the more the transmitted power increases,
the smaller the increase of the users’ utilities is, and thus, instead of demanding energy,
the demand for the other resources increases.
Figs. 2.3 and 2.4 show the average BS revenue and the average utility per user,
respectively. It can be observed that when the proposed method (utility maximization)
is applied, by increasing the harvested energy, both U∗BS and U
∗
n also increase, i.e. when
the BS harvests more energy it increases its revenue, because of the increase of prices in
this case, while the users are more satisfied, since their spectral efficiency increases. In
Fig. 2.4, in conjunction with the utility maximization, two other energy and resource
allocation strategies are illustrated: maximization of the total capacity of the network
(capacity maximization), and equal power and resource sharing among the users. One
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can observe that the utility maximization method outperforms both schemes, reflecting
the fairness that is achieved among users and underscoring the value of the game-theoretic
approach followed in this work.
Chapter 3
Wireless Powered Networks
This chapter focuses on wireless powered communications, where energy harvested from
RF signals is used to power the wireless terminals and enable the information transmission
during the uplink. More specifically, it investigates the joint design of downlink energy
transfer and uplink information transmission in multiuser communications systems, with
the aim to maximize specific metrics, such as throughput and fairness. First, the main
trade-offs in the existing literature are presented. Next, uplink NOMA is proposed in
order to improve performance and utilize more efficiently the harvested energy. To this
end, either the achievable system throughput or equal individual data rate is maximized.
Also, as a means to balance these two metrics, the proportional fairness is considered and
maximized for both TDMA and NOMA. Simulation results illustrate the effectiveness of
the proposed methods, which outperform the existing baseline ones.
3.1 Introduction to Trade-offs in Wireless Powered
Networks
This section provides useful insights into the main trade-offs that have been explored
in the literature in the context of wireless powered communications, that employ the
harvest-then-transmit protocol [12], where the users first harvest energy, and then they
transmit their independent messages to the BS by using the harvested energy. It is
noted that this type of networks has initially investigated by [63] and [12], assuming a
single user and multiple users that employ TDMA, respectively. The presented analysis
provides insights on the dependence among throughput, fairness, and energy efficiency.
Besides, extended simulations illustrate that
• The increase of the energy arrival rate reduces the portion of time that is allocated
to EH.
• Stochastic knowledge of the energy rate arrival only slightly reduces the throughput
compared to the deterministic case.
• Sophisticated optimization methods can be used to improve fairness, at the expense
of sum-throughput.
• The maximization of the sum-throughput reduces considerably the achieved energy
efficiency.
3.1.1 System model
The uplink in a wireless network is considered, consisting of N EH users, one BS, and
one PB. It is assumed that the PB supplies wirelessly energy to the users and does
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not participate in the information transmission. However, it is assumed that the PB is
empowered with the functionality of a communication entity, and is capable of performing
tasks such as channel estimation [64, 65]. It is also assumed that all nodes are equipped
with a single antenna, while they share the same frequency band.
The communication is divided into timeslots of unitary duration. Hereinafter, the
notation (·)n will be used to denote the value of the variable (·) for the n-th user. Besides,
N will denote the set of all users, while (·)∗ will be utilized to denote optimality. Note
that when the provided analysis focuses to a single user n, (·)n will be omitted.
3.1.1.1 Energy receiver
A typical energy receiver that converts RF energy directly via a rectenna architecture is
ilustrated in Fig. 3.1. In the rectenna, the received RF band signal yRF is converted to
a DC signal IDC(t) by a rectifier, which consists of a Schottky diode, the output current
of which is i0, and a passive low-pass filter (LPF). The DC signal IDC is then used to
charge the battery to store the energy. Also, it is assumed that the converted energy to
be stored is linearly proportional to IDC. Thus, the EH rate, denoted by E˜n is given by
E˜n = η1E[IDC], (3.1)
where η1 is the EH effciency and E[·] denotes the statistical expectiation. Note that
the harvested energy due to the noise (including both the antenna noise and the rectifier
noise) is a small constant and thus ignored. After this assumption, E[IDC] is proportional
to the average received power of the RF band signal [66].
3.1.1.2 Harvest-then-transmit protocol
It is assumed that users cannot receive and transmit simultaneously. For this purpose,
the harvest-then-transmit protocol is employed and there are the following two distinct
phases during a timeslot [12]:
• Phase 1 : The users harvest energy in order to charge their batteries. The duration
of this phase is denoted by T .
• Phase 2 : The remaining amount of time, i.e. 1 − T is assigned to the users, in
order to transmit their messages.
Phase 1
The harvested energy, denoted by En, is
En = E˜nT. (3.2)
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Assuming that users harvest energy from the signals transmitted by a dedicated PB, in
order to properly express the EH rate, the signal received by each user is defined. To this
end, it is assumed that the PB transmits a baseband signal with power P0, that is, s
d
0P0,
where sd0 is an arbitrary complex signal and E[|s
d
0 |
2] = 1, with E[·] and | · | denoting the
statistical expectation and the absolute value, respectively. Also, (·)d denotes a value for
the downlink phase. Note that sd0 can also be used to send downlink information at the
same time, however, this usage is out of the scope of this chapter, and will be separately
investigated in the next chapter. The baseband signal received by the n-th user, yn, can
be expressed as
ydn = h˜n
√
G˜0GnP0s
d
0 + νn, (3.3)
where νn denotes the AWGN and h˜n = H˜n
√
L˜n, H˜n, and L˜n denote the channel coeffi-
cient, the small scale fading coefficient, and the path loss factor from the PB to the n-th
user. Also, G˜0 and Gn are the directional antenna gains of the PB and the n-th user,
respectively. Assuming that energy that can be harvested due to the receiver noise is
negligible, the EH rate is given by
E˜n = η1γ˜nP0, (3.4)
where γ˜n = |h˜n|
2G˜0Gn.
At the special case that the users harvest energy solely from the signals transmitted
by the BS, i.e. when the BS has the power beacon (PB) functionality during the 1-st
phase, γ˜n, h˜n, H˜n, L˜n, and G˜0 can be replaced by γn, hn, Hn, Ln, and G0, where hn, Hn
and Ln denote the channel coefficient, the small scale fading, and the path loss factor
from the BS to the n-th user, respectively, and G0 denotes the antenna gain of the BS.
It is assumed that the channel conditions remain constant during a timeslot, and their
exact values are known by the coordinator of the network, e.g., the BS.
Phase 2
Assuming channel reciprocity, the channel coefficient and the path-loss factor from the n-
th user to the BS are given by h¯n, and Ln respectively, where (¯·) denotes the conjugate of
(·), while N0 denotes the white power spectral density of the AWGN andW is the channel
bandwidth. Each user transmits its message, sun, where E[|s
u
n|
2] = 1, with transmit power
P un , where the superscript (·)
u denotes a value for the uplink phase. Thus, when there is
a sole active transmitter, the observation at the BS is given by
yun = h¯n
√
G0GnP un s
u
n + ν0, (3.5)
where ν0 denotes the AWGN at the BS.
Moreover, let Run denote the achievable throughput of the n-th user and tn the time
that is allocated to the n-th user, in order to transmit its information. Since it has been
assumed that users cannot receive and transmit simultaneously, it must hold that
tn ≤ 1− T. (3.6)
Finally, it is considered that WPT is the sole energy source and, unless otherwise stated,
all nodes consume energy only for transmission.
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3.1.2 Main Trade-offs
The harvest-then-transmit transmit protocol infers several interesting trade-offs that have
considerably attracted the research interest [12, 22, 63, 66–68]. First, there is a nontrivial
trade-off between the time dedicated to EH and that for information transmission [12, 69].
A solution to this trade-off depends on both the available channel state information and
the knowledge of the energy arrival rate. To this end, two cases have been considered in
the literature [63]:
• The deterministic case, where the EH rate is known in advance.
• The stochastic case, where the EH rate is unknown and only its statistical properties
are available.
Moreover, there is an interesting trade-off between performance and fairness. In
general, when the sum-throughput is maximized, fairness is considerably reduced, due
to the “doubly near-far” problem. This phenomenon appears when a user far from the
BS receives a smaller amount of wireless energy than a nearer user, while it needs to
transmit with more power [12]. In this case, in order to achieve fairness the following
three schemes can be used:
• The weighted sum-throughput maximization, which aims to maximize the scaled
sum of the users throughputs.
• The rate profile, which aims to maximize the sum-throughput under the constraint
that each user’s throughput is proportional to the sum-throughput. In this method,
a predetermined proportionality parameter is utilized, which ensures a minimum
level of fairness.
• The common throughput maximization, which guarantees equal throughput alloca-
tions to all users and simultaneously maximizes their sum-throughput.
Note that the level of fairness of each scheme has a direct impact on the achieved sum-
throughput.
Finally, although most of the research focuses on throughput maximization and fair-
ness improvement, there is also an interesting trade-off between throughput and energy
efficiency, which was studied in [19, 70]. Because of the rapidly rising energy costs and the
tremendous carbon footprints of existing systems, energy efficiency, is gradually accepted
as an important design criterion for future communication systems. Moreover, in wireless
powered communication networks, significant amount of energy may be consumed during
EH, in order to combat the channel attenuation, which makes the consideration of energy
efficiency even more interesting [19].
3.1.2.1 Trade-off between Information Transmission and Energy Transfer
This section focuses on the trade-off between the time that is allocated to energy transfer
and information transmission. More specifically, it is shown that the achieved throughput
is strongly affected by the time that is allocated to each phase, while for simplicity, a
single user is considered. The achievable throughput in bits/second/Hz in each timeslot
is given by [63]
Ru = t log2
(
1 +
P uγ
N0W
)
. (3.7)
Since given T , Ru is an increasing function of t, it can be written as
Ru = (1− T ) log2
(
1 +
P uγ
N0W
)
. (3.8)
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Figure 3.2 Throughput versus the time allocated to EH.
Taking into account that Ru is an increasing function with respect to P u, it can be
replaced by
P u =
η2E
1− T
, (3.9)
with η2 being the efficiency of the user’s amplifier. Thus, the achievable throughput in
each timeslot is given by [63]
Ru = (1− T ) log2
(
1 +
XT
(1− T )
)
, (3.10)
where X = η2E˜γ
N0W
, with η2 being the efficiency of the user’s amplifier,
Fig. 3.2 shows the throughput given in (3.10) for X = 10 and X = 20 versus the time
allocated to EH. It is observed that the throughput is zero when T = 0, as well as when
T = 1. Also, it is illustrated that the achievable throughput has one global maximum,
i.e., it first increases when T < T ∗, while it decreases when T > T ∗. This can be
explained as follows. With small T , the amount of energy harvested by the user is small.
As the user harvests more energy with increasing T , i.e., more energy is available for the
information transmission, the throughput increases with T [12]. However, as T becomes
larger than T ∗ the throughput is decreased due to the reduction in the time allocated
to information transmission. Also, it is observed that when X = 10, T ∗ = 0.4177,
while when X = 20, T ∗ = 0.3645. Thus, it can be concluded that when X increases the
optimal time allocated to EH decreases. This is because when the user has enough energy
to transmit, its sensitivity to the resource of time dedicated to information transmission
increases.
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Deterministic Energy Arrival
Assuming that X can be perfectly estimated, the achievable throughput maximization
problem can be written as [63]
max
T
Ru
s.t. C : 0 < T < 1.
(3.11)
It can easily be proved that Ru is strictly concave with respect to T in (0, 1), ∀X ,
since it holds that [63]
d2Ru
dT 2
= −
X2
ln(2)(1− T )((X − 1)T + 1)2
< 0. (3.12)
Thus, the optimal value for T in (0, 1) that maximizes Ru is unique and can be
obtained through
dRsum
dT
= 0. (3.13)
After some mathetmatical manipulations, the optimal value can be expressed as [63]
T ∗ =
X − 1−W0
(
X−1
e
)
(X − 1)(W0
(
X−1
e
+ 1
)
)
, (3.14)
where (·)∗ denotes a solution value andW0(x) returns the principal branch of the Lambert
W function.
Stochastic Energy Arrival
When the EH rate is non-deterministic, the appropriate metric to optimize is the long
term expectation of the achievable throughput, which is denoted by E[Ru]. Next, it is
assumed that X follows a Gamma distribution, i.e. X ∼ Γ (κ, ζ), where κ, ζ > 0 refer to
the shape parameter, because Gamma distribution can model accurately the EH rate [71].
Note that the channel condition between the user and the BS, described by γ, is assumed
to be invariable within each timeslot, thus γ is considered as constant coefficient of EH
rate. The corresponding maximization problem of the expected achievable throughput is
given by
max
T
E[Ru]
s.t. C : 0 < T < 1.
(3.15)
Considering the signal-to-noise ratio (SNR), there are two asymptotic cases:
• Low SNR Approximation: Under a low SNR condition, i.e. when XT
1−T ≪ 1, E[R
u]
is given by [63]
E[Ru] =
T
ln(2)
E[X ]. (3.16)
Apparently, in this case, E[Ru] is maximized when T → 1.
• High SNR Approximation: Assuming a high SNR condition, E[Ru] can be expressed
as [63]
E[Ru] =
1− T
ln(2)
(
Ψ (κ) + ln
(
T
1− T
ζ
))
, (3.17)
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where Ψ (·) denotes the digamma function, defined by
Ψ (x) =
d
dx
ln (Γ (x)) , (3.18)
with Γ (·) being the Gamma function. The second derivative of E[Ru] can be ex-
pressed as
d2E[Ru]
dT 2
= −
1
ln(2)
(
1
T (1− T ) + 1
T 2
)
. (3.19)
Apparently, it holds that d
2
E[Ru]
dT 2
< 0, for 0 < T < 1 and, thus, the optimization
problem in (3.15) is concave and has a unique solution. Finally, by setting dE[R
u]
dT
= 0
and after some mathematic manipulation, the value of T which corresponds to the
solution of (3.15), for the high SNR approximation, is given by [63]
T ∗ =
1
W0 (ζ exp(Ψ (k)− 1)) + 1
. (3.20)
Note that the derived solution is suboptimal, i.e. it does not necessarily maximize the
throughput in (3.10).
Comparison between the Deterministic and the Stochastic Case
Next, the stochastic and the deterministic case are compared in terms of time dedicated
to EH and average throughout versus the parameter κ, assuming that κ = ζ . Note that
lower value of κ implies lower average X . For reference, the throughput when T = 0.5,
i.e. the half-half case, is also depicted.
As it is shown in Fig. 3.3 the solution of the optimization problem in (3.15), which
corresponds to the stochastic case, usually leads to the selection of lower value of T
than the optimal one that is selected when the optimization problem in (3.11) is solved.
Therefore, as it can be observed in Fig. 3.4, the deterministic case slightly outperforms
the stochastic case for all values of κ. This is reasonable, since in the former one the
optimal save-ratio can be exactly derived, in contrast to the second one, where only the
expected optimal choice can be made.
On the other hand, both the deterministic and stochastic cases outperform the half-
half, which validates that both schemes can efficiently use the level of knowledge of the
EH rate in order to maximize the throughput [63].
3.1.2.2 Trade-off between Fairness and Performance
This subsection focused on methods available in the existing literature, that can be used
to increase the sum-throughput and/or fairness among users when TDMA is used. Also,
it is assumed that the users harvest energy solely from the signals transmitted by the
BS, i.e., during the first phase the BS has the PB funcionality. According to TDMA,
considering the amount of time that is allocated to each user, it is limited by [12]
N∑
n=1
tn ≤ 1− T. (3.21)
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Figure 3.3 Comparison of the deterministic and stochastic case in terms of time allocated
to EH.
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Figure 3.4 Comparison of the deterministic and stochastic case in terms of throughput.
Taking into account (3.10), the achievable throughput in bits/second/Hz of the n-th user
can be written as [12]
Run = tn log2(1 +
γnP
u
n
N0W
) = tn log2
(
1 +
ηρ0Tgn
tn
)
, (3.22)
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where η = η1η2, ρ0 =
P0
N0W
and gn = γ
2
n.
Sum-Throughput Maximization
The sum-throughput of all users is given by [12]
Rsum =
N∑
n=1
Run, (3.23)
and the corresponding sum-throughput maximization problem can be formulated as [12]
max
T,τ
Rsum,
s.t. C1 : T +
∑N
n=1 tn ≤ 1,
C2 : T > 0,
Cn : tn ≥ 0, ∀n ∈ N .
(3.24)
The eigenvalues of the Hessian matrix of Rn denoted by φi, i ∈ {1, 2} are given by φ1 = 0
and
φ2 = −
g2nη
2ρ20(t
2
n + T
2)
tn(tn + gnηρ0T )2 ln(2)
< 0, (3.25)
i.e. they are both non-positive. Thus, Rn is jointly concave with respect to T and
tn, since its Hessian matrix has non-positive eigenvalues and, thus, it is negative semi-
definite. Therefore, since Rsum is the summation of concave functions, i.e. Rn, it is
also concave [50]. Besides, all the constraints are linear. Consequently, the optimization
problem in (3.24) can be also solved by using convex optimization techniques. Next, this
problem is solved using dual decomposition. For this reason, the Lagrangian of (3.24) is
needed which is given by
L(λ, t, T ) = Rsum − λ(T +
N∑
i=1
tn − 1), (3.26)
where λ is the LM that corresponds to the constraint C1 and t the set with elements tn.
Using the KKT conditions, the optimal time allocated to EH and information trans-
mission by the n-th is given by [12]
T ∗ =
z∗ − 1
ηρ0
∑N
n=1 gn + z
∗ − 1
(3.27)
and
t∗n =
ηρngn
ηρ0
∑N
n=1 gn + z
∗ − 1
, (3.28)
where z∗ is the unique solution of the following equation:
z ln(z)− z − ηρ0
N∑
n=1
gn + 1 = 0. (3.29)
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Weighted Sum-Throughput
In order to consider fairness, the weighted sum-throughput can be used used and maxi-
mized, which is given by
Rwsum =
N∑
n=1
anR
u
n. (3.30)
In the above, higher dn implies higher bn, however the exact values of an depend by the
specific application. The formulation and the solution of the corresponding optimization
problem is similar to the one in (3.24). An alternative to the maximization of the weighted
sum-throughput is the rate-profile method, which will be further discussed in the following
subsection.
Rate-Profile Method
In order to realize the rate-profile method, the rate profile vector needs to be introduced,
which is denoted by b = {b1, .., bn, ..., bN} and defined as
bn =
Run
Rsum
, (3.31)
where Run denotes the required throughput of the n-th user and is given by (3.22). Note
that the vector b is specified by the specific application. For example, if bn > bm it means
that the n-th user requires higher rate than the m-th user.
The corresponding fairness aware optimization problem can be written as
max
T
min(
Ru1
b1
,
Ru2
b2
, ...,
RuN
bN
)
s.t. C1 : T +
∑N
n=1 tn ≤ 1,
C2 : T > 0,
C3 : tn ≥ 0, ∀n ∈ N .
(3.32)
The objective function of the optimization problem in (3.32) is not a purely analytical
expression. For this purpose, (3.32) is transformed into its epigraph form by utilizing the
auxiliary variable R. Therefore, it can now be written as [12]
max
T,τ
R
s.t. C1 : T +
∑N
n=1 tn ≤ 1,
C2 : T > 0,
C3 : tn ≥ 0, ∀n ∈ N ,
C4 :
Run
bn
≥ R.
(3.33)
Note that the optimization problem in (3.33) is concave and, thus, it can also be
solved by dual decomposition. Its Lagrangian is given by
L(µ,λ, t, T,R) = R− µ
(
T +
N∑
n=1
tn − 1
)
+
N∑
n=1
λn
(
Run
bn
−R
)
, (3.34)
where λn and µ are the LMs that correspond to the constraints C4 and C1, respectively,
and λ is the LM set with elements λn.
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The dual problem is given by
min
µ,λ
max
T,Req
L(µ,λ, t, T,R). (3.35)
Considering the parts of the Lagrangian related to R, it holds that
max
R
(
1−
N∑
n=1
λn
)
R =
{
0 if
∑N
n=1 λn = 1,
∞ otherwise.
(3.36)
Thus, the dual problem in (3.35) is bounded if and only if
∑N
n=1 λn = 1. By setting
λN = 1−
N−1∑
n=1
λn (3.37)
in (3.34), the variable R vanishes and the dual problem in (3.35) is simplified to
min
λ
max
T,t
L˜(µ,λ, t, T ). (3.38)
where L˜(µ,λ, t, T ) = L(µ,λ, t, T, R¯)|(3.37).
According to the KKT conditions, given λ∗, the optimal t and T are given by
T ∗ =
1
1 +
∑N
n=1
ηρ0gn
z∗n
, (3.39)
t∗n =
ηρ0gn
z∗n
1 +
∑N
n=1
ηρ0gn
z∗n
, (3.40)
where z∗n, ∀n ∈ N is the solution of the following set of equations:
ln(1 + zn)−
zn
1 + zn
=
bn
λn
N∑
n=1
λngn
bn(1 + zn)
(3.41)
Since the dual function in (3.38) is differentiable, it can be solved iteratively. In each
iteration, T and t are calculated for a fixed LM vector, using (3.39) and (3.40), while λ
is then updated using the gradient method as follows [50, 62]
λn[j + 1] =
[
λn[j]− λˆn[j]
(
tn
bn
log2(1 +
ηρ0gnT
tn
)−
tN
bN
log2(1 +
ηρ0gNT
tN
)
)]+
Un
,
∀n ∈ {1, .., N − 1},
(3.42)
where j is the iteration index, λˆn, n ∈ {1, ..., N − 1} are positive step sizes, [·]+ =
max(·, 0), and Un denotes the projection operator on the feasible set
Un = {λn|
N∑
n=1
λn = 1}. (3.43)
The projection can be simply implemented by a clipping function
[
λn[j + 1]
]1−∑n−1i=1 λi
0
and λN can be obtained from (3.37). Since Problem 1 is concave, it is guaranteed that
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Figure 3.5 Comparison among fairness aware schemes.
the iterations between the two layers converge to the optimal solution if the size of the
chosen step satisfies the infinite travel condition [62]
∞∑
j=1
λˆn[j] =∞, n ∈ {1, ..., N − 1}. (3.44)
Finally, the optimal R can be evaluated by
R∗ = min
n∈N
(
t∗n
bn
log2
(
1 +
ηρ0gnT
∗
t∗n
))
, (3.45)
where T ∗ is given by (3.39). This is because R∗ is actually limited by the most stringent
constraint.
Common Throughput Maximization
The common throughput approach corresponds to the rate-profile method with param-
eters bn =
1
N
, ∀n ∈ N [12]. This approach guarantees equal throughput allocations to
all users, while it maximizes the sum-throughput, which now is defined as Rsum = NR.
Notice that the sum-throughput maximization in (3.24) and the common-throughput
maximization deal with two extreme cases of throughput allocation to the users in a
wireless-powered communication network where the fairness is completely ignored and a
strict equal fairness is imposed, respectively.
Comparison
Next, the weighted sum-throughput maximization, the weighted sum-throughput maxi-
mization, the rate-profile method, and the common-throughput maximization are com-
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Figure 3.6 Average energy efficiency when the sum-throughput is maximized.
pared, in terms of performance and fairness. To this end, in Fig. 3.5 the sum and the
minimum-throughput are illustrated when T and t are set according to each one of the
aforementioned methods. It is assumed that the path loss is given by Ln = 10
−3d−2n
[12], where dn is the distance between the n-th user and the BS. It is further assumed
that d1 = 5 m, d2 = 10 m, N0W = −114 dBm, and G0 = Gn = 0 dB. Besides, it is
assumed that the small scale fading coefficient is given by the complex random variable
Hn ∼ CN (0, 1). All statistical results are averaged over 105 random realizations. Be-
sides, it is assumed that a1 = 1, a2 = 2 and b1 = 2/3, b2 = 1/3 for the rate-profile method
and the weighted sum-throughput maximization, respectively. This means that for the
weighted sum-throughput maximization the user with dn = 10 m has double weight than
the user with dn = 5 m, while for the rate-profile method the user with the longer dis-
tance from the BS must achieve at least half the throughput that the other user achieves.
As one can observe, there is a trade-off between the sum-throughput and the minimum-
throughput. The rate profile method achieves a good balance between the sum and
the minimum-throughput, while for the high region of P0, it outperforms the weighted
sum-throughput maximization both in terms of throughput and fairness. On the other
hand, the common-throughput maximization achieves the highest minimum-throughput
and the lowest sum-throughput. Consequently, this method should be selected when it
is important for the users to transmit with equal rate, such as when only symmetrical
rates are permitted.
3.1.2.3 Trade-off between Energy-Efficiency and Throughput
Next, the energy efficiency optimization is investigated, while it is considered that the
processing cost is negligible. Thus, assuming that energy is consumed only for transmis-
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sion, the efficiency of the energy transmitted by the BS, denoted by E , and defined as
the ratio of the sum-throughput and the consumed energy
E =
Rsum
P0T
. (3.46)
It can easily be shown that E is maximized when T → 0.
In Fig. 3.6 the energy efficiency versus P0 is depicted when T and t are chosen in
order to maximize the sum-throughput, i.e. by solving (3.24). The simulation parameters
are set according to 3.1.2.2. As it can be observed, the energy efficiency is decreased
considerably when the value of P0 is increased. On the other hand, as it has already been
illustrated in Fig. 3.5, the sum-throughput increases as P0 increases. Consequently, there
is a clear trade-off between achievable throughput and energy efficiency. More details
about this trade-off have been presented in [19], where a detailed power consumption
model has been considered, taking into account the circuit power consumed for hardware
processing.
3.2 Wireless Powered Communications with
Non-Orthogonal Multiple Access (NOMA)
In this section, the utilization of NOMA for the uplink of multiuser wireless powered
communications is proposed. The presented analysis focuses on the joint design of down-
link energy transfer and uplink information transmission. More specifically, the related
variables are optimized, taking into account two different criteria: the sum-throughput
and the equal rate maximization. The formulated optimization problems are optimally
and efficiently solved by either linear programming methods or convex optimization.
Simulation results illustrate that the proposed scheme outperforms the baseline orthog-
onal multiple access scheme, while they reveal the dependence among sum-throughput,
minimum data rate, and harvested energy. The results of the research presented in this
section are included in [72–74].
3.2.1 Related Work and Motivation
As it has already been shown in the previous section, the dependence of the wireless
powered nodes on EH can have a negative impact on the individual data rates that can
be achieved. Consequently, existing methods, which increase power-bandwidth efficiency,
should be carefully explored [19, 75–77]. Toward this direction, the utilization of orthog-
onal multiple access schemes, such as TDMA [12], might not be the most appropriate
choice.
On the other hand, NOMA was proved to increase spectral efficiency [78–80]. For this
reason, the two-user downlink special case of NOMA, termed as multi-user superposi-
tion transmission (MUST), has been included in the 3rd Generation Partnership Project
(3GPP) Long Term Evolution Advanced (LTE-A) [81]. Also, it has been recognized as a
promising multiple access technique for fifth generation (5G) networks [79, 82–85]. In ad-
dition to its applications in cellular networks, NOMA has also been applied to other types
of wireless networks. For example, a variation of NOMA, termed Layer Division Mul-
tiplexing (LDM), has been proposed to the next general digital TV standard Advanced
Television Systems Commitee (ATSC) 3.0 [86].
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NOMA is substantially different from orthogonal multiple access schemes, since its
basic principle is that the users can achieve multiple access by exploiting the power
domain [80]. In non-orthogonal techniques, all the users can utilize resources simultane-
ously, which lead to inter-user interference [87–90]. Consequently, multi-user detection
techniques are required to retrieve the users’ signals at the receiver, such as joint decod-
ing or successive interference cancellation (SIC), with the later being the most famous
one. The implementation of downlink NOMA is based on superposition coding at the
BS [83], in contrast to uplink NOMA, where electromagnetic waves are naturally su-
perimposed with received power [79]. The performance of a downlink NOMA scheme
with randomly deployed users has been investigated in [83, 91], while the application of
NOMA for the downlink of cooperative communication networks was proposed in [92],
among others. The application of multiple-input multiple-output (MIMO) and cloud ra-
dio access networks (CRANs) techniques to NOMA has been considered in [93–96] and
[97], respectively.
In [79], the authors investigate NOMA for the uplink of a communication network,
consisting of traditional nodes with fixed energy supplies. Uplink NOMA is able to
achieve the system upper bound, while it can be used as a means to improve fairness
among the users [98]. Although the decoding order does not affect the system throughput,
it does affect the individual rates the users can achieve, since previously decoded messages
are subtracted from the observation when decoding subsequent messages. Therefore, the
decoding order optimization is a crucial issue in fairness aware uplink NOMA systems [79].
The decoding order can be either fixed during a communication frame (fixed-decoding
order) [79], or a set of different decoding orders can be used for corresponding fractions of
time, by using time-sharing (TS) [90, 99–101]. However, when uplink NOMA is combined
with wireless powered communications, the capacity region is significantly affected by the
amount of the harvested energy, a fact that has not been fully investigated yet. More
specifically, the main difference between NOMA with SWIPT and conventional NOMA
is the fact that the users are unequal in terms of transmission power capabilities, since
the transmission power of self-sustained nodes which perform EH is upper-limited by the
harvested energy. Consequently, in this case, rate maximization and user fairness are
still open problems.
3.2.2 Contribution
Unlike recent literature, this section investigates the application of NOMA for a wireless-
powered uplink communication system, which consists of one BS and multiple EH users,
in order to increase the individual data rates and the user fairness. As a joint processing
technique at the BS, SIC is implemented, which affects user fairness through the choice of
decoding order of the users’ messages. In order to explore the possibilities to increase user
fairness, two different decoding order strategies are proposed, namely fixed decoding or-
der and TS. These decoding strategies are combined with two optimization objectives; i)
maximizing the system throughput while improving the minimum individual rate (asym-
metric rates case), ii) maximizing the minimum individual data rate (symmetric rates
case).
Based on the above, four different decoding schemes with corresponding optimization
problems are formulated, solved, and evaluated. More specifically, the analysis offers the
following:
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Figure 3.7 Sequential energy transfer and information transmission in NOMA commu-
nication networks.
• For each of the cases above, the time used for EH is optimized.
• It is shown that all formulated problems can be optimally solved by either linear
programming or convex optimization tools, which is important for the practical
implementation of the proposed schemes.
• The use of TS is proposed, in order to increase fairness, so that a user whose message
suffers from strong interference for one decoding order can experience a better
reception reliability for another decoding order during the implementation of SIC.
In this case, a tractable reformulation of the the initial problems is provided, while
a greedy, fast-converging algorithm is also proposed for the calculation of the TS
variables. This algorithm aims at choosing only a subset of possible decoding orders
of the users’ messages, so that i) the optimization problem dimensions are reduced
and ii) the decoding order changes only a few times, avoiding synchronization issues.
The evaluation of the proposed strategies through extensive simulations reveals that
NOMA can offer substantial improvement in user fairness compared to TDMA, by im-
proving the individual rates of the weak users. The results are further improved when
TS is also applied, and the proposed algorithm can offer a simple calculation of the TS
parameters. It must be noted that the implementation of NOMA in the uplink is not a
burden for the users, i.e., the encoding complexity at the users’ side is not affected, since
joint processing through SIC is only applied at the BS. Finally, the user synchronization
is usually simpler than the case of TDMA.
3.2.3 System Model
A wireless network consisting of multiple users and one BS is considered, where all nodes
are equipped with a single antenna. It is assumed that the channel state remains constant
during a time frame, and can be perfectly estimated by the BS. The considered system
model is presented in Fig.3.7. Similarly to 3.1.1, it is considered that the network adopts
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a harvest-then-transmit protocol, i.e. at first, the amount of time T is assigned to the BS
to broadcast wireless power, P0, to all users [12]. In other words, during the first phase
the BS has the PB funcionality. The remaining time, 1−T , is assigned to users, which, in
contrast to the analysis presented in the previous section, simultaneously transmit their
independent information to the BS by using the energy harvested from the first phase.
In order to detect the users’ signals, the BS implements a joint processing technique
[83, 101], and for this purpose, it employs NOMA [79], where the BS decodes the users’
messages utilizing SIC. It is assumed that the energy transmitted by each user is limited
by the amount of harvested energy, i.e. during time portion 1 − T , each user can only
use the energy that was harvested during 1− T . The energy harvested by the n-th user
is
En = η1γnP0T, (3.47)
where γn includes the channel power gain, the path loss factor, and the antennas gains
and η1 is the EH efficiency. Note that the definition En has already been provided in
3.1.1 and it is only reincluded here for the sake of convenience. The transmit power of
the n-th user is given by
P un =
η2En
1− T
, (3.48)
with η2 being the efficiency of the user’s amplifier. Also, the observation at the BS,
during Phase 2, is given by
yu =
N∑
n=1
h¯n
√
G0GnP un s
u
n + ν0, (3.49)
where h¯n is the channel coefficient between the n-th user and the BS, with hn being its
reciprocal, ν0 denotes the AWGN at the BS and G0 and Gn are the directional antenna
gains of the BS and the n-th user, respectively.
3.2.3.1 Optimization Objectives
In this section, two schemes are discerned, namely the symmetric rates and asymmetric
rates cases. When users transmit their messages with equal individual data rates (sym-
metric rates), the goal is to maximize the common user rate, denoted by Req, which
coincides with the maximization of the minimum individual data rate (the rate of the
weakest user). However, in the case when the users are allowed to transmit with different
data rates (non-symmetric rates), the system performance optimization usually focuses
on the maximization of the system total throughput, denoted by Rtot. Note that the
above objectives are not equivalent, since the achievable system throughput might be
maximized at the expense of the minimum individual data rate and vice versa. Addi-
tionally, the aim is to improve user fairness for both cases. To this end, two distinct
objectives are considered, for optimizing the provided QoS, as described below.
Maximization of the achievable system throughput with minimum rate improvement:
In the case of non-symmetric rates, the achievable rate region of the network is optimized,
so that it contains the points which correspond to the maximum system throughput.
In order to increase user fairness, the individual data rate of the weakest user is also
maximized, through optimization of the decoding order of the users’ messages.
Maximization of the equal individual data rates: When the users transmit with equal
rate, this corresponds to the minimum individual data rate among users. When this
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Table 3.1 Comparison of proposed optimization problems
Objective Decoding Order Complexity Sum-rate Fairness
(a) Rtot fixed low R∗tot, maximized medium
(b) Rtot TS medium R∗tot, maximized high
(c) Req fixed medium NR∗eq,c, medium maximized
(d) Req TS high NR
∗
eq,d, high maximized
objective is set, the achievable rate region of the network is optimized, so that it con-
tains those points that maximize the achievable throughput of the weakest user, without
necessarily seeking to maximize the achievable system throughput.
In the above cases, the sum-rate of the network, denoted by Rsum, is the sum of the
individual data rates of the users. When maximizing the system throughput, users are
allowed to transmit with asymmetric rates, thus Rsum = Rtot. When maximizing the
common rate, all users transmit with symmetric rates, that is, with rate Req. In that
case, Rsum = NReq.
In the NOMA scheme, the decoding order of the users’ messages at the BS affects
the individual rate of each user, without affecting the total throughput, as it will be
discussed in the following subsections. Therefore it can be used to improve user fair-
ness without affecting the total throughput. To this end, two different approaches are
explored, concerning the decoding order of the users’ messages, in order of ascending
complexity: i) fixed decoding order and ii) TS. TS assumes multiple decoding orders of
the users’ messages, each of which is applied for a fraction of decoding time 1−T . Thus,
it improves the QoS at the expense of higher computational complexity, which depends
on the number of utilized user permutations. Therefore, a balance between optimality
and complexity can be achieved when selecting the number of distinct decoding order
permutations. The resulting optimization problems can be classified into the following
four schemes, which will be referred to as (a)-(d) hereafter:
(a) Achievable system throughput maximization and minimum individual data rate
optimization with fixed decoding order.
(b) Achievable system throughput maximization and minimum individual data rate
optimization with TS.
(c) Equal individual data rate maximization with fixed decoding order.
(d) Equal individual data rate maximization with TS.
The above schemes are also summarized in Table 3.1, where (·)∗ denotes the optimization
solution value, and R∗eq,c ≤ R
∗
eq,d due to the use of TS in (d).
3.2.3.2 User and System Throughput Evaluation
In this subsection, the achievable user and system throughput are calculated, depending
on the decoding order strategy, and it is proven that the system throughput is independent
of the decoding order. The achievable throughput of the n-th user with fixed decoding
order is denoted by Run, while the the achievable throughput of the n-th with TS, is
denoted by R˜un.
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Achievable user throughput with fixed decoding order
Let us first consider a fixed decoding order of the users’ messages at the BS, according to
their index, n. Then, for decoding the first user’s message (n = 1), interference is created
due to all other users n = 2, ..., N , while on the second user’s message, interference
is created due to users n = 3, ..., N , and so on. Then, the achievable throughput in
bits/second/Hz of the n-th user, 1 ≤ n ≤ (N − 1), denoted by Run in the case of fixed
decoding order, is given by [79]
Run = (1− T ) log2
(
1 +
P unγn∑N
j=n+1(P
u
j γj) +N0W
)
= (1− T ) log2

1 + ηρ0Tgn1−T
ηρ0T
∑N
j=n+1 gj
1−T
+ 1

 ,
(3.50)
while the achievable throughput of the N -th user is
RuN = (1− T ) log2
(
1 +
ηρ0TgN
1− T
)
. (3.51)
In (3.50) and (3.51), ρ0 =
P0
N0W
, η = η1η2, where N0 is the power spectral density of the
AWGN. Also, assuming channel reciprocity, gn is given by gn = γ
2
n.
Achievable user throughput with TS
The basic principle of TS is that the order of decoding for the users can change for
specific fractions of the duration 1 − T [101]. In general, there are N ! configurations
with different decoding order, as many as the different permutations of the N users. Let
τm, with
∑
m τm = 1, denote the portion of time 1 − T for which the BS decodes the
users’ messages, according to the m-th permutation, m = 1, . . . ,M , where M ≤ N ! is
the number of used permutations. Hereinafter, τ denotes the set of values of τm∀m.
In order to express the achievable user throughput R˜un, let A be the matrix, which
represents the set of specific M permutations, with elements A(m, jm,n), corresponding
to the indices of the users, i.e. A(m, jm,n) = n. The decoding order of the users during
the m-th permutation is determined by the indices of the columns, jm,n, ∀n, for the m-th
row of matrix A, i.e. if jm,n < jm,z, the message of the n-th user will be decoded before
the message of the z-th. More specifically, the value of a matrix element is the index of a
user. The index of the row denotes a specific permutation, and the index of the column
denotes the decoding order of the user in that permutation. For example, if A(2, 4) = 3,
it means that, when the 2-nd permutation is applied, the message of the 3-rd user will
be decoded in the 4-th order.
Thus, taking the TS configuration into account, the achievable throughput of the n-th
user, denoted by R˜n in the case of TS, can be written as
R˜un(T )=
M∑
m=1
τm(1− T ) log2

1 + ηρ0Tgn1−T
ηρ0T
∑
i>jm,n
gA(m,i)
1−T + 1

. (3.52)
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Achievable system throughput
In order to calculate the achievable system throughput, the TS case is first considered.
It is
Rtot =
N∑
n=1
R˜un =
N∑
n=1
M∑
m=1
τm(1− T ) log2

1 + ηρ0Tgn1−T
ηρ0T
∑
i>jm,n
gA(m,i)
1−T + 1


= (1− T )
M∑
m=1
τm
N∑
n=1
log2

1 + ηρ0Tgn1−T
ηρ0T
∑
i>jm,n
gA(m,i)
1−T + 1


(3.53)
Theorem 3.1. The achievable system throughput, when TS is used, is given by
Rtot = (1− T ) log2
(
1 +
ηρ0
∑N
n=1 gn
1−T
T
)
. (3.54)
Proof. From the definition of the matrix A, it holds that n = A(m, jm,n), and thus
gn = gA(m,jm,n). Furthermore, for a specific permutation m, the inner sum of (3.53) over
all users is equivalent to the sum of all columns jm,n for fixed m (a row in A), since there
is one-to-one mapping. Thus, (3.53) can be written as
Rtot = (1− T )
M∑
m=1
τm
N∑
jm,n=1
log2

1 + ηρ0TgA(m,jm,n)1−T
ηρ0T
∑
i>jm,n
gA(m,i)
1−T + 1


= (1− T )
M∑
m=1
τm

 N−1∑
jm,n=1

log2

ηρ0 N∑
i=jm,n
gA(m,i) +
1− T
T


− log2

ηρ0 N∑
i=jm,n+1
gA(m,i) +
1− T
T




+
(
log2
(
ηρ0gA(m,N) +
1− T
T
)
− log2
(
1− T
T
)))
= (1− T )
M∑
m=1
τm log2
(
1 +
ηρ0
∑N
jm,n=1
gA(m,jm,n)
1−T
T
)
= (1− T )
M∑
m=1
τm log2
(
1 +
ηρ0
∑N
n=1 gn
1−T
T
)
= (1− T ) log2
(
1 +
ηρ0
∑N
n=1 gn
1−T
T
)
.
(3.55)

It is evident from the above derived expression that the achievable system throughput
is independent of the TS scheme, that is, of the permutations which are used and their
time portion. Similarly, when fixed decoding order is considered, the achievable system
throughput, denoted by Rtot, is again given by (3.55) as a special case with the same
result, in which M = 1, that is there is only one permutation (m = 1), while τ1 = 1.
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3.2.4 System Throughput Maximization with Minimum
Throughput Improvement
In this section, the achievable system throughput maximization problem is formulated
and solved. Then, elaborating on this solution, the minimum individual data rate is
improved, considering descending decoding order and TS (schemes (a) and (b), respec-
tively). Thereafter, in order to reduce the complexity of scheme (b), a greedy algorithm,
which efficiently optimizes the TS configuration, is proposed.
It can be easily observed that, when T = 0 or T = 1, no energy or no time, respec-
tively, is available to the users in order to transmit, and thus the system throughput is
zero. The optimization problem, which aims at maximizing the system throughput, can
be written as
max
T
Rtot
s.t. C : 0 < T < 1.
(3.56)
In (3.56), Rtot is strictly concave with respect to T in (0, 1), since it holds that
d2Rtot
dT 2
= −
(ηρ0
∑N
n=1 gn)
2
ln(2)(1− T )(1− T + ηρ0
∑N
n=1 gnT )
2
< 0. (3.57)
Thus, the optimal value for T in (0, 1) that maximizes Rtot is unique and can be obtained
through
dRtot
dT
= 0. (3.58)
After some mathetmatical manipulations, the optimal value can be expressed as
T ∗ = 1−
ηρ0
∑N
n=1 gn
ηρ0
∑N
n=1 gn +
ηρ0
∑N
n=1 gn−1
W0(
ηρ0
∑N
n=1 gn−1
e
)
− 1
, (3.59)
where (·)∗ denotes a solution value andW0(x) returns the principal branch of the Lambert
W function. Furthermore, it is 0 < T ∗ < 1, because from x =W0(x) exp(W0(x)), taking
into account W0(x) ≥ −1, ∀x, it is
ηρ0
∑N
n=1 gn − 1
W0(
ηρ0
∑N
n=1 gn−1
e
)
= exp
(
W0(
ηρ0
∑N
n=1 gn − 1
e
) + 1
)
≥ 1. (3.60)
3.2.4.1 Minimum Achievable Throughput Improvement with Descending
Decoding Order
Having optimized the achievable system throughput using (3.56), the next step is the
selection of the decoding order of the users’ messages. The simplest case is to adopt a fixed
decoding order among users, that is, according to their indices. For fairness, the users’
indices are assigned in a way that the values gn∀N are sorted in descending order, i.e.,
g1 ≥ ... ≥ gN , since this allows decoding the weakest user’s message without interference.
Therefore, this scheme (scheme (a)) increases both fairness and minimum achievable
throughput, Rmin, compared to schemes with other decoding order, e.g., compared to
ascending decoding order.
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3.2.4.2 Minimum Achievable Throughput Improvement with TS
Next, the TS technique is utilized and optimized in order to improve the minimum achiev-
able throughput among users, while the system throughput is kept at its maximum by
setting T = T ∗, where T ∗ is given by (3.59). In contrast to fixed decoding order, the TS
technique has the benefit that, by proper selection of τ , any point of the capacity region
can be achieved, and, thus, it can be exploited in order to improve fairness among the
users. Also, as it has already been proven, the achievable system throughput is indepen-
dent of the decoding order of the messages and, thus, the corresponding optimization
scheme does not degrade the achievable system throughput. The resulting optimization
problem (scheme (b)) is
max
τ ,Rmin
Rmin
s.t. Cn : R˜
u
n(T
∗) ≥ Rmin, ∀n ∈ N ,
CN+1 : 0 ≤
∑M
m=1 τm ≤ 1,
(3.61)
where N = {1, 2, . . . , N} is the set of all users. Note that (3.61) is the epigraph rep-
resentation of the max-min (initial) problem and the constraints Cn, ∀n ∈ N , represent
the hypograph of the initial optimization problem [50]. For brevity, the initial max-min
problem has been omitted.
The optimization problem in (3.61) is a linear programming one and can be efficiently
solved by well-known methods in the literature, such as simplex or interior-point method
[50]. In general, the complexity of these methods is a function of the dimensions of
the problem, i.e. the number of constraints and the number of variables. In the case
of (3.61), the corresponding problem dimensions are ((N + 1)× (M + 1)). Note that,
depending on the linear optimization method, the complexity can range from polynomial
to exponential in the problem dimensions.
The full-space search, i.e. M = N !, is generally optimal, but can prove to be inefficient
when the number of users is large. A large number of permutations, M , means that the
decoding order of the users’ messages has to change many times, which could also create
synchronization issues. To this end, a more efficient method will be discussed in the next
subsection, while its effectiveness will be verified in the simulation results, where it will
be compared with the full-space search.
3.2.4.3 A Greedy Algorithm for Efficient TS
The complexity of the solution of the problem in (3.61) increases with the number of
permutations, i.e., the inserted variables, which, in turn, increases considerably with
the number of users. For a relatively small number of users, e.g., when N = 5, 120
permutations have to be taken into account. For the practical implementation of the
TS technique, considering such a number of permutations may be prohibitive. On the
other hand, a priori exclusion of some permutations might cause severe degradation to
the system performance in terms of minimum rate and fairness. In order to efficiently
set the TS configuration, an iterative method is proposed below.
With the proposed method, instead of a priori considering all permutations, a subset
of permutations is dynamically constructed, while the corresponding TS variables, τm,
are also optimized. The main advantage of Algorithm 1 is the joint calculation of the op-
timal Rmin and the corresponding TS arguments, using a minimum subset of all possible
permutations for the greedy search, without the need of a priori knowledge of the point
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of operation within the achievable rate region. Note that the proposed algorithm is also
applicable to conventional NOMA schemes, in the case that the objective is to optimize
the performance of the weakest user, when the sum rate is maximized. The steps are
discussed in detail below:
1. Initialization: The users’ indices are assigned in descending order with respect
to gn, in order to construct the first permutation, i.e., A(1, j1,n). The achievable
throughput of each user is calculated using (3.50) and (3.51).
2. Main loop (iteratively):
i) The users’ decoding order is rearranged in descending order with respect to
the throughput they achieve so far, forming the new candidate permutation
to be inserted in A. This step can only improve the minimum rate which is
achieved so far.
ii) If the new permutation is not already in A, it is added, while a new variable
is inserted in τ . Adding new permutations in this way gives the opportunity
to the users that achieve small throughput to improve their rates, while at the
same time, the minimum achievable throughput is never reduced.
iii) The linear optimization problem in (3.61) is solved for the updated τ .
iv) The new users’ rates are calculated using (3.52).
3. Convergence evaluation: The main loop of the algorithm is repeated until the
maximum number of iterations K is reached, or a permutation is already included
inA. Please note that only new permutations are inserted inA, because, otherwise,
there would be two variables in τ with exactly the same physical meaning.
The above procedure can be summarized in Algorithm 1. Note that Algorithm 1 substi-
tutes an optimization problem of large dimensions with multiple smaller problems. More
specifically, the number of optimization variables is drastically reduced, by assuming only
a subset of all possible permutations. As the number of users increases, solving a number
of optimization problems of small dimensions offers great complexity savings compared to
the original problem, since its number of optimization variables is factorial in the number
of users, as it will be illustrated in the results section.
3.2.5 Equal Individual Data Rate Optimization
In this section, the aim is to maximize the equal individual data rate, i.e. the minimum
user throughput in the case where all users aim to transmit with an equal rate, Req, and,
thus, T can be adjusted accordingly. First, the corresponding optimization problem for
fixed descending decoding order is presented and efficiently solved.
3.2.5.1 Fixed Descending Decoding Order
The problem of equal individual data rate maximization, when the message of the users
with the best channel conditions is decoded first, can be written as:
max
T,Req
Req
s.t. Cn : R
u
n ≥ Req, ∀n ∈ N , CN+1 : 0 < T < 1.
(3.62)
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Algorithm 3.1 : Greedy Algorithm for Efficient TS Configuration
1: Initialization
2: For the first permutation is A(1, j1,n), ∀n ∈ N , assign j1,n so that g1 ≥ g2 ≥ ... ≥
gn ≥ ... ≥ gN .
3: Calculate Run using (3.50) and (3.51).
4: Set k = 0, R˜un[0] = R
u
n, ∀n ∈ N .
5: Main loop
6: repeat
7: Set k = k + 1.
8: Assign jk+1,n so that the values of R˜
u
n[k − 1] are in descending order. Thus,
∀n, l ∈ N :
9: if R˜un[k − 1] ≤ R˜
u
l [k − 1] then
10: Select jk+1,n, jk+1,l : jk+1,n ≥ jk+1,l.
11: end if
12: Update A.
13: if A(k + 1, :) 6= A(m, :), ∀m ≤ k then
14: Solve (3.61), setting M = k + 1.
15: Update the individual data rates R˜un[k] using (3.52).
16: end if
17: until k = K or ∃l ≤ k : A(k + 1, :) = A(l, :).
The first N constraints of the optimization problem in (3.62) are strictly concave since
d2Rn
dT 2
= −
a˜n
(
(a˜n + 2b˜n)(1− T ) + 2a˜nb˜nT + 2b˜2nT
)
ln(2)
(
1− T + b˜nT
)2 (
1− T + a˜nT + b˜nT
)2 < 0, (3.63)
where a˜n = ηρ0gn, b˜n = ηρ0
∑N
j=n+1 gj, and b˜N = 0. Also, the objective function, as well
as the (N + 1)-th constraint, are linear, and therefore (3.62) is a convex optimization
problem, which can be solved by standard numerical methods such as interior point
and bisection method. However, Lagrange dual decomposition is used, which proves
to be extremely efficient, since, given the LMs, the optimal T and Req can be directly
calculated, without the utilization of matrices which may increase memory requirements.
More importantly, using the adopted method, it is guaranteed that the optimal solution
can be obtained in polynomial time [50]. Also, note that by using dual-decomposition
our work is directly comparable to [12], in terms of complexity of the provided solution
for the equal individual data rate maximization problem, among others.
Dual Problem Formulation and Solution of (3.62)
In order to handle the linear objective function in (3.62), it is replaced with ln(Req),
without affecting the convexity. Since the primal problem is convex and satisfies the
Slater’s condition qualifications, strong duality holds, i.e., solving the dual is equivalent to
solving the primal problem [50]. In order to formulate the dual problem, the Lagrangian
is needed, which is given by
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L(λ, T,Req) = ln(Req) +
N∑
n=1
λn
(
(1− T ) log2
(
1 +
a˜n
b˜n +
1−T
T
)
−Req
)
, (3.64)
where λn ≥ 0 is the LM, which corresponds to the constraint Cn and λ is the Lagrange
multiplier vector with elements λn. The constraint CN+1 is absorbed into the KKT
conditions, and is presented in detail in the next subsection.
The dual problem is now given by
min
λ
max
T,Req
L(λ, T,Req). (3.65)
Note that the Lagrangian in (3.64) is strictly concave in (0, 1) with respect to T and
Req for a specific λ, and thus it has a unique maximization point in (0, 1), so its first
derivative must have a unique zero point. According to the KKT conditions, the optimal
values of Req and T are given by
R∗eq =
1∑N
n=1 λn
(3.66)
and
T ∗=T ∈ (0, 1) :
N∑
n=1
λn
(
ln
(
1 +
a˜n
b˜n +
1−T
T
)
−
a˜n(1− T )
(1− T + b˜nT )(1− T + a˜nT + b˜nT )
)
=0.
(3.67)
The above equation can be solved numerically (e.g., using Newton-Raphson).
The dual problem in (3.65) can be solved iteratively. In each iteration, the optimal
Req and T are calculated for a fixed LM vector, λ, using (3.66) and (3.67), while λ is
then updated using the sub-gradient method as follows
λn[j+1] =
[
λn[j]− λˆn[j]×
(
(1− T ) log2
(
1 +
a˜n
b˜n +
1−T
T
)
−Req
)]+
, ∀n ∈ N , (3.68)
where j is the iteration index, λˆn, n ∈ N are positive step sizes, and [·]
+ = min(·, 0).
Since Problem 1 is concave, it is guaranteed that the iterations between the two layers
converge to the optimal solution if the size of the chosen step satisfies the infinite travel
condition [62]. As it can be observed from the solution in (3.66), the equal individual data
rate is inversely proportional to the sum of the LMs. This result is consistent with the
physical interpretation of the LMs, which are indicative of how active the corresponding
constraints are, depicting the impact of the weakest users, via the violated constraints,
on the optimal value [50].
3.2.5.2 Time-Sharing
In contrast to the previous subsection, where fixed descending decoding order was as-
sumed, here the aim is to maximize the equal individual data rate, while utilizing the
TS technique. For this purpose, T as well as the TS configuration need to be optimized.
Please note that in contrast to the TS configuration discussed in section 3.2.4.1, the so-
lution provided in this subsection does not necessarily maximize the system throughput.
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Next, the indices of the users are ordered according to g1 ≥ g2 ≥ . . . ≥ gN , however,
the order of decoding depends on the TS. Taking into account the above considerations,
the problem of equal individual data rate maximization can be formulated as
max
τ ,T,Req
Req
s.t. Cn : R˜
u
n ≥ Req, ∀n ∈ N ,
CN+1 : 0 < T < 1,
CN+2 : 0 ≤
∑M
m=1 τm ≤ 1.
(3.69)
Apparently, the optimization problem in (3.69) is non-convex, due to the coupling
of the variables T and τ . It is noted that there is no standard approach for solving
non-convex optimization problems in general. In order to derive an efficient and optimal
time allocation method for the considered problem, the following observations are taken
into account.
Remark 3.1. A selection for T corresponds to a specific capacity region for the set of
users N , where the TS technique can also be used. On the other hand, each of the points
of this capacity region corresponds to a different selection of τ . As it has already been
mentioned, with proper selection of the TS variables, any point of the capacity region
can be achieved.
Taking into account Remark 3.1, for a given time T , the achievable rate region is
defined by the inequalities
R˜un(T ) ≤ (1−) log2
(
1 + ηρ0Tgn
1−T
)
, ∀n ∈ N∑
n∈Mk
R˜un(T ) ≤ (1− T ) log2
(
1 + ηρ0T
∑
gn
1−T
)
, ∀i :Mk ⊆ N ,
(3.70)
where the second inequality holds for any sum set, Mk ⊆ N . Now, suppose that the BS
cancels all other users’ messages, except the user with the weakest link. In this case it is
desired that its throughput is at least equal to the final achievable Req, i.e.
(1− T ) log2
(
1 +
ηρ0TgN
1− T
)
︸ ︷︷ ︸
R˜uN
≥ Req. (3.71)
Accordingly, for the two weakest users, that is for n = N and n = N − 1, their sum-
throughput is maximized when the BS cancels out all other users’ messages, while one of
the two messages is also canceled. Since they can allow TS for the time that each user’s
message will be canceled, for the sum of the throughput of these two users it must hold
that
(1− T ) log2
(
1 +
ηρ0T
∑N
n=N−1 gn
1− T
)
︸ ︷︷ ︸
R˜uN−1+R˜
u
N
≥ 2Req. (3.72)
Following the same strategy for all other users, it yields that Req is bounded by the
following set of inequalities
Req ≤
(1− T ) log2
(
1 +
ηρ0
∑N
i=n gi
1−T
T
)
(N + 1− n)
, ∀n ∈ N , (3.73)
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in which τ does not appear. In this way, Req is bounded by an alternative representation
of the capacity region. Consequently, the optimization in (3.69) can be optimally solved
by reducing it into two disjoint problems, after minimizing the initial search space. These
optimization problems are:
Problem 1: Optimization of T
max
T,Req
Req
s.t. Cn : (1− T ) log2
(
1 +
ηρ0
∑N
i=n gi
1−T
T
)
≥ (N + 1− n)Req, ∀n ∈ N ,
CN+1 : 0 < T < 1,
(3.74)
Problem 2: Calculation of the TS vector τ
find τ
s.t. Cn : R˜n(T
∗) ≥ R∗eq, ∀n ∈ N ,
CN+1 : 0 ≤
∑M
m=1 τm ≤ 1.
(3.75)
In the above, R∗eq, denotes the optimal solution for Req, which is calculated by solving
Problem 1. The geometrical interpretation of (3.74) is that Req is maximized up to a
value, such that there is a point within the capacity region, whose coordinates are all
equal to Req. The solution of Problem 2 is calculated after the solution of Problem 1.
More specifically, Problem 2 calculates the value of the TS vector, τ , such that R∗eq by
each user individually, i.e. the capacity of each user is at least R∗eq, which is the main
motivation for using TS. Please note that, when solving Problem 2, since T ∗ and R∗eq
have already been fixed, this is a linear optimization problem, with similar structure to
(3.61). Thus, it can be solved by utilizing the same linear programming methods or by
using Algorithm 1. On the other hand, Problem 1 is jointly concave with respect to T
and Req, and satisfies Slater’s constraint qualification. Thus, it is a convex optimization
problem, which can be solved by following similar steps as in the solution of (3.62).
Solution of Problem 1
In this subsection, the optimization problem (3.74), i.e. Problem 1, is solved by Lagrange
dual decomposition. The Lagrangian of Problem 1, after replacing the initial objective
function with ln(Req), is given by
L(µ, T,Req) = ln(Req) +
N∑
n=1
λn

(1− T ) log2
(
1 + c˜n1−T
T
)
d˜n
−Req

 , (3.76)
where c˜n = ηρ
∑N
i=n gi and d˜n = N + 1− n.
The dual problem is now given by
min
λ
max
T,Req
L(λ, T,Req). (3.77)
The dual problem in (3.77) can be iteratively solved, similarly to the solution of
problem (3.65). In each iteration, the optimal values of Req and T are given by
R∗eq =
1∑N
n=1 λn
(3.78)
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and
T ∗ = T ∈ (0, 1) :
N∑
n=1
λn
d˜n
(
ln
(
1 +
c˜nT
1− T
)
c˜n
T (c˜n − 1) + 1
)
= 0. (3.79)
Furthermore, the LMs can be updated as follows
λn[j + 1] =

λn[t]− λˆn[j]

(1− T ) log2
(
1 + c˜n1−T
T
)
d˜n
−Req




+
, ∀n ∈ N . (3.80)
3.2.6 Illustrative Examples
In this section, two examples for the capacity region of a simple two-user system are
presented, with the aim to highlight the differences between schemes (a)-(d). The fol-
lowing cases are considered: i) similar channel conditions and, ii) asymmetric channel
conditions. In both examples, the EH efficiency of each user is assumed to be η1 = 0.5,
and the amplifier’s efficiency is η2 = 0.38. Without loss of generality, the focus is on
the effect of distance, denoted by dn, thus all directional antenna gains are assumed to
be equal to 0 dB and fading parameters are set to h1 = h2 = 1. Also, P0 = 30 dBm,
N0W = −114 dBm and a carrier center frequency of 470 MHz is considered, which will
be used in the standard Institute of Electrical and Electronics Engineers (IEEE) 802.11
for the next generation of wireless fidelity (Wi-Fi) systems [7, 102]. The TGn path loss
model for indoor communication is adopted [7, 103], with the breakpoint distance being
5 m. The free space loss up to and after the breakpoint distance, are assumed to be slope
of 2 and 3.5, respective;y.
Example 1 (Similar distance): For the first example, it is assumed that d1 = 9.9 m
and d2 = 10.1 m, which corresponds to L1 = 2.4067 · 10−6 and L2 = 2.156 · 10−6 . This
example is representative of the case of two users located at similar distance from the BS.
Fig. 3.8 depicts the capacity region for different choices of T , as well as, for the optimal
value of T , which is T ∗ = 0.2042. There are two fixed decoding orders available, thus
matrix A is given by
A =
[
A(1, 1) A(1, 2)
A(2, 1) A(2, 2)
]
=
[
1 2
2 1
]
. (3.81)
Descending decoding order with respect to the channel values (first row of A) is in favor
of the user with the worst channel conditions (user 2) whose message is decoded free of
interference, i.e. Ru1 = 0.92253 bps/Hz and R
u
2 = 4.65538 bps/Hz. This point corresponds
to point A of the capacity region. Comparing to point B (ascending decoding order -
second row of A), where Ru1 = 4.90526 bps/Hz and R
u
2 = 0.6726 bps/Hz, it is observed
that descending order results in higher minimum individual rate, therefore increasing
user fairness. The selection of point A corresponds to scheme (a).
Interestingly, the capacity region which is formed when T = T ∗ = 0.2042, includes
a set of solutions that dominates, in terms of both achievable system throughput and
minimum user throughput, any other set of solutions, imposed by the capacity region
formed by any other value of T . This is an important observation, taking into account
that any point of the capacity region can be achieved with proper TS configuration. In
this example, by choosing τ1 = 0.4688 and τ2 = 0.5312, the users’ achievable throughput
becomes R˜u1 = R˜
u
2 = 2.7891 bps/Hz. This configuration corresponds to the point that is
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Figure 3.8 Example 1: Achievable throughput region.
marked with asterisk, which simultaneously maximizes the system throughput and the
minimum individual data rate. Note that the point with asterisk is the solution for both
schemes (b) and (d).
In Fig. 3.9, the minimum throughput between the two users, with respect to the value
of T is depicted, while the achievable system throughput of the users is also depicted as a
reference. It is shown that by using and optimizing the TS, the value of T that maximizes
the system throughput also maximizes the minimum user throughput. This is because
R∗min =
R∗tot
2
. On the other hand, it is illustrated that when the fixed descending decoding
order is chosen, then the value of T that maximizes the minimum user throughput is
higher than T ∗, which corresponds to a lower value of system throughput. The latter
solution corresponds to scheme (c), however it is observed that either the minimum rate
or system throughput or both can be further increased by choosing one of schemes (a),
(b), or (d).
Example 2 (The doubly near-far problem): For this example, the distances between
the users and the BS are chosen in a way that L1 ≫ L2, i.e. d1 = 6 m and d2 = 14 m, such
as that L1 = 3.7808 ·10−5 and L2 = 2.5786 ·10−7. This configuration is a representative of
the doubly near-far phenomenon [12], which has been discussed in the previous section.
When NOMA is used, this phenomenon directly affects the capacity region, as it is
evident from Fig. 3.10. As it can be observed, the value of T that maximizes the system
throughput is denoted by T ∗ = 0.1105. When descending decoding order is utilized, then
the achievable throughput values are Ru1 = 10.8823 bps/Hz and R
u
2 = 0.7251 bps/Hz.
This point corresponds to point D of the region ∆1 (scheme (a)). It is remarkable that
the set of solutions included in the capacity region that is formed when T = T ∗ does not
dominate any other set of solutions both in terms of system throughput and minimum user
throughput, e.g., ∆2 is not a subset of ∆1. Furthermore, TS technique cannot improve
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the minimum throughput, i.e. point D is the solution for both schemes (a) and (b).
However, minimum data rate can be improved by a different selection of T . For example,
when T = 0.46 the point of the capacity region which maximizes the minimum rate is
point C, where the users’ capacity values become Ru1 = 7.1242 bps/Hz and R
u
2 = 1.4223
bps/Hz. However, this selection does not maximize the system throughput. Moreover,
since schemes (c) and (d) assume equal individual data rates, the solution point for both
schemes will be point E, whereReq = Ru1 = R
u
2 = 1.4223 bps/Hz. Note that, although the
sum rate in this case is low, both users’ rate is double compared to point D, showing that
schemes (c)-(d) substantially improve the minimum rate in case of asymmetric channel
conditions.
3.2.7 Simulations and Discussion
For the simulations, it is assumed that the users are uniformly distributed in a ring-
shaped surface, with rc1 = 5 m and rc2 = 20 m being the radii of the inner and the
outer circle, respectively, while the BS is located at the center of the ring. This setup
corresponds to the distribution of users within their serving cell in practical systems.
The path loss model, as well as the EH and the amplifier’s efficiency are set according
to section 3.2.6. Besides, it is assumed that the small scale fading coefficient is given by
the complex random variable Hn ∼ CN (0, 1). All statistical results are averaged over 105
random channel realizations. The receiver of the BS is assumed to have a white power
spectral density of N0 = −174 dBm/Hz, while all directional antenna gains are assumed
to be 7.5 dB, and the available bandwidth is assumed as 1 MHz. Finally, all permutations
are considered when optimizing TS, i.e., M = N !, unless stated otherwise.
Next, the performance metrics of the proposed optimization schemes, i.e. (a)-(d), are
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Figure 3.10 Example 2: Achievable throughput region.
presented against the corresponding results of the baseline orthogonal (TDMA) scheme,
which is considered in [12]. For the readers’ convenience, the following notation regarding
the comparison with the TDMA approach [12] is used: [A] - System throughput maxi-
mization, [B] - Equal individual data rate maximization. Note that both TDMA schemes
have been discussed in the previous section, where, as in [12], case [B] is referred to as
“common-throughput”.
3.2.7.1 Throughput Comparison
In Fig. 3.11, the average individual data rate that is achieved by all schemes (a)-(d), is
illustrated and compared for the case of N = 3. For the schemes with symmetric rates,
i.e., for schemes (c), (d), and [B]-TDMA, the common rate of all users is illustrated. On
the other hand, for schemes with asymmetric rates (schemes (a), (b), and [A]-TDMA),
both the average rate per user, i.e., normalized sum rate, and the rate of the weakest
user are depicted, in order to fully describe these schemes’ performance. Note that the
normalized sum rate for all three schemes with asymmetric rates is the same, since they
all maximize the achievable system throughput. It is also notable that both NOMA
schemes (a) and (b) greatly outperform [A]-TDMA in terms of minimum throughput,
and especially scheme (b), which employs TS. This is due to the fact that, when fixed
descending decoding order is used (scheme (a)), only the corner points of the capacity
region can be achieved. However, this is not the case when TS is applied (scheme (b)),
since the degrees of freedom increase and any point of the capacity region can be achieved.
On the other hand, when the equal individual data rates that are achieved by schemes
(c), (d), and [B]-TDMA are explored, it is observed that scheme (c) does not outperform
[B]-TDMA. However, comparing the minimum rate of scheme (a) and the common rate
of scheme (c), it is evident that, although a fixed decoding order is still used, scheme
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Figure 3.11 Comparison of average user rates, when N = 3.
(c) improves the rate achieved by the weakest user, since this is indeed its optimization
objective. When TS is applied, scheme (d) substantially outperforms [B]-TDMA, notably
improving the equal rate at which the users transmit, especially for the medium/high P0
region. Since fixed decoding order (scheme (c)) cannot improve the equal rate when
compared to TDMA, it is concluded that TS (scheme (d)) should be preferred when the
objective is to maximize the equal individual rate. Therefore, in the next figures, schemes
(a), (b), and (d) are mainly considered.
Fig. 3.12 focuses on the comparison of scheme (d) and [B]-TDMA, i.e., the schemes
that maximize the minimum individual data rate, for NOMA and TDMA, respectively.
Scheme (d) always outperforms TDMA, for the whole range of P0 values, and for any
number of users, by increasing margin as the SNR increases. Apart from the aforemen-
tioned schemes, the minimum rate of scheme (b) is also depicted in this figure, due to a
remarkable observation: although the optimization objective of scheme (b) is the max-
imization the total system throughput and not of the minimum rate, scheme (b) still
outperforms [B]-TDMA in terms of minimum rate, for medium and high P0 values. This
is evident in the figure, mainly for small number of users (e.g., N = 2) where schemes
(b) and (d) have very similar performance. Consequently, the combination of NOMA
with TS, regardless of the optimization objective, leads to results which greatly improve
the minimum rate, and consequently the user fairness, in contrast to the benchmark
orthogonal technique of TDMA.
In Fig. 3.13, the impact of distance on performance is illustrated, by altering the
radius of the outer circle rc2, such as 0 ≤ rc2−rc1 ≤ 30. As it can be observed, similarly to
TDMA, when NOMA with TS is used, both average and minimum throughput reduce as
rc2 increases, since the users are situated further from the BS. An interesting observation
can be drawn from the curve corresponding to the minimum rate achieved by scheme (a).
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Figure 3.12 Comparison of (b), (d) and [6]-B in terms of average throughput of the
weakest user.
One can notice that, for similar rc1 and rc2, the minimum rate is lower than for greater
distances, in contrast to all other schemes where the rate values decrease with distance.
This is because when rc1 ≈ rc2 the users tend to have very similar channel conditions.
Thus, the user with slightly better conditions sees strong interference from all the other
users for the whole period of time, 1− T , which leads to a severe degradation of its rate,
i.e. the minimum rate among users. This does not happen for greater distance, since
the users present variety regarding their channel conditions, so a descending decoding
order can improve the minimum rate. Similarly, when TS is used for small distances, it
improves the minimum rate, since it interchanges the users that suffer from interference,
offering fairness. Comparing the minimum rate (triangle markers) of schemes (a), (b), and
[A]-TDMA which maximize the system throughput, both NOMA schemes outperform
TDMA, but it is also evident that scheme (b) which employs TS can offer substantial
gains, especially for small distances. Finally, scheme (d) outperforms scheme [B]-TDMA
in terms of achieved equal data rate, regardless of the distance.
3.2.7.2 Trade-off Between EH and Information Transmission
In Fig. 3.14, the charging time is depicted when the system throughput and the equal
individual data rate are maximized, for N = 2 and N = 4. As it can be observed, when
the aim is to maximize the system throughput and the number of users increases, the
portion of time dedicated to energy transfer is reduced. This happens because the system
throughput is mainly affected by the individual data rates of the users with good channel
conditions, the average number of which increases with N , since uniform distribution has
been assumed for the users’ locations. Moreover, the users with good channel conditions
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Figure 3.13 Comparison of average throughput, when N = 3.
tend to prefer lower values of T ∗, compared to those with worse channel conditions, in
order to improve their individual data rates. In other words, they have enough energy to
transmit and, as a result, their sensitivity to the resource of time dedicated to information
transmission increases.
On the other hand, when the equal individual data rate is maximized, the weakest
user, i.e. the one with the worst channel conditions, must have enough energy supply to
achieve the equal individual data rate. In this case, as the number of users increases, the
portion of time dedicated to energy transfer also increases. Moreover, NOMA dedicates
slightly more time to EH compared to TDMA. The reason for this is that NOMA exploits
more efficiently the time dedicated to information transmission, requiring less time for
achieving the same equal data rate with TDMA. However, when the time dedicated to
energy transfer increases, the energy consumption to the BS’s side also increases. The
last observation motivates the comparison of the two schemes, i.e. NOMA and TDMA,
in terms of energy efficiency.
3.2.7.3 Energy Efficiency
When the optimization objective is the maximization of the total system throughput,
schemes (a), (b), and [A]-TDMA achieve the exact same system throughput, as seen by
Fig. 3.11, and harvest the exact same amount of energy, as implied by Fig. 3.14. Thus,
their energy efficiency is the same. Consequently, this subsection compares the energy
efficiency of the schemes which aim to maximize the common rate, i.e., schemes (d) and
[B]-TDMA. The efficiency of the energy transmitted by the BS, denoted by E , when equal
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Figure 3.14 Comparison among (a), (b), (d), [6]-A, and [6]-B in terms of portion of
time dedicated to energy transfer.
transmission rate is required among users, is defined as
E =
NReq
P0T
. (3.82)
In Fig. 3.15, NOMA and TDMA are compared in terms of energy efficiency. It is
remarkable that, although NOMA dedicates more time to EH when compared to TDMA,
i.e. more energy is transmitted, it achieves higher energy efficiency for the whole range of
P0. This is because NOMA achieves much higher individual rates compared to TDMA.
3.2.7.4 Fairness Comparison
In order to fairly compare the two schemes (NOMA and TDMA) when asymmetric user
rates are allowed, in Fig. 3.16 the Jain’s fairness index, J , is used, which is given by [79]
J =
(
∑N
n=1R
u
n)
2
N
∑N
n=1(R
u
n)
2
. (3.83)
Note that Jain’s fairness index is bounded between 0 and 1, with unitary value indicating
equal users’ rates. It is seen in Fig. 3.10 that NOMA provides more fairness compared
to TDMA, for the whole range of P0, without affecting the total system throughput.
This observation is valid also for different number of users. More specifically, scheme (b)
is fairer than scheme (a), due to the fact that TS and the corresponding optimization
offer a better balance between different users’ rates. When P0 is low, schemes (a) and
(b) present similar results, because the difference between achievable throughput of the
users is greater, and in these cases TS might not offer substantial improvement, i.e. the
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Figure 3.15 Comparison of average energy efficiency between (d) and [6]-B.
Table 3.2 Algorithm complexity
Number of users Optimal Scheme Algorithm 1
(N + 1)× (N ! + 1) (N + 1)× (k + 2), ∀k = {1, ..., N + 1}
N = 3 4× 7 4× (3, 4, 5, 6)
N = 4 5× 25 5× (3, 4, 5, 6, 7)
N = 5 6× 121 5× (3, 4, 5, 6, 7, 8)
N = 6 7× 721 7× (3, 4, 5, 6, 7, 8, 9)
N = 7 8× 5041 8× (3, 4, 5, 6, 7, 8, 9, 10)
N = 8 9× 40321 9× (3, 4, 5, 6, 7, 8, 9, 10, 11)
weakest user might need to decode always free from interference, and still achieve very
low rates, as it was also noted in the doubly near-far case. However, as the transmitted
power grows, so do the achievable throughput values of the users, making the decoding
order permutations performed by TS meaningful. Another observation is that, when
the number of users increases the Jain’s fairness index decreases. This is because there
is greater diversity of user channel conditions, therefore making fairness improvement a
more difficult objective.
3.2.7.5 Convergence of the Greedy Algorithm
Fig. 3.17 illustrates the evolution of the average minimum user throughput when the
proposed greedy algorithm is used for the TS configuration of scheme (b). Similarly, Fig.
3.18 presents the corresponding results for scheme (d). In particular, the convergence
speed of the proposed algorithm for P0 = 20 dBm and N = 3, 4, 5, 6 is investigated. The
dashed lines denote the minimum user throughput for each case study.
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Figure 3.17 Evaluation of the convergence speed of the greedy algorithm for Scheme
(b).
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Figure 3.18 Evaluation of the convergence speed of the greedy algorithm for Scheme
(d).
The number of iterations that are required for Algorithm 1 to converge increases with
the number of users. This is because, as the number of users increases, the possible
permutations also increase, slowing the convergence of Algorithm 1. However, it is ob-
served that the proposed iterative algorithm converges to the optimal value within N +1
iterations. Thus, the proposed technique reduces the maximum number of permutations
that have to be considered by the full-space search from N ! (when all permutations are
considered) to N +2. This is also evident in Table 3.2, where the problem dimensions of
the full-space search and of Algorithm 1 are shown, for different number of users, with k
being the index of the iteration. Although Algorithm 1 needs to solve more optimization
problems, their dimensions are orders of magnitude smaller, especially as the number of
users increases, enabling the utilization of the TS technique in practical implementations.
3.3 Maximizing Proportional Fairness in Wireless
Powered Communications
In this section, the proportional fairness is maximized, as a means to balance the trade-off
between the sum-rate and fairness, which has been presented in the previous sections.
Two communication protocols are, i.e., TDMA and NOMA with TS (NOMA-TS), when
asymmetrical (unequal) rates are allowed. The formulated problems are optimally and
efficiently solved, while simulate results illustrate the effectiveness of the proposed meth-
ods. The results of the research presented in this section are included in [104].
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3.3.1 Related Work and Motivation
As it has been shown in the previous section the harvest-then-transmit protocol induces
a fundamental trade-off between sum rate and fairness. More speicifically, when the sum
rate is maximized, fairness is considerably reduced, due to the doubly near-far problem.
On the other hand, equal rate maximization considerably reduces the sum-rate, which, in
case of NOMA, also happens because the achievable capacity of some users might exceed
the maximum equal rate.
In order to balance the trade-off between performance and fairness, an alternative
metric, such as the proportional fairness, can be used and maximized. This metric is
widely applied in wireless networks in order to balance user fairness and network sum-
rate. This scenario has been partially studied in [105], under the assumption of NOMA
with fixed decoding order and adaptive power allocation, which is considered as bench-
mark in the present section. As defined in the previous section, the fixed decoding order
implies that the BS decodes the users messages during the SIC process with a constant
order. This assumption reduces the degrees of freedom and degrades the system’s per-
formance, since some users always experience more interference and their messages are
always decoded last. Moreover, NOMA with adaptive power allocation induces higher
complexity than NOMA with fixed power allocation and especially TDMA.
3.3.2 Contribution
In this work, the proportional fairness is maximized by proper time and rates allocation,
considering two communication protocols, i.e., TDMA and NOMA-TS, when asymmetri-
cal (unequal) rates are allowed. Note that NOMA-TS is a generalization of NOMA with
fixed decoding order, so that a user, whose message suffers from strong interference for a
specific decoding order, can experience a better reception reliability for another decoding
order, during the implementation of SIC. The corresponding optimization problems are
efficiently solved in closed form, by using convex optimization, and more specifically La-
grange dual decomposition. The evaluation of the proposed strategies through extensive
simulations reveals that NOMA-TS maximizes proportional fairness and outperforms the
benchmark, while TDMA proves to be an appropriate choice, when all users are located
in similar distances from the BS.
3.3.3 System model
The uplink of a wireless network is considered, consisting of N EH users and one BS. The
harvest-then-transmit is utilized, with similar assumptions as in the previous section. As
mentioned above, two different communication protocols are considered during uplink
(Phase 2), namely TDMA and NOMA-TS. The achievable rates that correspond to each
of the considered protocols are described in the following subsections. According to (3.21)
and (3.22) when TDMA is assumed the achievable rates are constrained by
Run ≤ tn log2
(
1 +
ηρ0gnT
tn
)
. (3.84)
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and
N∑
n=1
tn ≤ 1− T. (3.85)
Also, when NOMA is used the achievable rates, denoted by R˜un, are bounded by (3.70).
In contrast to the previous section, the aim of the proposed analysis is to maximize the
system’s performance while achieving a balance between the sum-rate and fairness. To
this end, the proportional fairness is used, which is defined as the sum of logarithms of
the individual rates. Next, the proportional fairness maximization problem is defined
and solved, for TDMA and NOMA-TS.
3.3.4 Problem Formulation and Solution
3.3.4.1 TDMA
When TDMA is used the proportional fairness maximization problem can be expressed
as
max
Run,tn,∀n∈N ,T
∑N
n=1 ln(R
u
n)
s.t. C1 : R
u
n ≤ tn log2
(
1 + ηρ0gnT
tn
)
,
C2 :
∑N
n=1 tn ≤ 1− T,
C3 : tn, T ≥ 0.
(3.86)
max
Run,tn,∀n∈N ,T
∑N
n=1 ln(R
u
n)
s.t. C1 : Eq.(3.84),C2 : Eq.(3.85),C3 : tn, T ≥ 0.
(3.87)
The optimization problem in (3.87) is concave and can be solved by standard nu-
merical methods, such as interior point or bisection method. Here, the Lagrange dual
decomposition is used, which proves to be very efficient, since, given the LMs, closed form
expressions for Rn, tn, ∀n ∈ N , T are derived. Thus, it is guaranteed that the optimal
solution can be obtained in a polynomial time [50].
Theorem 3.2. Considering the optimization problem in (3.87), let µ ≥ 0 and λn ≥ 0
denote the LMs, which corresponds to the constraints C1 and C2, respectively. Then, the
optimal rate allocation policy is given by
Run
∗ =
1
λn
. (3.88)
The optimal tn is given by
t∗n =
ηρ0gnT
∗
A˜∗n − 1
, (3.89)
where
A˜∗n = −
1
W
(
− exp
(
−1+µ ln(2)
λn
)) , (3.90)
with W0(·) being the principal branch of the Lambert W function [51, 61] and µ can be
found after solving (3.91)
N∑
n=1
ηρ0gnλn
A˜∗n ln(2)
− µ = 0. (3.91)
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Finally, the optimal time allocation between the two phases is
T ∗ =
1∑N
n=1
ηρ0gn
A˜∗n−1
+ 1
. (3.92)
Proof. Since (3.87) is a concave optimization problem, it can be optimally solved by
Lagrange dual decomposition [50]. To this end, the Lagrangian is needed, which is given
by
L =
N∑
n=1
ln(Run)− µ
(
N∑
n=1
tn + T − 1
)
− λn
(
Run − tn log2
(
1 +
ηρ0gnT
tn
))
. (3.93)
According to the KKT conditions, it must hold that ∂L
∂Run
= 0, ∂L
∂T
= 0, and ∂L
∂tn
= 0, ∀n ∈
N , which yield (3.88), (3.91), and
(A˜n − 1)λn
A˜n
+ µ ln(2)− λn ln(A˜n) = 0, (3.94)
respectively, where A˜n =
ηρ0gnT
tn
+ 1. Using (3.94) and after some manipulations (3.89)
is derived. Finally, it is easy to prove that the constraint C1 should hold with equality,
thus the optimal time allocation between the two phases is given by (3.92). Note that in
(3.88) and (3.90), λn is calculated iteratively by using the subgradient method. 
3.3.4.2 NOMA-TS
When NOMA-TS is used the proportional fairness maximization problem can be ex-
pressed as
max
R˜un∀n∈N ,T
∑N
n=1 ln(R˜
u
n)
s.t. Eq.(3.70), 0 ≤ T ≤ 1.
(3.95)
For a specific value of T , in which case all constraints are linear, the form of the objec-
tive function of (3.95) infers that, the achievable rates of the users with the worst channel
conditions will be increased as much as possible, with the aim to become equal with the
ones with better channel conditions, as long as they do not exceed the sum achievable
rate of the belonging subset. Taking this into account, the proportional fairness is only
constrained by the achievable rate of the subsets consisting of the users with the weaker
channel conditions, among the ones with the same cardinality. The above can easily be
verified by considering the Lagrangian and the KKT conditions that correspond to (3.95),
and by noticing that the (non-negative) LMs that correspond to the constraints that limit
the sum achievable rate of subsets with the same cardinality cannot be simultaneously
non-zero. Thus, the sole active constraints are:
N∑
n=N+1−i
R˜un ≤ (1− T ) log2
(
1 +
ηρ0
∑N
n=N+1−i gnT
1− T
)
, ∀i = 1, ..., N, (3.96)
and (3.95) is simplified to
max
R˜n∀n∈N ,T
∑N
n=1 ln(R˜
u
n)
s.t. Eq.(3.96), 0 ≤ T ≤ 1.
(3.97)
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Regarding (3.97), it is hard to directly solve for T , since it appears in all the capacity
equations in (3.96). Thus, in order to avoid the utilization of Newton-Raphson method
[72], and decrease the corresponding complexity, the auxiliary variables Ti are introduced.
Thus, (3.95) can be reformulated as
max
Rn∀n∈N ,Tm
∑N
n=1 ln(R˜
u
n)
s.t. C1 :
∑N
n=N+1−i R˜
u
n ≤ (1− Ti) log2
(
1 +
ηρ0
∑N
n=N+1−i gnTi
1−Ti
)
,
∀i = 1, ..., N,
C2 : Ti = TN , ∀i = 1, ..., N − 1,
C3 : 0 ≤ Ti ≤ 1, ∀i = 1, ..., N.
(3.98)
Theorem 3.3. Let λi ≥ 0 and µi denote LMs, which correspond to the constraints C1
and C2, respectively. Then, the optimal rate allocation policy is given by
R˜u∗n =
1∑N
i=N+1−n λi
, (3.99)
and the optimal time allocation policy, T ∗, is
T ∗ = T ∗i =
B˜∗i − 1
ηρ0
∑N
n=N+1−i gi + B˜
∗
i
, (3.100)
where
B˜∗i =
ηρ0
∑N
n=N+1−i gi − 1
W
(
(ηρ0
∑N
n=N+1−i gi − 1) exp(
µ˜i
λi
− 1)
) , (3.101)
and
µ˜i =
{
µi ln(2), i = 1, ..., N − 1,
−
∑N−1
j=1 µj ln(2), i = N.
(3.102)
Proof. The optimization problem in (3.98) is concave and it can be also solved by using
Lagrange dual decomposition [50]. The Lagrangian is given by
L =
N∑
n=1
ln(R˜un)−
N−1∑
i=1
µi (Ti − TN)
−
N∑
i=1
λi
(
N∑
n=N+1−i
R˜un − (1− Ti) log2
(
1 +
ηρ0
∑N
n=N+1−i gnTi
1− Ti
))
.
(3.103)
According to KKT conditions, ∂L
∂R˜un
= 0, ∀n, from which (3.99) is derived, and ∂L
∂Ti
=
0, ∀i = 1, .., N , which yields
λi
ηρ0
∑N
n=N+1−i gn + B˜i − 1
B˜i
− λi ln(B˜i)− µ˜i = 0, ∀i, (3.104)
where
B˜i = 1 +
ηρ0
∑N
n=N+1−i gnTi
1− Ti
. (3.105)
Solving (3.104) and (3.105) for Ti, T
∗, is given by (3.100). Also, λi is calculated iteratively
by the subgradient method. 
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Figure 3.19 Proportional fairness versus D1 for N1 = 7 and N2 = 3.
3.3.5 Simulations and Discussion
Two users’ groups are considered, each of which is located in different distance, Di∈{1,2},
from the BS. LetNi denote the number of users of the i-th group. It is assumed that the 1-
st group is located closer to the BS. It is further assumed that η = 0.5, γn = 10
−3dξn, where
dn is the distance of the n-th user from the BS, ξ is the pathloss exponent, N0W = −160
dBm, and P0 = 1 W [105]. The provided results focus on the impact of the number
of users, pathloss value, and distances D1 and D2 on performance, while the proposed
schemes are compared to the benchmark one in [105], i.e., NOMA with fixed decoding
order and adaptive power allocation.
Figs. 3.19, 3.20, 3.21, and 3.22 focus on the effect of D1 on performance, while
assuming D2 = 15 m and groups with unequal number of users, i.e., N1 6= N2. More
specifically, In Figs. 3.19 and 3.20, the maximum proportional fairness achieved by each
scheme is illustrated, for two values of ξ, i.e., ξ = 3 and ξ = 4. When N1 > N2,
higher proportional fairness is achieved for all the considered protocols, especially when
D1 is small. Another notable observation from Figs. 3.19 and 3.20 is that NOMA-
TS outperforms the other two schemes for the whole range of D1 despite the values of
α,N1, N2, while it performs much better than TDMA, when N2 > N1 and α increases,
indicating the resilience of NOMA to higher pathloss values. Also, TDMA outperforms
the benchmark NOMA scheme for the higher values of D1 and especially when N1 > N2.
Finally, when D1 = D2 the two proposed schemes achieve exactly the same performance.
In this case, TDMA should be preferred, since in general, NOMA increases the decoding
complexity at the BS.
In Figs. 3.21 and 3.22 the average rate per user, i.e. the normalized sum rate, the
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Figure 3.20 Proportional fairness versus D1 for N1 = 3 and N2 = 7.
minimum user rate, and the time allocated to EH, are illustrated, versus D1, assuming
ξ = 3.5. It is seen that NOMA-TS outperforms the other two protocols, both in terms
of normalized sum rate and minimum rate. This is because TS increases the degrees of
freedom and any point of the capacity region can be achieved. Moreover, Figs. 3.21 and
3.22 illustrate that, when N1 > N2, the minimum rate achieved by NOMA-TS is equal
to the average rate per user, which however does not happen when N2 > N1 and D1 is
small. In contrast to NOMA, the minimum rate achieved by TDMA is not influenced by
D1. Furthermore, Figs. 3.21 and 3.22 reveal that the number of users in the two groups
also affects the optimal value of T . More specifically, when N2 > N1 and the 1-st user
group is located close to the BS, the time allocated to the EH phase increases. Finally,
it is remarkable that NOMA-TS allocates less time to EH compared to TDMA, for the
whole range of D1, increasing the energy efficiency.
In Fig. 3.23 the considered schemes are evaluated with respect to the number of users,
for three different distances realizations, i.e., i) D1 = 5 m and D2 = 10 m, ii) D1 = 10
m and D2 = 15 m, and iii) D1 = 15 m and D2 = 20 m, assuming that N1 = N2 and
ξ = 3.5. It is observed that NOMA-TS achieves the highest proportional fairness, which
implies that when it is used, instead of the other two protocols, more users can enter to
the system. When both groups of user are closely located to the BS (e.g D1 = 5 m and
D2 = 10 m) NOMA with fixed decoding order and adaptive power allocation outperforms
TDMA. The opposite happens when both groups are located far from the BS, e.g., when
D1 = 10 m and D2 = 15 m and especially when D1 = 15 m and D2 = 20 m, in which
case the benchmark scheme becomes more prone to interference.
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Figure 3.21 Achievable rate and T ∗ for N1 = 7 and N2 = 3.
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Figure 3.22 Achievable rate and T ∗ for N1 = 3 and N2 = 7.
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Chapter 4
Simultaneous Wireless Information
and Power Transfer (SWIPT)
This chapter focuses on SWIPT, which enables the simultaneous transfer of data using
the same RF signals, that are used for WPT. SWIPT can be used, among others, in the
downlink of wireless powered communications, as it has already been mentioned in the
previous chapter, as well as to support the first hop of wireless powered relaying systems.
Both scenarios will be investigated in the following sections, where the corresponding
contributions will be presented. More specifically, the general aim in both scenarios
is to maximize the performance in terms of achievable rate, taking into account the
energy constraints imposed by the SWIPT techniques and their impact on the considered
communication protocols.
4.1 Introduction to SWIPT
SWIPT presupposes the efficient design of the communication system that receives in-
formation and energy simultaneously [16, 17], which also depends on the specific system
implementation [9, 106]. The idea of SWIPT has been reported in various scenarios, such
as one source-destination pair [18, 107], MIMO communications systems [76, 108–114],
orthogonal frequency division multiple access (OFDMA) [18, 70, 77], cooperative net-
works [65, 75, 115–121], communication systems with security [122–124], and cognitive
radio [125–129].
4.1.1 SWIPT Strategies
In accordance to all previous prominent works, practical circuits for harvesting energy
from radio signals are not yet able to decode the carried information directly. In other
words, the signal that is used for harvesting energy cannot be reused for decoding infor-
mation. In order to overcome this problem in single antenna EH nodes, two strategies
have been proposed, i.e., time-switching (TSw) and power-splitting (PS). In TSw, during
a portion of time, the received signal is used solely for EH, instead of decoding, while
PS is based on the division of the signal’s power into two streams [8, 64, 66, 130]. On
the other hand, when MIMO configurations are used, expect for TSw and PS, SWIPT
can also be achieved by using antenna switching (AS) or spatial switching (SS). These
techniques are discussed in more detail in the following subsection. However, it is noted
that MIMO configurations are out of the scope of this thesis.
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4.1.1.1 Time-Switching
TSw enables SWIPT by switching the receiver between information decoding and energy
power transfer, as it is shown in Fig. 4.1. Signal splitting is performed in the time
domain, and, thus, the entire received signal received is utilized either for information
decoding or EH (Fig. 3a). Although the hardware implementation of TS at the receiver
is simple, this technique requires accurate time synchronization and scheduling.
4.1.1.2 Power-Splitting
PS enables the receiver to decode information and harvest energy from the same received
by splitting the received signal into two streams of different power levels using a PS
component, with the power ratio θ
1−θ
, where θ is the power fraction used for information
processing. Thus, as it is shown in Fig. 4.2, one signal stream is sent to the rectenna
circuit for EH, and the other is converted to baseband for information decoding. The
PS technique, apart from being closer to the information theoretical optimum, compared
to TSw, it achieves continuous SWIPT, as the signal received in one time slot is used
for both information decoding and power transfer, however, at the expense of increased
receiver complexity compared to TSw. Therefore, it is more suitable for applications
with critical information/energy or delay constraints.
4.1.1.3 Antenna-Switching
In AS, different antennas are used for information and energy reception, which requires
the division of the receiving antennas in two groups. The number of antennas assigned
to each group is subject to optimization.
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4.1.1.4 Spatial-Switching
SS is based on the singular value decomposition (SVD) of the MIMO channel, which
enables the transformation of the communication link into parallel eigenchannels. Thus,
the main idea behind SWIPT with SS is that the eigenchannels, instead of the receiving
antennas, can be divided in two groups, the output of which is driven to either the
decoding circuit or the rectification one.
4.1.2 Trade-off between the Harvested Energy and the
Achievable Rate
Due to the aforementioned strategies, SWIPT creates an interesting trade-off between
the harvested energy and the achievable rate [66]. More specifically, assuming a point-
to-point communication system, when the harvested energy is maximized the achievable
rate becomes zero, since all the signal’s power or duration of the block is utilized for
energy transfer. The opposite happens when the aim is to maximize the information
rate. Similarly, in a two-hop relaying system, with an EH relay that employs SWIPT,
if too much of the received power is directed to the energy harvesting or the detection
circuit then the first or the second hop might be a burden for the end-to-end quality of
communication, respectively. For example, assuming a self-powered relay that performs
decode-and-forward (DF) relaying with PS, as in [115], if θ is set too low, too much power
is directed to the energy harvesting circuit and there is not sufficient signal power for
decoding, which leads to a decoding failure. On the other hand, if θ is selected too high,
too much signal power is directed to the detection circuit, at the expense of the relaying
transmission power.
4.2 Joint Downlink/Uplink Design for Wireless
Powered Networks with Interference
In this section, the downlink and the uplink of a wireless powered communication network
are jointly optimized, while their rates are improved, by utilizing corresponding priority
weights. In contrast to the system model investigated in Chapter 3, it is assumed that
information is also transferred during downlink, except for energy, by using SWIPT.
Two communication protocols are taken into account, namely TDMA and NOMA. Also,
the role of interference is also investigated. The considered multidimensional non-convex
optimization problems are transformed into the equivalent convex ones and can be solved
with low complexity. The results of the research presented in this section are included in
[131, 132].
4.2.1 Related Work and Motivation
As it has already been shwon in the previous section, which investigated the joint design
of downlink energy transfer and uplink information tranmission in multiuser communica-
tions systems, the rate and fairness can be substantially improved, when uplink NOMA-
TS is utilized. Power allocation in uplink NOMA scenarios, with fixed decoding order
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of the users’ messages, has been investigated in [105], [119], and [133], considering a
single-antenna, multiantenna, and massive MIMO BS, respectively.
Downlink NOMA with SWIPT has been proposed in [120], which provides closed form
expressions for the outage probability of the users, assuming a cooperative communication
system with multiple wireless powered relays. Moreover, in [134] the outage performance
of cooperative relaying for two-user downlink NOMA systems is investigated, while a best
near best far user selection scheme is proposed. Also, SIC in the downlink with SWIPT
has been investigated in [135], which focuses on the coverage probability of a random
user in bipolar ad hoc networks. It should be highlighted that the concept of downlink
is different from that of the uplink NOMA, since in the downlink all users receive the
interfering messages from the same source, i.e., via the same link [84, 136, 137]. For
example, TS is a technique that cannot be applied in downlink NOMA. Interestingly, it
has not be shown yet if and under which circumstances NOMA outperforms orthogonal
schemes, e.g. TDMA, when used for the downlink of WPNs. Regarding this issue, it
should also be considered that the utilization of downlink NOMA, in contrast to uplink
NOMA, implies that SIC takes place at the EH users, and, thus, the corresponding
complexity is increased.
On the other hand, the joint optimization of downlink and uplink information trans-
mission in WPNs has been studied in [70], when the aim is to maximize the energy
efficiency, while utilizing OFDMA. Interestingly, a user far from the BS of a WPN re-
ceives less power than a nearer user, therefore its uplink rate is negatively affected. A
cascade effect of this phenomenon appears when information is also transmitted during
the EH phase, using SWIPT, since the downlink rate of the far user is also affected.
Moreover, the distance of a user from the BS also affects the level of the received interfer-
ence, since, usually, users near the BS receive less interference compared to the cell-edge
users, the performance of which is more severely impaired, despite the potential gain
due to EH from interference signals. This effect, which hereafter will be called cascaded
near-far problem (CnfP), has not been investigated in the existing literature.
4.2.2 Contribution
In this work, a WPN is considered in the presence of interference. The communication
is performed in two phases; during the first phase, the BS transmits information to the
users, while the users also harvest energy, and during the second phase, the users utilize
the harvested energy in order to transmit their messages towards the BS. In this network
setup, the CnfP is caused by: i) the difference in achievable user rates during downlink,
due to their asymmetric positioning, ii) the difference in achievable user rates during
uplink, due to different harvested energy during downlink, iii) the asymmetric impact of
interference on the users, both for the information reception and the EH.
The presented analysis focuses on the optimal system design, in order to reduce the
impact of CnfP in WPNs with interference, considering a sole communication channel
and nodes with single antennas. More specifically, the following aspects are considered
and optimized:
• Two well-known multiple access schemes are considered for the downlink, i.e.,
NOMA and TDMA, in order to investigate their performance in WPNs with inter-
ference. For the uplink, NOMA-TS is assumed, based on the results of the previous
chapter.
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• The minimum downlink and uplink rate is joinly maximized, while achieving a bal-
ance between them, by adding a desirable weight for each rate in the optimization
formulation. It is shown that the resulting high dimensional non-convex optimiza-
tion problems can be transformed to convex ones and, thus, be optimally solved by
well-known methods with low complexity.
• Based on the above optimization solutions, the CnfP and its impact on the per-
formance of WPNs are investigated, for both communication protocols. The im-
plementation of NOMA in the downlink is proved to offer gain over the TDMA
protocol, especially in the case that the users are located at different distances
from the BS, i.e., in the case that the CnfP is strong.
• Extensive comparison between the two considered protocols for the downlink also
verifies that NOMA is a more energy efficient solution than TDMA for usage in the
downlink of WPNs, both in the presence or the absence of interfering sources.
4.2.3 System model
Both the downlink and the uplink of a wireless network are considered, assuming N
users, with n ∈ N = {1, ..., N} and one BS. It is assumed that all users share the
same bandwidth resources and all nodes are equipped with a single antenna. Assuming
channel reciprocity, the channel between the BS and the n-th user, and the corresponding
reciprocal, are denoted by hn and h¯n, respectively, where (¯·) denotes the conjugate of (·),
while the channel power gain is γn = |hn|2 = |h¯n|2. It is further assumed that all nodes
consume energy only for information transmission. Moreover, an interfering source (IS)
is assumed. In line with Fig. 4.3, where the considered system model is presented, the
communication is divided into time frames of unitary duration, each of which consists of
two distinct phases:
Phase 1 (downlink with SWIPT): The BS transmits with power P0, which is used by
the users in order to decode the BS’s messages, as well as to charge their batteries. The
duration of this phase is denoted by 0 ≤ T ≤ 1. Two different protocols are considered,
namely NOMA and TDMA.
Phase 2 (uplink): The remaining amount of time, i.e., 1− T is assigned to the users,
in order to transmit their messages. It is considered that NOMA-TS is used, since it was
proven in [72] that it maximizes the rates and fairness among users.
4.2.3.1 Downlink with NOMA
In this section, the downlink phase is described, when downlink NOMA and simultaneous
power transfer towards the users is applied. NOMA allows the BS to simultaneously serve
all users by using the entire bandwidth to transmit data, through a superposition coding
technique at the transmitter side. According to the NOMA protocol, the BS transmits
the sum of the users’ messages with the corresponding power, that is,
∑N
n=1
√
P dn s
d
n,
where P dn and s
d
n, with E[|s
d
n|
2] = 1, are the allocated power and the message for the
n-th user, respectively, while the superscript (·)d denotes a value for the downlink phase.
Moreover, the transmitting power is subject to
N∑
n=1
P dn ≤ P0. (4.1)
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Figure 4.3 Sequential downlink (with simultaneous energy transfer) and uplink in wire-
less powered networks with multiple users and interference.
It is assumed assume that the signal received by each user is split into two streams,
and the power fraction, 0 ≤ θn ≤ 1, is used for information processing, while the fraction
1− θn is devoted to EH. The observation at the n-th user which is used for information
decoding, considering unitary antenna gains, is given by
ydn = hn
√
θn
N∑
i=1
√
P di s
d
i +
√
θnIn + νn, (4.2)
where νn denotes the additive noise at the n-th user and In is the interfering signal. In
fact, noise is added in two parts of the receiver, i.e. the receive antenna noise and the
circuit noise [66, 109]. However, the power of the antenna noise is too small and can
be neglected, in line with [12, 120]. Thus, in (4.2), only one additive noise parameter is
included.
The j-th user carries out SIC, by detecting and removing the n-th user’s message,
for all n < j, from its observation [83, 136]. Thus, the achievable rate of the n-the user,
n ∈ {1, 2, · · · , N}, is bounded by
Rdn = min(R
d
n→n, R
d
n→n+1, ..., R
d
n→N) (4.3)
where Rdn→j denotes the rate at which user Uj detects the message intended for the n-th
user. In the above,
Rdn→j = T log2
(
1 +
pdnθjγj
θjγj
∑N
i=n+1 p
d
i + θjpI,j + 1
)
, (4.4)
where pdn =
P dn
N0W
and pI,j =
PI,j
N0W
, in which PI,j is the power of the received interference
by the j-th user, N0 is the the white power spectral density of the AWGN and W is
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the channel bandwidth. It is assumed that PI,j is perfectly sensed by the j-th user and
reported to the BS in order to properly allocate the available resources. Note than when
n = N , (4.4) is written as
RdN→N = log2
(
1 +
pdNθNγN
θNpI,N + 1
)
. (4.5)
Hereafter, p = {pd1, . . . , p
d
N} denotes the set of values of transmit power among users and,
θ = {θ1, . . . , θN}, the set of PS factors among users.
The harvested energy by each user is given by
En = η1T (1− θn)
(
γn
N∑
i=1
P di + PI,n
)
, (4.6)
where 0 < η1 < 1 is the efficiency of the energy harvester.
Special Case: Interference-free Downlink
In the case of absence of interfering sources and without loss of generality, the values
θngn enforced to be sorted according to the users’ ordering, i.e.,
θ1γ1 ≤ θ2γ2 ≤ · · · ≤ θNγN . (4.7)
Thus, the achievable data rate of the n-th user, n ∈ {1, 2, · · · , N}, can be obtained as
Rdn = T log2
(
1 +
pdnθnγn
θnγn
∑N
i=n+1 p
d
i + 1
)
, (4.8)
which for n = N is written as
RdN = T log2
(
1 + pdNθNgN
)
. (4.9)
Note that (4.8) is conditioned on Rdn→j ≥ R
d
t,n, ∀n < j, where R
d
t,n denotes the
targeted rate of the n-th user. When Rdt,n is determined opportunistically through the
user’s channel condition, i.e., Rdt,n ≤ R
d
n, it can be easily verified that the condition
Rdn→j ≥ R
d
t,n always holds since θjγj ≥ θngn for j > n. Consequently, the users’ data
rates can be given directly by (4.8).
4.2.3.2 Downlink with TDMA
When TDMA is used in the downlink, the BS serves by sequentially sending the non-
interfering signals, sdn, n ∈ N , with transmit power P0. In this case,
N∑
n=1
tn ≤ T, (4.10)
where tn ≥ 0 denotes the amount of time that is allocated to each user. Hereinafter,
t = {t1, . . . , tN}, will be used to denote the set of values of allocated time among users.
Thus, during the time allocated for the j-th user, considering unitary antenna gains,
the n-th user receives
ydn = hn
√
P0s
d
j + In + νn, j 6= n. (4.11)
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It is assumed that when the BS transmits the message of the j-th user, the n-th user
utilizes all the received power for harvesting. On the other hand, when j = n, its
own message is transmitted by the BS. Then, it is assumed that the n-th user splits
the received power in two streams, i.e., the power fraction θn is used for information
processing, while the fraction 1 − θn is used for harvesting. In that case, the received
signal is given by
yn = hn
√
θnP0s
d
n +
√
θnIn + νn, (4.12)
and the corresponding rate is
Rdn = tn log2(1 +
θnρ0γn
θnpI,n + 1
), (4.13)
with ρ0 =
P0
N0W
. Finally, the total harvested energy is given by
En = η1(γnP0 + PI,n)
∑
i∈N
ti − η1θntn(γnP0 + PI,n). (4.14)
4.2.3.3 Uplink
It is highlighted that Phase 2, i.e., the uplink phase, is common for both methods assumed
for the downlink. TS can be combined with NOMA for the uplink, since the decoding of
all messages takes place at the BS, in contrast to downlink NOMA. Therefore, NOMA-TS
has been selected for the uplink, according to which all users simultaneously send their
messages, sun, where E[|s
u
n|
2] = 1, with transmit power P un for the n-th user, while the
superscript (·)u denotes a value for the uplink phase. Thus, the observation at the BS,
assuming unitary antenna gains and efficiency of users’ amplifiers, is given by
yu =
N∑
n=1
h¯n
√
P un s
u
n + I + ν0, (4.15)
where I denotes the interfering signal and ν0 denotes the additive noise at the BS. As
mentioned in Section 3.2, by using SIC and TS, the capacity region is bounded by [72]
∑
n∈Mk
R˜un ≤ (1− T ) log2
(
1 +
∑
n∈Mk
punγn
pI,0 + 1
)
, ∀Mk :Mk ⊆ N , (4.16)
with R˜un being the uplink rate achieved by the n-th user, p
u
n =
P un
N0W
, pI,0 =
PI,0
N0W
, and PI,0
is the power of the interference received by the BS. It is assumed that PI,0 is perfectly
sensed by the BS. Finally, Mk denotes any possible subset of the users.
It is assumed that the energy required to receive/process information is negligible
compared to the energy required for information transmission [120, 121, 126]. Thus,
when users utilize solely the energy that they harvest during the 1-st phase, denoted
by En, to transmit their information, and unitary efficiency of the user’s amplifier is
assumed, then P un can be calculated as
P un =
En
1− T
. (4.17)
Note that the harvested energy, En, depends on the selected protocol for the downlink,
i.e. NOMA or TDMA.
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4.2.4 Resource Allocation
In this section, both the downlink and the uplink rate are maximized, while achieving:
i) fairness among users, by ensuring that the maximized rate can be achieved by each of
them, and ii) a balance between the downlink and the uplink rate. To this end, an auxil-
iary variable R is used, which denotes the lower bound of the weighted downlink/uplink
rates, i.e. R
d
n
α
and R˜
u
n
β
, where α, β ≥ 0, with α+β = 1, correspond to the weights used for
the downlink and uplink, respectively. Thus, according to the above, it must hold that
Rdn ≥ αR, (4.18)
and
R˜un ≥ βR, (4.19)
For example, when α = 1 or α = 0, only the downlink or uplink is optimized, respectively.
By setting α = 0.5, the aim is to achieve the same rate for both the downlink and
the uplink. Moreover, in the problem formulation, regarding the downlink, the specific
formulation according to both protocols that are presented in Section 4.2.3 is taken into
account.
4.2.4.1 Downlink with NOMA
Taking into account (4.17) and (4.6), the constraint in (4.16) can be rewritten as
∑
n∈Mk
R˜un ≤ (1− T ) log2

1 +
η1T
∑
n∈Mk
(1− θn)γn
(
γn
N∑
i=1
pdi + pI,n
)
(1− T )(pI,0 + 1)

 , ∀Mk :Mk ⊆ N .
(4.20)
The minimum rate maximization problem can be written as
max
R,T,p,θ
R
s.t. C1 : min(R
d
n→n, R
d
n→n+1, ..., R
d
n→N) ≥ αR, ∀n ∈ N ,
C2 : (1− T ) log2

1+η1T
∑
n∈Mk
(1−θn)γn
(
γn
N∑
i=1
pdi+pI,n
)
(1−T )(pI,0+1)

 ≥ β||Mk||R, ∀Mk ⊆ N ,
C3 :
∑N
n=1 p
d
n ≤ ρ0,
C4 : 0 ≤ θn ≤ 1, ∀n ∈ N ,
C5 : p
d
n ≥ 0, ∀n ∈ N ,
C6 : 0 ≤ T ≤ 1,
(4.21)
where ||.|| denotes cardinality and C1, C2, C3 correspond to (4.3) and (4.18), (4.19) and
(4.20), and (4.1), respectively, while the remaining constraints (i.e., C4-C6) force the
optimized variables not to exceed their maximum/minimum value.
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Using the epigraph form of (4.21), it can be rewritten as
max
R,T,p,θ
R
s.t. C1 : T log2
(
1 +
pdnθjγj
θjγj
∑N
i=n+1 p
d
i+θjpI,j+1
)
≥ αR, ∀n ∈ N , j ∈ {n, ..., N},
C2 : (1− T ) log2

1 + η1T
∑
n∈Mk
(1−θn)γn
(
γn
N∑
i=1
pdi+pI,n
)
(1−T )(pI,0+1)

 ≥ β||Mk||R, ∀Mk ⊆ N ,
C3 :
∑N
n=1 p
d
n ≤ ρ0,
C4 : 0 ≤ θn ≤ 1, ∀n ∈ N ,
C5 : p
d
n ≥ 0, ∀n ∈ N ,
C6 : 0 ≤ T ≤ 1.
(4.22)
Note that the epigraph form is a useful tool from optimization theory. It represents a set
of points (i.e., a graph) above or below the considered function [50].
Proposition 4.1. The inequality in C3 can be replaced by equality, without excluding the
optimal from the set of all solutions.
Proof. Let’s assume that the optimalR, denoted byR∗ is achieved when p∗ = {p∗1, ..., p
∗
N},
for which
∑N
n=1 p
∗
n < ρ0. Let p
′ be another set, for which p′ = {ρ0−
∑N
n=2 p
∗
n, p
∗
2, ..., p
∗
N},
i.e., it is the same vector as p∗, apart from the power allocated to the first user. Since∑N
n=1 p
′
n = ρ0, it is p
′
1 > p
∗
1 and thus the rates at which all users (including U1) detect
the message of the U1 is improved. Thus, since R
d
1 = min(R
d
1→1, R
d
1→2, ..., R
d
1→N), R
d
1 is
increased. At the same time, the values for the rest users’ rates are retained, since the
message of the first user is canceled by the rest of the users. Therefore, all users’ rates
remain the same, while Rd1 is increased. In this way, all inequalities regarding R
∗ are still
satisfied. Thus, at least R∗ can be achieved by p′, contradicting the sole optimality of
p∗. 
Proposition 4.1 is critical for the replacement of the constraint in C2 with
(1− T ) log2

1 + η1T
∑
n∈Mk
(1− θn)γn (γnρ0 + pI,n)
(1− T )(pI,0 + 1)

 ≥ β||Mk||R, ∀Mk ⊆ N . (4.23)
The time splitting parameter, T , which appears in the capacity formula in both the
downlink and uplink, couples the power allocation variables p and θ and results in a non-
convex problem. It is noted that there is no standard approach for solving non-convex
optimization problems in general.
In order to overcome this issue and provide a tractable solution, a full search with
respect to T is performed. Particularly, for a given value of T , the variables p and θ are
optimized with the aim to maximize the corresponding minimum rate. The procedure is
repeated for all possible values of T and record the corresponding achieved values of R.
However, even with this simplification the problem remains non-convex, with respect
to p and θ, which are coupled. To this end, the initial variables are replaced by pdn ,
exp(p˜n), θn , exp(θ˜n), and R , exp(R˜), and the optimization problem in (4.22), after
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some mathematic manipulations, can now be written as
max
R˜,p˜,θ˜
R˜
s.t. C1 : T log2
(
1 +
exp(p˜n) exp(θ˜j)γj
exp(θ˜j)γj
∑N
i=n+1 exp(p˜i)+exp(θ˜j)pI,j+1
)
≥ α exp(R˜), ∀n ∈ N , j ∈ {n, ..., N},
C2 : (1− T ) log2
(
1 +
η1T
∑
n∈Mk
(1−exp(θ˜n))γn(γnρ0+pI,n)
(1−T )(pI,0+1)
)
≥ β||Mk|| exp(R˜), ∀Mk ⊆ N ,
C3 :
∑N
n=1 exp(p˜n) = ρ0,
C4 : 0 ≤ exp(θ˜n) ≤ 1,
C5 : exp(p˜n) ≥ 0,
(4.24)
which is still non-convex. However, after some mathematic manipulations and by relaxing
the equality in C3 with inequality, the optimization problem in (4.24) can be rewritten
as
max
R˜,p˜,θ˜
R˜
s.t. C1 : ln
(
pI,j exp(−p˜n)+exp(−p˜n−θ˜j)
γj
+
N∑
i=n+1
exp(p˜i − p˜n)
)
+ ln(2
α exp(R˜)
T − 1) ≤ 0, ∀n ∈ N , j ∈ {n, ..., N},
C2 :
∑
n∈Mk
exp(θ˜n)γn(γnρ0 + pI,n) +
(1−T )(PI,0+1)
η1T
2
β||Mk|| exp(R˜)
1−T
≤
∑
n∈Mk
γn(γnρ0 + pI,n) +
(1−T )(pI,0+1)
η1T
, ∀Mk ⊆ N ,
C3 :
∑N
n=1 exp(p˜n) ≤ ρ0,
C4 : θ˜n ≤ 0, ∀n ∈ N .
(4.25)
Note that the left inequality of C4 and C5 of the optimization problem in (4.24) are
always valid, thus, they vanish from (4.25).
Proposition 4.2. The optimization problem in (4.25) is convex.
Proof. The objective function of (4.25) and C4 are linear. Regarding C1, the first term
is a convex log-sum-exp function [50], while the second term, i.e.,
f = ln(2
α exp(R˜)
T − 1) (4.26)
is also convex, considering that ∂
2f
∂R2
≥ 0 [50]. This can be easily proved, since
∂2f
∂R2
=
2z˜1 z˜1 ln(2)
(
2z˜1 − z˜1 ln(2)− 1
)
(2z˜1 − 1)2
, (4.27)
with z˜1 =
α exp(R˜)
T
. Note that w = 2z˜1 − z˜1 ln(2)− 1 is an increasing function with respect
to z˜1 and when z˜1 → 0, w → 0. Finally, the left side of the constraints C2 and C3 are
sum-exp functions and, thus, convex. 
Proposition 4.2 is also critical, since it proves that (4.25) can be optimally solved in
polynomial time, by well-known algorithms, such as the interior-point method [50].
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Special Case: Interference-free Communication
This subsection focuses on the absence of interference, and, thus, mainly on the parts of
(4.21) that change. First, the constraint C1 can be replaced by two simpler constraints
i.e. (4.7) and (3.50). Moreover, when interference is zero, the inequality in (4.20) can be
rewritten as
∑
n∈Mk
R˜un ≤ (1− T ) log2

1 +
(η1T
N∑
i=1
pdi )
∑
n∈Mk
(1− θn)γ2n
1− T

 , ∀Mk :Mk ⊆ N . (4.28)
Consequently, using the epigraph form, the minimum rate maximization problem can be
expressed as
max
R,T,p,θ
R
s.t. C1a : θnγn ≤ θn+1γn+1, ∀n ∈ {1, ..., N − 1},
C1b : T log2

1 + pdnθnγn
θnγn
N∑
i=n+1
pdi+1

 ≥ αR, ∀n ∈ N ,
C2 : (1− T ) log2

1 + (η1T
N∑
i=1
pdi )
∑
n∈Mk
(1−θn)γ2n
1−T

 ≥ β||Mk||R, ∀Mk ⊆ N ,
C3 :
∑N
n=1 p
d
n ≤ ρ0,
C4 : 0 ≤ θn ≤ 1, ∀n ∈ N ,
C5 : p
d
n ≥ 0, ∀n ∈ N ,
C6 : 0 ≤ T ≤ 1.
(4.29)
Subsequently, using one-dimensional search for the optimization of T and similar steps
as the ones in the previous subsection, (4.29) can be rewritten as
max
R˜,p˜,θ˜
R˜
s.t. C1a : θ˜n − θ˜n+1 ≤ ln
(
γn+1
γn
)
, ∀n ∈ {1, ..., N − 1},
C1b : ln
(
exp(−p˜n−θ˜n)
γn
+
N∑
i=n+1
exp(p˜i − p˜n)
)
+ ln(2
α exp(R˜)
T − 1) ≤ 0, ∀n ∈ N ,
C2 :
∑
n∈Mk
exp(θ˜n)γ
2
n +
1−T
η1ρ0T
2
β||Mk|| exp(R˜)
1−T ≤
∑
n∈Mk
γ2n +
1−T
η1ρ0T
, ∀Mk ⊆ N ,
C3 :
∑N
n=1 exp(p˜n) ≤ ρ0,
C4 : θ˜n ≤ 0, ∀n ∈ N .
(4.30)
Considering Proposition 4.2 and the linearity of C1a, it can be easily proved that the
optimization problem in (4.30) is a convex one. Taking into account the replacement of C1
with C1a and C1b, it is observed that (4.30) is simpler than (4.25) since the
∑N−1
i=0 (N − i)
nonlinear constraints are replaced by N − 1 linear constraints and solely N nonlinear
ones.
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4.2.4.2 Downlink with TDMA
The minimum rate maximization problem, taking into acount (4.17), (4.14) and the
constraint in (4.16), can be rewritten as
∑
n∈Mk
R˜un ≤ (1− T ) log2

1 +
η1
∑
n∈Mk
γn
(
(γnρ0 + pI,n)
∑
i∈N
ti − θn(γnρ0tn + pI,n)
)
(1− T )(1 + pI,0)

 ,
∀Mk :Mk ⊆ N .
(4.31)
The minimum rate maximization problem, using the epigraph form, as in (4.21), can be
written as
max
R,T,t,θ
R
s.t. C1 : tn log2(1 +
θnpγn
θnpI,n+1
) ≥ αR, ∀n ∈ N ,
C2 : (1− T ) log2

1 + η1
∑
n∈Mk
γn
(
(γnρ0+pI,n)
∑
i∈N
ti−θntn(γnρ0+pI,n)
)
(1−T )(1+pI,0)


≥ β||Mk||R, ∀Mk ⊆ N ,
C3 :
∑N
n=1 tn ≤ T,
C4 : 0 ≤ θn ≤ 1, ∀n ∈ N ,
C5 : tn ≥ 0, ∀n ∈ N ,
C6 : 0 ≤ T ≤ 1,
(4.32)
where C1, C2, and C3 correspond to (4.13) and (4.18), (4.19) and (4.31), and (4.10),
respectively, while the rest of the constraints (i.e., C4-C6) limit the optimized variables
not to exceed their maximum/minimum value.
Proposition 4.3. The inequality in C3 can be replaced by equality without excluding the
optimal from the set of all solutions.
Proof. The proof is similar to that of Proposition 4.1. 
Considering Proposition 4.3, C2 can be replaced by
∑
n∈Mk
R˜un ≤ (1− T ) log2

1 + η1
∑
n∈Mk
γn ((γnρ0 + pI,n)T − θntn(γnρ0 + pI,n))
(1− T )(1 + pI,0)

 ,
∀Mk :Mk ⊆ N .
(4.33)
Moreover, one-dimensional search is assumed for the optimization of T . However, even
with these simplifications, the optimization problem in (4.32), remains non-convex due
to the coupling of the variables θ and t.
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Next, by setting tn , exp(t˜n), θn , exp(θ˜n), and R , exp(R˜), the optimization
problem in (4.32) can be rewritten as
max
R˜,t˜,θ˜
R˜
s.t. C1 : exp(t˜n) log2
(
1 + exp(θ˜n)ρ0γn
exp(θ˜n)pI,n+1
)
≥ α exp(R˜), ∀n ∈ N ,
C2 : (1− T ) log2
(
1 +
η1
∑
n∈Mk
γn((γnρ0+pI,n)T−exp(θ˜n+t˜n)(γnρ0+pI,n))
(1−T )(1+pI,0)
)
≥ β||Mk|| exp(R˜), ∀Mk ⊆ N ,
C3 :
∑N
n=1 exp(t˜n) = T,
C4 : 0 ≤ exp(θ˜n) ≤ 1,
C4 : exp(t˜n) ≥ 0,
(4.34)
which, after some mathematic manipulations and by relaxing the equality in C3 with
inequality, can be expressed as
max
R˜,t˜,θ˜
R˜
s.t. C1 : ln
(
2α exp(R˜−t˜n) − 1
)
+ ln
(
pI,n + exp(−θ˜n)
)
≤ ln(ρ0γn), ∀n ∈ N ,
C2 :
∑
n∈Mk
exp(θ˜n + t˜n)γn(γnρ0 + pI,n) +
(1−T )(1+pI,0)
η1
2
β||Mk|| exp(R˜)
1−T
≤ T
∑
n∈Mk
γn(γnρ0 + pI,n) +
(1−T )(1+pI,0)
η1
, ∀Mk ⊆ N ,
C3 :
∑N
n=1 exp(t˜n) ≤ T,
C4 : θ˜n ≤ 0, ∀n ∈ N .
(4.35)
Note that the left inequality of C4 and C5 in the optimization problem (4.34) are always
valid, thus, they vanish from (4.35).
Proposition 4.4. The optimization problem in (4.35) is convex.
Proof. The proof is similar to that of Proposition 4.2. Note that the first term of the left
side of C1, i.e.,
f = ln
(
2α exp(R˜−t˜n) − 1
)
(4.36)
is a function of the variables R˜ and t˜n, thus its convexity must be proved considering its
Hessian matrix rather than its second derivatives. More specifically, its Hessian matrix
has non-negative eigenvalue, which is
φ =
2z˜2+1z˜2 ln(2)
(
2z˜2 − z˜2 ln(2)− 1
)
(2z˜2 − 1)2
, (4.37)
where z˜2 = α exp(R˜ − t˜n). 
It needs to be mentioned that the optimization problem in (4.35) is simpler than
(4.25), since it has a lower number of non-linear constraints due to C1.
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4.2.5 Simulations and Discussion
In this section, simulation results are presented for a system with N = 2 or N = 3 users,
for η1 = 0.5. When N = 2, the distances of the users from the BS are d1 = 5 m and
d2 = 1 m, while for N = 3, it is d1 = 5 m, d2 = 3 m, and d3 = 1 m, respectively. A
bounded path loss model is adopted
γn =
1
1 + dξn
, (4.38)
as in [117], where ξ is the path-loss exponent, with ξ = 2, while fast fading is neglected,
in order to focus on the asymmetry of the system due to different user distances from the
BS. The indexing of the users is in ascending order with respect to their channel gains,
γn. Finally, one-dimensional search is performed for the optimization of T , with a step
of 0.01.
4.2.5.1 Communication in the Presence of Interference
Regarding the source of interference, for the sake of convenience for the illustration, a
sole interfering source (IS) is considered, the distance of which from the BS is denoted
by D0. It is assumed that the BS, the users and the IS are located on a single line,
connecting the BS and the IS. Then, the received interference by each user (normalized
by the noise power) is given by
pI,n =
pIS
1 + (D0 − dn)ξ
, (4.39)
where pIS =
PIS
N0W
, with PIS being the transmit power of the IS. Also, the normalized
interference received by the BS is calculated as
pI,0 =
pIS
1 +Dξ0
. (4.40)
Hereinafter, it is assumed that pIS = 40 dB.
In Fig. 4.4, the rate achieved in the uplink and in the downlink, for N = 2, 3, is
depicted with respect to the value of α, in the presence of the IS. It is obvious that
in the case of α < 0.5, the uplink rate cannot be substantially increased, by either of
the two protocols used during the downlink, mainly because of the power that can be
harvested and then reused during uplink. However, when priority is given to the downlink
rate, i.e., for α > 0.5, the downlink rate is substantially improved. Furthermore, for
values α > 0.85, the use of NOMA during downlink offers a considerable gain in the
achieved rate, for both values of the number of users, compared to TDMA. Therefore, it
is concluded that the NOMA protocol in the downlink can provide more fair performance
to the users than TDMA, even in the presence of interference.
In Fig. 4.5, the optimized T that is dedicated to the downlink is depicted with respect
to the value of α, for the same setup as in Fig. 4.4. It is easily observed that, for α < 0.8,
the time allocated for the downlink is practically unaltered. Thus, comparing to Fig. 4.4,
one can conclude that the achieved minimum uplink rates and the optimal time allocation
do not change considerably for α < 0.8, while the increase in the value of the minimum
downlink rates is mainly due to the different power allocation and PS, and not due to
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Figure 4.4 Impact of α on the minimum rate, for ρ0 = 40 dB, pIS = 40 dB, and D0 = 20
m.
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Figure 4.5 Impact of α on T , for ρ0 = 40 dB, pIS = 40 dB, and D0 = 20 m.
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Figure 4.6 Impact of ρ0 on the minimum rate for pIS = 40 dB, D0 = 20 m, and different
values of α.
a different optimal value for the time allocation factor T . However, for α > 0.8, when
priority is given mainly to the downlink, the time allocated for downlink (and thus for EH
as well) substantially increases, which leads to a considerable increase in the downlink
rates. It is further observed by Fig. 4.5 that the time allocated for downlink is higher in
the case of TDMA, rather than for NOMA. This indicates that more harvested energy
is needed for TDMA. Taking into account that NOMA achieves better rates with less
harvested power, it is induced that NOMA is more energy efficient than TDMA for the
downlink.
In Fig. 4.6, the achieved minimum rate in the uplink and the downlink is investigated,
when α = 0.6 and α = 0.8, with respect to the total transmit power of the BS, ρ0. The
IS is located again at distance D0 = 20 m, with transmit power pIS = 40 dB. From Fig.
4.4, one can observe that, when ρ0 = 40 dB, the uplink rate is practically the same, for
both values of α. Furthermore, both NOMA and TDMA achieve the same uplink rate
for these values of α. This is observed for other values of ρ0 as well, thus the uplink rate
is plotted only once in Fig. 4.6 for each number of users. However, the downlink rate,
although it is practically the same for both protocols, it differs according to the choice
of α, since α = 0.8 leads to higher rate, i.e., when priority is given to the downlink. For
both values of α, it is easily seen that, for transmit power ρ0 > 30 dB, the rate increases
faster, compared to transmit power values between 20 and 30 dB. This indicates that,
when ρ0 = 30 dB, the interference imposed by the IS can now be mitigated easier, due
to the available transmit power at the BS, achieving increasing data rates. This is more
obvious for higher values of α.
Accordingly, in Fig. 4.7, the impact of ρ0 on the allocated time T to the downlink, is
illustrated for α = 0.6 and α = 0.8. Again, the results of both NOMA and TDMA are
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Figure 4.7 Impact of ρ0 on T for pIS = 40 dB, D0 = 20 m, and different values of α.
the same, so they are plotted only once. It is easily seen that, for both numbers of users,
N = 2, 3, when α = 0.8, more time is allocated to the downlink and, consequently, to
the EH, which is expected, since the downlink is given higher priority.
In Figs. 4.8 and 4.9, a system with N = 2, 3 users as in the previous cases is con-
sidered, while the impact of the distance D0 is examined, at which the IS is located, on
the achieved uplink/downlink rate and the optimized allocated time T , for both NOMA
and TDMA protocols. More specifically, the distance D0 varies between D0 = 10 and
D0 = 100 m. From Fig. 4.8, it is easily observed that, when the IS is located further from
the users and the BS, i.e., when the power of the interference is low, NOMA achieves sub-
stantial gains, both for the uplink and the downlink rates, compared to TDMA. This is
mostly evident for D0 > 40 m. Therefore, NOMA seems to be less prone to interference
than TDMA, when the received unwanted power is low. Furthermore, from Fig. 4.9,
the TDMA protocol requires more time T allocated to the downlink and therefore, to
EH, especially when the IS is located further from the BS and the users. This indicates
that the NOMA protocol is more energy efficient from TDMA, since it achieves better
performance, with less harvested energy, for varying power levels of interference.
Next, motivated by the energy efficiency and the resilience towards low levels of
interference that NOMA presents compared to TDMA, numerical results for the case of
interference-free communication are presented, in order to investigate the performance
gains offered by NOMA in the downlink, compared to TDMA, in absence of interfering
sources.
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Figure 4.10 Impact of α on the minimum rate, for ρ0 = 40 dB.
4.2.5.2 Interference-free Communication
This subsection presents numerical results for the special case when no interference is
considered. More specifically, in Fig. 4.10, the rate achieved in the uplink and in the
downlink, for N = 2, 3, is depicted with respect to the value of α. As expected, when
α > 0.5, since the downlink is prioritized over the uplink, the achieved rate for the
downlink is higher. However, in the absence of interference, the impact of the value of
α is more evident on the achieved rates, since for α > 0.5, the uplink rate decreases,
while the downlink rate is substantially increased. Regarding the comparison between
NOMA and TDMA for the downlink, the two protocols seem to perform similarly, when
priority is given for the uplink rate, i.e., when α < 0.5. However, for α > 0.5, NOMA
outperforms TDMA in the end-to-end optimization, achieving higher rates for the uplink
and downlink, when compared to TDMA, in contrast to the case of interference, when
NOMA outperformed TDMA only for values of α > 0.8. In Fig. 4.10, it can be seen
that NOMA can achieve the same downlink rate with TDMA but for a lower value of α,
which translates in higher uplink rate. For example, the highest downlink rate achieved
by TDMA, which is for α = 1 when the uplink rate is zero, is achieved by NOMA for
α ≈ 0.85, where the uplink rate is non-zero. When N increases, the achieved rate is
reduced, however it also depends on the choice of α, thus revealing a tradeoff between
the desired rate and the prioritization between the downlink and the uplink.
In Fig. 4.11, the same setup as Fig. 4.10 is examined, but the optimized time fraction
dedicated to the downlink phase when the users harvest energy is depicted with respect to
the value of α, for both protocols used in the downlink. Comparing with Fig. 4.5 where
interference is present, it is observed that the time allocated for the downlink increases
for values of α > 0.5, instead of α > 0.8. In the case of interference-free communication,
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similarly to Fig. 4.5, TDMA requires more time dedicated to the downlink and thus for
EH, indicating once more that NOMA is a more energy-efficient solution than TDMA.
In Fig. 4.12, the achieved rate for the downlink and the uplink is presented, with
respect to the transmit signal-to-noise ratio, ρ0, when α = 0.8. One can observe that
NOMA performs better than TDMA, as ρ0 increases, in contrast to the case of interfer-
ence, when both protocols achieved the same performance, for α = 0.8. Another useful
observation from this figure, but also from Fig. 4.6, is the fact that, for N = 3, the
rate increases with a smaller slope as ρ0 increases, which is expected since it reflects the
congestion of the multiple access schemes in use, as the number of users increases.
In Fig. 4.13, the optimal value of T is plotted against the value of ρ0, when α = 0.8,
in the absence of interference. A very interesting observation is that, although the time
dedicated to the downlink - and, consequently, to the EH - decreases as ρ0 increases,
this is reversed after a value for ρ0, for both N = 2 and N = 3, implying that higher
availability of power at the BS will require more time dedicated to the downlink, after
that value of ρ0. This can be explained as follows: as observed in Fig. 4.12 for N = 3,
the slope of the rate increase is smaller for large ρ0. Thus, increasing only the available
power at the BS leads to saturation regarding the achievable rate, and therefore, further
optimization can be achieved mainly by increasing the time dedicated to downlink, and
not the transmit power.
Finally, in Fig. 4.14, where only two users are assumed in the absence of interfering
source, the impact of asymmetric distances between the users and the BS is investigated.
More specifically, the achieved rate is illustrated with respect to the distance of the first
user, when the distance of the second user is fixed to d2 = 1 m, while α = 0.8 and ρ0 = 40
dB. The gains in terms of achieved rate that NOMA can offer compared to TDMA in the
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downlink are greater, as the CnfP becomes more intense. Thus, it is clear that the NOMA
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Figure 4.14 The impact of distance on the minimum rate, for α = 0.8, ρ0 = 40 dB, and
d2 = 1 m.
scheme can offer more fairness than TDMA, when users are asymmetrically located with
respect to the BS.
4.3 Throughput Maximization in Multicarrier
Wireless Powered Relaying Networks
Motivated by the implementation of WPT in cooperative networks, the application of
SWIPT in multicarrier relaying network is investigated, with the aim to to optimize
the QoS and the utilization of the available resources. More specifically, the section is
devoted on the joint optimization of the achievable rate, the allocated power among the
different carriers, and the PS ratio, when the amplify-and-forward (AF) relaying protocol
is considered. The results of the research presented in this section are included in [138].
4.3.1 Related Work and Motivation
The employment of relays is known to enhance the QoS and increase the network coverage,
especially when there is no line of sight (LoS) between the source and the destination.
With simultaneous employment of energy harvesting and WPT, the relay nodes can be
self-powered and independent [115, 117, 139]. Thus, the utilization of wireless powered
relay nodes proves to be extremely efficient, when the relay nodes have to be placed in
remote positions and supplying them with the required power is difficult and costly.
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It is noted that in [92, 115, 139], each source was assumed to have access to a sole
communication channel, while only the DF relaying prtocol has been considered. Thus,
although an expression for the optimal PS parameter has been derived in [115, 117], the
presented analysis cannot be directly extended to the case of multiple channels, where
the joint optimization of dynamic PS and power allocation becomes challenging.
4.3.2 Contribution
In this section, a source and a destination are considered, which communicate through
a wireless-powered relay over multiple channels. The AF protocol is considered, for
low-complexity relay nodes, since it does not require decoding of the received signal.
Note that AF relaying is included in the LTE-A standard [140]. It is further assumed
that the relay is able to harvest energy from other sources -if available- such as solar
power, wind etc., presenting a general optimization framework, which can accommodate
various EH techniques, combined with WPT. Finally, for the problem of dynamic PS
and power allocation on each of the available channels at the source and the relay, the
maximization of the total throughput and the limitations of WPT process are taken into
account. In order to solve this problem, two solutions are proposed: An optimal one and
a fast-converging low-complexity iterative one. Simulation results reveal the importance
of the proposed dynamic optimization problem, while they verify the effectiveness of the
fast-converging proposed iterative solution.
4.3.3 System Model
A source (S), which communicates with a destination (D) via a relay (R) over Nc inde-
pendent channels, is assumed, as shown in Fig. 4.15. The relay is wireless powered and
amplifies and forwards the received signals. Moreover, no LoS between the source and
the destination exists, which makes the relay’s utilization of significant importance.
Figure 4.15 System model overview.
The S-R and R-D channel coefficients over the i-th channel are denoted by hs,i and hr,i
respectively, and are considered independent complex Gaussian random variables with
zero mean, i.e. hs,i ∼ CN (0, σ
2
s,i) and hr,i ∼ CN (0, σ
2
r,i), where σ
2
s,i and σ
2
r,i represent both
path loss and shadowing. Antenna gains and the eficciency of relay’s amplifier are not
taken into account, i.e., they are assumed to be unitary. Furthermore, it is assumed that
the relay performs EH by PS. The signal is split into two streams, and the power fraction,
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θ, is used for harvesting, while the fraction 1 − θ is devoted to information processing.
The received signal over the i-th channel is [115]
yr,i =
√
(1− θ)Ps,ihs,iss,i + νr,i (4.41)
where Ps,i is the transmitted power by the source on the i-th channel, ss,i is the trans-
mitted signal on the i-th channel and νr,i is the AWGN at R, i.e. νr,i ∼ CN (0, N0Wi),
with Wi being the i-th channel bandwidth. The total harvested power at R is
Prt = η1θ
Nc∑
i=1
Ps,i|hs,i|
2 + Pr0 (4.42)
where 0 < η1 < 1 is the efficiency of the energy harvester and Pr0 denotes the available
power from other sources (apart from SWIPT) and/or other fixed power needs of R
(except for retransmission). A case of special interest is when Pr0 = 0, in which the relay
utilizes all the harvested energy by SWIPT for retransmission.
The relay multiplies the received signal in (4.41) by
Gr,i =
√
Pr,i
(1− θ)Ps,i|hs,i|2 +N0Wi
(4.43)
where, Pr,i, is the power transmitted by the relay over the i-th channel. Since R harvests
energy from the first hop, which is then redistributed over the available channels, the
transmission power values Pr,i of R depend on the values Ps,i of S, the ratio θ, the
efficiency η1 and the channel coefficients hs,i. More specifically, it holds that
Nc∑
i=1
Pr,i ≤ Prt, (4.44)
where Prt is given in (4.42). Thus, each Pr,i needs to be optimally determined.
The signal which is received at the destination over the i-th channel is given by
yd,i = hr,iGr,i yr,i + νd,i (4.45)
where νd,i is the AWGN added at the destination with νd,i ∼ CN (0, N0Wi). If the SNR
of the S-R and R-D communication links on the i-th channel are
γs,i =
(1− θ)Ps,i|hs,i|2
N0Wi
(4.46)
and
γr,i =
Pr,i|hr,i|2
N0Wi
, (4.47)
respectively, then the total achievable rate is
Rtot =
Nc∑
i=1
1
2
Wi log2(1 + γtot,i), (4.48)
where the factor 1
2
is due to the half duplex operation of the relay and γi is the end-to-end
SNR, given by
γtot,i =
γs,iγr,i
γs,i + γr,i + 1
. (4.49)
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4.3.4 Power Allocation and Splitting Optimization
In this section, the joint dynamic power allocation and splitting optimization problem
is solved. The optimization is performed by a node with full channel state information
(CSI). During estimation, R acquires CSI regarding the S-R link, while D acquires CSI
regarding the R-D link, from pilot symbols sent by S and R respectively. The corre-
sponding CSI is sent via feedback to the node which performs the optimization. The
optimization problem can be defined as
max
Ps,θ,Pr
Rtot
s.t. C1 :
∑Nc
i=1 Pr,i ≤ Prt,
C2 :
∑Nc
i=1 Pr,i ≤ Prm,
C3 :
∑Nc
i=1 Ps,i ≤ Psm,
C4 : 0 ≤ θ ≤ 1,
C5 : Ps,i ≥ 0, ∀i,
C6 : Pr,i ≥ 0, ∀i,
(4.50)
where Ps and Pr are the sets of the allocated power, Ps,i and Pr,i, respectively. Con-
straint C1 represents the limited harvested power which is available for retransmission.
Constraints C2 and C3 include the hardware and regulations limitations Prm and Psm on
the total transmitted power by R and S, respectively.
4.3.4.1 Optimization with One-dimensional Search for θ
The optimization problem (4.50) is non-convex, therefore the complexity to solve it is
high, mainly due to the existence of the PS ratio θ, which couples the power allocation
variables and results in a non-convex function. In order to overcome this limitation and
derive a tractable power allocation algorithm, a full search with respect to θ is performed,
as in [18]. In practice, in order to solve (4.50), the range of θ ∈ [0, 1] in K + 1 equally
spaced intervals is discretized, i.e. θ ∈ {0, θ1, θ2, . . . , θK , 1}. For the interval width,
∆θ = θn − θn−1, it holds that 0 < ∆θ << 1, while for each θn, n = 1, . . . , K, (4.50) has
to be solved (values 0 and 1 are excluded from the search because they lead to Rtot = 0).
Therefore, the complexity of one-dimensional search is proportional to the number of
value intervals for θ, while it is optimal only for infinitely small value intervals. However,
even with the aid of the above, the optimization problem in (4.50) is still non-convex,
so the following well-known approximation for the end-to-end SNR is utilized, which has
been shown to be tight, especially in the medium and high SNR region [141]. Thus,
γtot,i =
γs,iγr,i
γs,i + γr,i + 1
≃
γs,iγr,i
γs,i + γr,i
= γ˜tot,i, (4.51)
Rtot ≃ R˜tot =
Nc∑
i=1
1
2
Wi log2 (1 + γ˜tot,i) . (4.52)
Now, for a specific value of θ, problem (4.50) simplifies to
max
Ps,Pr
R˜tot
s.t. C1,C2,C3,C5,C6
(4.53)
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which is jointly concave with respect to the optimization variables, since the Hessian
matrix of its objective function is negative semi-definite. Moreover, it satisfies Slater’s
constraint qualification, and, thus, it can now be optimally and efficiently solved with
dual decomposition, since the duality gap between the dual and the primal solution is
zero [50]. More importantly, it is guaranteed that its global optimum solution can now
be obtained in polynomial time.
The Lagrangian of the primal problem (4.53) is given by
L = R˜tot − λ1
(
Nc∑
i=1
Pr,i − Prt
)
− λ2
(
Nc∑
i=1
Pr,i − Prm
)
− λ3
(
Nc∑
i=1
Ps,i − Psm
)
, (4.54)
where λ1, λ2, λ3 ≥ 0 are the LMs of the constraints C1,C2,C3, correspondingly. The
constraints C5 and C6 will be absorbed into the KKT conditions and, thus, the dual
problem is given by
min
λ1,λ2,λ3
max
Ps,Pr
L. (4.55)
The dual problem in (4.55) can be recursively solved in two consecutive layers, namely
Layer 1 and Layer 2. In each recursion, the subproblem of power allocation at S and
R is solved in Layer 1 by using the KKT conditions for a fixed set of LMs, which are
then updated in Layer 2. For this purpose, the subgradient method is used, which
enables the parallelized solution of N identically structured problems, corresponding to
the optimization of Ps,i and Pr,i (Layer 1) and requiring only knowledge of the updated
values of the LMs. This two-layer approach, which converges after a reasonable number
of recursions, reduces considerably the required computational and memory resources.
The two layers are explained in detail below.
Layer 1 : Using the KKT conditions, the optimal power allocation on the i-th channel
is given by
Ps,i =
[
Ps,i ∈ R :
∂L
∂Ps,i
= 0 ∩ ∂L
∂Pr,i
= 0
]+
, (4.56a)
Pr,i =
[
Pr,i ∈ R :
∂L
∂Ps,i
= 0 ∩ ∂L
∂Pr,i
= 0
]+
, (4.56b)
where [·]+ = max (·, 0). It is remarkable that the allocated power in each channel can be
calculated in parallel, which further reduces the complexity of the proposed solution.
Layer 2 : Since the dual function is differentiable, the subgradient method can be
used to update the LMs as follows
λ1(j + 1) =
[
λ1(j)− λˆ1(j)
(
Prt −
∑Nc
i=1 Pr,i
)]+
, (4.57a)
λ2(j + 1) =
[
λ2(j)− λˆ2(j)
(
Prm −
∑Nc
i=1 Pr,i
)]+
, (4.57b)
λ3(j + 1) =
[
λ3(j)− λˆ3(j)
(
Psm −
∑Nc
i=1 Ps,i
)]+
, (4.57c)
where index j > 0 is the recursion index and λˆ1(t), λˆ2(t), λˆ3(t) are positive step sizes,
chosen in order to satisfy the diminishing step size rules [62]. Since the transformed
problem is concave, it is guaranteed that the iteration between the two layers converges
to the primal optimal solution [50, 62].
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4.3.4.2 Iterative Solution
In this subsection, inspired by the alternating optimization [142], a suboptimal iterative
solution is introduced, in order to solve (4.50). In each iteration, first, problem (4.53) is
solved with respect to Ps and Pr, for a specific θ (a given initialization value). Then, the
derived solution for Ps is used as an input in order to solve the following problem
max
θ,Pr
R˜tot
s.t. C1,C2,C4,C6.
(4.58)
Note that, Pr is also optimized in (4.58) and is not considered as given, using the
solution of (4.53). Pr is a dependent variable on Ps and θ and, thus, it is jointly optimized
with each of these two variables, in each step. The new value of θ, which is given by
the solution of (4.58), is used in the next iteration in order to find the new values for Ps
and Pr. Each iteration is a sequential solution of problems (4.53) and (4.58). Thus, the
complexity of the iterative method is proportional to the number of iterations.
The optimization problem in (4.58) can be solved similarly to that in (4.53), since it
is also concave with respect to the optimization variables. Specifically, the Lagrangian
of the primal solution is given by
L = R˜tot − λ1
(∑Nc
i=1 Pr,i − Prt
)
− λ2
(∑Nc
i=1 Pr,i − Prm
)
, (4.59)
where λ1, λ2 ≥ 0 are the LMs.
The dual problem in this case is defined as
min
λ1,λ2
max
θ,Pr
L. (4.60)
Thus, an approach of two layers can be also used in order to find the optimum solution.
Layer 1 : Using again the KKT conditions, the optimal values of θ and Pr are given
by
θ =
[
θ ∈ R : ∂L
∂θ
= 0 ∩ ∂L
∂Pr,i
= 0, ∀i
]1
0
, (4.61a)
Pr,i =
[
Pr,i ∈ R :
∂L
∂θ
= 0 ∩ ∂L
∂Pr,i
= 0, ∀i
]+
, (4.61b)
where [·]10 = max (min (·, 1) , 0).
Layer 2 : The LMs are updated by
λ1(j + 1) =
[
λ1(j)− λˆ1(j)
(
Prt −
∑Nc
i=1 Pr,i
)]+
, (4.62a)
λ2(j + 1) =
[
λ2(j)− λˆ2(t)
(
Prm −
∑Nc
i=1 Pr,i
)]+
, (4.62b)
where λˆ1(j), λˆ1(j) are again positive step sizes. Note that, since Prt is dependent on θ as
shown in (4.42), it is updated in each recursion.
The exact steps in order to find the solution of the initial problem with the proposed
iterative method are described in Algorithm 1, which converges very close to the optimal
solution in a few iterations, as shown by simulation in the next section.
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Algorithm 4.1
1: Initialize θ ∈ (0, 1).
2: repeat
3: Solve (4.53) with given θ.
4: Return Ps.
5: Solve (4.58) with given Ps.
6: Return Pr, θ.
7: until Number of iterations or another criterion is reached.
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Figure 4.16 Rate against SNR for different number of channels.
4.3.5 Simulations and Discussion
This section presents results from simulations for a system which utilizes two or four
channels of unitary bandwidth, i.e., Wi = 1 Hz, ∀i. Furthermore, the focus is on the case
where the relay harvests energy only via SWIPT and utilizes that for retransmission,
i.e., Pr0 = 0. It is also assumed that Prm = Psm. The coordinates of the source and
destination are (−1, 0) and (1, 0), respectively, while the relay is placed at (−0.25, 0.5).
A bounded path loss model is assumed, for which σ2s,i =
1
1+d
ai
sr
and σ2r,i =
1
1+d
ai
rd
, where
dsr and drd are the ditances from S to R and R to D, rectively, and ξi is the path loss
exponent of the i-th channel, as in [117]. This model ensures that the path loss model
is valid even for distance values lower than 1 m [143]. Specifically, it is considered that
ξ1 = 2 and ξ2 = 2.5, in order to capture the different propagation characteristics of each
channel. When four channels are used, it is further assumed that ξ3 = 3 and ξ4 = 3.5.
Finally, the efficiency of the energy harvester is set to η1 = 0.3, as a worst case, capturing
the effects of low-cost hardware.
In Fig. 4.16, the average achievable rate of the proposed optimization is illustrated,
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Figure 4.17 Occurrence of values for the optimal θ in 100 intervals between θ = 0 and
θ = 1.
for different values of the power ratio, Psm
N0
. In conjunction with the proposed method,
two other power allocation strategies are illustrated for comparison: a) equal PS between
the channels, i.e., Ps,i =
Psm
Nc
∀i and Pr,i =
min(Prt,Prm)
Nc
∀i, and b) selection of only the
best channel j (the one which maximizes the achievable rate if only one is selected)
for each realization, i.e., Ps,j = Psm, Pr,j = min(Prt, Prm), and Ps,i = Pr,i = 0 ∀i 6= j.
For all methods, the optimal PS ratio is dynamically computed. The proposed power
allocation clearly outperforms both schemes, especially when the number of channels
increases. For low values of the power ratio, the results for the proposed method and the
best channel selection are very close, which implies that the dynamic power allocation
preferably allocates more power over the best channel. However, for power ratio values
over 15 dB, the proposed method clearly outperforms the best channel selection, while it
displays a performance gain gap over the equal power allocation method of about 1 dB
or 2 dB when 2 or 4 channels are used, respectively.
In Fig. 4.17, the distribution of the optimal value of θ is illustrated when 2 channels
are used, for 10, 000 channel realizations. The transmitted power to noise ratio is set to
Psm
N0
= 20 dB and the values of θ are grouped in intervals of width equal to 0.01. One
can observe that the values of optimal θ which occur more often are within 0.71 and
0.75, while more than 90% of the channel realizations lead to an optimal value for θ in
the interval between 0.6 and 0.9. These values, which correspond to harvesting more
than 60% of the received power, are expected due to the relative position of the network
nodes, since more power is needed for transmission over the second hop which is of longer
distance.
In Fig. 4.18, the two proposed optimization methods, i.e., the one-dimensional search
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(a) Rate
(b) θ
Figure 4.18 Comparison of the two optimization methods for K optimization runs.
for θ and the iterative solution, are directly compared in terms of complexity and con-
vergence, for Psm
N0
= 20 dB, for two utilized channels and for the same number of op-
timization operations. As it can be observed, the iterative method is suboptimal, but
it converges fast, while it outperforms the one-dimensional search for low number of
operations. More specifically, the solution of the one-dimensional search reaches closer
to the optimum when more values of θ are searched, i.e., for high values of K. Each
value of θ which is searched corresponds to solving one optimization problem in (4.53).
Similarly, the iterative method converges to the optimal solution as more iterations are
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performed. Each iteration comprises two steps, i.e., one solution of (4.53) and one solu-
tion of (4.58). Thus, for the sake of a fair complexity comparison, K values of θ in the
one-dimensional search are compared to K
2
iterations of the iterative method, correspond-
ing to solving K optimizations. Specifically, in Fig. 4.18(a), the rate which is achieved
after K = 2, 4, 6, 10, 50, 100 optimization runs is compared. It is easily observed that the
iterative solution converges faster than the one-dimensional search, since in the latter,
θ is restricted to specific quantized values. The resulting rate for the iterative method
reaches its optimal value for 5 iterations (K = 10) and remains unchanged afterwards.
Note, however, that both methods achieve solutions for the rate that are less than 4%
lower than the optimal value, even for K = 2. Similar observations can be made in Fig.
4.18(b), where the optimal values of θ are compared.
Chapter 5
Simultaneous Lightwave Information
and Power Transfer (SLIPT)
This chapter extends the concept of SWIPT in the direction of wireless optical technology,
which can be used instead of RF, to simultaneously transfer energy and data. It is
called from now on as Simultaneous Lightwave Information and Power Transfer (SLIPT).
Note that SLIPT is fundamentally different to SWIPT and creates many new challenges,
especially regarding the optimization of the related parameters.
5.1 A Brief Introduction to Optical Wireless
Communication (OWC)
OWC systems utilize optical carrier to wirelessly transfer information from one site to
another in uguided propagation media [145]. This technology offers practically an unlim-
ited bandwidth (400 THz) and includes IR, visible (VL) and ultraviolet (UV), as depicted
in Fig. 5.1. Typically, OWC are based on laser or LED transmitters, due to their ability
to be switched on and off at a very high speed. On the receiver side, positive-intrinsic-
negative (PIN) and avalanche PDs are commonly used, due to their ability to provide
highspeed linear photodetection.
Figure 5.1 The EM spectrum [144]
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Figure 5.2 Scenarios for indoor OWC applications
A widely used variation of OWC is free space optics (FSO), which refers to point-
to-point information transmission at the near IR frequencies [146, 147]. FSO commu-
nications include both short and long range applications. It is noted that short range
FSO systems were widely utilized before their RF counterparts became prevalent in the
market [145]. These were for indoor use and appeared in a number of applications, e.g.,
remote control units. On the other hand, long range applications include terrestrial sys-
tems, which provide a promising solution for the backhaul bottleneck, since they can
achieve very high data rates [144, 148–151]. Other uses of long range FSO include aero-
nautical and space communications. The performance of outdoor FSO systems depends
on the atmospheric conditions, as well as precise pointing between the transmitter and
receiver[152–159], which calls for very small irradiance angles.
However, different variations of OWC, e.g. visible light communications (VLC), do
not require pointing and wider irradiance angles can be used [160–163]. Also, the com-
munication links can be either direct or diffuse [145]. This enables the development of
a diverse field of communication applications, including wireless access points, wireless
local area networks, body area networks, and vehicular networks among others.
Interestingly, the era of IoT opens up the opportunity for a number of promising
applications in smart buildings, health monitoring, and predictive maintenance. In the
context of wireless access to IoT devices, RF technology is the main enabler. Furthermore,
the exponential growth in the data traffic puts tremendous pressure on the existing global
telecommunication networks and the expectations from the 5G wireless networks. Also,
it is remarkable that most of the data consumption/generation, which are related to IoT
applications, occurs in indoor environments [164]. Motivated by this, OWC, such as VLC
or IR, have been recognized as promising alternative/complementary technologies to RF,
in order to give access to IoT devices in indoor applications [164]. Consequently, OWC
are envisioned to be used in a vast number of scenarios, such as in offices, commercial
centers, airports, hospitals, industrial environments, etc., as depicted in Fig. 5.2.
The data rates reported for indoor VLC/IR networking are much higher than those
achieved by WiFi, especially when client and server are closely located. Apart from the
very high data rates [165], the advantages of VLC/IR include: i) easy bandwidth reuse,
ii) increase of energy efficiency and considerable energy savings, iii) no RF contamination,
iv) free from RF interference, v) and inherent security, since light can be confined within
a room. Moreover, nowadays, LEDs and photodetectors (PDs) tend to be considerably
cheaper than their RF counterparts, while the cost-efficiency is further improved due to
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the potential to use the existing lighting infrastructure [145, 166, 167].
Recent research results on OWC open doors of new opportunities and application
fields, such as the development of an alternative VLC-based indoor localization technol-
ogy [148] or the simultaneous information and energy transfer using lightwave technology,
with the latter being investigated in the next section.
5.2 SLIPT for Indoor Optical Wireless Systems
This section, proposes novel SLIPT strategies for indoor IoT applications, which can be
implemented through VL or IR communication systems, with solar panel-based receivers.
The proposed strategies are performed at the transmitter or at the receiver, or at both
sides, named Adjusting transmission, Adjusting reception, and Coordinated adjustment of
transmission and reception, correspondingly. For each strategy, different policies are also
proposed, which correspond to different degrees of freedom (DoF). In order to balance the
trade-off between harvested energy and QoS, two optimization problems are formulated
and optimally solved. The derived optimization framework can be used to increase the
feasibility and efficiency of SLIPT, as it is verified with simulation results. The results
of the research presented in this section are included in [168].
5.2.1 Related Work and Motivation
Although RF based WPT is a well investigated topic in the last five years, optical wireless
power transfer (OWPT) is a new topic and only a few works have been reported so far
in the open literature. In the pioneering work of Fakidis et. al. [169], the visible and IR
parts of the EM spectrum was used for OWPT, through laser or LEDs at the transmitter
and solar cells at the receiver side. Also, in [170] and [171] EH was performed by using the
existing lighting fixtures for indoor IoT applications. Regarding the simultaneous optical
wireless information and power transfer, in [172] the sum rate maximization problem
has been optimized in a downlink VLC system with SWIPT. However, in this paper the
utilized EH model does not correspond to that of the solar panel, where only the DC
component of the modulated light can be used for EH, in contrast to the alternating
current (AC) component, which carries the information. The separation of the DC and
AC components was efficiently achieved by the self-powered solar panel receiver proposed
in [146, 173], where it was proved that the use of the solar panel for communication
purposes does not limit its EH capabilities. Thus, the utilization of the power-splitting
in the useful recent work [174], where the received photocurrent is split in two parts with
each of them to include both a DC and a AC part, reduces the EH efficiency. Moreover,
in [174] an oversimplified EH model was used, assuming that the harvested energy is
linearly proportional to the received optical power, while an optimization of the splitting
technique was not presented. Furthermore, in the significant research works [175, 176],
a dual-hop hybrid VLC/RF communication system is considered, in order to extend the
coverage. In these papers, besides detecting the information over the VLC link, the
relay is also able to harvest energy from the first-hop VLC link, by extracting the DC
component of the received optical signal. This energy can be used to re-transmit the data
to a mobile terminal over the second-hop RF link. Also, in [175] the proposed hybrid
system was optimized, in terms of data rate maximization, while in [176] the packet loss
probability was evaluated.
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5.2.2 Contribution
This section presents for first time a framework for simultaneous optical wireless infor-
mation and power transfer, called from now on as Simultaneous Lightwave Information
and Power Transfer (SLIPT), which can be efficiently used for indoor IoT applications
through VLC or IR systems. More specifically, novel and fundamental strategies are
proposed, in order to increase the feasibility and efficiency of SLIPT, when a solar panel-
based receiver is used. These strategies are performed at the transmitter or at the
receiver, or at both sides, named Adjusting transmission, Adjusting reception, and Coor-
dinated adjustment of transmission and reception. Regarding adjusting transmission two
policies are proposed:
i. Time-splitting (TSp), according to which the time frame is separated in two distinct
phases, where in each of them the main focus is either on communication or energy
transfer and,
ii. Time-splitting with DC bias optimization, which is a generalization of TSp.
In contrast to RF-based wireless powered networks, where the TSw strategy and adjust-
ment of the related parameters takes place at the receiver’s side, TSp in SLIPT refers
to the adaptation of specific parameters of the transmitted signal. Regarding adjusting
reception, the Field-of-view (FoV) adjustment policy is proposed, while according to the
coordinated adjustment of transmission and reception strategy, the simultaneous opti-
mization of the former policies at both transmitter and receiver is proposed, in order to
maximize the harvested energy, while achieving the required QoS (e.g. data rate and
SINR). Finally, the resulting two optimization problems are formulated and optimally
solved.
5.2.3 System and Channel Model
The downlink transmission of an OWC system is considered, which consists of one LED
and a single user. It is also assumed that the user is equipped with the functionality of
EH. The VLC/IR transmitter/receiver design is shown in Fig. 5.3, while the VLC/IR
downlink communication is depicted in Fig. 5.4.
5.2.3.1 Optical Wireless Transmission
Letms(tin) denote the modulated electrical signal that corresponds to the bit stream from
the information source. A DC bias B is added to ms(tin) to ensure that the resulting
signal is non-negative, before being used to modulate the optical intensity of the LED
and regulate the LED in the proper operation mode. The transmitted optical signal from
the LED is [175]
Pt(tin) = PLED[B +ms(tin)], (5.1)
where PLED is the LED power. The electrical signal varies around the DC biasB ∈ [IL, IH]
with peak amplitude A, where IL is the minimum and IH is the maximum input bias
currents, correspondingly. In order to avoid clipping distortion by the nonlinearity of the
LED, by restraining the input electrical signal to the LED within the linear region of the
LED operation, the following limitation is induced
A ≤ min(B − IL, IH −B), (5.2)
where min(·) denotes the minimum between the elemts.
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Figure 5.3 SLIPT transceiver design
5.2.3.2 Channel Model
The channel gain is given by [160–162]
h =
Lr
d2
R0(ϕ)gf(ψ)gc(ψ) cos(ψ), (5.3)
where Lr is the physical area of the photo-detector, d is the transmission distance from
the LED to the illuminated surface of the photo-detector, gf(ψ) is the gain of the optical
filter and gc(ψ) represents the gain of the optical concentrator, given by [160, 162]
gc(ψ) =
{
ρ2
sin2(ΨFoV)
, 0 ≤ ψ ≤ ΨFoV,
0, ψ > ΨFoV.
(5.4)
with ρ and ΨFoV being the refractive index and FoV, respectively. Also in (5.3), R0(ϕ) is
the Lambertian radiant intensity of the LED, given by
R0(ϕ) =
ξ0 + 1
2π
cosξ0 ϕ, (5.5)
where ϕ is the irradiance angle, ψ is the incidence angle, and
ξ0 = −
1
log2 cos(Φ1/2)
, (5.6)
with Φ1/2 being the semi-angle at half luminance.
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Figure 5.4 VLC/IR downlink communication
5.2.3.3 Received Electrical SINR
The electrical current ir(tin) at the output of the PD can be written as
ir = η0(hPt(tin) + Pro) + ν(tin) = IDC(tin) + iAC(tin) + ν(tin), (5.7)
where η0 is the photo-detector responsivity in A/W, Pro is the received optical signal
from other sources, e.g. other neighboring LEDs, IDC is the DC component, iAC(t) is the
AC component, and ν(tin) is the AWGN, which is created from background shot noise
and thermal noise.
The AC component iAC(t) is composed of two terms, i.e.
iAC(tin) = iAC,1(tin) + iAC,2(tin), (5.8)
where
iAC,1(tin) = η0hPLEDms(tin) (5.9)
is due to the dedicated LED, and iAC,2(tin) is due to other interfering sources. Thus, the
received SINR can be written as
γ0 =
(η0hPLEDA)
2
PI + σ2
, (5.10)
where σ2 is the noise power and PI is the electrical power of the received interference.
5.2.3.4 EH Model
As it has already been mentioned the photocurrent consists of both the DC and AC
signals. In order to perform EH, the DC component is blocked by a capacitor and passes
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through the EH branch [173]. The harvested energy is given by [177]
E = F0IDCVoc, (5.11)
with F0 being the fill factor [177] and IDC = IDC,1 + IDC,2 being the DC component of
the output current, where
IDC,1 = ηhPLEDB (5.12)
is due to the dedicated LED, while IDC,2 is due to different light sources, e.g. neighboring
LEDs. Also, Voc is the open circuit voltage and is given by
Voc = Vt ln
(
1 +
IDC
I0
)
, (5.13)
where Vt is the thermal voltage and I0 is the dark saturation current of the PD.
5.2.4 SLIPT Strategies
In this section fundamental SLIPT strategies are proposed, for use in VLC/IR commu-
nication systems. These strategies are performed either at the transmitter or at the
receiver, or at both sides: Adjusting transmission, Adjusting reception, and Coordinated
adjustment of transmission and reception.
5.2.4.1 Adjusting Transmission
Next, two policies for the adjusting transmission strategy are introduced, named Time-
splitting and Time-splitting with DC Bias Optimization.
Time-splitting
According to the Time-splitting policy the received optical signal is used for a portion of
time solely for EH, instead of decoding. During this period of time the LED transmits by
using the maximum DC bias, in order to maximize the harvested energy by the receiver.
Thus, assuming time frames of unitary duration, there are the following two distinct
phases during a time frame:
Phase 1: The AC component of the received signal is used for information decoding
and the DC component for EH. Let A1 and B1 ∈ [IL, IH ] denote the peak amplitude of
ms(tin) and DC bias, respectively. During Phase 1, the aim is to maximize the received
SINR. Since SINR is an increasing function with respect to A1, then A1 takes its maximum
value, which, considering (5.2) is given by A1 =
IH−IL
2
and similarly, B1 =
IH+IL
2
. The
duration of this phase is denoted by 0 ≤ T ≤ 1, which can be optimized according to the
QoS requirements. For a specific value of T , the amount of harvested energy is given by
E
[1]
TS = F0T
(
η0hPLED
IH + IL
2
+ IDC,2
)
Vt ln
(
1 +
η0hPLED
IH+IL
2
+ IDC,2
I0
)
. (5.14)
Phase 2: In the time period 1 − T , the aim is to maximize the harvested energy,
which is an increasing function with respect to B. Thus, during Phase 2 the transmitter
eliminates the AC part and maximizes the DC bias, i.e., A = 0 and B = IH , where
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A2 and B2 ∈ [IL, IH ] denote the values of A and B, respectively. Thus, the amount of
harvested energy during this phase, is given by
E
[2]
TS = F0(1− T )(η0hPLEDIH + IDC,2)Vt ln
(
1 +
η0hPLEDIH + IDC,2
I0
)
. (5.15)
Considering both phases, the total harvested energy is given by
ETS = E
[1]
TS + E
[2]
TS. (5.16)
Time-Splitting with DC Bias Optimization
This policy is a generalization of Time-splitting. During Phase 1, the DC bias is optimized
in order to increase the harvested energy, while it simultaneously enables information
transfer, i.e., A1 > 0. In this case, the total harvested energy is given by
ETSBO = F0T (η0hPLEDB1 + IDC,2) Vt ln
(
1 +
η0hPLEDB1 + IDC,2
I0
)
+ E
[2]
TS, (5.17)
where B1 is the DC bias during Phase 1.
5.2.4.2 Adjusting Reception
We propose the Adjustment of the FoV policy for the adjusting reception strategy, in
order to balance the trade-off between harvested energy and SINR. Controlling FoV is
particularly important especially when, except for the used VLC/IR LED, there are extra
light sources in the serving area [178], e.g. neighboring LEDs that serve other users. For
the practical and efficient implementation of this policy, electrically controllable liquid
crystal (LC) lenses is a promising technology [179].
When the aim is to maximize the SINR, the FoV is tuned up to receive the beam
of the dedicated LED only (if possible), in order to reduce the beam overlapping. This
is achieved by tuning the FoV to the narrowest setting, that allows reception only from
that LED. On the other hand, when the aim is to achieve a balance between SINR and
harvested energy, a wider FoV setting could be selected.
For the sake of practicality, it is assumed that the VLC/IR receiver has discrete FoV
settings, i.e. ΨFoV ∈ {Ψ
[1]
FoV, .., Ψ
[M ]
FoV}. Also, note that except for h, both PI and IDC,2 are
also discrete functions of ΨFoV, i.e., PI = PI(ΨFoV) and IDC,2 = IDC,2(ΨFoV).
5.2.4.3 Coordinated Transmission and Reception Adjustment
Considering (5.10), (5.16), and (5.17), it is revealed that both SINR and harvested energy
-apart from A1, B1 and T - also depend on the selection of ΨFoV, despite the utilized ad-
justing transmission technique. This dependence motivates the coordinated transmission
and reception adjustment, i.e. the coordination between the strategy 5.2.4.1 or 5.2.4.1
and 5.2.4.2, which results in the following two policies, i.e.
• Policy 1: Time-splitting with tunable FoV (5.2.4.1 and 5.2.4.2)
• Policy 2: Time-splitting with DC bias optimization and tunable FoV (5.2.4.1 and
5.2.4.2)
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Note that in both policies, during Phase 2, where the aim is to maximize the harvested
energy, the FoV setting that maximizes E
[2]
TS should be used. This is not necessarily the
widest setting, because although it increases the received beams (if there are neighboring
LEDs), it reduces gc(ψ). On the other hand, the preferable FoV setting during phase 1,
denoted by ΨFoV,1, cannot be straightforwardly determined, since it also depends on the
required QoS.
5.2.5 SLIPT Optimization
SLIPT induces an interesting trade-off between harvested energy and QoS. This subsec-
tion aims to balance this trade-off by maximizing the harvested energy, while achieving
the required user QoS. The focus is on the coordinated adjustment of transmission and
reception strategy, which can be considered as a generalization of the other SLIPT strate-
gies. The following optimization problems can be formulated, based on the two techniques
presented in subsection 5.2.4.3.
Regarding the QoS, two different criteria are taken into account, namely SINR and
information rate. Note that these two criteria are not equivalent to each other, when
either of the two techniques is used, due to the time-splitting. More specifically, since
only Phase 1 is used for information transmission (the duration of which is T ), the lower
bound of the capacity is given by [163]
Rd = T log2
(
1 +
e
2π
γ0
)
. (5.18)
5.2.5.1 Time-Splitting with Tunable FoV
The corresponding optimization problem can be expressed as
max
T,ΨFoV,1
ETS
s.t. C1 : R
d ≥ Rth,
C2 : γ0 ≥ γth,
C3 : 0 ≤ T ≤ 1,
C4 : ΨFoV,1 ∈ {Ψ
[1]
FoV, .., Ψ
[M ]
FoV},
(5.19)
where Rth and γth denote the information rate SINR and threshold, respectively.
Theorem 5.1. The optimal value of T in (5.19) is given by
T ∗ =
Rth
log2
(
1 + e(η0hPLED(IH−IL))
2
8π(PI (Ψ
∗
FoV,1)+σ
2)
) , (5.20)
where (·)∗ denotes optimality.
Proof. The optimization problem (5.19) is a combinatorial one. In order to find the
optimal solution, all possible values of ΨFoV,1 have to be checked before selecting the
value that maximizes the harvested energy, ETSh , while satisfying the constraints C1, C2,
and C3. For a specific value of ΨFoV,1, if
(η0hPLED
IH−IL
2
)2
PI(ΨFoV,1) + σ2
< γth, (5.21)
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then the optimization problem is infeasible, since C2 is not satisfied. Also, due to con-
straint C1, the following limitation is induced for T ,
T ≥
Rth
log2
(
1 +
e(η0hPLED
IH−IL
2
)2
2π(PI (ΨFoV,1)+σ2)
) . (5.22)
Moreover, the harvested energy is decreasing with respect to T . Thus, the optimal value
of T is given by (5.20) and the proof is completed. 
Note that if T ∗ > 1, the optimization problem in (5.19) is infeasible, due to C3.
5.2.5.2 Time-Splitting with DC Bias Optimization and Tunable FoV
The corresponding optimization problem can be formulated as
max
B1,A1,T,ΨFoV,1
ETSBO
s.t. C1 : R
d ≥ Rth,
C2 : γ0 ≥ γth,
C3 : A1 ≤ min(B1 − IL, Ih − B1),
C4 : 0 ≤ T ≤ 1,
C5 : A1 ≥ 0,
C6 : IL ≤ B1 ≤ IH ,
C7 : ΨFoV,1 ∈ {Ψ
[1]
FoV, .., Ψ
[M ]
FoV}.
(5.23)
Proposition 5.1. The optimal value of B in (5.23) belongs in the range
[
IH+IL
2
, IH
]
.
Proof. The constraint C3 can be rewritten as
C3a : A1 ≤ B1 − IL,C3b : A1 ≤ IH − B1. (5.24)
For a specific value of B1, only one of the constraints C3a and C3b is activated. Now, let
assume that the optimal solution is B∗1 <
IH+IL
2
, for which all the constraints are satisfied.
In this case, C3a is activated. However, by setting B1 =
IH+IL
2
the objective function is
increased, while the constraints are still satisfied. Thus, it becomes evident that B∗1 is
not optimal. Consequently, Proposition 5.1 has been proved by contradiction. 
The optimal value ΨFoV,1 is calculated similarly to the solution of (5.19). Regarding
the rest optimization variables of (5.23) they are optimized according to the following
theorem:
Theorem 5.2. For a specific value of ΨFoV,1, the optimal value of T is given by
T ∗ = argmax
K1≤T≤K2
E˜TSBO (5.25)
with E˜TSBO being solely a function of T and given by (5.17), by replacing A1 and B1 by
A1 =
1
η0hPLED
√
2π(PI(ΨFoV,1) + σ2)(2
Rth
T − 1)
e
, (5.26)
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and
B1 = IH − A1, (5.27)
respectively. Also,
K1 =
Rth
log2
(
1 + e(η0hPLED(IH−IL))
2
8π(PI(Ψ∗FoV,1)+σ2)
) (5.28)
K2 = min
(
Rth
log2
(
1 + eγth
2π
) , 1
)
. (5.29)
Finally, the optimal values of A1 and B1 are given by (5.26) and (5.27), by replacing
ΨFoV,1 and T by Ψ
∗
FoV,1 and T
∗, respectively.
Proof. Considering Proposition 5.1 and for a specific value of ΨFoV,1 the optimization
problem in (5.23) can be re-formulated as
max
B1,A1,T
ETSBO
s.t. C1 : R
d ≥ Rth,
C2 : γ0 ≥ γth,
C3 : A1 +B1 ≤ IH ,
C4 : 0 ≤ T ≤ 1,
C5 : A1 ≥ 0,
C6 : B1 ≥
IH+IL
2
.
(5.30)
The optimization problem in (5.30) still cannot be easily solved in its current form,
since the objective function as well as the constraints C1 and C2 are not concave. However,
it can be solved with low complexity by using the following reformulation.
First, the inequalities in C1 and C3 are replaced by equalities. Then, A1 and B1 are
given by (5.26) and (5.27), respectively. By substituting A1 and B1 by (5.26) and (5.27),
C1, C3, and C3 of (5.30) vanish, and the optimization problem is rewritten as
max
B1,A,T1∀n
E˜TSBOh
s.t. C2 : T ≤
Rth
log2(1+
eγth
2pi )
,
C4 : 0 ≤ T ≤ 1,
C6 : T ≥
Rth
log2
(
1+
e(η0hPLED(IH−IL))
2
8pi(PI+σ2)
) ,
(5.31)
which is equivalent to (5.25), and, thus, the proof is completed.

5.2.6 Simulations and Discussion
The downlink VLC/IR system of Fig. 5.4, where the user is located in a distance d = 1.5
m from the LED, ψ = 0, and the transmitter plane is parallel to the receiver one, i.e.,
ϕ = ψ. In the same room there are N other LEDs, which simultaneously use the same
frequency band. The distance between each of them and from the dedicated LED is 1.5
m. It is also assumed that F0 = 0.75, PLED = 20 W/A, Φ1/2 = 60 deg, σ
2 = 10−15 A2,
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Figure 5.5 Harvested energy vs Rth for N = 1.
Lr = 0.04 m
2, η0 = 0.4 A/W, I0 = 10
−9 A, IL = 0 A, IH = 12 mA [175], gf = 1, ρ = 1.5,
γth = 10 dB, and two settings for the FoV, i.e., ΨFoV ∈ {30, 50} deg, are considered.
Regarding the neighboring LEDs, it is assumed that the DC bias and the peak am-
plitude are given by A′n = B
′
n = 6 mA, ∀n ∈ {1, ..., N}, while the rest parameters are
equal to those of the dedicated LED. Furthermore, the channel between them and the
user’s receiver, denoted by h′n is modeled according to (5.3), using the corresponding
parameters. Thus, when the widest FoV setting is selected, PI and IDC,2 are given by
PI =
N∑
n=1
(η0h
′
nPLEDA
′
n)
2 (5.32)
and
IDC,2 =
N∑
n=1
η0h
′
nPLEDB
′
n, (5.33)
otherwise their values are zero.
The performance of both optimized policies of Section 5.2.4.3 are compared for N = 1,
while they are also presented against the case of fixed A1, B1, T , and ΨFoV,1, which is
considered as the baseline policy. More specifically, in Fig. 5.5 the harvested energy is
plotted against the rate threshold. As it is observed, both policies significantly outperform
the baseline for both values of ΨFoV,1. Regarding the baseline, the value ΨFoV,1 = 50 deg
reduces the harvested energy compared to ΨFoV,1 = 30 deg, because gc(ψ) decreases and
thus, cancels the benefit of receiving the beam of the neighboring LED. Also, the baseline
policy with ΨFoV,1 = 50 deg is infeasible for medium and high values of Rth, because the
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Figure 5.6 Harvested energy vs N for Rth = 7 bps/Hz.
rate threshold cannot be reached, due to the received interference. Interestingly, Policy
2 outperforms Policy 1, especially for the high region of Rth, which is due to the extra
degrees of freedom. Similar conclusions can be obtained by Fig. 5.6, where the harvested
energy is plotted against the number of neighboring LEDS. For this specific setup, the
baseline with ΨFoV,1 = 50 deg is not feasible, and, thus, it is omitted. It is observed here
that for a small number of neighboring LEDs, the harvested energy remains constant,
since the receiver prefers the smallest FoV setting. However, as the number of neighboring
LEDs increases, the receiver prefers the widest FoV setting and the harvested energy
increases with the increase of LEDs.

Chapter 6
Conclusions and Future Work
This chapter sums up the conclusions drawn from each part of this research, while it also
presents some possible future extensions.
6.1 Conclusions and Future Work
Chapter 2 has investigated efficient resource allocation in EHBSs, which has been intro-
duced in Section 2.1. To this end, in Section 2.2, a generalized Stackelberg game has been
used to investigate the optimal energy and resource allocation problem of an autonomous
energy harvesting base station. Existence and uniqueness of the variational equilibrium
has been proved. Also, an efficient distributed algorithm has been proposed, which can
be adopted by the players in order to maximize their utility functions. The simulation
results have revealed that by applying the proposed method, the users maximize their
level of satisfaction while the BS maximizes its revenue for all values of harvested energy
and for an arbitrary number of users. The investigated system model can be extended
to the direction of multiple competing BSs or time evolution of the users’ requirements
[180].
Chapter 3 has focused on wireless powered communication networks, when the harvest
then transmit protocol is adopted.
More specifically, in Section 3.1, the dependence between harvested energy, achieved
throughputs, fairness, and energy efficiency has been introduced. Extensive simulations
have shown, among others, that the increase of the energy arrival rate reduces the portion
of time that is allocated to energy harvesting, and have revealed and interesting trade-off
between sum-throughput and fairness.
Section 3.2 has investigated the performance and user fairness improvement of wire-
less powered networks, which apply the harvest-then-transmit protocol, when NOMA is
applied for the uplink. Four different schemes were studied, which aimed at the maxi-
mization of the total system throughput, or the maximization of equal individual data
rates for the users. The analysis and extensive results showed that:
• NOMA can offer substantial improvement of the rate of the weakest user, in com-
parison to TDMA, without affecting the total throughput of the network, when
maximization of the system throughput is required.
• The user fairness was further increased, when NOMA was combined with time-
sharing. On the other hand, when symmetric rates are required for the users, the
combination of NOMA and time-sharing also outperforms TDMA, when maximiz-
ing the equal individual user rate.
• There is still an interesting dependence among system throughput, minimum in-
dividual data rate, and harvested energy. However, compared to orthogonal con-
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ventional schemes,the implementation of a non-orthogonal technique can offer sub-
stantial increase in user fairness, when the users’ transmit power is constrained by
the harvested energy.
The system model which was adopted in this Section can be considered as a benchmark
for more advanced configuration. Apart from its combination with decoding techniques
such as time-sharing, further improvement in throughput, energy efficiency and user
fairness is expected, when more complex configuration at the BS is assumed, such as
multiple antennas, beamforming or scheduling, but also when more advanced hardware
capabilities are assumed for the users, such as energy storage units. Of course, this
will introduce optimization problems, where the challenge will be to solve them with
acceptable complexity.
Section 3.3 has investigated the maximization of proportional fairness, as a means to
balance the trade-off between the sum-rate and fairness. The simulation results have re-
vealed that the proposed techniques offer an efficient solution to time and rates allocation
problem in wireless-powered communication systems with asymmetrical rates.
Chapter 4 has been dedicated on SWIPT. The available techniques to enable SWIPT
have been introduced in Section 4.1. SWIPT can be used duirng the downlink of a
wireless powered network or during the first hop of a relaying system, to enable the
uplink of energy harvesting nodes or the second hop of energy harvesting relays. These
scenarios have been investigated in Sections 4.2 and 4.3, respectively.
In Section 4.2, both the downlink and the uplink of a wireless powered network, in
the presence of interference, were optimized. Two different protocols were utilized for
the downlink, i.e., NOMA and TDMA, while NOMA with time sharing was used for the
uplink. The formulated optimization problems maximize the minimum rate among users,
which is achieved both in the downlink and the uplink, by introducing corresponding
priority weights. Furthermore, all the parameters regarding the energy harvesting of the
users were optimized during the downlink, both for NOMA and TDMA. For this reason,
the structure of the formulated non-convex multidimensional optimization problems was
investigated, while the initial optimization problems were successfully transformed into
the equivalent convex ones, which can be solved with polynomial complexity. The results
revealed an interesting dependence among the harvested energy, the achieved minimum
downlink/uplink rate, the interference which is imposed on the communication network,
and energy efficiency achieved by the implemented protocols. More specifically, the
results showed that:
• A relatively high downlink rate can be achieved, while the required energy is simul-
taneously harvested by the users for the uplink, even at the presence of interference.
• When NOMA is utilized in the downlink, it can offer substantial gains, compared to
TDMA, especially in the cases when the downlink is prioritized, and when the users
are asymmetrically positioned, i.e., when the cascaded near-far problem appears.
This gain offered by the NOMA protocol is especially achieved when the interference
power level is low, or in the absence of interference.
• The performance of the network, when NOMA is utilized, is achieved requiring
less energy transmission by the BS, revealing the energy efficiency of the NOMA
protocol, compared to TDMA, when applied to wireless powered networks.
The considered system model can be extended to a scenario of heterogeneous users that
need access to different applications, and, thus, they do not acquire the same quality of
service, where different priority must be given to each user. Also, because interference
influences dynamically both the information rate and the amount of energy to be har-
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vested, finding effective interference management techniques is of crucial importance for
future networks which employ SWIPT.
In Section 4.3, the achievable rate of a two-hop multicarrier link was maximized, with
respect to the power allocation at the source and the relay, and the power splitting ra-
tio for energy harvesting at the relay. Two different solution methods were proposed,
while they were compared in terms of complexity and convergence. It was shown that
the proposed strategy with any of the two methods leads to a notable increase of the
total achievable rate, compared to equal power allocation or best channel selection. The
ideas developed in this section can be extended in several directions. First, the presented
results can be considered as a benchmark for all other practical cases, such as imperfect
CSI or imperfect feedback [181]. Moreover, different communication protocols can be
considered, such as two-way, semi-blind AF [182], multihop, and compute-and-forward
relaying [182–186]. Rather than this, the investigation of the proposed in methods un-
der the assumption of OFDM and/or carrier aggregations is also challenging [187, 188].
Furthermore, since the hardware of the low-cost relay nodes is most likely to be of poor
quality, relays are more prone to hardware imperfections [189–193]. Also, when SWIPT
is applied, energy harvesting is performed at a cost on the signal quality used for de-
tection. Thus, hardware imperfections have a more profound impact on the throughput
performance of SWIPT systems and need to be taken into account when analysing the
performance of relaying topologies.
Chapter 5 has investigated the simultaneous information and power transfer in OWC
systems, termed as SLIPT. Section 5.1 has served as an overview of basic characteris-
tics, applications, advantages, and opportunities of OWC. Section 5.2 has proposed and
optimized new strategies and policies in order to balance the trade-off between the har-
vested energy and the QoS, when SLIPT with a solar panel based receiver is utilized.
Considering that only the DC component can be used for energy harvesting, in contrast
to AC component, which carries the information, the proposed optimization framework
has focused on the appropriate selection of the DC bias, FoV, as well as the time dedi-
cated solely to energy harvesting. The presented simulation results have verified that the
proposed strategies considerably increase the harvested energy, compared to SLIPT with
fixed policies. It is worth-noting that SLIPT creates a vast number of challenges and
future research directions. First, it is highlighted that solar panels provide lower speed
than PIN and Avalanche PDs, which creates the need for using separate receivers or new
generation solar cells (e.g., organic). Also, there is a trade-off between the size of the
mobile devices versus the PD’s light-collecting area. Moreover, the efficiency of SLIPT
can be further improved by the exploitation of new bulbs, which utilize both VL and IR,
as well as the multiuser and multiLED coordination.
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