The era of Internet of Things (IoT) has begun to evolve and with this the devices around 
Introduction

23
Recently, VANET becomes increasingly popular in many countries. It is an important element 24 of the Intelligent Transportation Systems (ITSs) [1] . The basic application of a VANET is to allow 
29
VANET's consist of vehicles and roadside equipment that are able to communicate between 30 each other by wireless and multi-hop communication. VANET's are prone to interference and 31 propagation issues, as well as different types of attacks and intrusions that can harm ITS services [3] .
32
These networks characteristically have highly mobile nodes (vehicles), rapid and significant network 33 topology changes, wireless links subject to interference and fading due to multipath propagation [4] . 
116
In this study, a distributed system whose nodes are reliable during the agreement execution in 117 a VANET is considered; the nodes (vehicles) may be faulty due to interference from some noise or a 118 hijacker and result in the exchanged message exhibiting arbitrary behavior. In the VANET, 119 numerous nodes are interconnected. Achieving agreement on a same value in a distributed system; 120 even if certain components in distributed system fail, the protocols are required so that systems can 121 still operate correctly.
122
The proposed protocol, Reliable and Trustworthy Agreement Protocol (RTAP), allows all 
129
Fischer et al. proved that t+1 are the necessary and sufficient rounds of message exchange to 130 solve a BA problem where t = (n-1)/3 and n is the number of nodes in the underlying network [7] . other nodes. We assume that each receiving node can always identify the sender of a message. When val(s), at the root of its mc-tree. In the second round, each node transmits the root value of its mc-tree 146 to all other nodes. If node a sends message val(s) to node b, then node b stores the received message 147 from node a, denoted as val(sa), in vertex sa of its mc-tree. Similarly, if node b sends message val(sa) to 148 node c then the received value is named val(sab) and stored in vertex sab of the node c's mc-tree in the 149 third round. Generally, message val(sa...g) stored in the vertex sa….g of a mc-tree implies that the 150 message just received was sent through the source node, the node a,…, the node g; and the node g is 151 the latest nodes to pass the message. In summary, the root of a mc-tree is always named s to denote 152 that the stored message is sent from the source node in the first round; and the vertex of a mc-tree is 153 labeled by a list of node names. The node name list contains the names of the nodes through which 154 the stored message was transferred. Figure 2 shows an example of mc-tree. 
155
156
Basically, all fault-free nodes in each cluster of VANET execute RTAP in order to make all 157 fault-free nodes in the same cluster reach an agreement. In the message gathering phase, each 158 fault-free node communicates with other nodes and itself. Furthermore, each node has high 159 mobility, and the nodes may join the network or leave the network at any time. If a new node joins 160 a specific cluster through the message gathering phase, the node-join function of RTAP will be 161 executed to obtain the values from other nodes in the same cluster. Furthermore, if a node leaves 162 the cluster, then the node-leave function of RTAP will be executed to reconstruct the mc-tree. Because of the mobility of nodes, the required rounds (a round denotes the interval of a message exchange)
164
of message exchanges will not be an inherent value in the beginning, but it is expectable and 165 required that at most (t+1) rounds of message exchanges must be performed to reach a common 166 value, as proposed by Fischer and Lynch., at any time [7] . Each node in the same cluster must take 167 care of the total number of nodes in the same cluster to decide the required number of rounds of 168 message exchanges. Thus, the protocol will use Required Rounds (RR) to represent the required 169 rounds of message exchanges. After RR, the collected messages are stored in the mc-tree. In the 170 agreement making phase, each fault-free node in the same cluster computes a common value by 171 applying the majority voting function to the messages, collected by the message gathering phase 172 and stored on a node's mc-tree to reach an agreement.
173
Due to the number of faulty nodes allowed in the network depends on the total number of nodes 
188
 The underlying VANET is asynchronous.
189
 Each node in the VANET can be identified uniquely.
190
 Let Ni be the set of nodes in cluster i of VANET and |Ni|= ni, where ni is the number of nodes 191 in the underlying cluster i of VANET, and ni≥4.
192
 The nodes of the VANET are assumed to be fallible.
193
 There is only one source node of each cluster that transmits the message at the first round in 194 the BA problem.
195
 Let fim be the number of malicious faulty nodes in cluster i.
196
 Let fid be the number of dormant faulty nodes in cluster i.
197
 Let fia be the maximum number of absent nodes in cluster i.
198
 Let fin be the maximum number of faulty nodes in cluster i, where fin = fim+fid+fia. 
210
In executing RTAP, some nodes may join the network or leave the network, but each fault-free 211 node predetermines the expectable number of required rounds in the message gathering phase, and 212 then collects that number of rounds' messages by exchanging each node's received messages.
213
Finally, an agreement can be reached if majority voting is applied to the collected messages in each 214 fault-free node. In short, the BA protocol makes each fault-free node agree on a common value gathering phase, and the agreement making phase. In addition, the number of rounds required for 217 executing RTAP in cluster i is ti +1 (ti=(ni-1)/3). RTAP can tolerate fim malicious faulty nodes, fid 218 dormant faulty nodes and fia absent nodes, where ni> 3fim+fid +fia.
219
The goal of the message gathering phase is to collect the messages. In the cluster of VANET, 
227
However, each node of cluster i stores the values received at level r of its mc-tree, where 1r .
228
In addition, the node that received the message can always detect the message(s) through 229 dormant faulty components if the transmitted message is encoded by Manchester code [13] .
230
Therefore, the message(s) through dormant faulty nodes can be detected and the value  is replaced 231 as the message received. The value  is used to represent the absence message.
232
The goal of the agreement making phase is to compute a common agreement value for the BA 233 problem. After the message gathering phase, each node in cluster i has its own mc-tree; and in the 234 agreement making phase, the repeatable vertices in the mc-tree are deleted to avoid duplication of
Reliable and Trustworthy Agreement Protocol (RTAP)
Each node of the same cluster executes the function preprocessing to get the required rounds (RR) .
Message gathering phase:
For r = 1 do:
The source of each cluster broadcasts its initial value vs to other nodes in the same cluster and itself. Each node stores vs in the root of its mc-tree; if the source node has a dormant fault, then the value  replaces the initial value received from the source node. For r = 2 to  do:
If a new node joins the cluster then function node-join is executed. If a node leaves the network then function node-leave is executed. The function preprocessing is executed to check the required rounds. Each node broadcasts the value at level (r-1)th of its mc-tree to other nodes in the same cluster and itself. Each node stores the received values at level r of its mc-tree, if the sending node has a dormant fault, then the value  replaces the value received from the sending node.
Agreement making phase:
If a new node joins the network then function node-join is executed. If a node has left the network then function node-leave is executed. Delete the repeatable vertices in the mc-tree. A common agreement value of each node is determined by using VOTE function.
Function preprocessing:
To determine the total number of required rounds (RR)  ( = (ni-1)/3+1). Function node-join:
1) Each node in the original cluster i sends its value received in the (r-1)th round to the new node.
2) The new node obtains the majority value from the values received from other nodes in cluster i.
3) The new node stores the majority value at level r-1 of its mc-tree.
Function node-leave:
Each node deletes the values received from the absent node and reconstructs its mc-tree.
Function VOTE()
If the  is a leaf, or the number of value  is 3*(fn-+1)+(n- 
285
The agreement is reached. Since all fault-free nodes execute the same procedures, the agreement can 286 be reached if the number of faulty nodes in Cluster A is less than or equal to (6-1)/3 = 1.
287
When some nodes leave the network, they will affect the agreement of other fault-free nodes in 288 the same cluster. How the nodes reach a common value in this condition is also important. 
314
Cluster B will be six. At this time, the required rounds of message exchange will change to t+1 = 315 (6-1)/3+1 = 2, so the message gathering phase is stopped at the end of the 2nd round. In order to 316 avoid the effect of a faulty node repeating, the mc-tree is un-repeatable, thus val(sb) is omitted. 
328
Underlying the proof of our protocol's correctness, a vertex  is called common [7] if the value 329 stored in vertex  of each fault-free node's mc-tree is identical. If each fault-free node shares a 330 common initial value of the source node in the root of a mc-tree, and if the root s of a mc-tree in a 331 fault-free node is common and the initial value received from the source node is stored in the root 332 of the mc-tree, then agreement is reached because the root is common. Thus, the constraints,
333
(Agreement) and (Validity), can be rewritten as:
334
(Agreement'): Root s is common, and (Validity'): VOTE(s) = vs for each fault-free node, if the source node is fault-free.
336
To prove that a vertex is common, the term common frontier [7] is defined as follows: When 337 every root-to-leaf path of a mc-tree contains a common vertex, the collection of common vertices compute the same root value because they all use the same input (the same collected messages
By the definition of a correct vertex, its stored value is received from the nodes in a fault-free 351 node, and a fault-free node always transmits the same value to all nodes. Therefore, the correct 
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Due to the mobility of the VANET, these nodes may join or leave the network at any time.
472
Furthermore, some of the nodes in the network may be fallible, so the network may not be stable.
473
The network topology developed in recent years demonstrates mobility [4] . However, the previous 
482
 RTAP allows return nodes to reach the same agreement value.
483
 RTAP can solve the BA problem by the minimum number of rounds of message exchanges.
484
 RTAP increases the fault tolerance capability by allowing for faulty nodes (malicious faulty 485 nodes, dormant faulty nodes and absent nodes).
486
In addition, a simulation of the given protocol and comparing the results and finding out any 487 practical difficulties especially the issue of synchronizing the network will be done in near future.
488
Furthermore, only considering node faults in the BA problem is insufficient for the highly reliable 489 distributed system of the VANET. In the real world, not only might nodes crash, omission or 490 malicious, but also might transmission medium crash, omission or malicious. On the other hand, our 491 protocol will be extended to solve when dormant or malicious transmission media or nodes exist 492 simultaneously in the underlying VANET in future work.
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