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In t h i s  paper,  a r 
t h  h t he  n- moment of the t ime-to-cycle s l i p  parameter (T) i s  deri&d 
f o r  both t h e  f i r s t  and second o rde r  phase lock loop. E x p l i c i t  
r e s u l t s  are presented f o r  t h e  f i r s t  four  moments of T f o r  both" 
t h e  f i r s t  and second order  phase lock loops. While t h e  moments 
h 
n 
obtained f o r  T i n  a second o rde r  loop a r e  approximately c o r r e c t ,  
the  s o l u t i o n s  for t h e  f i r s t  o rde r  loop are exact .  
h 
The mean of T had been obtained previously by V i t e r b i  
and Tauseworthe. T h e  r e s u l t s  presented here ag.ree i d e n t i c a l l y  
w i t h  those of these  i n v e s t i g a t o r s .  I n  add i t ion ,  t h e  r e s u l t s  
i n d i c a t e  t h a t  t h e  d i s t r i b u t i o n  of T can be approximated by a 
Pearson Type I11 d i s t r i b u t i o n .  
A 
The approach taken i n  der iv ing  r e s u l t s  f o r  t h e  f i r s t  
order  loop, was t o  demonstrate t h a t  t h e  phase e r r o r  i n  t h e  loop 
is  a Markov process so t h a t  i t s  t r a n s i t i o n a l  frequency funct ion 
s a t i s f i e s  t h e  Chapman-Kolmogorov equation. Then s t a r t i n g  w i t h  
t h e  Chapman-Kolmogorov equat ion,  a d i f , f e r e n t i a l  equation i s  
derived which t h e  t r a n s i t i o n a l  frequency funct ion s a t i s f i e s .  
Using t h i s  d i f f e r e n t i a l  equat ion,  one can der ive  the  r ecu r s ive  
d i f f e r e n t i a l  equation s a t i s f i e d  by t h e  moments of T. This same 
approach was used by Tikonov and V i t e r b i  i n  t h e  de r iva t ion  of 
t h e  s t a t i o n a r y  p robab i l i t y  dens i ty  of t h e  phase e r r o r .  A 
s i m i l a r  un i f i ed  approach t o  t h e  s o l u t i o n  of the  cha rac t e r i za t ion  
parameters of a phase lock loop i s  extended t o  a second order  
h 
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h 
loop, In  addi t ion  t o  t h e  r e s u l t s  obtained f o r  t h e  moments of T ,  
t he  phase error s t a t i o n a r y  d e n s i t y  d i s t r i b u t i o n  i s  der ived.  The 
phase e r r o r  r e s u l t s  agree i d e n t i c a l l y  with V i t e r b i ' s  f ind ings .  
The s o l u t i o n  f o r  t h e  moment generat ing func t ion  f o r  
t h e  f i r s t  passage t i m e  of a process  t h a t  sa t isf ies  t h e  
Ornstein-Uhlenbech equation i s  a l s o  given, and e x p l i c i t  expressions 
f o r  the moments derived. 
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I. INTRODUCTION 
The estimation of the phase of a sine wave in 
additive white Gaussian noise is a problem whose solution is of 
great practical significance. Control people require phase 
information for tracking purposes while communication types use 
the phase for coherent reception of carriers so that they may 
optimally demodulate information transmitted by the carrier. 
One! device used to determine the phase is a phase 
lock loop. There are two parameters used in measuring the perfor- 
mance of a phase lock loop. 
that the phase estimate of the device does not differ by more than 
ir‘ radians and is defined as the steady state probability density 
of the phase error. However, at random times, the noise causes 
the phase to jump more than IT radians. Thus the instantaneous 
frequency of the sine wave will change by a cycle each time the 
phase error jumps 5 2n. 
cycle (T), a random variable, as a second parameter whose statistics 
are a measure of the loops performance. 
The first is based on the assumption 
It is common to take the time to skip a 
I\ 
The phase lock loop is schematically depicted in 
Figure 1. 
’, ’ Figure 1. Phase-Lock Loop + :. 
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The loop c o n s i s t s  of three components, a m u l t i p l i e r ,  
a t ime-invarient  l i n e a r  f i l t e r ,  and a vol tage con t ro l l ed  
o s c i l l a t o r  (VCO).  I f  the loop i s  operat ing on a no i se l e s s  
s i n e  wave then t h e  s teady s t a t e  output  of t h e  VCO is  a quadrature  
r e p l i c a  of t h e  inpu t  s i g n a l  which may d i f f e r  only i n  amplitude. 
The m u l t i p l i e r  ou tput  x ( t ) ,  under these condi t ions ,  w i l l  have 
only a double frequency t e r m  which t h e  l i n e a r  f i l t e r  and VCO 
configurat ion w i l l  n o t  pass.  The l i n e a r  f i l t e r  h a s  a second 
and equal ly  important funct ion which is  t o  reduce t h e  e f f e c t s  
of no i se  t h a t  normally g e t s  i n t o  t h e  loop. A phase lock loop 
i s  def ined t o  be of n + l  order  when t h e r e  a r e  n f i n i t e  pa l e s  
i n  t he  Laplace t r a n s f e r  funct ion of i t s  l i n e a r  f i l t e r  under 
the  res t r ic t ion t h a t  t he  number of zeroes of t h i s  Laplace 
tfansform i s  no g r e a t e r  than n.  
determining t h e  behavior of t h e  phase lock loop i n  the  presence 
of noise .  H e  determined the s t a t i o n a r y  phase-error d i s t r i b u t i o n .  
H e  d id  t h i s  by showing t h a t  t h e  Fokker-Planck d i f f e r e n t i a l  equa- 
t i o n  descr ibes  t h e  behavior of a f i r s t - o r d e r  phase lock loop. 
V i t e rb i3  extended Tikhonov's work by obta in ing  an approximate 
so lu t ion  f o r  h igher  order  loops and a l s o  obtained t h e  mean of 
6 f o r  the  f i r s t  o rder  loop. In  add i t ion ,  Viterbi '  obtained t h e  
optimum d e t e c t o r  f o r  s eve ra l  binary modulation systems when one 
has only a noisy es t imate  of t h e  c a r r i e r  phase. The s ign i f i cance  
of t h i s  work i s  t h e  following. I n  coherent FSK, f o r  example, 
r e s u l t s  had been der ived previously based on the  assumption of 
coherent de t ec t ion .  Coherent de t ec t ion  implied one knew t h e  
c a r r i e r  phase p e r f e c t l y  o r  t h a t  t h e  phase estimate given by t h e  
phase lock loop was t h e  a c t u a l  phase of t h e  received s i g n a l .  
Since noise  i s  always present ,  t h e  assumption i s  no t  v a l i d .  To 
obtain a more rea l i s t ic  b i t  e r r o r  p r o b a b i l i t y ,  V i t e r b i  showed 
t h a t  t h e  b i t  e r r o r  p robab i l i t y  given t h e  phase e r r o r  between t h e  
c a r r i e r  phase and t h e  loop estimate P(E/Oerror ) had t o  be der ived 
and then averaged w i t h  r e spec t  t o  oerrOr t o  ob ta in  P ( E ) .  
Tikhonovlf2 was t h e  f i r s t  t o  a t t a c k  t h e  problem of 
P ( E )  = (E'Oerror ( 'ekror) doe r ro r  
where 
i s  t h e  p r o b a b i l i t y  dens i ty  funct ion of the  (("error 
phase e r r o r  and is  taken equal t o  t h e  s t a t i o n a r y  phase e r r o r  
d i s t r i b u t i o n .  
BELLCOMM, I N C .  - 3 -  
Viterbi has evaluated equation (1) assuming an 
optimum partially coherent detection. 
Viterbi's work and has evaluated equation (1) for several real 
but non-optimum detectors. 
Lindsey' has extended 
Tausworthe' extended Viterbi' s results on cycle 
slipping by determining an approximate solution for the mean 
of T for an n- order phase lock loop. 
A th 
In this memorandum, additional results on cycleth 
slipping age obtained. A technique for obtaining the n- 
moment of T exactly for a first order phase lock loop is given. 
This result is based on the work of Siegert and Darling.7 
are obtained specifically for the first four central moments of 
T. An approximate solution for the n- moment of T for a second 
order phase lock loop is derived. This solution is in agreement 
with Tausworthe's result obtained for the first;. moment. In addi- 
tion it is shown that the density function of T can best be fitted 
by a Pearson Type I11 density function. 
Results 
A th A 
In the process of derivation, a technique for characterizing 
the second order phase lock loop operation in terms of the Kolmogorov 
differential equations is derived. This approach differs somewhat 
from the one taken by Viterbi but leads to a simpler derivation of 
Viterbi's result and in addition other results are obtained. 
Finally, it should be pointed out that the Kolmogorov 
equation to be solved is related to the Ornstein-Uhlenbeck equation 
used to understand the behavior of certain types of diffusion 
processes. Thus physicists may find this memorandum of interest 
since the statistics for the first passage times to a symmetrical 
boundary for such a process are also given. 
11. FIRST ORDER PHASE LOCK LOOP 
A 
In this section, the statistics of T are obtained. To 
do this, we briefly sketch the argument which shows that the loop 
operation can be described as a homogeneous Markov process. This 
allows one to describe the probabilistic behavior of the loop in 
terms of differential equations known generally as the Kolmogorov 
differential equations. The first of these equations is also 
known as the Fokker-Plank equation and was used by Viterbi3 to 
determine the steady state probability density of the first-order 
loop phase error. The second equation was used by Darling and 
Siegert to derive results relating to the first passage times of 
diffusion processes. Our task is then simply to show how Darling's 
and Siegert's results can be used to obtain the statistics of T. 
7 
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It is assumed that the loop input is a sine wave 
plus a stationary narrow band Gaussian process n(t) of zero 
mean, n (t) may be represented as 
where n (t) and n2(t) are independent Gaussian processes of 
zero mean and identical spectral densities. The parameter 
w -  rad is taken as the quiescent frequency output of the VCO. 
The spectral densities of n(t) nl(t) and n2(t) are assumed 
flat over a sufficiently wide frequency range so that they 
can be approximated as white with a magnitude equal to No/2.** 
If we define the input to the phase lock loop as 
fi A sin O(t) + n(t), where O(t) = wot + Ol(t), and the VCO 
output as 
write the multiplier output %(t) as 
1 
o sec 
K1 cos &(t) where 6 ( t )  = wot + 02(t) then we may 
x(t) = AKlsin[01(t)-02(t) J - Klnl(t)sin02(t) + Kln2(t)cos02(t) 
Since the VCO will not pass the double frequency 
terms, they can be ignored, Therefore, when the control signal 
to the VCO is applied the VCO frequency becomes w o  + K2e(t) 
(where K2 is a proportionallity constant at the VCO whose dimen- 
sions are radians per second per vo1t)and the time derivative 
of the phase angle of the VCO output phase is given by 
c. 
(4) dO(t) - w + K2e(t) or = K2e(t) 
dt dt 0 
*The reader is referred to Section 2.7 of Reference 3 
for a more detailed development of the noise model. 
* * N ~  = kTo watts/cps and is the one sided noise spectral density 
where k = Boltzmann's constant and To = system noise temperature, 
O Kelvin 
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where 
e(t) = AKlsin[Ql(t)-B2(t)] - K 1 1  n (t)sino2(t) + Kln2(t)coso2(t) 
Defining 
K = K1K2 
equation ( 4 )  can be written as 
A process is defined to be Markov if its transitio:: 
probability distribution (or density function) is a function 
only of the present value of the process and not-.of 
its past vahies. Letting ol(t) = (w-wo)t, (assuming an input 
signal. of constant frequency w rad/sec) it is seen that the 
rate of change of the phase error is dependent only upon the 
present value of the phase error (I (t) and the noise n' (t). 
Since Viterbi has shown that we may treat n'(t) as a Gaussian 
process with a flat spectral density of magnitude No/2 over a 
sufficiently wide double-sided band of frequencies, we may 
assume the noise is white. Thus n'(t) is statistically inde- 
pendent of its past and the phase error process is Markov in a 
first order loop. Viterbi also has shown the following 
ELLCOMM, I N C .  - 6 -  
= O  n > , 3  l i m  EIAIjnlIj]  
A t + O  A t  
Equations ( 6 )  through (8)  a r e  obtained by i n t e g r a t i n g  
equation (5) over an i n f i n i t e s i m a l  i n t e r v a l  of t i m e  and not ing  
t h a t  i f  (I i s  known A $  i s  a Gaussian random process.  
W e  next  de f ine  p(Ijo,r; O , t )  as t h e  following cond i t iona l  
p robab i l i t y  dens i ty  funct ion.  
p(cpo,~;  c p , t )  = p(phase e r r o r  = $ a t  t i m e  t /phase e r r o r  .= cp a t  t i m e  r )  
(9) 
0 
Then if w e  assume the  following 
and 
exist, P ( $ ~ , T ;  c p ,  t) 
or  Fokker-Planck equation which i s :  
s a t i s f i e s  t h e  forward Xolmorgorov equation 
where we have used t h e  s h o r t  hand no ta t ion ,  
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Viterbi used equation (10) to derive the long term 
steady-state (stationary) probability density of the phase 
error. we can use equations (5) through ( 8 )  together 
c) 
8 U p satisfies the backward Kolmogorov equation given by 
Since the Markov process in question is homogeneous 
p(tfr) = p(t-T), equation (11) can be written as** 
If we define $ o ( 0 )  = $, with a > $ > b, then the first 
passage time Tab( $o) is the random variable defined as the time 
to reach either boundary a or b the first time, given that $(t) 
starts at 9,. Mathematically we say 
Now we will use the following theorem derived by 
Darling and Siegert7. 
*It is normally the practice of Engineers to assume functions 
arising from descriptions of: parameters in the real world are well 
behaved when there is no evieence to prove the contrary. 
**It is sufficient to show that Bl(o,t) = B1($) and 
B2($,t) = BZ($) for homogeneity. 
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Let $,(t) sa-isfy the hypothcsis of equation (12) 
and 
of order n 6 n 
if T = Tab($,) is a proper random variable whose moments 
n 
exist, then E[Tab ($,)I satisfies 0 
Thus we can use equation (14) to find the moments of . In particular, we are interested in the time to slip Tab ($0' 
a cycle under the assumption that w = wo. 
a = 27r, b = 27 and $o = 0 so that T = T27r 2n (0). 
equation (14) by 
In this case, we have 
A 
Now if we divide 
B2 [ A $  I $ 1 
and use equations (6) and (7) then the 
h 2 
moments of T satisfy 
where 
and 
A2 
NOBL 
p = -  
- AK BL - - 4 
BLis defined as the one sided effective noise bandwidth 
computed from a transfer function at baseband. 
p is defined as the loop signal to noise ratio. However, 
one should note that A is the incoming signal power at the carrier 2 
- 9 -  
frequency and No is the noise spectral density measured at the 
carrier frequency. The parameter p is a useful measure of 
performance, For example when p is large, the stationary , 
phase error density function tends to a Gaussian shape and 
the variance of the phase error ue 2 1  = - 
P *  
An There are several ways that we can solve for EET 3 .  
The most direct method is to solye equation (14) analytically 
and iteratively starting with E[T]. In Appendix A, the solution 
for E[Tl is derived in this manner with the result that 
A 
P n  2 E[T] = -2BL Io 
3 This result is identical to the one obtained by Viterbi. 
To proceed further in this manner results in expressions 
which are in terms of multiple infinite series of Bessel functions 
which must be programmed if particular solutions are required; 
the mulitplicity increasing more than linearly with n (the 
n- ordered moment). th 
A second method is to solve equation (15) directly by 
means of an analogue computer as depicted in Figure 2. It can 
be seen that two constants C1 and C; are required in order to 
solve for E[?], once E[T 
n 
-n-l1 is known. 
- nu E[in E [Gn] 
*13E 
th I\ Figure 2. Analogue Model for the Solution of the n- moment of T 
- 10 - 
It is shown in Appendix A that 
n c1 = 0 
for all n 
n n 
C2 = -F ( 2 7 ~ )  
so that 
(17) 
The analogue model given in Figure 2 was s,mulated on 
an 1108 Univac computer using a Univac program called "Mimic". 
Although the accuracy of the program in generating the mean 
could be measured against Viterbi's results, that of the higher 
moments had to be determined. This was done by programming 
Mimic to find the moments of '? (here 
passage time) for the Ornstein-Uhlenbech diffusion process. 
The differential equation for the first passage times of this 
process is very similar, although not identical, to equation 15. 
The moment generating function and the moments of the first 
passage time are derived in Appendix B, In addition the moments 
generated by Mimic and those from the equations given in 
Appendix B are compared in Appendix B. The results show that 
Mimic can generate accurate results. 
interpreted as the first 
Returning to the first order loop, the first four 
normalized moments of the time-to-cycle slip as computed from 
the simulation of Figure 2 are presented in Table 1. The 
normalization used in this memorandum (commonly used by 
statisticians) is the following: 
A 
mean = E[T] 
skewness = 3 
. 
We assume the mean and variance is sufficiently 
understood that they need not be explained_except for the 
following, Both the mean and variance of T are functions of 
the bandwidth BLe However, the relationship is such that if 
we define % and 0; to be the mean and variance of when 
BL = 1, then to obtain the mean and variance for any loop 
bandwidth we have the relationship 
2 
2 
“N 02 = -
BL 
Because of normalization, both the skewness and excess are 
independent of the loop bandwidth. 
The skewness is a measure of the lack of symmetry 
in the density distribution. Thus, the skewness of a normal 
distribution is 0 since it is perfectly symmetrical while that 
of the exponential is 2 which is a large skewness. The excess 
is a measure of peakedness relative to a normal distribution. 
Therefore, the normal distribution has no excess while that 
of the uniform distribution is -1.2 showing that it is less 
peaked than the normal distribution. Table 11, taken f r o m  
reference 9, is a listing of several commonly used distributions 
together with some of their statistical characteristics. 
- 12 - 
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The results indicate that for all values of p ,  the 
distribution is very skewed and peaked, looking like a Pearson 
Type I11 distribution over its first four moments which became 
identical to those of an exponential distribution for large 
values of p.  
111. SECOND ORDER PHASE LOCK LOOP 
In this section an outline of the derivation of an 
approximate solution of a second order phase lock loop is 
sketched. The details of the derivation are given in Appendix 
C. The results are then compared, where possible, with those 
obtained analytically and experimentally. 
We assume the transfer function of the linear filter (G  ( S )  )
in the phase lock loop (Figure 1) to be 
where 01 is a constant and thus  the phase lock loop differential 
equation with w = w is given by 
0 
= -k[Asin$ (t) + n' (t)] - a f  (t) dt 
where 
t 
f (t) = K [Asin$ (u) + n' (u) Idu 
Using this equation we can derive the following differential 
equation which is satisfied by the transition density function 
BELLCOMM, IINC. - 16 - 
where E [ f t ( $ l J  i s  t h e  expec ta t ion  of f t  given t h e  phase of t h e  
received s i g n a l  a t  t i m e  t. 
t h e  following l i n e a r  approximation can be made. 
Tauseworthe' has shown t h a t  f o r  a second order  loop 
where 
R 2  ( 0 )  
4BL 
ae = AK - 
k(O) i s  t h e  impluse response of t he  l i n e a r i z e d  phase 
lock loop evaluated a t  t = O .  Therefore w e  have 
- 17 - 
where 5 (T) is the normalized covariance function of the 
stationary process Q, (t) . Q, 
Thus we can write equation (21) as 
2 - AK+a K N  0 where r = Ak/a, y = -4 F = A /NoBL BL - - 0 4 
We note that equation (25) describes a +(t) which is 
a homogeneous Markov process whose behavior is determined by 
the differential equation 
Examining equation (26) and comparing with our results 
from the previous section we conclude that for sufficiently large 
signal to noise ratios, the second order phase lock loop's 
behavior can be modeled as a homogeneous Markov process. Therefqre, 
a recursive relationship for the time to skip a cycle parameter T 
can be derived in a manner analogous to the one derived for the 
first order phase lock loop with the result that 
A 
where EITo] = 1 
K * N ~  - 4BL 
y = - -  1 2  (l+$ 4 
L L C Q  NC. - 18 - 
6 Equation (26) is identical with Tausworthe's result 
for the calculation of ELTI" .presented in Reference 6. It 
can be seen in this referenced work that there is close 
agreement between the theoretical and experimental findings.+ 
Equation (27 )  was programmed for the first four moments of T. 
The results are presented in Table 111. To interpret the results 
we compare them with the conclusion reached by Tausworthe', based 
upon experimental work13 I that the probability distribution on 
the time-to-cycle slip is given by a Pearson Type I11 density 
y-1,-y 
f ( e )  = Y z r ( p )  
where 
2 
P ='I:) 
If this hypothesis is true then we can see from 
Table I1 that the skewness and excess must be given by 
2 skewness = - 
JF 
6 excess = - P 
(29) 
l+T 2s 
"Tausworthe used a filter G ( s )  = for such a filter 
2 T1s AXT 
r =  e In addition Tausworthe works with the two sided 
fiducial "bandwidth" 
density No = No -
respect to W ,  is twice the value of E[TJ when normalized with respect 
Tl 
(a,) here equal to 2BL and noise spectral 
h 
The net effect is that i[T] when normalized with 2 "  
to B,* 
function of ? satisfies a differential equation. 
leads directly to equation (27) 
Tausworthe shows is a footnote that the moment generating 
, .  
Use of this result 
7
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It is to be noted that this Pearson Type I11 density 
function with the parameter,a=O (see Table 11) generates the 
exact first two moments of T and approximates all of the others. 
To see how good this approximation is the values of the skewness 
and excess calculated from equations (30) and (31) are presented. 
These results are compared with those calculated from equation (27) 
(columns 6 and 7 ) .  This comparison is also made graphically in 
Figures 2, 3 and 4. It can be seen that as r and p increase the 
rd th rd fitted 3- and 4- moments approach the values of the actual 3- 
and 4- moments of T. We can however make use of the PearsonAType 
I11 density function to generate the first three moments of T 
th A 
exactly and to approximate the excess 
To do this we let a = vk(r,p) where k 
given value of r and p .  Then we have 
with exceptional accuracy. 
(r,p) is a constant for a 
the following 
Thus 
2 p = p(a=O) (l-k(r,a)) 
Since we want to fit the skewness of $ we equate 
or 
2 -- - @olumn[9]of Table I11 
column [6]of Table I11 l-k(rd - - 
The values of k(r,p) found using equation (32) are 
graphically presented in Figure5 ,while a comparison of the 
fitted excess with the excess of T is given in Table IV. 
- 22  - 
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TABLE IV 
h 
A comparison of the Excess of T to the Excess generated by a 
Pearson Type I11 density function fitted to the first three 
moments of T. 
r P Excess T Excess--fitted Pearson Type 111 
h 
h 
2 I/ 2 5 e 7673 5 .6741 
1 5 a 9255 5 8 9 2 1  
2 5.9902 5.9856 
3 5.9988 5 e 9983 
4 5.9998 
5 6,0000 
6.0000 
6.0000 
4 
10 
1000 
1/ 2 5,8028 5 e 7218 
1 5,9423 
2 5 D 9959 
3 5 9997 
4 6.0000 
5 6 0000 
5 a 9158 
5 9938 
5.9992 
6 e 0000 
5.9999 
1 / 2  5 e 8496 5.7885 
1 5,9545 
2 5 9980 
3 5,9999 
5.9336 
5 e 9976 
5.9997 
4 6 0000 6 e 0 0 0 1  
5 6.0000 6 0000 
1 / 2  5 8924 5 a 8 4 7 1  
1 5.9675 
2 5,9843 
5 e 9532 
5 . 9 9 8 1  
3 6 e 0000 5.9999 
4 6,0000 5,9999 
5 6 0000 6.0000 
- 2 7  - 
Finally, we note that for the steady state distribution 
of the phase error equation (23) reduces to 
Now since the phase error @1 will nearly always be 
small $l 2 sin $ l e  
results in 
Substituting sin$l for $1 in equation (38) 
Equation (33) is identical to the result derived by 3 Viterbi and verified experimentally by F. S. Charles and 
12 W. C. Lindsey . The form of equation (33) is identical to 
one derived for the first order loop so that the solution is 
also of identical form. Thus 
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APPENDIX A 
th EVALUATION OF THE n- MOMENT OF THE T I m  
TO SKIP A CYCLE ( e )  
For convenience we repeat equation (15) which i s  a 
second order differential equation in the n t h  mom-,nt of T and 
whose solu$ion is dependent upon the knowledge of the n-ls 
moment of T. Thus we have 
with E[Go] = 1, 
ocos 9, 
If we multiply both sides by e and integrate 
we have 
d6 + cln (A- 2 nn-l socose E [T (6 1 1 e “cos$o - n2 dE [‘in] e d@O 4 B, = -  
$0 
where g ( t )  dt is 
its upper limit. cln 
Multiplying 
second time we have 
the integral of g(t) evaluated only at 
is a constant to be determined. 
both sides by e and integrating a 
-aces+ 
(A-3) 
where c~~ is a constant to be determined. 
- A2 - 
T o  eva lua te  cln and c~~ w e  make use of t h e  boundary 
condi t ions  which are 
Using equat ion (A-4) w e  have t h a t  
(A- 5 1 
Now i f  w e  s t a r t  w i t h  E [ i o ]  = 1 then  w e  f i n d  t h a t  
ell = 0 
E L L C O  NC. - A3 - 
A 
E[T(Q] is an even function of @ 
0 
By inductive reasoning we find more generally that 
c = o  (A- 8 In 
and 
-acose 2Tr 
e E[in-l(e) ]eaCoSedO (A-10) 
Equation (A-10) can be interpreted in terms of the 
analogue simulation of Figure 1 by equation (18) of the text. 
Evaluation of equation (A-10) for n=l leads to 
- A-4 - 
W W m [ c o s ( m + k ) ~ ~  - 1 1  
(-1) + 2k m+k + 2  
m = l  k=l 
+ 2  ( - l ) m [ c o s  ( m + k )  9, - 111 
m = l  k=1 J 
m#k 
so that 
(A-11) 
(A-12) 
APPENDIX B 
DERIVATION OF MOMENTS O F  '? FOR THE 
ORENSTEIN UHLINBECK PROCESS 
In this appendix we simplify equation (5) of the 
text by linearizing it so that inslead of equation ( 6 )  we have 
B1 [ A @  I cp 1- = -AK@ and the background Kolmogorov equation becomes 
Equation (B-1) is well known as the backward equation 
of the Ornstein-Uhlenbeck process, one of the diffusion processes 
studied by both physicists and statisticians. If we take-the 
Laplace transform with respect to t we have 
where 
0 
Following a technique of Whittaker12 we assume a 
solution to (B-2) and if it works it is the solution, We 
assume therefore that 
then we have that 
- B2 - 
1 e - -  2 
dt e a 
- $ot-t /2 I! 4BL 
4BL P 
(-t) 
1 + -  
= +IO 
= o  for e positive 
and as given by equation (B-3) is a solution to equation 
( B - 2 ) .  
In a similar manner one finds u(-+ ) to be a solution 
0 
for 8 > 0 .  Thus if we use a theorem given by Darlington and 
Siegert for symmetrical boundary conditions 
generating function f o r  T, g( $IoI 1/4BL, p r  $L)  is given by 
and -4, the 
h Darlington and Siegert have derived equation ( B - 3 )  for 
T in terms of the ratio of two integrals called Weber functions. 
The following is a simplifica@.on of their result which allows 
one to derive the moments of T. 
- B 3  - 
We write equation ( B - 3 )  in the following form 
= u and if we exp.and the bracketed pair of t2 
1/2 
If we let 
exponentials in both the denominator and numerator of equation 
(B-4) we have 
2 P  
- J O  n=O - 
2n e /8sL+n- 1 
du -U e. ' U  
"0 n=O 
which can be written as 
- B 4  - 
11 
W 2 
e (@o P 2 )  e + n-1) (-- e + n - 2 ) * * *  - 
8BL 8BL 
(- 
8BL 2n 1 
1 +  
n=l  
and reduces t o  
03-51 
I t  i s  easy t o  show t h a t  equat ion (B-5) satisfies 
equat ion (B-2) and t h e  boundary va lue  condi t ions  so  t h a t  it i s  
indeed a so lu t ion .  
Our main i n t e r e s t  i s  determining t h e  s ta t i s t ics  of 
= 0 . ? when @. 
t o  
Thus .for * t h i s  case t h e  genera t ing  func t ion  reduces 
0 
1 
g ( @ o F  18y) = W n 
e + n-2) . . *  - 4BL e 
8BL 
1 +  
n=l  
, (B- 6 1 
2 2 where y = 6 2 
2 2 
6 = @ L P  
It  i s  i n t e r e s t i n g  t o  no te  t h e  r e l a t i o n s h i p  between . .  2 @.o and P ., 
r e l a t i o n s h i p  between the  square of @ and p .  
That is for a given va lue  of ti2 t h e r e  i s  an inve r se  
L 
* 
To determine t h e  mounts of T w e  d e f i n e  
- B5 - 
and differentiate @ ( e ) .  Thus we have that 
(B-10)  
where 
03 n- 1 
1 
( -+ j) V(y , e  ,n) 0 
1 O ( 0 )  = - 
YBL 
j=O 8BL n= l  
( B - 1 2 )  
03 . .n n 
( B - 1 3 )  1 
+h-1) (- +j- l )  (- V(y,e,n) e 
.. 
j=1 h=l yBL YBL 
j S h  
m n n n  
1 
+j-l) (- e 
YBL YBL 
+h-1) (- + R - 1 )  
YBL 
V ( Y , ~  In) e 
(- j=1 h=l R = l  
j S h S  R ( B - 1 4 )  
- B6 - 
e +j-l)  (--- e ik-1)  (- e + a - 1 )  (- +m-1) 
YBL YBL YBL YBL 
(- 
The normalized central moments are then given by 
E161 = 6 ( 0 )  
E[G2] = 2f i2 (0 )  - D ( 0 )  
Thus the variance is 
2 2 
0 (T) = E [TI - D ( 0 )  
(B-15)  
( B - 1 6 )  
(B-17) 
(B-18.) 
( B - 1 9 )  
while the skewness is 
- B7 - 
(B-20) 
S i n c e  
*. 
= -36 ( 0 ) b 2 ( O )  + 8 6 ( 0 ) 6 ( 0 )  + 6 D 2 ( 0 )  + 24f i4(0)  - D ( 0 )  
which reduces t o  
.(I.= 
(B-21) 2 -  2 4 A4 4 = 24E ( T ) a  (T)  - 6E [T I + 60 (T)  + 8E(+)D(O)  - D ( 0 )  
Tinere- fore  t h e  excess i s  
w h e r e  
n W 
1 ( 2 a 2 )  (n-1):  
8BL ( 2 n )  ! 
6 ( 0 )  = - 
n= 1 
W 2 ”  n- 1 (26 1 (n-1) 1 
( 2 n )  : j 
- D ( 0 )  = 
j=1 
n-1 n-1 
(8BL) n= 3 j=1 k = l  
n 
( 2 s 2 )  (n-1 
W 
1 1  
( 2 n )  ! j E  - 
W U d  3 D ( 0 )  = - 
(B-22) 
(B-23) 
(B-24) 
(B-25) 
- B8 - 
W 2 n  n-1 n-1 n-1 
1 1 1  
j k R  
(2'6 1 (n-1) - - -  , , a ,  D ( 0 )  = 
j=1 k = l  R = l  
(B-26) 
We n3te that if the moments are to be evaluated by 
a digital computer then a useful identity is the following 
where 
z(1) = 1/2 
(B-27) 
.Z(2) = 3/2 * 1/2 
z(n) = (n-1/2) z(n-1) 
with z ( 0 )  defined as equal to 1. 
moments of $., These results were compared with those computed 
by programming Mimic to solve the moment differential equation 
The 1108 was programmend to compute the first four 
(B-28) 
The results of these several programs are shown in Table B-1. It 
can be seen that the two methods generate results which are in 
close agreement over the four statistics and that this agreement 
improves as p increases. 
TABLE B-1 
A 
MOMENTS OF Tab DERIVED FROM THE 
ORENSTEIN-UHLENBECK BACKWARD EQUATION (a=2~r and b = 2 ~ )  
a )  R e s u l t s  C o m p u t e d  from Moment Densi ty  Function 
a m (T n n 
03125  1 , 9 1 9 0 9 8 4 ~ 1 0 - ~  1 . 7 8 0 6 7 2 1 ~ 1 0 - ~  
a 0625  4 9 0 9 7 5 2 6 ~ 1 0 ~ ~  4 e 6 2 6 7 1 5 1 ~ 1 0 - ~  
. I 2 5  1 . 7 5 3 9 0 1 8  1 . 6 9 6 2 3 6 9  
e 2 5  1 . 5 6 2 7 3 8 2 ~ 1 0 '  1 . 5 5 1 8 4 3 6 ~ 1 0 ~  
e 5 6 2 5  4 , 6 4 9 1 1 8 1 ~ 1 0 ~  4 e 6 4 8 9 4 1 8 ~ 1 0 ~  
7 1 . 9 1 2 2 9 5 9 ~ 1 0  7 P, 1 . 9 1 2 2 9 5 9 ~ 1 0  
b) R e s u l t s  Generated by "MIMIC" 
a m 0 n n 
03125  1 . 9 1 9 0 7 ~ 1 0 - ~  1 . 6 3 0 5 1 2 2 9 ~ 1 0 - ~  
e 0 6 2 5  4 , 9 0 9 6 8 ~ 1 0 - '  4. 32512917x10-1 
e 1 2 5  1 , 7 5 3 8 7  1 . 6 3 6 5 0 8 4 9  
e 2 5  1 , 5 6 2 6 9 ~ 1 0 '  1 . 5 4 0 8 2 4 4 4 ~ 1 0 ~  
e 5625  4 . 6 4 8 8 3 ~ 1 0  3 4 . 6 4 8 4 7 0 6 7 ~ 1 0 ~  
1. 1 , 9 1 5 1 7 ~ 1 0  7 1 . 9 1 5 1 7 ~ 1 0 ~  
Skewness 
2 .0240190 
2 e 0144344  
2 .0042966  
2 .0001864 
2 .0000000 
2 0 0000000 
Skewness 
1 . 9 7 4 5 0 4 4 5  
1 . 9 8 4 9 8 1 4 4  
1 .99577757  
1 , 9 9 9 8 3 8 9 8  
2 .00000684  
2 .00001042 
E x c e s s  
6 e 0921676  
6 .0559489  
6 . 0 1 5 8 6 9 1  
6 .0007334 
6 .0000000  
6 .0000000  
E x c e s s  
5 . 8 9 3 0 4 4 8 2  
5 . 9 3 7 6 8 1 3  
5 . 9 8 2 7 6 6 6 8  
5 .99934946  
5 .99999  
5 .99999  
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APPENDIX C 
APPROXIMATE SOLUTIONS FOR THE SECOND ORDER 
PHASE LOCK LOOP 
In this appendix we assume the second order loop 
transfer function to be 
F(s) = 1 + cL (C- 1) S 
and thus the phase lock loop differential equation is given by 
- ak lt [Asin# (u) + n '  (u) ldu 
We next define 
and proceed to derive a differential equation which describes 
the long term statistical behavior of the phas5error. Our 
approach is similar to the one taken by Viterbi in deriving 
the Fokker-P1mck equation and its relation to the first order 
phase lock loop. 
We next define four variables descriptively in 
Figure C-1. Thus we may write the joint density distribution 
BELLCOMM, - c 2  - 
of these variables in the following manner. 
But from equation C-2 we see that 4o adds no knowledge 
to determining the statistical behavior of 
Thus if we integrate both sides with respect to O1 we have 
when we know 0,. 
f 
PHASE 
ERROR 
TIME 
0 T T + A T  
Figure C - 1  PHASE ERROR AND f AS A FUNCTION OF TIME 
BELLCOMM, INC. - c 3  - 
f+" 
We can factor out P ( $ o ,  ft) from both sides of 
equation (C-3) with the result that 
Thus we see that the conditional transitional 
probabilities satisfy the Chapnan Kolmogorov-equation-given 
by equation (C-4))  e 
We shall next derive the corresponding forward and 
backward conditional differential equations which describe 
the behavior of the second order loop. 
We begin with the integral 
where R ( @ )  is an arbitrary analytic function with properties 
soon to be stated. 
Equation (C-5) can be written in the iimiting form as 
BELLCOMM, I N C .  - c 4  - 
Subs t i t u t ing  equat ion ((2-4) i n t o  equat ion (C-6) l eads  t o  
Interchanging t h e  order  of i n t e g r a t i o n  and expanding 
t h e  a n a l y t i c  func t ion  R ( @ )  i n  a Taylor series about $1 l eads  t o  
f+“ 1 
where 
BELLCOMM, I N C .  
and 
- c5 - 
which reduces to 
Equation (C-11) can be written as 
(C-12) 
th Next we define the limit of the normalized n- 
conditional moment: of the increment ($-$1) during the time At 
to be 
(C-13) 
BELLCOMM, I N C .  - C 6  - 
Substitution of equation ((2-13) into equation (C-8) leads to 
Under the assumption that R ( $ l )  and its derivatives 
decrease sufficiently rapidly as $l tends to t m  we have 
I, m 
,n-1 t m  
= o  
- m  
., . ' 
th Integrating the n- term of the sum n times; substituting 
this result in equation (C-9) and then subtracting this from 
equation (C-5) leads to 
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Since R(41) was an arbitrary analytic function except 
for the above conditions on its derivatives, in order for the 
integral to vanish the quantity in brackets must be equal to zero. 
Thus 
We next evaluate An($l, ft) using equation ((2-2). 
Integrating equation ((2-2) over a small time we have that 
(C-16) 
AKsin$(u)du At - aK Lt*At k t n l  (u)dt - K n' (u)du (C-17) -i' 1 
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where we have set o = woe Therefore 
EIA+l+l,ftl 
= -[AKsin+(t) + aft At lim At+O 
Since all other An($llft) terms go to zero as At 
goes to zero equation (C-16) reduces to 
(C-18)  
(C-19) 
We next expand the left side of equation (C-20)  by 
the chain rule for differentation so that 
Using equation (C-21), equation (C-20)  reduces to 
(C-22)  
a 4; 4 
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W e  nex t  mu l t ip ly  both s i d e s  of equat ion (C-22) by 
P ( f t )  and then i n t e g r a t e  over a l l  va lues  of f, with t h e  
r e s u l t  t h a t  
(C-2 3 1 
which i s  equat ion ( 2 1 )  of the t e x t .  
