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Abstract
The task of summarization can be categorized into two methods, extractive and
abstractive summarization. Extractive approach selects highly meaningful sentences to form a
summary while the abstractive approach interprets the original document and generates the
summary in its own words. The task of generating a summary, whether extractive or abstractive,
has been studied with different approaches such as statistical-based, graph-based, and
deep-learning based approaches. Deep learning has achieved promising performance in
comparison with the classical approaches and with the evolution of neural networks such as the
attention network or commonly known as the Transformer architecture, there are potential areas
for improving the summarization approach. The introduction of transformers and its encoder
model BERT, has created advancement in the performance of many downstream tasks in NLP,
including the summarization task. The objective of this thesis is to study the performance of deep
learning-based models on text summarization through a series of experiments, and propose
“SqueezeBERTSum”, a trained summarization model fine-tuned with the SqueezeBERT encoder
which achieved competitive ROUGE scores retaining original BERT model’s performance by
98% with ~49% fewer trainable parameters.
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Chapter 1: Introduction
This chapter provides an overview of the problem and the research area focused on solving it. It
describes the opportunities when solving the problem and why it is essential to have an existing
summarization solution. Afterwards, research challenges and objectives are presented in detail
and followed with the thesis layout.

1.1 Problem Definition
The world of texts, instant document sharing, and constant growth of data, has grown
phenomenally and still does, given the portability and the ease of using a mobile device to share
and receive data on the fly. Now there is large amounts of data being shared among different
mobile devices, and sometimes it carries redundant information or perhaps large data where a
small segment can represent the main information of that data. Based on a study sponsored by
EMC titled “Idc digital universe study: Big data, bigger digital shadows and biggest growth in
the far east.”, the study estimates that by 2020 around 1.7 megabytes of new information will be
created every second for every human being on earth which presents a dire need to have a
software that can summarize a large document and provide a condensed version that still
captures the information of that document. Text summarization is the process of extracting
important sentences or snippets of a large document and combining them into a condensed
version.
Text summarization (TS) is one of the most powerful research areas that has been in
constant development. Text summarization is the process of extracting important sentences or
snippets of a large document and combining them into a condensed version. Summarizing a text
can be both time-efficient and cost-efficient. Time-efficiency would be the human interpreter
reading a summary that grasps the main essence of a very large document instead of spending
more time reading the whole document. Newsgroups can use a document summarization tool on
several documents to gather the important information of each document that discusses the same
topic. Cost-efficiency would be compressing the amount of data being transferred from a device
to a device. Users who frequently check their phones prefer to receive their information as short
as possible without staying connected to the internet for a long time to download the whole
textual data. It would be cost-efficient if the user can have the choice of reading a summary
before requesting the whole document to read. With todays’ rate of growth, it will soon become a
7

necessity to have a tool that “digs” through multi-large documents and generates a quick insight
of the data as a service to the human reader.

1.2 Motivation
Building a software that summarizes text is not a new idea introduced in the late century,
many researchers have developed different versions of that software and tried to achieve the best
accuracy which is creating a summary that would capture the main essence of the document.
Text summarization became a research interest recently because today's machines are now
equipped with Graphical Processing Units, or in short, GPUs which in result, gave more
computational power for experimentations with different deep learning models to solve a
classification/regression problem. The first Automatic Text Summarization was created by Luhn
in 1958 based on term frequency [2]. The definition of a summary differs from one human reader
to another, so each interpreter can generate a different condensed version of a document based on
his/her belief of which are the most important or relevant sentences that need to be added to the
final summary. Therefore, a text summarizer has to be evaluated with a certain metric which will
be discussed later in this paper. A summary generated from a document might serve different
purposes depending on the human reader. A reader might want to read a summary that gives an
insight about the document before reading the entire document. Another reader might want to
read the relevant keywords or tagged topics in this document without reading it. Before building
a summarization software, there should be a formal definition of what the summary is and what
the output of that software should be. The motivation behind this thesis is to explore different
deep learning models for text summarization and produce a study on evaluating single-document
summarization performance in terms of accuracy and training time.

1.3 Challenges
Challenges of performing extractive summarization tasks vary from selection of an
evaluation metric to measure the performance of the summarizer, to selection of the type of
document to be summarized. Generating a summary does not have an absolute correctness as
different readers can produce different versions of a summary that can deliver the same value.
Given this statement, researchers have widely adopted evaluation metric ROUGE to compare the
overlap between the computer generated summary with the human generated summary or what is
8

labeled as golden summary, this research challenge is elaborated in more detail in Part 2. The
other research challenge is domain-specific summarization, which is the process of summarizing
a special type or format of data from medical documents to an event-driven document such as
story-telling documents, to academic documents. Those are different forms of data that can be
summarized and might require a custom deep learning approach that needs to learn the structure
of the data in order to produce a summary without missing important details. This challenge
posed a requirement that any model training on a specific domain might produce good
summaries on that type of data but may yield degrading performance on summarizing documents
of different domains.

1.4 Goal & Objectives
The goal of this thesis is to identify performance improvement in extractive text summarization
and evaluate an extractive approach that provides better performance either in accuracy increase
or reduction of training time. Based on the stated goal, the objective of this thesis is to provide an
in-depth study of BERT variants (also known as contextualized-word embeddings) and its
performance with different deep learning models. In this objective, performance here can be
divided into two metrics; accuracy and training time. Evaluating a BERT variant with a deep
learning model will be through measuring the summary generation accuracy and the time taken
to train that model. The summary generation accuracy will be evaluated using ROUGE scores.
Throughout this thesis, the main objective will be answering two research questions which are
the following:
1) How can a deep learning model improve summarization performance?
2) Which variant of the BERT model produces better summarization performance?
Answering these two research questions will be through a set of milestones. For research
question (1), the first experiment is to reproduce the results obtained on the extractive text
summarization to compare the improvements of three different neural architectures on the
CNN/DM dataset using the bert-base variant. The three different architectures are; recurrent
neural network, transformer network, and a fully-connected network as a classifier. The second
research question is to find out which BERT variant produces the best summarization results. For
research question (2), the methodology will be to conduct a series of experiments on fine-tuning
9

a deep-learning model with a BERT variant and measuring both performance accuracies and
training time. This methodology will also involve using Google Colab Notebooks to clone the
code repository with the modified changes and utilize the available free GPU to train the models
and report the findings through a demo Notebook.

1.5 Thesis Layout
The rest of this thesis is organized as follows: Chapter 2 builds the core background of
summarization, types of it, and the existing datasets that could be used to train an extractive text
summarization. Chapter 3 surveys related work on the extractive text summarization using
supervised learning or unsupervised learning. Chapter 4 describes the methodology through a
series of experiments that will attempt to answer the two research questions mentioned in section
1.4. Chapter 5 concludes the thesis with its findings and discusses future work that can be
applied to the current contribution.
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Chapter 2: Literature Review
This chapter discusses the related work in solving the text summarization problem. First, it
covers the summarization definition and its types, and then it lists down the different approaches
in text summarization. Second, this chapter discusses the literature of each approach-based
summarization and identifies which dataset was used, which word embedding technique was
applied, and which evaluation metric was used.

2.1 Summarization Definition
The task of automatic text summarization is composed of the following components:

Figure 1: Overview of Automatic Text Summarization

1. Data pre-processing phase, the process of applying cleaning and transformation of the raw
source document. Examples of data pre-processing techniques are; (1) noise removal which is
the removal of any data that does not add value to the information in the document or summary.
(2) sentence tokenization that splits the data into a set of sentences. (3) removal of punctuation
marks. (4) work tokenization to split the sentence into a set of words or tokens in that matter. (5)
removal of stop words to remove frequently occurring words such as (a), (an), (the), et cetera. (6)
word stemming which is the removal of suffixes and prefixes. (7) lemmatization which is
transforming the word to its base or dictionary word such as transforming the word [playing,
played, plays] to its base form [play]. (8) part-of-speech tagging or PoS tagging in short, which is
the process of assigning grammatical categories to a given word or token.
2. Algorithmic processing phase, it is covered more in the literature review on various ways of
applying text summarization. Briefly, it is the phase related to applying an algorithmic approach
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on generating a summary from the input pre-processed document. The approach could be either
statistical, graph-based, topic-based, or machine learning-based. Algorithmic processing phase
also includes either extractive or abstractive summarization which will be further discussed in
part 2.1, extractive techniques are favored than abstractive techniques since the former has
shown better performance and is relatively easier to implement [1].
3. Post-processing phase, the process of applying any necessary data transformation to the output
of the algorithm processing phase to be given as a target summary. This phase can be optional to
some approaches as summaries could be generated out from an existing approach without the
need to apply any NLP techniques on it.
Summarization can be defined into two forms:
1. Types of Summary (Abstractive & Extractive)
2. Types of Information (Informative & Indicative)
For Summary type, text summarization can be split into two distinct approaches: extractive
summarization and abstractive summarization. Extractive Summarization is a summary formed
by reusing portions of the original document like words or sentences and gathering them in a
summary. In an extractive approach, each sentence is ranked based on the most salient
information and then ordered together into a summary while preserving the grammatical rules.
SumaRuNNer [3] is one of several studies that performs extractive summarization. Abstractive
Summarization is a summary formed by interpreting the original document and generating
meaningful sentences in a shorter version. This approach involves more semantic understanding
of the document by the software in order to write a summary in a human understandable form.
An example of such an approach is “Summarist” which has modules that perform that type of
summarization [4].
A summary does not have an absolute validation, it is the result of the reader's interpretation of a
document based on his/her understanding. A valid summary can give a few important keywords
and another valid summary can present a paragraph. A summary is split into two different groups
of information:
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1. Indicative summary which gives the main idea of the text to the reader. The length of this
type of summarization is around 5-10% of the original document [5]. A summary like
this is used to give readers a quick look at the headline and subtitles. The information on
the back of movie packs is one example of an indicative summary.
2. Informative summary however, gives brief concise information of the original document.
The length of the informative summary is around 15-20% of the original document [5]
and can be a good replacement of the original document.
These are different approaches which could be used to perform an extractive summarization task.
Using frequency count approach by Luhn [2]. Using a graph-based approach by TextRank [12]
that represents a document as a graph of sentences and the edges between the sentences are
connected based on a similarity measure. Using the concept of eigenvectors by LexRank [13] to
the graph of sentences to estimate importance value for each sentence in the document. Using a
topic-based approach like LSA, short for Latent Semantic Analysis [14], that tries to find
sentences in the document by applying Singular Value Decomposition over document matrix D
of size m x n where m is the number of sentences and n is the number of terms. Using a greedy
search approximation approach like SumBasic [15] that uses a frequency-based sentence to set
the weights of word probabilities to minimize redundancy. For each approach there is a literature
review and the following sections below will describe the related work on each approach.

2.2 Statistical-based Approaches
1. Opinion Mining from online hotel reviews
(Y-H. Hu et al. 2017) proposes a multi-text summarization technique for identifying the top-k
most informative sentences of hotel reviews [62]. The research process proposed was divided
into five principal steps: hotel review collection, review preprocessing, sentence importance
calculation, sentence similarity calculation, and top-k sentence recommendations. Their
algorithm can be summarized into the following:
1. Data scraping: collecting hotel reviews from TripAdvisor.com
2. Data preprocessing: applying part-of-speech tagging, stop-words elimination, and POS
filtering.
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3. Sentence importance calculation: calculating a score for a sentence of a review based on
the following features: 1) the representativeness of a review author, 2) helpfulness of a
review, 3) review time, 4) the content of sentences in a review.
4. Sentence similarity calculation: the authors first identified that they want to calculate the
content similarity which is the distance of each noun-noun pair between two sentences,
calculated using Normalized Google Distance (NGD) [68].
5. Selection of Top-K sentences: this step applies the k-medoids algorithm algorithm to
partition sentences into p clusters where p > selected k. each sentences is represented as a
vector and the algorithm begins randomly selecting p sentences as an initial set of
medoids and the cosine similarity between each sentence and each medoid is calculated
until all medoids become stable. The importance score of a cluster can then be calculated
by summing the importance score of each sentence and finally the top-k sentences can be
selected by the top-k clusters exhibiting the highest importance scores.
The authors concluded that this was a study to focus on developing an extractive summarization
technique which did not consider the context of the sentences, but introduces areas for
improvement based on their proposed algorithm.
2. Extractive Text Summarization Using Sentence Ranking [69]
(J. Madhuri, G. Kuma, 2019) proposed a novel statistical method to perform extractive text
summarization based on sentence ranking and produce a summary in an audio format. The steps
of the proposed approach are the following:
1. Read the document and tokenize the input sentences.
2. Remove the stop words from the tokenized words.
3. Apply part-of-speech tagging to each key word in the input.
4. Calculate the frequency of each keyword.
5. Calculating weighted frequency of the word by dividing the frequency of the keywords
by maximum frequency of the keywords.
6. Calculate the sum of weighted frequencies.
7. Generate a summary which will extract the high weighted frequency sentences and the
extracted sentences into an audio format.
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Their contribution was fairly straightforward which produced improved ROUGE scores when
compared with the traditional approach [69].
3. TIARA: Interactive, Topic-Based Visual Text Summarization and Analysis [63]
(S. Liu et al., 2012) proposed an enhanced LDA-based topic analysis technique that
automatically derives a set of topics to summarize a collection of documents and their content
evolution over time. The authors studied different statistical approaches and wanted to present a
visualized approach on information rather than simple analysis results such as the TFIDF
algorithm. Their summarization approach is proposed as an interactive visual text analysis tool
called TIARA (Text Insight Via Automated, Responsive Analysis) which is based on an
enhanced topic modeling engine that summarizes the documents into a set of topics, each of
which is represented by a set of keywords. The figure below shows the user interface of TIARA
with a visual summary of the patients records from the National Hospital Ambulatory Medical
Care Survey dataset. The authors concluded that their work contribution has presented a visual
text summarization and an enhanced topic modeling technique which can produce time-sensitive
and more meaningful text summaries.

Figure 2: UI of the proposed tool: TIARA
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2.3 Graph-based Approaches
1. Wikipedia-based multi-document summarization [64]
(Y. Sankarasubramaniam et al. 2014) proposed an automatic summarization approach by first
constructing a bipartite sentence-concept graph, and then rank the input sentences using
interactive updates on their graph. The important feature that the authors mentioned in their
contribution is that the proposed algorithm enables real-time incremental summarization in
which users can first view an initial summary and then request additional content if interested.
The proposed algorithm was trained on DUC 2002 dataset and has been evaluated using ROUGE
scores and the authors concluded that the Wikipedia Summarizer was effective on both
single-document and multi-document dataset and with the use of incremental summarization, the
news articles are more easily read by the users. Their algorithm can be summarized into the
following steps:
1. Given an input document D, the sentences are first parsed and mapped to Wikipedia
Concepts in order to build a bipartite graph where one set of nodes represents the
document's sentences and the other set of nodes represents the Wiki concepts. An edge
between a sentence node and a concept node indicates a mapping between the
corresponding document sentence and Wiki concepts.
2. Apply the proposed ranking algorithm which allows incremental summary generation.
3. Apply the summary extraction from the sentence-concept bipartite graph while
incorporating the concept significance in the graph.
The figure below shows the results of the Wikipedia Summarizer with the baseline on the DUC
2002 dataset.

Table 1: ROUGE scores of the Wikipedia-based summarizer

2. CoRank: graph-based unsupervised ranking model [65]
(C. Fang, et al. 2017) proposed another graph-based approach for extractive summarization
based on word-sentence co-ranking named CoRank. CoRank combines the word-sentence
relationship with the graph-based unsupervised ranking model. The proposed approach
16

incorporates the word-sentence relationship into the graph-based ranking model, such that the
mutual influence is able to convey the intrinsic status of words and sentences more accurately.
The authors then proposed to use the redundancy elimination technique for better selecting
sentences as a summary, which can further improve the quality of generated summaries [65].
This approach was trained on two datasets called News containing 10 Chinese documents and
DUC2002 containing 567 English documents and the figure below shows the ROUGE scores of
the author’s proposed approach with respect to the baseline.

Table 2: ROUGE scores of the CoRank summarizer

3. EdgeSumm: Graph-based framework for automatic text summarization
(W.S. El-Kassas, et al. 2020) proposed a graph-based framework combining of four extractive
algorithms (graph-based, statistical-based, semantic-based, and centrality-based) called
EdgeSumm [67] which was reported to achieve performance scores higher than state-of-the-art
systems in ROUGE-1 and ROUGE-2. The proposed framework consists of the following steps:
1) Pre-Processing, 2) Processing, and 3) Post-Processing. This proposed approach is meant to
solve the summarization problem by introducing a generic framework for summarizing
domain-independent documents, EdgeSumm is introduced as an unsupervised graph-based
framework.
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Figure 3: EdgeSumm Architecture

Summarization logic is applied in the second step which is the processing step as mentioned in
the figure above. It first constructs a text graph model based on the output of the pre-processing
step and then calculates the weight for each node in the graph based on the word frequency
besides the occurrence of the word in the title and other important factors. Then a search graph
algorithm is applied to try to find the phrases or edges that link the most frequent words or topics
and the output of the algorithm is a list of selected edges for each sentence. Afterwards, a
Candidate summary algorithm is applied which selects sentences to be included in the candidate
summary based on which sentence has at least one edge selected in the candidate edges list from
the search graph algorithm output. EdgeSumm has been applied on standard datasets DUC2001
and DUC2002 and it has outperformed the state-of-the-art text summarization systems for the
ROUGE-1 and ROUGE-L metrics in the DUC2002 dataset.
4. Graph-based Extractive Summarizer using keywords or topic modeling [70]
(R. Belwal, et al. 2021) proposed a graph-based summarization technique which builds the
graph where the weights of the edges are based on both the similarity between the sentences
(nodes) and also considers the similarity between the sentences and the overall input document
[70]. The generalized steps for a graph-based summarizer is the following:
● Representation of the sentences in the form of a graph where sentences are the nodes and
the similarity measure to assign a weight to the edges.
● Applying graph-based algorithms to find the ranks of the nodes.
18

● Summary generation on the basis of rank.
However, what’s different in the generalized steps here as mentioned in this proposed approach
is that the similarity measure is dependent on both the sentences as well as the overall document.
This approach was trained on CNN/DM dataset [17] and Opinosis dataset [8] and has produced
ROUGE scores in the experiments section which demonstrated that the proposed algorithm
achieves better performance than the existing graph-based methods in terms of ROUGE
matrices.

2.4 Deep learning-based Approaches
1. SummaRuNNer - Deep Learning Extractive Summarizer
(Nallapati R, Zhai F, Zhou B 2017) proposed a deep learning model called SummaRuNNer [3].
It is a neural network approach that treats the problem as a sequence classification problem. It is
a two-layer recurrent neural network (RNN) based sequence classifier where the bottom layer
operates at word level within each sentence, while the top layer operates at sentence level. Every
sentence is visited sequentially in the original document order and a binary decision is made
while taking into account previous decisions made to give a verdict whether or not it should be
included in the summary. This approach used a Gated Recurrent Units (GRU) as a building block
for their network [16]. A GRU-RNN can be described as follows. The Weights of the network
W’s and biases b’s are parameters of the GRU-RNN where hj is the real-valued hidden-state
timestep j and xj is the input vector after word embedding. GRU-RNN has two gates, u called the
update gate and r which is the reset gate and their equations are represented as follows.
Update gate at timestep j.
Reset gate at timestep j.

Forward Hidden layer at time step j.
Backward Hidden layer at time step j.
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The entire document can be represented as a nonlinear function of the average pooling of the
concatenated hidden states of the bi-directional sentence-level RNN as follows:

For classification, each sentence is revisited in a second pass with a logistic layer that makes a
binary decision whether sentencei should belong to the summary.
Below is the final architecture of the SumaRuNNer where the bottom layer handles word level
for each sentence, and the top layer handles the sentence level, and after document representation
it gives a binary decision to each sentence whether it should be included or not. The binary
classification assigns 1 for included and 0 for not included.

Figure 4: SummaRuNNer: A Recurrent Neural Network based Sequence Model for Extractive Summarization

2. Attentional Encoder-Decoder Extractive Summarizer
(Cheng and Lapata 2016) proposed a similar deep learning approach. They proposed an
attentional encoder-decoder for extractive single-document summarization and applied to the
CNN/DailyMail corpus [17]. This paper proposed the CNN and Daily Mail corpus and their
work is the closest to the SummaRuNNer model. Their model is based on an encoder-decoder
approach where the encoder learns the representation of sentences and documents while the
decoder classifies each sentence based on the encoder's representation using an attention
20

mechanism. In this paper, they built multiple representations using neural networks. They first
obtained representation vectors at the sentence level using a single-layer convolutional neural
network (CNN) as they can be trained effectively without long-term dependencies in the model
and successful for sentence-level classification. Afterwards, they built representations for
documents using RNN that recursively composes sentences [17]. First step is called
Convolutional Sentence Encoder, the second step is called Recurrent Document Encoder. Third
step is Sentence Extractor which is another RNN that applies attention mechanisms to directly
extract salient sentences after reading them. The labeling decision is made with both the encoded
document and the previously labeled sentences in mind. After this sequence labeling task, the
fourth step is Word Extractor. This task is responsible for generating the next word in the
summary using a hierarchical attention architecture and computes the probability of the next
work to be included in the summary [17].
First figure shows the first three steps, the CNN sentence encoder followed by the RNN
document encoder, followed by the RNN sentence extractor with attention mechanism.

Figure 5: Attentional Encoder-Decoder Architecture, CNN + RNN
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Second figure shows the labeling process that happens from sentence extractor phase to word
extractor phase. Both figures together are the full architecture of this paper.

Figure 6: Attentional Encoder-Decoder Architecture, Neural Summarization by Extracting Sentences and Words

3. SummCoder - Unsupervised Extractive Summarizer
(Joshi, Eduardo, Enrique, and Laura 2019) proposed SummCoder [18], an unsupervised
framework for extractive text summarization based on deep auto-encoders.
In this approach, the extractive summarization problem was defined as a sentence sequence
ranking or sentence selection problem in a document. The determination of which sentences
should be included in the summary was based on three criteria:
i)
ii)
iii)

Sentence Content Relevance Metric
Sentence Novelty Metric
Sentence Position Relevance Metric

This proposed framework ranks sentences based on these three metrics. Based on this paper’s
problem formulation, it describes the following: Consider a document D as a bag of textual units
and each textual unit as a bag of sentences. Let a textual unit be denoted as T ∈ D, and a sentence
as S ∈ T ∈ D. Therefore, a document can be considered as a bag of sentences. If a document has
N sentences D = (S1, S2, ..., SN), each sentence is embedded to a vector which is encoder phase,
and then it gets computed with the three metrics mentioned before and decoded afterwards. The
following figure is their introduced SummCoder Framework [18].
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Figure 7: SummCoder: An unsupervised framework for extractive text summarization based on deep auto-encoders

4. BanditSum - Extractive Summarization As Contextual Bandit Problem
(Yue Dong, et. al 2019) proposed a novel method for training neural networks to perform
single-document extractive summarization without heuristically-generated extractive labels.
They call their approach BanditSum as it treats extractive summarization as a contextual bandit
(CB) problem, where the model receives a document to summarize (the context), and chooses a
sequence of sentences to include in the summary (the action) [27].
The paper formulates extractive summarization as a contextual bandit where they trained an
agent to solve using policy gradient reinforcement learning. A bandit is a decision-making
formalization in which an agent repeatedly chooses one of several actions, and receives a reward
based on this choice. For extractive summarization tasks, each document is labeled as a context
and each ordered subset of a document’s sentences is a different action. The agent is required to
learn quickly from a series of actions which yield the highest reward. This approach has shown
promising results and they have shown empirically that BanditSum performs significantly better
than competing approaches when good summary sentences appear late in the source document.
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5. NeuSUM - Document Encoder and Sentence Extractor As Extractive Summarizer
(Qingyu, et. al 2018) proposes a different neural network approach for extractive text
summarization called NeuSUM [28]. In this paper they present a novel end-to-end neural
network framework for extractive document summarization by jointly learning to score and
select sentences. It first reads the document sentences with a hierarchical encoder to obtain the
representation of sentences. Then it builds the output summary by extracting sentences one by
one. Their proposed model consists of two parts, the document encoder and the sentence
extractor. The document encoder has a hierarchical architecture, which suits the compositionality
of documents. The sentence extractor is built with RNN architecture. They conducted
experiments on the CNN/Daily Mail dataset and their proposed model at the time of publication
has significantly outperformed state-of-the-art methods and achieved the best result on
CNN/Daily Mail dataset. [28]

2.5 BERT-based Approaches
Self-Attention Networks:
In most BERT-derived networks there are typically 3 stages: the embedding, the encoder,
and the classifier [25]. The embedding converts preprocessed words (represented as
integer-valued tokens) into learned feature-vectors of the floating-point numbers; the encoder
consists of a series of self-attention and other layers; and the classifier produces the network’s
final output. Since the embedding and the classifier account for ~ 1% of the runtime of a
self-attention network, we focus on the encoder [45].
We now describe the encoder that is used in BERT-base. The encoder consists of a stack of
blocks. Each block consists of a self-attention module followed by three position-wise
fully-connected layers, known as feed-forward network (FFN) layers. Each self-attention module
contains three separate position-wise fully-connected (PFC) layers, which are used to generate
the query (Q), key (K), and value (V) activation vectors for each position in the feature
embedding. Each of these PFC layers in self-attention applies the same operation to each
position in the feature embedding independently. While neural networks traditionally multiply
weights by activations, a distinguishing factor of attention neural networks is that they multiply
activations by other activations, which enables dynamic weighting of tensor elements to adjust
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based on the input data. Further, attention networks allow modeling of arbitrary dependencies
irregardless of their distance in the input or output. (Vaswani et al.) proposed the self-attention
module [46] which is also used in different BERT models such as GPT, BERT, RoBERTa,
ELECTRA, and others [47][25][49][48]. It multiplies the Q, K, V activations vectors together
using the equation
𝑇

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(

𝑄𝐾

𝑑𝑘

)

where 𝑑𝑘is the number of channels in one attention head.

1. BERTSum - BERT-based Extractive Summarization Model
(Yang Liu 2019) offers in his paper a variant of extractive summarization approach using
contextualized-word embeddings BERT. In his paper, he fine tuned a bert based model to
perform extractive text summarization called BERTSum [31]. BERT is a pre-trained Transformer
model that has achieved ground-breaking performance on multiple NLP tasks, and the model has
outperformed several approaches in this literature review. In his methodology, he uses BERT to
output representation for each sentence since BERT is trained as a masked-language model and
then he modified the input sequence and embeddings of BERT to make it possible for extracting
summaries. The figure below shows the complete architecture of BERTSum where the model
inserts a [CLS] token before each sentence and a [SEP] token after each sentence, and then adds
three embedding layers; Token Embeddings, Interval Segment Embeddings, and Position
Embeddings as input to the BERT layer.
The output of the BERT layer is sentence vectors from BERT, which steps into several
summarization-specific layers stacked on top of the BERT outputs, to capture document-level
features for extracting summaries. The author calculates the final predicted score Y for each
sentence Si and computes the binary classification entropy as the loss function to label whether
this sentence should be selected or not. [31]
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Figure 8: BERTSum Architecture

2. Automatic Text Summarization of COVID-19 Medical Research Articles using BERT and
GPT-2
With the emergence of the COVID-19 pandemic, (Tan, Kieuvongngam and Niu 2020)
published a paper on solving the text summarization problem for the COVID-19 Open Research
Dataset dataset [35] which has released a corpus of scholarly articles. The authors have taken
advantage of the recent advances in NLP models such as BERT and OpenAI GPT-2 to perform
text summarization of both abstractive and extractive approaches [59]. The authors used
DistilBERT model for unsupervised extractive summarization implemented in the Hugging Face
transformer [55]. For the abstractive summarization, the authors used a pre-trained distil version
of GPT-2 model called DistilGPT2 also implemented in the Hugging Face transformer [55].
After training their models and evaluating them using the ROUGE metric, the authors concluded
that there is a room for improvement by training a complex BERT models such as the bigger
GPT-2 version with more intensive computation resources to rapidly improve abstractive
summarization to fight the pandemic and expand the literature on COVID-19 dataset.
3. Combination of abstractive and extractive approaches for summarization of long scientific
texts [60]
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(Tretyak Vladislav and Stepanov Denis 2020) presented a comparison analysis of different
architectures for extractive and abstractive summarization approaches which inspired the idea of
developing the second research question for this thesis regarding choosing BERT variant for
summarization. The authors also proposed a method for generating summaries of long texts by
using both an extractive model and an abstractive model together as seen in the figure below.

Figure 9: Proposed Architecture for Abstractive Summarization of long documents

After performing the experiments on extractive summaries, the authors concluded that the
introduction and the conclusion of the documents showed the best rouge score and also proposed
the new architecture which could improve the quality of abstractive summaries. Their
experiments were evaluated using ROUGE-1, ROUGE-2, and ROUGE-L and they used the arxiv
dataset in their research.
4. DiscoBERT - Discourse-aware Neural Extractive Summarization Model
Since BERT has been adopted for document encoding in state-of-the-art text summarization
models. (Jiacheng Xu, et. al 2020) published a paper that presents a discourse-aware neural
summarization model or as the authors called it - DiscoBert [29]. DiscoBert extracts
sub-sentential discourse units (instead of sentences) as candidates for extractive selection on a
finer granularity. To capture the long-range dependencies among discourse units, structural
discourse graphs are constructed based on RST trees and coreference mentions, encoded with
Graph Convolutional Networks. Experiments show that the proposed model outperforms
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state-of-the-art methods by a significant margin on popular summarization benchmarks
compared to other BERT-base models.
5. MatchSum - Extractive Summarization As Text Matching Problem
(Ming Zhong, et. al 2020) presented a paper that tackles extractive text summarization in a
different approach as a Text Matching problem, the authors called it MatchSum [30]. This paper
creates a paradigm shift with regard to the way neural extractive summarization systems. Instead
of following the commonly used framework of extracting sentences individually and modeling
the relationship between sentences, they formulated the extractive summarization task as a
semantic text matching problem in which a source document and candidate summaries will be
(extracted from the original text) matched in a semantic space.
Experiments have been done on five datasets which show the effectiveness of the matching
framework and they believe the power of this matching-based summarization framework has not
been fully exploited.
The figure below demonstrates the authors’ methodology with the MatchSum framework. They
match the contextual representations of the document with the gold summary and candidate
summaries and they claim intuitively that better candidate summaries should be semantically
closer to the document, while the gold summary should be the closest. [30]

Figure 10: Overview of MatchSUM framework

28

The following table below shows the comparison of different extractive text
summarization approaches on the CNN/DM dataset using ROUGE as the prime evaluation
metric. This table shows a comparison of the approaches mentioned in this literature review with
ROUGE scores published by the authors [17][27][28][29][30][31]. The related works are sorted
in descending order but the computation time needed to train each approach is not recorded in
this table.
Model

ROUGE-1

ROUGE-2

ROUGE-L

MatchSum (Zhong et al., 2020)

44.41

20.86

40.55

DiscoBERT (Xu et al. 2019)

43.77

20.85

40.67

BertSum (Liu and Lapata 2019)

43.85

20.34

39.90

NeuSUM (Zhou et al., 2018)

41.59

19.01

37.98

BanditSum (Dong et al., 2018)

41.5

18.7

37.6

SummaRuNNer (Nallapati et at., 2017)

39.6

16.2

35.3

Lead-3 baseline (Nallapati et al., 2017)

39.2

15.7

35.5

Table 3: Comparison of different extractive summarization approaches

2.6 Word Embedding
Textual data has to be represented in a way that the machine can understand. Word embedding
helps this transformation by representing each word as a one-hot vector of a certain size. That
one-hot vector has only one entry set to 1 which represents the position or index of that word and
all the other entries are set to 0. This is how a word can be embedded to a one-hot vector which
can later be used as trainable data. It improves the performance of the text summarization
process and it is applicable to compute two-word similarity with their vector representation.

2.6.1 Non-Contextualized Embeddings
Word2Vec
Word2Vec is a continuous bag-of-words or in short, CBOW, architecture for creating word
embeddings that uses n future words as well as n past words to create a word embedding. The
objective function for CBOW is:
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𝐽θ =

1
𝑇

𝑇

∑ 𝑙𝑜𝑔𝑝(𝑤𝑡 | 𝑤𝑡 − 𝑛, ..., 𝑤𝑡 − 1, 𝑤𝑡 + 1, ..., 𝑤𝑡 + 𝑛)
𝑡=1

(Mikolov et al., 2013) proposed word2vec as a method for efficient estimation of word
representation in vector space [11].

Figure 11: Overview of Word2Vec

GloVe
GloVe Embeddings are a type of word embedding that encodes the co-occurrence probability
ratio between two words as vector differences. GloVe uses a weighted least squares objective J
that minimizes the difference between the dot product of the vectors of two words and the
logarithm of their number of co-occurrences:
𝑉

𝐽=

𝑇

∑ 𝑓(𝑋𝑖𝑗)(𝑤𝑖 ŵ𝑗 + 𝑏𝑖 + 𝑏𝑗 − 𝑙𝑜𝑔𝑋𝑖𝑗)

2

𝑖,𝑗=1

where 𝑤𝑖 and 𝑏𝑖 are the word vector and bias respectively of word i, ŵ , j and 𝑏𝑗are the context
word vector and bias respectively of word k, 𝑋𝑖𝑗is the number of times word i occurs in the
context of word j, and f is a weighting function that assigns lower weights to rare and frequency
co-occurrences [23].
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Figure 12: Overview of GloVe

2.6.2 Contextualized Embeddings
ELMo
ELMo is a deep contextualized word representation that models both (1) complex
characteristics of word use syntactically and semantically, and (2) how these uses vary across
linguistic contexts. These word vectors are learned functions of the internal states of a deep
bidirectional language model (biLM), which is pre-trained on a large text corpus [24]. They can
be easily added to existing models and significantly improve the SoTA across a broad range of
challenging NLP problems. (Peters et al., 2018) summarized the major advantages of ELMo
embeddings in the following:
- Contextual: the representation of each word depends on the entire context in which it is used.
- Deep: the word representations combine all layers of a deep pre-trained neural network
- Character based: ELMo representations are purely character based, allowing the network to use
morphological clues to form robust representations for out-of-vocabulary tokens unseen in
training.

Figure 13: Overview of ELMo
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BERT
BERT is one of the major transfer learning models that made a breakthrough in the year
of 2018 for NLP tasks along with Allen AI’s ELMo. BERT by Google is a bidirectional encoder
representation from transformers. BERT can be used to extract high quality language features
from textual data, i.e., more representative word embeddings, or it can be fine-tuned on a specific
task such as classification, question-answering, or NER. BERT has been proved to be useful in
SoTA systems and it offers an advantage over other language models like word2vec. BERT
produces contextualized word embeddings such that it captures other forms of information
around it in a given sentence that result in more accurate feature representations, which in turn
results in better model performance [25].

Figure 14: Overview of BERT

2.7 ROUGE Evaluation Algorithm
Generating a summary does not have absolute correctness. Each summary made by a
human reader differs from another based on what he/she perceives as important information to
include or what are the unique sentences that have to be included. In text summarization, an
evaluation metric to use is Recall-Oriented Understudy for Gisting Evaluation, or in short,
ROUGE recall measure [19]. Rouge-N is an N-gram recall measure between the golden
summary and the generated summary. It is the ratio of count of N-gram phrases which occur in
both the golden and the generated summary. In other words, the ROUGE-N metric measures the
overlap between the golden summary (reference summary) and generated summary.
Variants of ROUGE metric like:
● Rouge-N: measures unigram, bigram, trigram, or n-gram in general.
○ Rouge-1 (unigram)
○ Rouge-2 (bigram)
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○ Rouge-3 (trigram)
The general equation for Rouge-N is as follows:

● ROUGE-L: measures longest common subsequence (LCS) of words.
Rouge-L assesses the fluency of the summary through measuring the longest matching sequence
of words using LCS. In LCS, the matches are not consecutive, but in-sequence reflects sentence
level word order. ROUGE-L is computed for golden summary X of length m and predicted
summary Y of length n as follows:

Evaluation of a summary can also be evaluated by computing the value of precision, recall, and
F-score. Precision is used to determine the level of accuracy between documents requested and
the answers given by the system Precision calculation using the formula:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =

𝑆𝑟𝑒𝑓 ∩ 𝑆𝑐𝑎𝑛𝑑
𝑆𝑐𝑎𝑛𝑑

The recall is used for documents that are recalled and are relevant to the query entered by the
user on the system. The recall score is calculated using the formula:
𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =

𝑆𝑟𝑒𝑓 ∩ 𝑆𝑐𝑎𝑛𝑑
𝑆𝑟𝑒𝑓

F-scores are obtained by combining precision and recall. How to calculate the F-score is to
calculate the average precision and recall. The formula below:
𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =

33

2 (𝑃) (𝑅)
𝑃+𝑅

Chapter 3: Methodology
This chapter presents and classifies each experiment under the two research questions mentioned
section 1.4. It presents the objectives of each of the experiments, along with the tools needed and
the steps for implementation.

3.1 Preliminary Experiment - Studying the impact of different models on CNN/DM dataset
The objective of this experiment is to explore BertSum, a variant of BERT for extractive
summarization [31]. The source code is publicly available in Python 3.6 with required libraries to
install; pytorch, pytorch_pretrained_bert, tensorboardX, multiprocess, and pyrouge. This
experiment will run on the available GPU resource by Google Colab notebooks.
The task of extractive summarization is a binary classification problem at the sentence level.
Given a document D with N sentences, we want to assign each sentence with a label Y ɛ {0,1} to
classify whether this sentence should be included in the final summary or not.
BERTSum is an extension of the original BERT model focused on the task of summarization, the
difference between the two architectures is that the BERTSum model adds symbols to the input
to represent the start and the end of a sentence so that the model can learn sentence
representations. BertSum also embeds pairs of sentences to learn adjacency patterns between
each input sentence in the segment embedding layer. The objective of this model is to assign
every sentence in the document a score representing the relevance of the sentence to the overall
document to classify which sentence is included in the summary or not. The figure below shows
the differences mentioned between the original BERT architecture and the BERTSum
architecture [31].
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Figure 15: Comparison between BERT architecture and BERTSumm architecture

The figures below show the BERTSum algorithm in fine tuning the layers of the original BERT
for the task of summarization. The algorithm includes placing the positional embeddings to
indicate the location of the sentence in the document, also known as document contextualization.

Figure 16: Fine Tuning Equation for Layer l in Transformer Layers

These equations above enable us to utilize the classifier to calculate the score ŷ for sentence i. By
ranking the sentence scores, we will be able to identify the highest ŷ sentences scores which will
formulate the output summary of the BERTSum model. The figure below shows the scoring
formula of the BERT architecture.

Figure 17: Sentence Scoring Equation in BERT.

3.2 Choosing best variant of BERT model to produce better performance
This section presents a detailed objective of each experiment in answering the second research
question mentioned in section 1.4. It comprises three experiments where each experiment
consists of training a variant of the bert model and evaluating its performance using the ROUGE
metrics. The experiments have been conducted and evaluated using the Google Colab Notebook.
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3.2.1 Experiment 2 - Fine-Tuning DistilBERT on CNN/DM dataset
The objective of this experiment is to explore DistilBERT. DistilBERT is a compressed
variant of BERT used to reduce the computation cost of training an extractive summarizer and
produce a summary while maintaining the model’s performance to be deployed on low-resources
devices. DistilBERT being smaller than BERT-base by ~40% [33], the objective here is to
modify BertSum to replace the BERT base encoder with DistilBERT and re-train the model and
record the ROUGE scores. This experiment will run on the available GPU resource by Google
Colab notebooks. DistilBERT aims to leverage knowledge distillation during the pre-training
phase and show that it is possible to reduce the size of a BERT model by 40% while retaining
97% of its language understanding capabilities and being 60% faster. Knowledge distillation was
first introduced by Bucila et al, 2006 [36][37] which is a compression technique in which a
compact model called, the student, is trained to reproduce the behaviour of a larger model, i.e.,
the teacher, or an ensemble of models.
DistilBERT was trained using a triple loss which combines language modeling, distillation, and
cosine-distance losses. The student is trained with a distillation loss over the soft target
probabilities of the teacher:
𝐿𝑐𝑒 = ∑ 𝑡𝑖 * 𝑙𝑜𝑔(𝑠𝑖)
𝑖

where ti is a probability estimated by the teacher with respect to the student. The final training
objective is a linear combination of the distillation loss Lce with the supervised training loss,
which is the masked language modeling loss Lmlm [25] as well as adding the cosine embedding
loss Lcos which helps in aligning the direction of both the student and the teacher’s hidden states
vectors.
The architecture of DistilBERT is introduced as the “Student” architecture, which has the same
general architecture as BERT, except for the following changes:
1. The token-type embeddings and the pooler are moved.
2. The number of layers is reduced by a factor of 2.
The authors emphasized on reducing the number of layers as the major change in the BERT
architecture as well as introducing a triple loss which combines language modeling, distillation
and cosine-distance losses.
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3.2.2 Experiment 3 - Fine-Tuning SqueezeBERT on CNN/DM dataset
The objective of this experiment is to explore SqueezeBERT. The SqueezeBERT model
was proposed in paper [32] to reduce the computationally expensive training of complex
architectures such as BERT. SqueezeBERT architecture uses grouped convolutions instead of
fully-connected layers for the Q, K, V, and FFN layers. The paper discusses an observation that
methods such as grouped convolutions have yielded significant speedups for computer vision
networks and they demonstrate a replacement of several operations in self-attention layers with
grouped convolutions and proposed this novel network architecture called SqueezeBERT which
reportedly runs 4.3x faster than BERT-base. In this experiment, I modified BERTSum to replace
the BERT base encoder with SqueezeBERT and trained the model and recorded the ROUGE
scores. This experiment will run on the available GPU resource by Google Colab notebooks.
To further explain SqueezeBERT architecture, it started with a pretrained neural network
called SqueezeNet [38] which was introduced by the computer vision community for optimizing
neural networks on mobile devices. The authors of this research were encouraged by the progress
of leveraging ideas that are popular in the CV literature to accelerate NLP, and applied two ideas
in SqueezeBERT.
1. Convolutions: computer vision neural networks have relied heavily on convolutional
layers since the 1980s [39][40]. Convolutions are quite flexible and well-optimized in
software, and they can implement things as simple as a 1D fully-connected layer, or as
complex as a 3D dilated layer that performs upsampling or downsampling.
2. Grouped Convolutions: a popular technique in model mobile-optimized neural networks.
(Krizhevsky et al., 2012) proposed this technique in the winning submission to the
ImageNet Image classification challenge [41] and it is extensively used in efficient CV
networks such as MobileNet[42], ShuffleNet[43], and EfficientNet[44]. Due to the
successful usage of Grouped Convolutions in different architecture in CV literature, the
authors of SqueezeBERT have applied grouped convolution to NLP as part of their
contribution.
SqueezeBERT architecture is still similar to the BERT base architecture, but with the position
wise fully connected layers, or PFC layers, implemented as convolutions, and grouped
convolutions for many of the layers. Each block in the BERT base encoder has a self-attention
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module with 3 PFC layers, plus 3 more PFC layers called feed-forward network layers (FFN1,
FFN2, and FFN3). The FFN layers have the following dimensions: FFN1 has Cin=Cout=786,
FFN2 has Cin=768 and Cout=3072, and FFN3 has Cin=3072 and Cout=768. In all PFC layers of
the self-attention modules, and in the FFN2 and FFN3 layers, they used grouped convolutions
with G = 4. To allow for mixing across channels of different groups, we use G=1 in the
less-expensive FFN1 layers. Note that in BERT base, FFN2 and FFN3 each have 4 times more
arithmetic operation than FFN1. However, when we use G = 4 in FFN2 and FFN3, now all FFN
layers have the same number of arithmetic operations. Finally, the embedding size (768), the
number of blocks in the encoder (12), the number of heads per self-attention module (12), the
tokenizer (WordPiece [50]), and other aspects of SqueezeBERT are adopted from BERT base
architecture. The authors have used a combination of Wikipedia and BooksCorpus [51] for the
pre-training phase of SqueezeBERT, and have set aside 3% of the combined dataset as a test set.
In classification tasks, SqueezeBERT was trained using the soft cross entropy loss with respect to
a weighted sum of the teacher’s logits and a one-hot encoding of the ground-truth.
3.2.3 Experiment 4 - Fine-Tuning MobileBERT on CNN/DM dataset
The objective of this experiment is to explore MobileBERT [34]. MobileBERT is a
compressed and accelerated version of the BERT model. The authors describe it as a
Task-agnostic approach, which means it can generically be applied to various downstream NLP
tasks via simple fine-tuning. For our use case, we will fine-tune MobileBERT for our
summarization experiment. MobileBERT was introduced before SqueezeBERT as an adoption of
computer vision techniques to produce efficient neural networks for downstream tasks. The
authors concluded in their paper that the MobileBERT model achieved higher accuracy than
other efficient networks such as DistilBERT [33] and BERT-PKD [52]. MobileBERT introduced
two concepts into their NLP self-attention networks that are already in widespread use in CV
neural networks:
1. Bottleneck layers: In RestNet [53], the 3x3 convolutions are computationally expensive,
so a 1x1 “bottleneck” convolution is employed to reduce the number of channels input to
each 3x3 convolution layer. Similarly, MobileBERT adopts bottleneck layers that reduce
the number of channels before each self-attention layer, and this reduces the
computational cost of the self-attention layers.
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2. High-information flow residual connections. In BERT base architecture, the residual
connections serve as links between the low-channel-count (768 channels) layers. The
high-channel-count (3072 channels) layers in BERT base architecture do not have
residual connections. However, the ResNet and Residual-SqueezeNet [54] CV networks
connect the high-channel count layers with residuals, which enables higher information
flow through the network. Similar to these CV networks, MobileBERT adds residual
connections between the high-channel-count layers.
This proposed approach first trained a specially designed teacher model which is an inverted
bottleneck incorporated with the BERT_Large model. Afterwards, a knowledge transfer
technique was applied from this teacher to MobileBERT, empirical studies show that
MobileBERT is 4.3x smaller and 5.5x faster than BERT base while achieving competitive results
on GLUE metric. MobileBERT is designed to be as deep as BERT large while each layer is made
much narrower via adopting bottleneck structure and balancing between self-attention and
feed-forward networks.

Figure 18: (a) BERT Architecture; (b) Inverted-Bottleneck (IB-BERT) Architecture; (c) MobileBERT Architecture
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MobileBERT is trained by layer-to-layer imitating IB-BERT. We conduct knowledge transfer
from IB-BERT to MobileBERT. Authors of MobileBERT have stated that the difference between
their model and other “compressed” models is the stage in which they apply knowledge transfer.
(Jiao et al., 2019) proposed TinyBERT, a model that uses layer-wise distillation strategy for
BERT in both pre-training and fine-tuning stages. (Sanh et al., 2019) proposed DistilBERT,
which successfully halves the depth of BERT model by knowledge distillation in the pre-training
stage and an optional fine-tuning stage. The key difference is that MobileBERT authors have
used knowledge transfer only in the pre-training stage and do not require a fine-tuned teacher or
data augmentation to train their model.
Previous work attempts to compress BERT by reducing its depth, while we focus on
compressing BERT by reducing its width.
MobileBERT architecture is as deep as BERT_Large but each building block is made
much smaller, the hidden dimension of each block is only 128 and introduces two linear
transformations for each block to adjust its input and output dimensions to 512. We refer to such
architecture as a bottleneck.
MobileBERT was trained by first constructing a teacher network and training it until
convergence, afterwards, a knowledge transfer technique is applied from the teacher network to
the student network which is MobileBERT in that case without the need to train it from scratch.
Stacked feed-forward networks were used in MobileBERT architecture since the bottleneck
structure caused the imbalance problem. The broken balance is between the Multi-Head attention
(MHA) module and the feed-forward network (FFN) module. MHA and FFN play different roles
in the Transformer architecture: The former allows the model to jointly attend to information
from different subspaces, while the latter increases the non-linearity of the model. In Original
BERT, the ratio of the parameter numbers in MHA and FFN is always 1:2. But in the bottleneck
structure, the inputs to the MHA are from wider feature maps (of inter-block size), while the
inputs to the FFN are from narrower bottlenes (of intra-block size). This results in that the MHA
modules in MobileBERT relatively contain more parameters. As a fix for this issue, the authors
rebalance the relative size between MHA and FFN via stack feed-forward networks. In the figure
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above, each MobileBERT layer contains one MHA but several stack FFN. In MobileBERT, they
used 4 stacked FFN after each MHA.
When applying different training strategy for a new model, there exists three types of knowledge
transfer:
1. Auxiliary Knowledge Transfer
2. Joint Knowledge Transfer
3. Progressive Knowledge Transfer
The conclusion of this proposed model is that bottleneck/inverted-bottleneck structures enable
effective layer-wise knowledge transfer and that it was crucial to keep MobileBERT “deep” and
“thin”.

3.3 Available Datasets for Text Summarization
Currently there exists multiple datasets for abstractive and extractive text summarization which
were collected from news outlets, scientific articles, customer reviews, and other forums. A
model that generates a summary is called a generated summary or predicted summary. A
human-made summary is referred to as a golden summary in this paper to distinguish the
difference between the two summaries. Following section introduces a compiled list of datasets
for extractive summarization.
1. CNN/Daily Mail Dataset
One of the most common datasets used for text summarization which was originally collected for
Question Answering Systems [6]. It is a two-join dataset. First part is a dataset collected from a
famous news channel called Cable News Network (CNN) that contains a total of 90,000 articles.
Second part is a dataset collected from the Daily-Mail newspaper that contains a total of 197,000
articles. Each article in this large dataset has several bullet points that are marked as a
golden-standard summary for this article. Such a format qualified it for extractive summarization
and evaluating the metric based on the bullet points.
2. Document Understanding Conference (DUC 2002) Dataset
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One of the earliest datasets collected for the text summarization. DUC 2002 was created by NIST
(National Institute of Standards and Technology) for evaluation in the field of text
summarization. DUC 2002 has 59 document sets with a total of 567 news articles, providing
roughly 10 documents per set. Each document has two different gold summaries with a length of
100 words which gives more freedom to evaluate the article twice.
3. New York Times Dataset
A dataset collected by the famous New York times newspaper where the corpus consists of
roughly 1.8 million articles [7]. 650,000 articles have been manually summarized which
qualified it for extractive text summarization.
4. Opinosis Dataset
A dataset based on customer reviews on 51 various topics. Each topic in this dataset roughly has
100 documents each. It is originally collected from many websites that have review sections such
as TripAdvisor for hotels or Amazon.com for various electronics [8].
5. GigaWord Dataset
The GigaWord dataset is a collection of four major sources of English newspapers [9].
● Associated Press World stream English Service
● Agence France Presse English Service
● The Xinhua News Agency English Service
● The New York Times Newswire Service
6. Blog Summarization Dataset
This dataset was created by collecting data from two blogs, Internet Explorer blog and Cosmic
Variance [10]. The dataset is a random selection of 100 documents, 50 from each blog, with four
golden summaries generated and ranked by human summarizers.
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Chapter 4: Experiment Results
This chapter presents the results and the discussion of each experiment and concludes its output
relevant to answering the research questions mentioned above in Part 1.4.
4.1 Preliminary Experiment - Studying the impact of different neural models on CNN/DM
dataset
The objective of this experiment is to answer the first research question mentioned in
Part 1.4, which is, how can a deep learning model improve summarization performance. In this
preliminary experiment, three bert-base models were trained on CNN/DM dataset for evaluation,
the first model was fine-tuned with a simple linear classifier, second model was fine-tuned with a
recurrent neural network, and third model was fine-tuned with a small transformer network with
3 layers. The three models mentioned have been trained with 60,000 epochs where each epoch
represents a complete pass on the entire training dataset, evaluated on ROUGE scores,
ROUGE-1, ROUGE-2, and ROUGE-L. The experiment included training these models and
saving their weights at a checkpoint of 10,000 epoch to construct Table 2 of the models’
performance during the training phase. This experiment was conducted using a Google Colab
Notebook utilizing the available GPU and the model training phase took around 6 days to
complete given the constraint GPU usage sessions with dataset breakdown to train data (92%),
validation data (4.3%), and testing data (3.7%).
The source code of this experiment can be found with documentation in Appendix B.1
In the first experiment with BERT+Classifier, the model produced the highest ROUGE scores at
checkpoint 10,000 with ROUGE-1 0.4276, ROUGE-2 0.19602, and ROUGE-L 0.38927 while
the checkpoints afterwards did not improve and started degrading slowly as shown in the table
below.
The results in Table 2 record the results of the evaluation algorithm that was defined in Chapter
2.7 where the summary is evaluated by computing the value of precision, recall, and F-score.
Average_R represents the average weight of recall, Average_P represents the average weight of
precision, and Average_F represents the average weight of F-measure.

43

BERT+Classifier Model

ROUGE-1

ROUGE-2

ROUGE-L

Model at 10,000

Average_R
Average_P
Average_F

0.54035
0.37125
0.42576

0.24896
0.17125
0.19602

0.49355
0.33967
0.38927

Model at 20,000

Average_R
Average_P
Average_F

0.52150
0.37436
0.42115

0.23837
0.17163
0.19255

0.47651
0.34265
0.38519

Model at 30,000

Average_R
Average_P
Average_F

0.51876
0.37627
0.42125

0.23671
0.17212
0.19218

0.47418
0.34448
0.38539

Model at 40,000

Average_R
Average_P
Average_F

0.49643
0.36751
0.40760

0.21839
0.16249
0.17954

0.45247
0.33569
0.37196

Model at 50,000

Average_R
Average_P
Average_F

0.50487
0.37147
0.41326

0.22603
0.16676
0.18503

0.46120
0.34009
0.37799

Table 4: Experiment on BERT+Classifier on 5 checkpoints

In the second experiment with BERT+Transformer, the model has outperformed
BERT+Classifier from the first checkpoint and has shown promising results with comparison to
it, and it scored the highest results of the three model variants with ROUGE-1 0.43117,
ROUGE-2 0.20152, and ROUGE-L 0.39542.
BERT+Transformer Model

ROUGE-1

ROUGE-2

ROUGE-L

Model at 10,000

Average_R
Average_P
Average_F

0.53883
0.37254
0.42606

0.24859
0.17184
0.19624

0.49235
0.34099
0.38968

Model at 20,000

Average_R
Average_P
Average_F

0.53031
0.37748
0.42643

0.24455
0.17418
0.19644

0.48494
0.34573
0.39030

Model at 30,000

Average_R
Average_P
Average_F

0.51549
0.37774
0.42115

0.23547
0.17301
0.19238

0.47168
0.34639
0.38584

Model at 40,000

Average_R
Average_P
Average_F

0.52084
0.37388
0.42043

0.23732
0.17107
0.19168

0.47627
0.34262
0.38491
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Model at 50,000

Average_R
Average_P
Average_F

0.53155
0.38415
0.43117

0.24820
0.18013
0.20152

0.48692
0.35261
0.39542

Table 5: Experiment on BERT+Transformer on 5 checkpoints

In the third experiment with BERT+RNN, the model has outperformed BERT+Classifier but did
not outperform the BERT+Transformer model. However, the model showed high results during
the first training checkpoints and produced the highest results at checkpoint 30,000 with scores
ROUGE-1 0.42846, ROUGE-2 0.19853, and ROUGE-L 0.39250. The model did not improve in
the checkpoints afterwards. Given the recorded values of the three models trained on the
CNN/DM dataset, although the recurrent neural network architecture has less complexity than
the transformer architecture, we conclude that the model BERT+Transformer was the best of the
three variants at summary generation.

BERT+RNN Model

ROUGE-1

ROUGE-2

ROUGE-L

Model at 10,000

Average_R
Average_P
Average_F

0.53794
0.37356
0.42658

0.24791
0.17234
0.19645

0.49166
0.34194
0.39022

Model at 20,000

Average_R
Average_P
Average_F

0.53986
0.37361
0.42715

0.24986
0.17313
0.19752

0.49333
0.34193
0.39068

Model at 30,000

Average_R
Average_P
Average_F

0.52852
0.38177
0.42846

0.24485
0.17743
0.19853

0.48371
0.34999
0.39250

Model at 40,000

Average_R
Average_P
Average_F

0.51082
0.37088
0.41496

0.22932
0.16731
0.18657

0.46630
0.33929
0.37927

Model at 50,000

Average_R
Average_P
Average_F

0.52156
0.38065
0.42517

0.24001
0.17603
0.19587

0.47724
0.34899
0.38947

Table 6: Experiment on BERT+RNN on 5 checkpoints
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4.2 Experiment 2 - Training DistillBERT Summarizer on CNN/DM dataset
This experiment shows an effort to explore the DistillBert model for extractive summarization
tasks. I will fine-tune DistilBERT, a lite version of BERT model [33] and report the findings
below.
DistilBERT was proposed in 2020 by Victor Sanh, Lysandre Debut, Julien Chaumond, and
Thomas Wolf as a smaller, faster, cheaper, and lighter alternative to the bert base model when
performing language understanding capabilities. The model is based on a technique called
“Knowledge distillation” [37] which is a compression technique in which a compact model - the
student - is trained to reproduce the behaviour of a larger model - the teacher - or an ensemble of
models. DistilBERT has almost the same architecture as the BERT model except the token-type
embeddings and the pooler are removed while the number of layers is reduced by a factor of 2.
The authors have performed experiments with GLUE benchmark and concluded that DistilBERT
retains 97% of BERT performance on downstream tasks. The motivation is to utilize this
efficient compressed model for extractive summarization tasks and investigate whether
DistilBERT can be a productionzed alternative with respect to the large BERT base model.
To run this experiment, I have used the publicly available single GPU provided by Google Colab
to train this model which has taken around ~ 72 hours to complete. The model was trained on a
total of 30,000 epochs and I used the ROUGE evaluation metrics to measure the performance
and compare it with the benchmark bert baseline summarizer.
Libraries needed to install before running the experiment are:
torch==1.1.0 pytorch_pretrained_bert tensorboardX multiprocess transformers

DistillBERT
Checkpoints

ROUGE-1

ROUGE-2

ROUGE-L

Model at 10,000

Average_R
Average_P
Average_F

0.54046
0.37102
0.42535

0.24811
0.17079
0.19527

0.49321
0.33920
0.38856

Model at 20,000

Average_R
Average_P
Average_F

0.52756
0.37355

0.24105
0.17152

0.48198
0.34193
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Model at 30,000

Average_R
Average_P
Average_F

0.42238

0.19324

0.38631

0.50242
0.36837
0.41015

0.22208
0.16356
0.18153

0.45819
0.33656
0.37443

Table 7: Experiment Results on Training DistilBERT on 3 checkpoints

During the training phase, the model generated a relatively higher score at checkpoint
10,000 when compared to the same model of different checkpoints. By computing the average of
ROUGE-1, ROUGE-2, and ROUGE-L , distilbert summarizer generated competitive results that
are slightly less when compared with the bert-base model in Table 6. Distilbert has ROUGE-1
score lesser than bert-base by 1.6%, and ROUGE-2 score lesser than bert-base by 3.5%, and
ROUGE-L score lesser than bert-base by 1.9%. However, the number of parameters with
DistilBert model is less than Bert model by ~36% which is directly proportional to the training
time needed for these models. The observation here is that DistilBERT was able to retain
approximately 98% of the traditional BERT model in terms of summarization performance with
a decrease of ~36% in the number of trainable parameters. The params column, which is the sum
of all weights and biases in a neural network, is recorded in Table 6 and can also be defined as
the size of the trained model. The model’s size is one of the important factors that need to be
observed to reduce the training time and the summary generation of a summarizer model.

BERT Models

ROUGE-1

ROUGE-2

ROUGE-L

Params

bert-base

43.23

20.24

39.63

120.5 M

distilbert

42.54

19.53

38.86

77.4 M

Table 8: DistilBERT Performance with BERT baseline

4.3 Experiment 3 - Training SqueezeBERT Summarizer on CNN/DM dataset
This experiment shows an effort to explore the SqueezeBERT model, a recently developed
model based on grouped convolutions instead of attention networks as an inspiration from
computer vision research. I will fine-tune SqueezeBERT and report the findings below.
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The motivation behind this experiment is to use SqueezeBERT where the authors have leveraged
two ideas that are popular in the computer vision literature to accelerate NLP which are
1. Convolutions: replacement of the position-wise fully connected layers (PFC) with
convolutions where the authors have stated that it has shown to produce significant
speedups in computer vision networks.
2. Grouped Convolutions: incorporating grouped convolutions into self-attention networks.
SqueezeBERT was proposed in 2020 by Iandola, Forrest N., et al. as an architecture that is
similar to BERT-base, but with the position-wise fully connected layers implemented as
convolutions, and grouped convolutions for many of the layers. This model has been trained on a
combination of Wikipedia and BooksCorpus [51] and in the experiment I will include the
published model in huggingface library [55] and leverage SqueezeBERT for extractive
summarization.
To run this experiment, I have used the publicly available single GPU provided by
Google Colab to train this model which has taken around ~ 72 hours to complete. The model was
trained on a total of 30,000 epochs and I used the ROUGE evaluation metrics to measure the
performance and compare it with the benchmark bert baseline below in Table 7.
Libraries needed to install before running the experiment are:
torch==1.1.0 pytorch_pretrained_bert tensorboardX multiprocess transformers==4

SqueezeBERT
Checkpoints

ROUGE-1

ROUGE-2

ROUGE-L

Model at 10,000

Average_R
Average_P
Average_F

0.52760
0.37796
0.42538

0.24278
0.17427
0.19563

0.48227
0.34612
0.38922

Model at 20,000

Average_R
Average_P
Average_F

0.50638
0.37708
0.41699

0.22715
0.16975
0.18717

0.46294
0.34537
0.38162

Model at 30,000

Average_R
Average_P
Average_F

0.48312
0.36130
0.39832

0.20655
0.15517
0.17044

0.43988
0.32963
0.36306

Table 9: Experiment Results on Training SqueezeBERT on 3 checkpoints
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During the training phase, the model generated a relatively higher score at checkpoint
10,000 when compared to the same model of different checkpoints. By computing the average of
ROUGE-1, ROUGE-2, and ROUGE-L, squeezebert summarizer generated competitive results
that are slightly less when compared with the bert-base model. By observing the SqueezeBERT
experiment, the model has generated ROUGE scores that are nearly identical or slightly better
than the previous experiment with the DistilBERT model. This will be further discussed in the
overall discussion. Based on Table 8 below, SqueezeBERT has ROUGE-1 score lesser than
bert-base by 1.6%, and ROUGE-2 score lesser than bert-base by 3.35%, and ROUGE-L score
lesser than bert-base by 1.8%. However, the number of parameters with DistilBert model is less
than Bert model by ~ 49% which is directly proportional to the training time needed for these
models. The observation here is that SqueezeBERT was able to retain approximately 98% of the
traditional BERT model in terms of summarization performance with a decrease of ~ 49% in
size. This experiment has demonstrated impressive results of training a summarizer with an
architectural size that is almost half the size of the traditional bert base model while retaining
98% of its performance.

BERT Models

ROUGE-1

ROUGE-2

ROUGE-L

Params

bert-base

43.23

20.24

39.63

120.5 M

squeezebert

42.54

19.56

38.92

62.13 M

Table 10: SqueezeBERT Performance with BERT baseline

4.4 Experiment 4 - Training MobileBERT Summarizer on CNN/DM dataset
This experiment shows a comprehensive effort to train the MobileBERT model, a compressed
architecture mainly targeted for low-resourced machines deployment. I will fine-tune
MobileBERT and report the findings below. The SqueezeBERT model was released after the
MobileBERT model as an inspiration for using computer vision techniques to advance research
in the NLP domain. However, conducting an extractive summarization experiment with
MobileBERT will help us further quantify the improvements of SqueezeBERT over it.
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MobileBERT was proposed in 2020 by Zhiqing Sun, et al., as a task-agnostic thinned version of
the popular BERT model which has shown good results for downstream tasks with the advantage
of being deployed to resource-limited mobile devices. MobileBERT is initially proposed not to
outperform the performance of the BERT model, but rather to provide a compressed and
accelerated version which can be deployed to mobile devices such as Google Pixel 4 phone [34].
The attempt of this experiment is to further train a smaller network than the previous model
SqueezeBERT and observe its performance when the number of parameters have been
significantly reduced. After training the model for 30,000 epochs as the previous experiment,
MobileBERT produced relatively good ROUGE scores to previous experiments but became
evidently lower than the baseline with ROUGE-1, ROUGE-2, and ROUGE-L. Based on the
MobileBERT summarizer recorded in Table 9, the model has generated ROUGE-1 score lesser
than bert-base by 6%, and ROUGE-2 score lesser than bert-base by 11%, and ROUGE-L score
lesser than bert-base by ~ 7%. However, the number of parameters with MobileBERT model is
less than Bert model by ~ 75% which is directly proportional to the training time needed for
these models. The observation here in Table 9 is that MobileBERT was able to retain
approximately 90-93% of the traditional BERT model in terms of summarization performance
with a large decrease of ~ 75% in size. Although the experiment has demonstrated success in
training a model with ¼ parameters of the traditional bert model, the performance slightly
degraded and might be favored less than SqueezeBERT model since the performance retention
was close to 98%. However, for applications that do not mind this reduced performance, this
experiment is a great example of training a summarizer that can be deployed to low-resourced
machines such as mobile devices and will still produce good summarization results.

BERT Models

ROUGE-1

ROUGE-2

ROUGE-L

Params

bert-base

43.23

20.24

39.63

120.5 M

mobilebert

40.59

17.98

36.99

30.8 M

Table 11: MobileBERT Performance with BERT baseline

50

Chapter 5: Conclusion
This chapter covers the overall discussion of the experiments conducted in the Methodology
chapter with the main observations as well as the contribution of this thesis and possible areas of
improvement as future work.
5.1 Experiments Discussion
After studying the summarization performance of different BERT models, there are some
new insights that can be added to the literature as well as productionize a specific BERT-based
summarization model given its competitive performance results recorded in Table 10. We have
trained the BERT baseline and used it as a benchmark for what are known as “compressed
models” such as DistilBERT, SqueezeBERT, and MobileBERT. Post-training these
summarization models, they all retain > 90% performance of the traditional BERT model which
has around 120.5 million parameters to train. The first experiment was an attempt to introduce a
Distillation-based BERT model that has a lesser number of parameters by ~ 35%, and when
testing the model, it retained ~ 98% of the BERT model. The second experiment was to train a
more efficient model called SqueezeBERT which replaced all the attention layers with grouped
convolutional layers for efficient computation. This experiment yielded an interesting
observation that SqueezeBERT maintains the same performance as DistilBERT with uni-grams
and slightly better with bi-grams and longest common sequences. SqueezeBERT retains 98%
performance of the traditional BERT with even fewer parameters by 49% consisting of 62.13
million parameters instead of the traditional BERT with 120.5 million parameters. SqueezeBERT
is a good candidate for training a summarizer with nearly half the size of the original model with
minimal downgrade in the summarization performance. It also gave a key observation that using
efficient networks inspired by computer vision literature such as grouped convolutional layers
can improve NLP downstream tasks, and for this thesis, it improved the summarization task. The
MobileBERT experiment was an attempt to further reduce the size of the summarizer given the
encouragement from the SqueezeBERT experiment. The observation from that experiment is that
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MobileBERT lost some summarization performance, however, the number of its parameters has
significantly reduced, making the architecture nearly ¼ the size of the traditional BERT model,
which was inspired by MobileBERT authors to use this model for low-resourced devices. The
conclusion from this experiment is that MobileBERT can be used to deploy a miniature
summarizer to mobile devices and still perform good summarization results retaining ~ 90% of
the traditional BERT model which can be a good trade-off.
BERT
Models

ROUGE-1

ROUGE-2

ROUGE-L

Params

bert-base

43.23

20.24

39.63

120.5 M

distilbert

42.54

19.53

38.86

77.4 M

squeezebert

42.54

19.56

38.92

62.13 M

mobilebert

40.59

17.98

36.99

30.8 M

Table 12: Comprehensive Extractive Summarization Performance

Post-training these models with their validation scores, their final testing scores in the following
format (ROUGE-1/ROUGE-2/ROUGE-L) are; DistilBERT (42.308/19.302/38.637),
SqueezeBERT (42.325/19.341/38.710), and MobileBERT (40.288/17.618/36.412).
The table below shows the testing time of three document examples that were used as part of the
experiments’ observation. Refer to Appendix A for more details of these examples. Each
pre-trained summarizer has generated an extractive summary from a URL to a news article from
CNN website. The data was first preprocessed and cleaned before passing it to the summarizer.
The first example produced a clean document of word count approximately 300 while the second
example produced approximately 700 words and the third example had a smaller word count to
250. These examples were tested on a Google Colab Notebook where I first cloned my own
forked repository that loads my pre-trained models and generates summaries. Using Python
Profile, I was able to record the time taken to finish executing the summarize() method. However
the testing time might not be the most accurate, but they give a rough estimate that bert-base
takes longer to generate a summary while mobilebert takes the least amount of time to generate a
summary. DistilBERT and SqueezeBERT both generate nearly similar summaries with
SqueezeBERT taking relatively less time to complete the task.
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BERT Models

Example A (seconds)

Example B (seconds)

Example C (seconds)

bert-base

2.85150

3.70764

2.96757

DistilBERT

2.68558

2.91017

2.55496

SqueezeBERT

2.58510

2.89347

2.42758

MobileBERT

2.37579

2.54992

2.31980

Table 13: Testing Time of different Models on three document examples.

Based on the experiments conducted above, one key observation here is that distillation
approaches can be effective in improving text summarization performance. The term
“distillation” is popularly used in efficient NLP networks and the process of distillation is having
a “student” network trained to replicate a “teacher” network. In literature, some researchers
distill only the final layer of a neural network while others distill the hidden layers as well [37].
Using SqueezeBERT model for text summarization has shown that the number of parameters in
the architecture can be significantly reduced by replacing self-attention networks with
convolutional layers while maintaining a competitive performance with other compressed
models such as DistilBERT, MobileBERT, and also with the original model, BERT-base.

5.2 Contribution
After completing the experiments, there is a potential productionized version of
SqueezeBERT extractive summarizer from the results recorded. SqueezeBERT has fewer
parameters than DistilBERT by approximately 20% and yields the same ROUGE-1 score and
slightly higher in ROUGE-2 and ROUGE-L score. Although SqueezeBERT and DistilBERT
produce slightly lower scores in the BERT baseline model, SqueezeBERT has an advantage of
lesser training time and fewer parameters than baseline model by ~ 48.44% which is close to half
the BERT baseline model’s trained parameters.
In this thesis, we were able to train different summarization models to answer the
research question stated above of which BERT variant can perform better in summarization and
produce a study in an effort to expand the literature review by comparing different models in
terms of summary generation accuracy and the model’s complexity. We also contribute with the
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“SqueezeBERTSumm” model trained for text summarization with retained performance by 98%
of the original BERT model and 49% less trainable parameters. The model is also provided with
the source code for future research and development.

5.3 Future Work
These experiments were conducted on a single GPU resource from Google Colab and although it
was sufficient for the experiments above, there is some room for additional work such as
hyperparameter tuning to these pretrained models in an attempt to generate better summarization
performance. Another possible future work is to train these models on domain-specific datasets
and produce an extractive summarizer dedicated to the use case such as medical or academic
extractive summarizer. Further possible future work is exploring the potential of fine tuning the
SqueezeBERT model for abstractive summarization instead of extractive summarization and
report the performance results if there are any significant findings.
To further reduce the size of the pretrained model, there is also room for adopting techniques
such as quantization and pruning.
1. Quantization is a family of techniques which aims to reduce the number of bits required
to store each parameter and/or activation in a neural network, while at the same time
maintaining the accuracy of that network. This technique has been applied in different
works of NLP [56][57].
2. Pruning aims to directly eliminate certain parameters from the network while also
maintaining accuracy, thereby reducing the storage and potentially computational cost of
that network; for an application of this NLP, this research demonstrates an application of
pruning [58].
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7. Appendix
Appendix A: Examples of Extractive Summaries
A.1 Example 1
News Article URL:
https://edition.cnn.com/world/live-news/coronavirus-pandemic-vaccine-updates-05-28-21/index.html

[Document]:
The Equal Employment Opportunity Commission said Friday that employers are not
legally prohibited from offering incentives to employees to get vaccinated for
Covid-19, and that companies administering vaccines themselves can also do so
"as long as the incentives are not coercive.” The EEOC already said in December
that companies can legally mandate all employees re-entering the workplace and
new hires be vaccinated for Covid-19. But there are two exemptions companies
must allow for, according to the EEOC: a disability or religious reasons. In
its updated guidance released Friday, the EEOC now says employers are permitted
to offer incentives to employees who voluntarily provide information they've
been vaccinated by a third party — and that there is no limit to the size of
those incentives. For example, workers at both McDonalds corporate headquarters
and restaurants will get up to four hours of paid time off to get vaccinated.
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Employees at Bolthouse Farms will get a $500 bonus if vaccinated. And at Kroger,
employees will get a one-time payment of $100 if they show proof of vaccination.
The agency adds that if employers obtain employee vaccination information,
however, they “must keep vaccination information confidential.” Also, if the
employer plans to administer the vaccine itself, incentives must not be large
enough to be considered "coercive." "Because vaccinations require employees to
answer pre-vaccination disability-related screening questions," the EEOC states,
"a very large incentive could make employees feel pressured to disclose
protected medical information." Employers are also legally permitted to provide
employees and their family members with educational information about Covid-19
vaccines, raise awareness about the benefits, and address common questions and
concerns.

[Bert Base - Summary]:
The Equal Employment Opportunity Commission said Friday that employers are not
legally prohibited from offering incentives to employees to get vaccinated for
Covid-19, and that companies administering vaccines themselves can also do so
"as long as the incentives are not coercive.” The EEOC already said in December
that companies can legally mandate all employees re-entering the workplace and
new hires be vaccinated for Covid-19. But there are two exemptions companies
must allow for, according to the EEOC: a disability or religious reasons. For
example, workers at both McDonalds corporate headquarters and restaurants will
get up to four hours of paid time off to get vaccinated.

[DistilBERT - Summary]:
The Equal Employment Opportunity Commission said Friday that employers are not
legally prohibited from offering incentives to employees to get vaccinated for
Covid-19, and that companies administering vaccines themselves can also do so
"as long as the incentives are not coercive.” The EEOC already said in December
that companies can legally mandate all employees re-entering the workplace and
new hires be vaccinated for Covid-19. But there are two exemptions companies
must allow for, according to the EEOC: a disability or religious reasons. For
example, workers at both McDonalds corporate headquarters and restaurants will
get up to four hours of paid time off to get vaccinated.

[SqueezeBERT - Summary]:
The Equal Employment Opportunity Commission said Friday that employers are not
legally prohibited from offering incentives to employees to get vaccinated for
Covid-19, and that companies administering vaccines themselves can also do so
"as long as the incentives are not coercive.” The EEOC already said in December
that companies can legally mandate all employees re-entering the workplace and
new hires be vaccinated for Covid-19. But there are two exemptions companies
must allow for, according to the EEOC: a disability or religious reasons.
"Because vaccinations require employees to answer pre-vaccination disabilityrelated screening questions," the EEOC states, "a very large incentive could
make employees feel pressured to disclose protected medical information."

[MobileBERT - Summary]:
But there are two exemptions companies must allow for, according to the EEOC: a
disability or religious reasons. The Equal Employment Opportunity Commission
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said Friday that employers are not legally prohibited from offering incentives
to employees to get vaccinated for Covid-19, and that companies administering
vaccines themselves can also do so "as long as the incentives are not coercive.”
The EEOC already said in December that companies can legally mandate all
employees re-entering the workplace and new hires be vaccinated for Covid-19.
For example, workers at both McDonalds corporate headquarters and restaurants
will get up to four hours of paid time off to get vaccinated.

A.2 Example 2
News Article URL: https://edition.cnn.com/travel/article/australia-international-travel-borders-intl-hnk/index.html

[Document]:
(CNN) — Australian Prime Minister Scott Morrison on Friday, October 1 announced
plans to reopen the country's borders to fully vaccinated citizens and permanent
residents, moving from a strict zero-Covid strategy to a model of living with
the virus. The move -- expected to take effect in November -- comes more than
18 months after Australia closed its borders to the world in response to the
pandemic , imposing quotas on arrivals that left thousands of citizens stranded
overseas and mandatory 14-day hotel quarantine for those able to make the
journey. Morrison also said that with 55% of the country now fully vaccinated
and first dose rates approaching 80%, the government "has been finalizing plans
so Australian families can be reunited, Australian workers can travel in and out
of our country, and we can work towards welcoming tourists back to our shores."
"Many countries around the world have now safely reopened to international
travel and it will shortly be time for Australia to take the next step," he
added. Related content Travel to Australia during Covid-19: What you need to
know before you go Australia's tough restrictions, combined with localized
measures including lockdowns , have helped the country mostly control Covid-19
inside its borders. To date, Australia has reported more than 107,000 confirmed
cases of the virus and 1,311 deaths, according to data from Johns Hopkins
University. But as states and territories have struggled to contain outbreaks
of the highly-contagious Delta variant in recent months, the Australian
government said it had been forced to reexamine its zero-Covid approach. Under
the plan outlined by Morrison Friday, Australians and permanent residents would
be allowed to quarantine at home -- which would essentially remove the caps
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limiting the number of people allowed into the country. Those travelers would
also only face seven days of quarantine. The move was "anticipated" to follow
the completion of home quarantine trials in two states, Morrison said. "To
reopen safely and to stay safely open, firstly we need home quarantine pilots in
New South Wales and South Australia to conclude and be successful so they can
role out at scale." For those not vaccinated with an approved shot, 14 days'
quarantine in a government managed facility will still be in place. Related
content Australian ad showing Covid patient gasping for air sparks backlash as
country battles Delta variant Australia's Therapeutic Goods Administration had
previously approved four vaccines -- made by Pfizer, AstraZeneca, Moderna and
Johnson and Johnson. Morrison said Friday that two more had been added to the
list as of Friday -- China's Sinovac and India's Covishield. "Australian
citizens and permanent residents who cannot be vaccinated -- for example if they
are under 12 or have a medical condition -- will be treated as vaccinated for
the purposes of their travel," a statement from the government added. Without
naming an exact date, Morrison estimated that an 80% fully vaccinated target set
by the government as a condition for the border changes to come into effect was
likely to be reached sometime in November. Thousands of Australians have been
stranded overseas for months due to the country's tough border conditions, which
has led to huge frustration among citizens who felt their country had abandoned
them. Last Christmas, an estimated 39,000 Australian residents were not able to
make it back into the country to celebrate the holiday. While the new border
opening will allow them to return, Morrison was less clear on when people who
are not citizens or permanent residents will be able to visit the country. "We
will also work towards completely quarantine-free travel for certain countries,
such as New Zealand , when it is safe to do so," Morrison said Friday. But
Jennifer Evans, chief executive officer of the National Association of Testing
Authorities, said she was waiting to hear how the government planned to handle
Covid-19 testing for incoming travelers, given even vaccinated people can carry
the disease. "Right now there's nothing mandated by the federal government. I'm
asking that we follow the UK government's example and require accreditation for
all labs and facilities doing pre-travel testing," she said in a statement.

[Bert Base - Summary]:
(CNN) — Australian Prime Minister Scott Morrison on Friday, October 1 announced
plans to reopen the country's borders to fully vaccinated citizens and permanent
residents, moving from a strict zero-Covid strategy to a model of living with
the virus. The move -- expected to take effect in November -- comes more than 18
months after Australia closed its borders to the world in response to the
pandemic , imposing quotas on arrivals that left thousands of citizens stranded
overseas and mandatory 14-day hotel quarantine for those able to make the
journey. But as states and territories have struggled to contain outbreaks of
the highly-contagious Delta variant in recent months, the Australian government
said it had been forced to reexamine its zero-Covid approach.

[DistilBERT - Summary]:
(CNN) — Australian Prime Minister Scott Morrison on Friday, October 1 announced
plans to reopen the country's borders to fully vaccinated citizens and permanent
residents, moving from a strict zero-Covid strategy to a model of living with
the virus. The move -- expected to take effect in November -- comes more than 18
months after Australia closed its borders to the world in response to the
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pandemic , imposing quotas on arrivals that left thousands of citizens stranded
overseas and mandatory 14-day hotel quarantine for those able to make the
journey. To date, Australia has reported more than 107,000 confirmed cases of
the virus and 1,311 deaths, according to data from Johns Hopkins University.

[SqueezeBERT - Summary]:
(CNN) — Australian Prime Minister Scott Morrison on Friday, October 1 announced
plans to reopen the country's borders to fully vaccinated citizens and permanent
residents, moving from a strict zero-Covid strategy to a model of living with
the virus. The move -- expected to take effect in November -- comes more than 18
months after Australia closed its borders to the world in response to the
pandemic , imposing quotas on arrivals that left thousands of citizens stranded
overseas and mandatory 14-day hotel quarantine for those able to make the
journey. To date, Australia has reported more than 107,000 confirmed cases of
the virus and 1,311 deaths, according to data from Johns Hopkins University.

[MobileBERT - Summary]:
(CNN) — Australian Prime Minister Scott Morrison on Friday, October 1 announced
plans to reopen the country's borders to fully vaccinated citizens and permanent
residents, moving from a strict zero-Covid strategy to a model of living with
the virus. The move -- expected to take effect in November -- comes more than 18
months after Australia closed its borders to the world in response to the
pandemic , imposing quotas on arrivals that left thousands of citizens stranded
overseas and mandatory 14-day hotel quarantine for those able to make the
journey. Morrison also said that with 55% of the country now fully vaccinated
and first dose rates approaching 80%, the government "has been finalizing plans
so Australian families can be reunited, Australian workers can travel in and out
of our country, and we can work towards welcoming tourists back to our shores."

A.3 Example 3
News Article URL: https://www.cnn.com/2020/05/29/tech/facebook-violence-trump/index.html

[Document]:
(CNN) Over and over again in 2018, during an apology tour that took him from the
halls of the US Congress to an appearance before the European Parliament, Mark
Zuckerberg said Facebook had failed to "take a broad enough view of our
responsibilities." But two years later, Zuckerberg and Facebook are still
struggling with their responsibilities and how to handle one of their most
famous users: President Donald Trump. Despite Zuckerberg having previously
indicated any post that "incites violence" would be a line in the sand — even if
it came from a politician — Facebook remained silent for hours Friday after
Trump was accused of glorifying violence in posts that appeared on its
platforms. At 12:53am ET on Friday morning, as cable news networks carried
images of fires and destructive protests in Minneapolis, the President tweeted :
"These THUGS are dishonoring the memory of George Floyd, and I won't let that
happen. Just spoke to Governor Tim Walz and told him that the Military is with
him all the way. Any difficulty and we will assume control but, when the looting
starts, the shooting starts. Thank you!" His phrase "when the looting starts,

65

the shooting starts," mirrors language used by a Miami police chief in the late
1960s in the wake of riots. Its use was immediately condemned by a wide array of
individuals, from historians to members of rival political campaigns. Former
Vice President and presumptive Democratic nominee Joe Biden said Trump was
"calling for violence against American citizens during a moment of pain for so
many."

[Bert Base - Summary]:
Despite Zuckerberg having previously indicated any post that "incites violence"
would be a line in the sand — even if it came from a politician — Facebook
remained silent for hours Friday after Trump was accused of glorifying violence
in posts that appeared on its platforms. But two years later, Zuckerberg and
Facebook are still struggling with their responsibilities and how to handle one
of their most famous users: President Donald Trump. (CNN) Over and over again in
2018, during an apology tour that took him from the halls of the US Congress to
an appearance before the European Parliament, Mark Zuckerberg said Facebook had
failed to "take a broad enough view of our responsibilities."

[DistilBERT - Summary]:
But two years later, Zuckerberg and Facebook are still struggling with their
responsibilities and how to handle one of their most famous users: President
Donald Trump. (CNN) Over and over again in 2018, during an apology tour that
took him from the halls of the US Congress to an appearance before the European
Parliament, Mark Zuckerberg said Facebook had failed to "take a broad enough
view of our responsibilities." Despite Zuckerberg having previously indicated
any post that "incites violence" would be a line in the sand — even if it came
from a politician — Facebook remained silent for hours Friday after Trump was
accused of glorifying violence in posts that appeared on its platforms.

[SqueezeBERT - Summary]:
But two years later, Zuckerberg and Facebook are still struggling with their
responsibilities and how to handle one of their most famous users: President
Donald Trump. (CNN) Over and over again in 2018, during an apology tour that
took him from the halls of the US Congress to an appearance before the European
Parliament, Mark Zuckerberg said Facebook had failed to "take a broad enough
view of our responsibilities." Despite Zuckerberg having previously indicated
any post that "incites violence" would be a line in the sand — even if it came
from a politician — Facebook remained silent for hours Friday after Trump was
accused of glorifying violence in posts that appeared on its platforms.

[MobileBERT - Summary]:
(CNN) Over and over again in 2018, during an apology tour that took him from the
halls of the US Congress to an appearance before the European Parliament, Mark
Zuckerberg said Facebook had failed to "take a broad enough view of our
responsibilities." But two years later, Zuckerberg and Facebook are still
struggling with their responsibilities and how to handle one of their most
famous users: President Donald Trump. Despite Zuckerberg having previously
indicated any post that "incites violence" would be a line in the sand — even if
it came from a politician — Facebook remained silent for hours Friday after
Trump was accused of glorifying violence in posts that appeared on its
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platforms.

Appendix B: Source Code
B.1 Modified Forked Repository from PreSumm paper
https://github.com/ShehabMMohamed/PreSumm

B.2 Demo Source Code
https://colab.research.google.com/drive/1M42XEWU09lGRmBtmdPQ8JG-hfrl14a2J?usp=sharing

B.3 Pretrained BERT Models
https://drive.google.com/drive/folders/1mtMCGyM-NLKowjtM5U3EQ959JbgYLmTV?usp=sharing

Appendix C: SqueezeBERT Model Rouge Scores
--------------------------------------------Rouges at step 10000
ROUGE-F(1/2/3/l): 42.54/19.56/38.92
ROUGE-R(1/2/3/l): 52.76/24.28/48.23
--------------------------------------------Rouges at step 20000
ROUGE-F(1/2/3/l): 41.70/18.72/38.16
ROUGE-R(1/2/3/l): 50.64/22.71/46.29
--------------------------------------------Rouges at step 30000
ROUGE-F(1/2/3/l): 39.83/17.04/36.31
ROUGE-R(1/2/3/l): 48.31/20.66/43.99
---------------------------------------------

Appendix D: SqueezeBERT Extractive Summarizer Architecture
ExtSummarizer(
(bert): Bert(
(model): SqueezeBertModel(
(embeddings): SqueezeBertEmbeddings(
(word_embeddings): Embedding(30528, 768, padding_idx=0)
(position_embeddings): Embedding(512, 768)
(token_type_embeddings): Embedding(2, 768)
(LayerNorm): LayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(encoder): SqueezeBertEncoder(
(layers): ModuleList(
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(0): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(1): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
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(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(2): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(3): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
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(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(4): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(5): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
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(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(6): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
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(7): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(8): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
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(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(9): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(10): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
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(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
(11): SqueezeBertModule(
(attention): SqueezeBertSelfAttention(
(query): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(key): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(value): Conv1d(768, 768, kernel_size=(1,), stride=(1,), groups=4)
(dropout): Dropout(p=0.1)
(softmax): Softmax()
(matmul_qk): MatMulWrapper()
(matmul_qkv): MatMulWrapper()
)
(post_attention): ConvDropoutLayerNorm(
(conv1d): Conv1d(768, 768, kernel_size=(1,), stride=(1,))
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
(intermediate): ConvActivation(
(conv1d): Conv1d(768, 3072, kernel_size=(1,), stride=(1,), groups=4)
)
(output): ConvDropoutLayerNorm(
(conv1d): Conv1d(3072, 768, kernel_size=(1,), stride=(1,), groups=4)
(layernorm): SqueezeBertLayerNorm(torch.Size([768]), eps=1e-12, elementwise_affine=True)
(dropout): Dropout(p=0.1)
)
)
)
)
(pooler): SqueezeBertPooler(
(dense): Linear(in_features=768, out_features=768, bias=True)
(activation): Tanh()
)
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)
)
(ext_layer): ExtTransformerEncoder(
(pos_emb): PositionalEncoding(
(dropout): Dropout(p=0.2)
)
(transformer_inter): ModuleList(
(0): TransformerEncoderLayer(
(self_attn): MultiHeadedAttention(
(linear_keys): Linear(in_features=768, out_features=768, bias=True)
(linear_values): Linear(in_features=768, out_features=768, bias=True)
(linear_query): Linear(in_features=768, out_features=768, bias=True)
(softmax): Softmax()
(dropout): Dropout(p=0.2)
(final_linear): Linear(in_features=768, out_features=768, bias=True)
)
(feed_forward): PositionwiseFeedForward(
(w_1): Linear(in_features=768, out_features=2048, bias=True)
(w_2): Linear(in_features=2048, out_features=768, bias=True)
(layer_norm): LayerNorm(torch.Size([768]), eps=1e-06, elementwise_affine=True)
(dropout_1): Dropout(p=0.2)
(dropout_2): Dropout(p=0.2)
)
(layer_norm): LayerNorm(torch.Size([768]), eps=1e-06, elementwise_affine=True)
(dropout): Dropout(p=0.2)
)
(1): TransformerEncoderLayer(
(self_attn): MultiHeadedAttention(
(linear_keys): Linear(in_features=768, out_features=768, bias=True)
(linear_values): Linear(in_features=768, out_features=768, bias=True)
(linear_query): Linear(in_features=768, out_features=768, bias=True)
(softmax): Softmax()
(dropout): Dropout(p=0.2)
(final_linear): Linear(in_features=768, out_features=768, bias=True)
)
(feed_forward): PositionwiseFeedForward(
(w_1): Linear(in_features=768, out_features=2048, bias=True)
(w_2): Linear(in_features=2048, out_features=768, bias=True)
(layer_norm): LayerNorm(torch.Size([768]), eps=1e-06, elementwise_affine=True)
(dropout_1): Dropout(p=0.2)
(dropout_2): Dropout(p=0.2)
)
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(layer_norm): LayerNorm(torch.Size([768]), eps=1e-06, elementwise_affine=True)
(dropout): Dropout(p=0.2)
)
)
(dropout): Dropout(p=0.2)
(layer_norm): LayerNorm(torch.Size([768]), eps=1e-06, elementwise_affine=True)
(wo): Linear(in_features=768, out_features=1, bias=True)
(sigmoid): Sigmoid()
)
)
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