In [7] the Vlasov-Poisson system was investigated in a half space and then global existence result was obtained. In this paper, we show that the size of the velocity support of the distribution function grows at most like the power 16 21 of the time variable.
Introduction
In this paper we consider the asymptotic behavior of classical solution to the three dimensional Vlasov Poisson system in a half space :
f dv = ρ(t, x), x ∈ R 3 + , t > 0, (1.2) f (0, x, v) = f 0 (x, v), x ∈ R 3 + , v ∈ R 3 , t > 0, (1.3) f (t, x, v) = f (t, x, v * ), (1.4) where R 3 + := {x = (x 1 , x 2 , x 3 ) : x 1 > 0}, f 0 ≥ 0 and f (t, x, v) is the particle distribution function. The electric potential φ = φ(t, x) satisfies the Poisson equation (1.2) where ρ(t, x) denotes the macroscopic charge density . We will also assume that f 0 is compactly supported in R 3 + ×R 3 . In (1.4) and in the rest of the paper we use the following notation. Given (x, v) ∈ R where h(x 2 , x 3 ) > 0 for all (x 2 , x 3 ) ∈ R 2 . In order to prescribe φ uniquely we will also assume the decay condition : lim |x|→∞,x∈R 3 + φ(t, x) = 0. When x ∈ R 3 , the system (1.1) reduces to the well-known Vlasov-Poisson equation, of which more progress has been achieved about existences, uniqueness and large time behavior of compactly supported classical solutions in two and three dimensions, see, e.g.: [11, 14, 16, 13, 17] . The method there is to adapt the high-moment technique in [8] . In [6] it has been proved that the solutions of the Vlasov-Poisson system (1.1)-(1.3) in a domain Ω, with specular reflection boundary conditions and nonhomogeneous Neumann boundary conditions are globally defined in arbitrary convex domains Ω.
[1] improved Hwang's estimates for the growth of the solutions. In a half space the global existence result was shown in [3] if the initial data f 0 is assumed to be constant in a neighbourhood of the singular set. Recently, it has been developed in [7] a new proof of global existence in a half space modifying Pfaffelmoser's idea [13] . A key point in the proof of global existence of classical solutions to (1.1)-(1.3) is to control the growth of velocity support for the phase space density
As a mater of fact, upper bounds of Q(t) are closely related to large behavior of these systems and have received a great deal of discussion. For classical Vlasov-Poisson system in the whole space x ∈ R 3 , different upper bounds of Q(t) were established by many authors see, e.g.: [10, 12, 5, 15, 2] . For the system (1.1)-(1.4), so far only the following upper bound was obtained :for any > 0
where C is a generic positive constant depending only upon initial data f 0 . In this paper, we shall establish a better upper bound for (1.1)-(1.4), the main result can be described as follows: 8) for some constant C > 0. In order to keep our notation simple we write f g as a short for f ≤ Cg where C > 0 is a constant that may change from line to line. C 0 , C 1 , etc denote fixed positive constants. These constants may depend on the initial data and T , but not on t, x and v.
Preliminaries
We study the evolution of the characteristic curves, more precisely given the field E = ∇ x φ, for each (x, v) ∈ R 3 + × R 3 we define the generalized characteristic curve with bounce (X(s; t, x, v), V (s; t, x, v)) by the following differential equations
as long as x ∈ R 3 + . We now collect some useful lemmas, and refer to [7, 9] for their proofs.
Then, there is a unique solution, up to addition of an arbitrary constant:
The gradient of such a solution is given by the following representation formula:
where C(T ) depends only on T and f 0 C 1,µ (R 3 + ×R 3 ) . Lemma 2.3 Let f 0 , f be as defined in theorem 1.1 and set E(t, x) = ∇ x φ(t, x) in (1.1): we have the following estimate
) be a characteristic curve and let Q be as in (1.6). Then we have
For any δ ∈ (0, t) let us denote U (t, δ, x, v) the following upper bound on the energy received by the particle (X, V )(s, t, x.v) during the time interval (t − δ, t):
We shall also use the next two quantities
A Lower Bound on (t, I)
Suppose a fix characteristic curve (X(s),V (s) which hits the support of f , such that(X(0),V (0) ∈ suppf 0 ), and δ ∈ [0, t]. Then
where we use that E = ∇φ is given by the representation formula (2.2) and where we are using the following change of variables (X(s), V (s)) = (y, w) → (x, v) = (X(t), V (t)). We also note the measure preserving property (dydw=dxdv) that is due to the fact that the evolution of the characteristics is Hamiltonian away from the boundary and that the measure dxdv is also preserved by reflection on the boundary .
Proposition 3.1 For any t > 0, δ ∈ (0, t) and P > 0 :
whenever (x, v) ∈ suppf (t) and δ ≤ (t, P ).
Proof : To derive an upper bound, we choose δ satisfying: δQ 4 3 (t) = c 0 P , where c 0 is small, and we shall consider the following standard partition of the integration domain taking into account the bounces at the boundary:
Here
In order to estimate the contribution of the set S 1 , we define :ρ S 1 (y, s) ≡ S 1 f (s, y, w)dw, standard estimates yields ρ S 1 ≤ CP 3 . So that by lemma 2.2 (i), we have
The following lemma states that in the sets S 2 and S 3 the value of the velocities is always comparable to |v| and it establishes that characteristics bouncing repeatedly in the time interval [t − δ, t] should have a small value of the normal component V ⊥ . 
Then either both
Proof. See [7] (page [1937] [1938] [1939] .
Notice that Lemma 3.
). Then using the fact that in the set S 2 , |y −X(s)| ≤ Λ, it follows that
where |V (t)| ≥ 1, since otherwise the corresponding characteristics have an effect of order one in the variation of Q. The following Lemma is the main tool for handling the time integration.
suppose there exists α > 0 such that for any s ∈ [t − δ, t] we have
Proof. The relevant quantity here is the distance |X(s) −X(s)| 2 between the two particles. we look for a lower bound on the distance, utilizing from result of (lemma 15 in [6] , page 1939), we have
Let as show the above lemma implies
If (s, X(s), V (s)) / ∈ S 3 for any s ∈ [t − δ, t] the above estimate is verified. Otherwise, there exist s
and the first assumption (3.5) holds true. Similarly we find δ ≤ (t, |v| 199
), so that
Now, we use (2.4) and (3.9) to estimate
Collecting (3.3), (3.4) and (3.10), we get for any P > 0 and δ ≤ (t, P )
It only remains choose the suitable value for R to obtain (3.2) and the proof of proposition 3.1 is complete. Now, we give two useful corollaries, the first one provides a proof of the following super linear growth rate, similar to the one obtained in [12] except that an additional logarithmic disappears here. The second corollary allows us to derive an upper bound for I(t, τ ). 
)). (ii) (t, I) min(t, I
2 ln −1 (2 + t), I ln
In the sequel we denote by − (t, I) the lower bound obtained in the last inequality. The two corollaries can be proved by applying Pallard's method [12] in the case of the whole space and their proofs are same here, we omit it.
Proof of Theorem 1.1
We shall use the same definition of the sets S 1 , S 2 and S 3 in the previous section, but Λ is changed into Λ = Let t > 0, δ > 0 and choose (x, v) such that
we want to apply Lemma 3.3 to estimate the contribution of the set S 3 , by the definition of m, we deduce from (3.5) that
Thus, (3.5) holds true with t = s and δ = m(s, V (s)). Also, by the definition of m, we note that for any u ∈ (s − m(s, V (s)), s),
it follows Λ(u, V (u)) Λ(s, V (s)). Thus (3.6) holds true as well. By the definition of Λ and using the fact that m(s, V (s)) ≤ (s,
) implies |V (s)| |V (u)|, we conclude from Lemma 3.3 with the inclusion
for any s ∈ (0, t). Next, we use the following lemma, the proof of which was given in [12, 15] .
Assume further thatā(u) = 0 wheneverd(u) = 0. Then for any s ∈ (0, t) and
In the following, we shall use this lemma by choosinḡ
whenever, m(s, V (s)) = 0 then either (s, X(s), V (s)) ∈ S 1 or (s, X(s), V (s)) ∈ S 2 and hence (s, X(s), V (s)) / ∈ S 3 . Thus, lemma 4.1 applies and we infer from (4.4) and (4.3), using again (2.4), the upper bound
On S 2 we will define ε = {v : p ≤ v ≤ Q(s), p ≤ |v −V (s)| and p ≤ |v −V * (s)|}, and write
Several cases which may arise from definition of m(s, v) where ε =
where
}.
We note, firstly, if m(s, v) = s 20
, then 7 (2 + s) respectively, using corollary 3.4 if necessary, we find the corresponding contribution are bounded above by ln(2 + s)
In the case 20m(s, v) = |v −V (s)| ln Collecting (4.6), (4.7), (4.8), (4.9), (4.10), (4.11) and (4.12)(using again assumption (4.2) and (4.3) ), we get Here, we note by corollary 3.5 that min{|V (t)|, |V * (t)|} t ln ).
