In this work we develop and analyze a mathematical model describing the dynamics of infection by a virus of a host population in a freshwater environment. Our model, which consists of a system of nonlinear ordinary differential equations, includes an intrinsic quota, that is, we use a nutrient (e.g., phosphorus) as a limiting element for the host and potentially for the virus. Motivation for such a model arises from studies that raise the possibility that on the one hand, viruses may be limited by phosphorus (Bratbak et al. [17]), and on the other, that they may have a role in stimulating the host to acquire the nutrient (Wilson [18] ). We perform an in-depth mathematical analysis of the system including the existence and uniqueness of solutions, equilibria, asymptotic, and persistence analysis. We compare the model with experimental data, and find that biologically meaningful parameter values provide a good fit. We conclude that the mathematical model supports the hypothesized role of stored nutrient regulating the dynamics, and that the coexistence of virus and host is the natural state of the system.
Introduction
Before the 1970s, a classical linear food chain was considered an accurate representation of the aquatic trophic structure. In this model, bacteria played a minor role and were primarily thought of as decomposers of organic material. It was later shown that this classical food chain could not account for the apparent abundance of species in higher trophic levels in the oceans [1] . Pomeroy [1] and Azam et al. [2] introduced the hypothesis of the ''microbial loop'', which described the flow of dissolved organic matter (DOM) and incorporated bacteria and bacteria-consuming protists as an important part of the food web. Later, their hypothesis was supported by numerous experiments, and since then, the microbial loop theory has gained great significance and is considered an important paradigm in biology as it incorporates micro-organisms as an integral component of the food chain. The lack of food supply in the primary production of the carbon cycle can now be explained by recognizing the essential role of micro-organisms, as bacteria also are considered fundamental resources for protists such as flagellates and ciliates.
Recent studies showed that the dynamics of bacterial and phytoplankton populations is intimately linked with that of their viruses [3] [4] [5] [6] [7] [8] [9] [10] . It has been discovered that there can be as many as 10 10 viruses per liter in surface water, and some of the marine cultures have up to 70% of their bacteria being infected [11] . Viruses are an important factor in controlling algal blooms, since in this environment the infection is more likely due to an abundance of potential hosts [3] . The biochemical effects of viral infections are that during lysis, cellular debris is released into the environment that can be grazed by other organisms and change the chemistry of the water. It is also possible that viruses have an influence on the global climate as they release DMS, the gas that affects cloud nucleation. In [8] , the authors suggest that viruses can also transfer genes between hosts. This can be a very significant factor in the future evolution of species and genetic diversification.
There are very few host-virus systems that can be effectively studied in a laboratory setting, and in the field the complex mixture of viruses and hosts make identification and quantitative observation difficult. Thus mathematical modeling efforts have a critical role in developing concepts of viral dynamics and generating testable hypotheses. There are several studies that have analyzed virus-host dynamics by determining the effect of certain control parameters on the behavior of proposed models. In [12] , the authors use the burst size, which is the number of newly released viruses after the lysis, as their control parameter. In [5] , the author discusses the dependence of various parameters, including the burst size and the latency period, on the growth rate of the bacteria, and includes virus-resistance in the model. The existing models can be extended in multiple ways to better reflect biological processes and answer various questions.
New interest in biological research lies in the effect of nutrient and energy flow on the virus-host dynamics. Middleboe et al. [13] showed experimentally that the phosphorus released by viruses can be reused by bacteria. The amount of nutrient available can play a significant role in the dynamics of the system of our interest. Not only does the available free nutrient affect the dynamics, but so does the nutrient stored inside of the cells, referred to as quota. Both susceptible and infected hosts participate in the uptake of the free nutrient. The growth of the susceptible host has been shown to depend on the amount of nutrient stored inside of the cells [14] [15] [16] .
In [14] , the authors discuss various ways to model the growth and the uptake of the host. In a Monod growth model for chemostat experiments, it is assumed that the growth rate of the host depends on the extracellular concentration of the limiting nutrient. The population biomass is treated as constant in this case, therefore, nutrient stored inside of the cells is ignored. Later, it was experimentally shown that various hosts, especially algae, are not controlled by the limiting nutrient, but rather the nutrient that is stored within the cells. These growth models are generally referred to as Droop models.
The common nutrients of interest are phosphorus, nitrogen, carbon, iron, and vitamin B 12 . An involved discussion of this subject is introduced in [15] . The author lists a few examples of nutrient dependence that have been experimentally shown; they include Pavlova lutheri (formerly Monochrysis lutheri) with vitamin B 12 and Thalassiosira pseudonana (formerly Cyclotella nana) with phosphorus and iron. Droop performed chemostat experiments and derived the quota values for phosphorus and vitamin B 12 . In his experiments, the excesses of the nutrient was controlled from slight access to great excess. The conclusion drawn from experiments emphasizes the dependence of the uptake function on both free and stored nutrients.
In this article we derive and analyze a model that accounts for nutrient flow in virus-host interactions, and includes an intrinsic quota. Through the explicit inclusion of this dynamics we can study the dependence of viral abundance on the free and stored nutrients (e.g. phosphorus), as it is thought to be a limiting factor not only for the host, but for the viral population as well [17] . This constitutes a novel class of virus-host models and fits well in the line of biological research testing the various mechanisms involved in the interactions of bacteria with their viruses [18] .
In Section 2 we provide a detailed description of the derivation of the model based on the natural processes involved. In Section 3 we perform an analysis of the resulting system, including the existence and uniqueness of solutions, equilibria, and asymptotic behavior. We validate the model by solving an inverse problem and providing a model fit to experimental data. The paper ends with a discussion of our conclusions based on this model.
Virus-host-nutrient model
Nutrient plays an important role in virus-host dynamics. Many of the current models that include nutrient flow illustrate phytoplankton-zooplankton dynamics, as in [19] [20] [21] . The other existing models that include the role of nutrient are specifically geared to illustrate the growth and uptake processes, usually describing chemostat experiments [14] [15] [16] 22] .
Including nutrient into virus-host dynamics poses many challenges to the modeling of these biological processes. The nutrient consumption, production, and disposal are difficult processes to analyze. There are many limitations in laboratory settings on performing involved experiments that track and measure quantities that need to be accounted for. For example, given a culture containing several viruses and hosts, it is difficult to identify the specific virus that infects the host. It is also easier to recognize the mature phage particles within the cell, and is very hard to identify an infected cell in the beginning of the latency period. Another limitation is that it is very difficult to measure the nutrient content inside the host. Therefore mathematical models are often the only way to illustrate these processes and test various hypotheses. They may suggest better and more efficient ways to measure certain quantities and predict future behavior, identify the key parameters, and can propose better data gathering mechanisms.
We illustrate nutrient flow, consumption, and disposal in a lytic infection in Fig. 1 . We divide the total host population into two classes: the susceptible host, S, and the infected host, I. We denote the virus population by P. We consider the total nutrient in the system to be constant, N T . This is a well accepted biological assumption, as in most aquatic ecosystems, the key nutrients are in a very tight cycle. In laboratory experiments this assumption can be justified if no additional nutrient is added to the culture.
The total nutrient is made up of the free nutrient, N, available for the uptake by the host and the nutrient stored inside the living host, both susceptible and infected, and the virus.
To quantify the nutrient inside the host and virus, we introduce a concept of quota, Q . Q (t) represents the average amount of stored nutrient in each host cell at time t.Q represents the nutrient inside the virus and is assumed to be constant since the elemental composition of the virus relatively does not change. The nutrient contained in the cells is in organic form and there have not been any direct studies to quantify the nutrient stored inside of the virus, and this is still a relatively unknown parameter. However, with recent developments in genome sequencing, the genome of some viruses have been completely mapped out. The number of base pairs has been recorded [5, 8, 23] and can be helpful in trying to identify the amount of nutrient stored in a virus. It has been shown that the growth rate of the susceptible host depends on the quota; the cells that contain more nutrient grow faster [14] [15] [16] . Experimental findings show that in order for the host to reproduce the value of quota must be greater than a certain value Q min . We incorporate this into our growth rate µ(Q ), which must be an increasing function in Q > Q min , µ(Q ) = 0 for Q ≤ Q min . Susceptible and infected hosts participate in the uptake of the nutrient from the free nutrient pool. The uptake function is ρ(N, Q ), and the rate is higher for the cells with low quota and for environments with greater available nutrient. Detailed studies on the nutrient uptake have been performed in [16, 22] . After the infection, the infected cell contains the nutrient Q , and the nutrient inside the virus that infected it,Q . During the lytic cycle, some of the stored nutrient gets taken up by the newly formed viruses and the remainder of the quota becomes available for consumption once the lysis occurs. Our model also has to account for the nutrient that is released when the susceptible host and free virus die naturally. We note that the time of conversion of the nutrient from organic to inorganic form upon the death of the cells is different for various elements. In the case of phosphorus this cycling is extraordinary rapid, on a scale of minutes in some instances [24] , therefore we chose it as the limiting nutrient in the model.
Some of the techniques that we use in the development and analysis of the model are similar to the ones presented in [21] .
Based on the biological description of the model and the illustration of the nutrient flow in the system, we can construct an equation that describes the total amount of nutrient:
We note that the term I(Q +Q ) takes into the account the quota of the infected cells and the nutrient stored in the viruses that infected the cells.
We use the following biologically motivated assumptions:
1. The growth rate µ of the susceptible host is a function of the quota, µ = µ(Q ).
2. Infected cells are removed by lysis and cannot reproduce.
3. An infected host has a latency period T (period between the instant of infection and lysis). During this period viruses are produced inside the cell. The lysis death rate is λ = 1/T . 4. When lysis occurs, the infected cell produces b virus particles (b > 2).
We now construct the system of differential equations to model the dynamics of the described biological processes:
(2.5)
In the above system, we use the following parameters and functions:
µ(Q ) = growth rate of the susceptible host δ = natural death rate of the susceptible host λ = death rate of the infected cells due to lysis b = virus replication factor, known as ''burst size'' d = death rate of the free virus ρ(N, Q ) = uptake rate Q * = the remaining nutrient from an infected cell after the lysis that has not been taken up by the virus particles (Q * (t)) Q min = the minimum quota required for the reproduction of the host K = contact number.
In order to proceed with the development of the model, we introduce the following assumption, which is consistent with the reported values of the parameters:
The first term of the right-hand side of Eq. (2.5) corresponds to the uptake of the nutrient by susceptible and infected host. After the death of the susceptible host or free virus, the nutrient is released back into the environment, which corresponds to the next two terms of this equation. During the infection period, some of the quota would be absorbed into the produced virus, and some remains inside of the cell. The last term in this equation shows the release of remaining nutrient that was not taken up by the produced virus particles inside of the infected cell.
The system of equations (2.2)-(2.5) contains a free nutrient compartment. Since we are working with a closed system and the total amount of nutrient is constant, we can derive an equation for
We now discuss the nutrient accumulation inside the infected cells and its application to our model. We know that the susceptible and infected cells participate in the uptake of the free nutrient. The susceptible cells use some of the nutrient to reproduce at the rate µ(Q ). In the infected host, this mechanism is hijacked by the virus and is used to replicate the virus itself. We know that I cells get infected at time t 0 . At time of infection they will contain I(Q (t 0 ) +Q ) amount of nutrient.
Since the length of the lytic cycle is 1/λ, the amount of nutrient that the infected cell would ''create'' can be approximated by µ(Q (t))IQ (t)/λ.
The initial nutrient in the infected cells together with the nutrient the cells ''created'' during the lytic cycle is absorbed by the produced viruses in bIQ and the rest is released into the free nutrient pool. Therefore we have obtained the following equation:
After rearranging the terms, we obtain
(2.10)
If S + I ̸ = 0 for all t, then: 
We proceed with the development and analysis of the model (2.12)-(2.15) in the general case without explicitly defining the growth and uptake functions. We introduce the following biologically motivated assumptions on µ(Q ) and ρ(Q , N):
We note that these assumptions exhibit the properties of growth rate and uptake functions that are observed in a natural environment. We will later provide specific well accepted examples of the growth and uptake functions and illustrate the behavior of our system using these mechanisms.
Model analysis

Existence, uniqueness, and boundedness of solutions
Let us define a biologically meaningful region
By the fundamental existence-uniqueness theorem and our assumptions we know that there exists a unique local solution of our system for any initial condition (S(0), I(0), P(0), Q (0)) ∈ Ω. Next, we show that our system is globally bounded.
Theorem 3.1. Ω is positively invariant for (2.12)-(2.15) and the system is bounded.
Using the assumptions ρ(0, Q ) = 0 and the result (2.9), we obtain that [(
Therefore, Ω is a positively invariant region. We now show the boundedness of the system. Since Ω is an invariant region, we obtain that I and P are bounded. Furthermore, Q ≥ Q min implies that S is bounded as well. For large values of Q we have that Q ′ < 0 by the properties of the uptake function ρ(N, Q ), which shows that Q is bounded also. Therefore the solutions of (2.12)-(2.15) are bounded.
By the result of this theorem, we may conclude that our system has a unique global solution.
Equilibria
We start the analysis of our model by finding the possible equilibrium points. After performing the calculations, we conclude that the system of Eqs. (2.12)-(2.15) has at most three types of equilibria:
We note thatQ always exists, and it is uniquely defined since
for large values of Q .
•
We notice that E 1 exists if and only if µ(Q ) = δ has a solution Q 1 > Q min and ρ(N T , Q 1 ) > δQ 1 . Whenever E 1 exists, it is unique.
is the endemic equilibrium. Direct computation yields:
For the existence of this equilibrium in the biologically meaningful region Ω, it is necessary that
In the next section we will discuss the conditions that govern the existence and number of these equilibria in detail.
Stability
The next series of theorems examine the stability properties of the model. We are able to determine the conditions under which various equilibria exist and analyze the convergence to these equilibria.
Before we proceed with the analysis of the model (2.12)-(2.15), we discuss the dynamics of the system in the absence of the virus and infected host. In this case the model becomes: 
Proof. When µ(Q ) < δẼ 0 is the only equilibrium of the system. Analyzing the Jacobian matrix, we immediately conclude that all eigenvalues of J(Ẽ 0 ) are negative and thereforeẼ 0 is locally asymptotically stable. To show the global stabilityẼ 0 we use Bendixson's Criterion, and observe that
Therefore, we rule out the existence of the periodic orbits in the positive S-Q plane and conclude thatẼ 0 is globally asymptotically stable if µ(Q ) < δ. We now consider the case when µ(Q ) > δ, andẼ 1 = (S 1 , Q 1 ) exists.Ẽ 1 is locally asymptotically stable based on the eigenvalues of the Jacobian matrix. We proceed by a similar argument as before, based on Bendixson's Criterion, we conclude thatẼ 1 attracts the trajectories in this case.
We note that if S(0) = 0 then lim t→∞ (S, Q ) =Ẽ 0 .
We now examine the asymptotic behavior of the original model (2.12)-(2.15). 
On the other hand for E 1 to exist we must have
Therefore, we have obtained a contradiction and conclude that E 1 does not exist.
We now assume that E 2 exists and Q 2 ≥Q . In this case we have
We also derive that
We again obtain a contradiction and conclude that Q 2 <Q , this implies that µ(Q 2 ) < µ(Q ) < δ, which violates the condition for the existence of E 2 in Ω (P < 0 in this case). Therefore, E 0 is the only equilibrium in this case.
Part II: Evaluating the Jacobian matrix at E 0 , we notice that all the eigenvalues are negative in this case and therefore E 0 is locally asymptotically stable.
Our next goal is to show that E 0 is globally asymptotically stable in Ω. Let us consider the following cases:
In this case S ′ ≤ 0 and therefore lim t→∞ S(t) = s ≥ 0 exists. Since S ′′ is bounded then S ′ is uniformly continuous and hence by the Barbalat lemma we have lim t→∞ S ′ (t) = 0. Suppose s > 0. We now have lim t→∞ (µ(Q (t)) − δ − KP) = 0 and want to show that in this case, lim t→∞ P = 0. Suppose this is not true, and there exists an ϵ 1 > 0 such that for all n ∈ N there exists a t n > n with |P(t n )| > ϵ 1 , that is, P(t n ) > ϵ 1 . If P(t n ) 0 then µ(Q (t n )) − δ 0, and hence there exists ϵ 2 > 0 such that |µ(Q (t n k )) − δ| > ϵ 2 for some subsequence t n k . Then µ(Q (t n k )) − δ < −ϵ 2 . This gives µ(Q (t n k )) − δ − KP(t n k ) < −(ϵ 1 + ϵ 2 ). This is a contradiction to lim t→∞ (µ(Q (t)) − δ − KP) = 0 and so we must have lim t→∞ P = 0 and lim t→∞ µ(Q (t)) = δ. We now show that in this case lim t→∞ Q (t) = ∞. Suppose not, then since lim t→∞ µ(Q (t)) = δ and by our assumptions on µ(Q ), we find that lim t→∞ Q (t) = q for some Q min ≤ q < ∞. Therefore, the ω-limit set of this trajectory is {(s, 0, 0, q)}. However, Q ′ | (s,0,0,q) ̸ = 0, since on the S-Q plane we have
This will imply the existence of E 1 that we showed earlier was impossible. Therefore we conclude that lim t→∞ Q (t) = ∞, which violates the boundedness of Q (t). This means that lim t→∞ S(t) = 0.
Solving the differential equation I ′ + λI = KSP and utilizing the boundedness of S(t) and P(t), we obtain that lim t→∞ I(t) = 0. Similarly, we can show that lim t→∞ P(t) = 0. Thus, the ω-limit set of this trajectory is a subset of the Q -axis. By the local asymptotic stability of E 0 and the properties of ω-limit sets we can conclude that lim t→∞ Q (t) =Q . 2. µ(Q (t)) ≥ δ for some t ≥ t 0 .
LetQ be such that µ(Q ) ≥ δ. We now divide Ω into three subsets:
If there exists a trajectory that remains in Ω 3 for all large time, then Q ′ < 0 and there exists ϵ > 0, such that Q ′ (t) ≤ −ϵ for all large t. However, since Q ′′ (t) is bounded, by the result of the Barbalat lemma we have lim t→∞ Q ′ (t) = 0. We now have obtained a contradiction and may conclude that no trajectory stays in Ω 3 for all large time. We now suppose that a trajectory intersects Ω 2 at some time t 1 , then Q ′ (t 1 ) < 0. So the trajectory that intersects Ω 2 will enter and remain in Ω 1 . Therefore µ(Q ) < δ for all t > t 1 . By a similar argument as in case 1 it can be shown that lim t→∞ (S(t), I(t), P(t), Q (t)) = (0, 0, 0,Q ). Therefore, under our assumptions, E 0 is globally asymptotically stable. Now, we have the condition for the existence and global asymptotic stability of E 0 . We note that if µ(Q ) = δ, then S 0 = S 1 , and one of the eigenvalues of the Jacobian matrix will be equal to zero. Hence, in this case, E 0 = E 1 and is critically stable.
The next theorem examines the existence and stability of E 1 .
Theorem 3.4. If µ(Q ) > δ then a unique virus free equilibrium E
Proof. If µ(Q ) > δ then µ(Q ) = δ must have a unique solution since µ(Q min ) = 0 and µ(Q ) is a continuous strictly increasing function. Let Q 1 be such that µ(Q 1 ) = δ, Q min < Q 1 <Q . Then we have
. This guarantees the existence of a unique virus free equilibrium E 1 .
We now show that under the assumption S 1 < S 2 , an endemic equilibrium E 2 does not exist. Suppose S 1 < S 2 and assume that E 2 does exist. We then have µ(Q 2 ) > δ and µ(Q 1 ) = δ, which implies that Q 2 > Q 1 . Recall that S 1 and S 2 are such that
However, using the assumptions on the uptake function ρ(N, Q ) we have
Hence, we have obtained a contradiction and conclude that an endemic equilibrium E 2 does not exist if S 1 < S 2 .
We note that the host free equilibrium E 0 does exist, so the system has two equilibria under the assumptions of this theorem.
Evaluating the eigenvalues of the Jacobian matrix of the systems (2.12)-(2.15) at E 1 = (S 1 , 0, 0, Q 1 ), we obtain that if
, E 1 is locally asymptotically stable. To show that all trajectories with S(0) > 0 converge to E 1 , we first recall that by Theorem 3.2 E 1 attracts all such trajectories on the positive S-Q plane.
We now introduceΩ = Ω \ {(S, I, P, Q ) : S = 0}. We divideΩ into regions
Suppose there exists a trajectory that stays inΩ 3 for all large time, then (SQ ) ′ < 0. Let lim t→∞ (SQ ) = ξ > 0 and by the Barbalat lemma, we have lim t→∞ (SQ )
≤ −δξ + lim inf(−KSPQ + δQS) = −K ξ lim sup P ≤ 0. Now, we have obtained that 0 ≤ lim inf P ≤ lim sup P = 0 and may conclude that lim t→∞ P = 0. Using a similar argument as in Theorem 3.3, we conclude that lim t→∞ I = 0. Therefore, the ω-limit set of this trajectory is a subset of the positive S-Q plane. However, E 1 attracts all trajectories with S(0) > 0 and hence the ω-limit set of such trajectory will contain E 1 = (S 1 , 0, 0, Q 1 ) . We recall that we are working under the assumption that S 1 < S 2 , and therefore no trajectory that stays inΩ 3 for all large time can have E 1 in its ω-limit set. We therefore conclude that no trajectory stays inΩ 3 for all large time.
We now notice that (SQ ) 
Therefore,
We now have that lim t→∞
Suppose that β ̸ = 0. Then the ω-limit set of this trajectory lies in {(S, I, P, Q )|I + 1 b P = β}. By compactness and invariance properties of the ω-limit sets, we must have that
for points in the ω-limit set. Hence, we have two cases: 1. P = 0, I = β for all points in the ω-limit set. Proof. Using similar arguments as in the previous theorems, it can be shown that lim t→∞ I = 0 and lim t→∞ P = 0.
Analyzing the eigenvalues of the Jacobian Matrix and applying similar arguments as in Theorem 3.3 we can rule out the existence of any points other than E 0 = (0, 0, 0,Q ) in the ω-limit set and conclude that lim t→∞ Q (t) =Q .
In the next theorem we show that if µ(Q ) > δ and S 1 > S 2 then a unique endemic equilibrium E 2 exists. Thus in this case the system (2.12)-(2.15) has three equilibria. Proof. We know that if µ(Q ) > δ, then E 1 exists. Hence, if
For any endemic equilibria E 2 we must have
This motivates us to define
We have that
is defined in this case, since the first argument of the uptake function ρ(N, Q ) is non-negative. For Q > Q 1 , F (Q ) is strictly decreasing and we have
Therefore F (Q 1 ) > 0, then either F (Q ) is defined and in that case F (Q ) < 0 so there exists a unique Q 2 , such that
In this case a unique E 2 exists. It can also happen that F (Q ) is not defined, but then there exists aQ , such that Q 1 <Q <Q and
since the first argument of ρ is a strictly decreasing function in Q for Q > Q 1 . However, now F (Q ) < 0, so again there exists a unique Q 2 such that Q 1 < Q 2 <Q and F (Q 2 ) = 0 and thus a unique endemic equilibrium E 2 exists.
We now have the condition for the existence of E 2 . We note that if S 1 = S 2 , then E 1 = E 2 and E 1 becomes critically stable, since one of the eigenvalues of the Jacobian matrix, J(E 1 ), will be equal to zero in this case.
When S 1 > S 2 , there is one case when the trajectories will actually approach E 1 . This happens when P(0) = I(0) = 0 and S(0) > 0. We prove this results in the following theorem. We also note that since Theorem 3.5 does not require any conditions on the relationship between S 1 and S 2 , any trajectory with S(0) = 0 will approach E 0 . Proof. To begin the proof, we observe that Now, we will analyze the stability properties of E 2 . First, we calculate the Jacobian matrix at E 2 and obtain
We note that all derivatives are evaluated at E 2 . The eigenvalues of J(E 2 ), denoted by ξ , satisfy the characteristic equation:
With the use of the Maple software package, we can obtain the coefficients of the above equation:
Direct computation and the assumptions on µ(Q ) and ρ(N, Q ) provide that a 1 > 0, a 2 > 0, a 4 > 0 for all parameter values. However, a 3 can be of a different sign depending on the parameter values, and therefore, if a 3 < 0, E 2 is unstable. We now analyze the Hurwitz determinants and obtain that
can be of either sign depending on the parameter values. These results are summarized in the following theorem: The next theorems we show narrow down the global bounds for the trajectories of the solutions and provide a more descriptive behavior of the model in the case when E 2 exists. 
Proof. We begin the proof by introducing
We divideΩ into regions
Therefore, lim sup P = 0. Now, we have obtained that 0 ≤ lim inf P ≤ lim sup P = 0 and may conclude that lim t→∞ P = 0. Using a similar argument as in Theorem 3.3, we conclude that lim t→∞ I = 0. Therefore, the ω-limit set of this trajectory is a subset of the positive S-Q plane. However, E 1 is a global attractor on the positive S-Q plane, and by invariance the ω-limit set will contain E 1 . We know that SQ is decreasing inΩ 3 , therefore lim t→∞ SQ = ξ for some ξ ≥ S 1 Q 1 . Since the ω-limit
Therefore, for the points in the ω-limit set we obtain (SQ )
Hence, we have that either S = 0, which is impossible inΩ 3 , or 
We note that the only solution of Eq. (3.28) is Q = Q 1 . Hence, the ω-limit set contains only one point, E 1 , and lim t→∞ (S, I, P, Q ) = E 1 . However, we know that lim t→∞ (S, I, P, Q ) = (S 1 , 0, 0, Q 1 ) if and only if P(0) = I(0) = 0 and S(0) > 0, and therefore, convergence to E 1 is impossible in this case. We conclude that no trajectory stays inΩ 3 for all large time.
We now notice that (SQ )
therefore the trajectory will either enterΩ 2 orΩ 1 . Suppose the trajectory entersΩ 2 and remains there for all large t. We will show that there exists a time t 1 , when S(t 1 ) < S 1 . Suppose S(t) ≥ S 1 for all t. Then to remain inΩ 2 , we must have that Q (t) < Q 1 . In this case µ(Q (t)) ≤ δ, S ′ (t) < 0 and S →S ≥ S 1 . Using the Barbalat lemma, we have lim t→∞ (µ(Q (t))−δ−KP) = 0, by a similar argument as in Theorem 3.3 we can show that lim t→∞ P = 0 and therefore lim t→∞ I = 0. Hence, the ω-limit set of this trajectory is a subset of the positive S-Q plane. However, E 1 is a global attractor on the positive S-Q plane, and by invariance the ω-limit set will contain E 1 . We know that S is decreasing inΩ 2 , therefore lim t→∞ S =S ≥ S 1 . Since the ω-limit set contains E 1 , it lies in
Therefore, for the points in the ω-limit set we have
Thus, the ω-limit set contains only one point, E 1 . Hence, lim t→∞ (S, I, P, Q ) = (S 1 , 0, 0, Q 1 ). However, this is a contradiction to the fact that lim t→∞ (S, I, P, Q ) = (S 1 , 0, 0, Q 1 ) if and only if P(0) = I(0) = 0 and S(0) > 0. We now conclude that there exists a time t 1 such that S(t 1 ) < S 1 .
Since S ′ | S=S1,Q <Q 1 < 0 and this trajectory entersΩ 1 and stays there.
We illustrate the dynamics in the case when E 2 is stable on the S-Q plane, as this was critical in many of our proofs. In Fig. 2 we use the parameter values, such that µ(Q ) > δ and S 1 > S 2 . We observe the predicted behavior, as the trajectory stays inΩ 1 = {(S, I, P, Q ) ∈Ω : Fig. 3 we use the same set of parameters, but change the initial conditions so we can observe the trajectory actually enteringΩ 1 and remaining in the region.
We now show that under the assumptions µ(Q ) > δ, S 1 > S 2 , the uninfected host population, S(t) will persist in the system when S(0) > 0 and at least one of I(0) and P(0) is positive. A population, y(t) is called persistent if lim sup t→∞ y(t) > 0 [25] . Proof. To show the persistence of S(t) we further partitionΩ 1 , defined in the proof of Theorem 3.9 and introduce the following regions:
We will show that no trajectory can remain inΩ (1) 1 for all large time. Let us suppose that this is not true and there exists a trajectory that remains inΩ (1) 1 . We now have that 
Suppose that β ̸ = 0, then the ω-limit set of this trajectory lies in  (S, I, P, Q )|I +
Applying the compactness and invariance properties of the ω-limit sets, we conclude that
for points in the ω-limit set. Hence, we have two cases:
1. P = 0, I = β for all points in the ω-limit set. . To stay in the biologically meaningful region, we must have that P(t) ≥ 0, which implies that Q (t) ≥ Q 1 . However, the only such points that satisfy this condition for the trajectory inΩ (1) 1 are where Q (t) = Q 1 , which implies that P(t) = 0 and therefore I = β.
As in the previous case, we may rule out this possibility.
Thus β = 0, so we can conclude that lim t→∞ I(t) = 0 and lim t→∞ P(t) = 0. Since E 1 attracts all trajectories on the positive S-Q plane, E 1 is in the ω-limit set of this trajectory, however it is a contradiction, since we assumed that the trajectory stays in Ω
1 for all large time. Therefore, this trajectory must leave Ω
1 through the boundary where SQ = S 1 Q 1 and Q > Q 1 . This implies that lim sup t→∞ S(t) > 0 and the uninfected host population is persistent.
In our illustration in Fig. 4 we use the parameter values, such that µ(Q ) > δ and S 1 > S 2 . We see that the trajectory stays in the region where S < S 1 and SQ < S 1 Q 1 and observe the persistence of the susceptible host population.
Discussion
Parameter estimation/model validation
In this section we consider the data published in [4] . The authors present the results of a laboratory experiment from shallow lakes, where they observed the dynamics of cyanobacterium Limnothrix sp. from Lake Loosdrecht (The Netherlands) under nutrient-replete conditions. In their laboratory experiments they tried to replicate the physical environmental conditions except of the light-dark cycle.
The authors proposed a model that fits the dynamics observed in the laboratory and run a series of numerical simulations for various values of the burst size, b, to estimate the parameter K , the volume clearance rate per particle (contact number).
The optimal value of K was achieved for b = 900, which perhaps is a large burst size for freshwater cyanobacteria. The value of the contact rate that provided a good fit in the article is K opt = 0.014 µm Fig. 4 . S-Q plane in the case when E 2 is unstable and we observe a limit cycle.
Table 1
Fixed parameter values in the inverse problem using data from [4] . In our computer simulations we choose the following well accepted functions to represent the growth and uptake:
. Here, µ max = apparent maximal growth rate, i.e. which would occur if Q → ∞ ρ max = maximal rate of resource consumption K N = half-saturation constant, i.e. the value of N at which ρ = ρ max /2.
In Table 1 we specify the fixed parameter values, as we estimate b and K . We would like to comment on some of these parameters, as they were not precisely stated in the referenced literature.
1. Obtaining an accurate value for δ is a difficult question. The susceptible host is almost immortal with recorded ranges of less than 0.1%-10% per day. In the natural environment, when we account for grazing of the bacteria by other organisms, we expect this value to be larger. 2. The total nutrient, N T , was calculated using the quota and the steady state values with the knowledge of the amount of dissolved inorganic phosphate in various environments. 3. Q min was estimated based on the reported values of Q . 4.Q was estimated using the reported number of base pairs in genome of various viruses. Each base pair in the DNA has 2 molecules of phosphorus, hence, using Avogadro's number we were able to calculate the molar mass of phosphorus in each virus.
The initial conditions that we assumed were such that susceptible and infected bacteria accounted for 80% and 20% of the total bacteria population, respectively. The initial value for the viruses was consistent with the article and observed natural environment, and was assumed to be 10 times the bacteria population.
We obtained the following optimal values of b and K : b opt = 137.784 and K opt = 0.12 µm 3 s −1 , which fall within commonly reported ranges. We illustrate the model fit to the data that we obtain in the upper left graph in Fig. 5 . We conclude that our model can accurately predict the behavior observed in laboratory settings with the parameter values in the reported ranges. 
Summary of the asymptotic behavior
In conclusion, we summarize the possible cases for the asymptotic behavior of our model and discuss the biological significance of the results.
Case I: µ(Q ) < δ
• E 0 exists and lim t→∞ (S, I, P, Q ) = (0, 0, 0,Q ).
• E 1 does not exist.
• E 2 does not exist.
In this case, the system (2.12)-(2.15) shows the potential extinction of both the host and virus, however this dynamics cannot be achieved with the parameter values in the reported ranges from natural systems. This behavior will occur only if the host population is naturally decaying in the absence of virus.
Case II: µ(Q ) > δ and S 1 < S 2 :
• E 0 exists and if S(0) = 0 then lim t→∞ (S, I, P, Q ) = (0, 0, 0,Q ).
• E 1 exists and if S(0) > 0 then lim t→∞ (S, I, P, Q ) = (S 1 , 0, 0, Q 1 ).
This case illustrates the extinction of the virus, which may occur in very rare cases when the virus is not ''aggressive'' enough, i.e. the contact rate with the host is very low, the burst size is small, and the environmental factors make the natural death rate of the virus very significant. We were able to numerically observe this behavior in some instances, using extreme parameter values. However, we were not able to satisfy the reported range for the dissolved nutrient at the equilibrium using these parameter values and believe that these disagreements indicate that this behavior is very unlikely. Correspondingly, this agrees with the natural environment, in which the coexistence of virus and host is a well observed phenomena.
Case III: µ(Q ) > δ and S 1 > S 2 :
• E 1 exists and if P(0) = I(0) = 0 and S(0) > 0 then lim t→∞ (S, I, P, Q ) = (S 1 , 0, 0, Q 1 ).
• E 2 exists.
• If a 3 < 0, then E 2 is unstable.
• If a 1 a 2 a 3 − a 2 1 a 4 − a 2 3 > 0, then E 2 is locally asymptotically stable.
• There exists a t 1 , such that S(t) < S 1 and S(t)Q (t) < S 1 Q 1 for all t > t 1 when P(0) > 0 or I(0) > 0.
• If S(0) > 0, then the uninfected host population S(t) is persistent when P(0) > 0 or I(0) > 0, i.e. lim sup t→∞ S(t) > 0 in this case.
Using parameter values from the reported ranges this case is most likely to occur, which is consistent with the natural environment where the coexistence of the host and virus is observed. This further validates this model and supports the hypothesized role of nutrient cycling in the dynamics.
