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Abstract: In this work we numerically explore the quantum behaviour of a classically
unstable relativistic BEC. The main goal is to study the phenomenon of so-called quantum
break-time which amounts to a significant departure from a classical description. It has
been suggested previously that the existence of Lyapunov instability is crucial for a fast
quantum breaking, chaos and scrambling. In order to clarify the issue, we work within
the 2-PI effective action formalism and introduce a simple and universal criterion of quan-
tum breaking. We indeed observe that the fast quantum break-time is controlled by the
Lyapunov exponent of the unstable BEC.
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1 Introduction
Quantum breaking is the idea that a given classical solution, due to its quantum nature,
might not be eternally faithful in describing the evolution of a system. In fact, due to
quantum effects, the system might deviate, in time, from the classical trajectory and sig-
nificantly change it’s structure, therefore making the aforementioned solution eventually
unreliable. The concept that macroscopic objects can become quantum after a certain
critical time-scale was first introduced and developed in a series of papers [1–4] motivated
by a microscopic composite picture of a black hole, and it was later generalized to various
systems, such as inflationary cosmologies and axion field [5, 6]. The outcome of these stud-
ies was that certain macroscopic systems, that are usually assumed to be well-described
classically, in reality, exhibit a rather short quantum break-time. There is a class of systems
that seem to exhibit breaking much faster than the others.
Namely, in [7] the connection between the phenomenon of quantum breaking and chaos
was established and it was argued that a many-body macroscopic system can undergo a
maximally fast quantum breaking and become chaotic, provided it possesses a Lyapunov
exponent γ, with the following formula for quantum break-time:
tqb ∼ γ−1 logN, (1.1)
where N is a certain macroscopic particle number. In [7], this equation was explicitly
checked on an example of a 1 + 1 dimensional system with Lyapunov exponent, namely
a non relativistic unstable BEC. The above mentioned quantity was derived by means of
entanglement arguments. In this paper it was also suggested that quantum breaking and
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chaos represent the microscopic mechanisms behind the so-called phenomenon of quantum
information scrambling and that the existence of Lyapunov exponent is crucial for a system
to saturate the logarithmic bound on the fast scrambling time proposed in [8]. It is argued
that these kind of systems are the ones which break the fastest.
The results of [7] leaves certain open questions. For example, it is unclear whether
relativistic corrections would affect the above predicted timescale.
The purpose of this article is therefore to study these relativistic effects. Due to the
absence of particle conservation, it is rather natural to expect a similar behaviour under
the replacement N → Q which is the conserved charge of the system in the relativistic
case. This is anyway absolutely not obvious, as the relativistic theory possess a much
wider spectrum. However, we verify in this work, that a very similar law as (1.1) holds for
a relativistic model endowed with U(1) symmetry and attractive self-interaction i.e. we
check that the quantum break time is given by
tqb = γ
−1 logQ+ constant, (1.2)
where Q is the full charge of the BEC, γ is the Lyapunov exponent associated with the
system and the small constant presence will be shown to be related to the chosen criterion
used to extract tqb. This is the main result of our study.
To obtain it we work in the semi-classical framework of 2PI effective action. In fact,
with this method, we are able to study the unitary Minkowski-time evolution of a quantum
coherent state mimicking a relativistic Bose-Einstein condensate. In turn, this allows us to
check how the system dynamically deviates from the classical condensate solution. To do
so, we introduce a universal criterion which can be easily applied to find quantum breaking.
Namely, we look at the dynamical evolution of the conserved integral quantity constraining
the system i.e. charge. Indeed, as discussed below, such quantity is exactly conserved due
to Noether’s theorem. However, since we are working within the 2PI framework, such
composite quantity receives two contributions from the one- and the two-point expectation
values respectively (note that these quantities balance each other out because of the above
mentioned symmetry to each loop order in case of an ~ expansion [9]). We will refer
to the former as classical charge Qcl and to the latter as quantum charge Qq. At the
beginning of the evolution, the distribution of charge between Qcl and Qq is fixed by initial
conditions. As one would expect, for a coherent state describing a classical configuration,
we have that Qcl ≫ Qq. However, as the system evolves, this needs not be the case
anymore. It is therefore natural to define quantum breaking as the timescale when the two
above-mentioned quantities become comparable. A great advantage from this criterion is
obtained, as no need to deal with rescattering effects at the microscopic level is necessary,
although one could infer it from the diagrams retained within a given 2PI expansion scheme.
It is worth mentioning that in principle different integral quantities could serve as a mean
to estimate the quantum break time as long as their conservation constrains the dynamics
of the system. For example, one could equally look at energy or, in case of a non-relativistic
system, to occupation number. In the present article, however, our main focus is charge
since, as we will see below, the contributions from the 1 and the 2 point expectation values,
split in a very clear and easy manner.
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We have already applied in [10] this approach to the study of the relativistic BEC
with repulsive self-interaction and studied the dependence of quantum break-time on the
charge of initial coherent state. Although, we did not extract analytical dependence, it is
apparent that for extremely big and extremely small charges, quantum break-time is at
least polynomial, and matters on very long timescales. We would like to draw the reader
attention to the observation that in case of cosmic axion [6] the quantum break time is
as well polynomial in the number of constituents initially accumulated in the condensate,
although in that case, it is derived by means of perturbative calculations. No conflict
between our and their result was found. We therefore conclude that our newly introduced
simple criterion universalizes the notion of quantum breaking, as not only it is applicable
to a wide class of systems, but it also agree with the quantum breaking timescale derived
with different methods in the literature (based on perturbative calculation in [6] and based
on scrambling in [7]).
Before moving forward and explain more in depth the chosen quantum breaking cri-
terion for this particular model, we would like to underline that the evolution, as well as
the considered initial conditions, are translation invariant. This, in turn, does not allow a
genuine classical localised instability to come into play.
1.1 Recipe for deriving the quantum break time
Before moving to the main part of the article it is worth explaining our setup as well as
how (1.2) was obtained.
Within the 2PI framework we studied the behaviour of an SO(2) symmetric scalar field
theory with attractive quartic coupling in 1 + 1 dimension. To obtain its Minkowski time
evolution, we derived the equations of motion (e.o.m.) from the 2PI action Γ[φ,G] using
the Schwinger-Keldysh time countour [11–13]. In turn, this opened the question of a proper
choice of initial conditions for the 1 and 2 point function φ and G. For this purpose we chose
the stationary solution at tree-level which is given by a condensate whose frequency we will
denote by ω ∈ (0,m). For fixed spatial length L, as ω is decreased, the condensate solution
becomes eventually classically unstable. In this region, fluctuations, and correspondingly
G, grow exponentially, leading to a very fast quantum breaking. To evaluate the deviations
from the classical stationary solution we proceeded as in [10], namely we took advantage
of the SO(2) associated conserved charge given by [10]:
Q =
∫
dx lim
y→x
ǫab∂x0
(
φa(x)φb(y) +Gab(x, y)
)
, (1.3)
where ǫab is 2-dimensional Levi-Civita tensor and dx denotes integration over spatial co-
ordinates. From (1.3) we observe that two contributions make up for the total conserved
charge. For later convenience we split these up and name them as classical Qcl(t) and
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quantum Qq(t) charges:
Qcl(x
0) =
L∫
0
dx1 lim
y→x
ǫab∂x0φa(x)φb(y) =
L∫
0
dx1
(
φ˙1(x)φ2(x)− φ˙2(x)φ1(x)
)
, (1.4)
Qq(x
0) =
L∫
0
dx1 lim
y→x
ǫab∂x0Fab(x, y). (1.5)
Here, we recall from [13]
Gab(x, y) = Fab(x, y)− i
2
sign(x0 − y0)ρab(x, y).
Notice that Qcl corresponds to the standard Noether charge, while Qq is a new contri-
bution that follows from our choice to work within the 2PI framework. Due to the above
mentioned initial conditions, Qcl(t = 0)≫ Qq(t = 0) [10]. Note that at tinitial, the leading
contribution to the dynamic is therefore due to the rescattering of the highly occupied
zero momentum modes described by φ into G. However, since Qq is determined by G,
the classical instability leads to a fast growth of Qq. We therefore look at how the ratio
Qq(t)/Qcl(t) evolves in time. This will serve as a mean to measure the departure from the
initial configuration. In fact, it is natural to define the quantum break time as the moment
when
Qq (tqb) ≃ Qcl (tqb) . (1.6)
We therefore use (1.6) as a way to estimate the quantum break time.
Before moving forward it is worth explaining the limits of the approximations employed
in the 2PI effective methods. In the following simulations we expanded Γ up to the second
order in loops. This corresponds to the inclusion of the following diagrams:
+ (1.7)
where λ is the quartic coupling. For in depth discussion of how these two diagrams emerge
in the effective action see [10]. What is relevant in the present discussion is their relevance
w.r.t. the dynamics. While the first one is a local diagram, and therefore a trivial correction
to the e.o.m., the second one is responsible for the interaction between φ and G. Such a
diagram, as long as we are in the perturbative regime, and t < tqb, is the most relevant one
for the dynamics and the one responsible for quantum breaking. Note, however, that after
tqb, rescattering effects between non zero modes might become of comparable importance
and, therefore, higher order in the loop expansion should be taken into account. It is worth
stressing, anyway, that the above discussion implies that the two-loop approximation is
enough to reliably obtain the quantum break time via condition (1.6).
The reminder of this article is organized as follows: in the next section the theoretical
setup and tools necessary to the analysis are introduced. In Sec. 3 the numerical results
are analysed and discussed. Sec. 4 sums up our work, and outlines our conlusions.
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2 Theory Setup
In this section we introduce the model and analyse it classically. Two distinct stable
solutions are found in the spectrum depending on the classical frequency ω and the box
size L: namely a condensate and a bright soliton. The transition point between the two
corresponds to the appearance of an instability mode for the condensate.
Consider a real scalar field with attractive quartic self-interaction in a 1+1 dimensional
finite box of size L endowed with SO(2) global symmetry. The action of this theory is:
S[ϕa] =
∫
dx
(
1
2
(∂µϕa)
2 − 1
2
m2ϕ2a +
λ
16
(ϕ2a)
2
)
. (2.1)
with λ > 0. Rescaling the field as
ϕa(t, x) =
√
2R(ωt)ab f˜b(x), (2.2)
where R(θ) is the usual O(2) rotation matrix, and after fixing f˜b(x) = (f(x), 0)
T , the
equation of motion becomes:
d2f
dx2
+
(
ω2 −m2) f + λ
2
f3 = 0, (2.3)
supplemented with periodic boundary conditions.
Two solutions to (2.3) can be found: namely a homogeneous one, the condensate, and
a localized one, the bright soliton [14]. In the following their relation and stability are
discussed.
2.1 Condensate
Similarly to the repulsive case, the condensate solution is given by the homogeneous con-
figuration:
f(x) =
√
2 (m2 − ω2)
λ
, (2.4)
where frequency covers the range ω ∈ (0,m). For this solution integrals of motion are
Eb.c. =
∫
dx
[
1
2
(ϕ˙a)
2 +
(
dϕa
dx
)2
+
1
2
m2ϕ2a −
λ
16
(ϕ2a)
2
]
=
L
λ
(
m4 + 2m2ω2 − 3ω4) , (2.5)
Qb.c. =
∫
dx [ϕ˙1(x)ϕ2(x)− ϕ˙2(x)ϕ1(x)] =
4ωL
(
m2 − ω2)
λ
. (2.6)
Notice that for this attractive interaction, the energy of the configuration is lower than the
one of free particles, i.e. E(ω) ≤ mQ(ω)1. Moreover, since the potential for this model is
1Here we mean by rest mass of the free particle the mass parameter in the Lagrangian, but one has
to remember that if mass parameter is defined at infinite volume by means of conditions Σ(m2) = 0 and
dΣ/dp2(m2) = 0, than in finite volume it gets modified [15]. But as long as mass acquires an exponentially
small correction we don’t bother ourselves considering it.
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unbounded from below2, it is natural to question the classical stability of the system. To
do so, we look at the spectrum of classical perturbations which is given by (see [10]):
γ+(pn) =
√
p2n + 3ω
2 −m2 +
√
m4 − 6m2ω2 + 4p2nω2 + 9ω4, (2.7)
γ−(pn) =
√
p2n + 3ω
2 −m2 −
√
m4 − 6m2ω2 + 4p2nω2 + 9ω4, (2.8)
where
pn =
2π n
L
(2.9)
Note that for solution (2.4), one perturbation mode is classically gapless i.e. γ−(0) = 0.
Therefore, to analyse the instability, we focus on the non zero modes. In particular, from
(2.8), the first mode turning imaginary, as ω decreases, is p1 at
ω = ωcr =
√
m2 − 2π
2
L2
. (2.10)
We therefore conclude that the condensate solution is classically stable for ω ∈ [ωcr,m)
and unstable otherwise. We will see later in the analysis that the imaginary part of this
mode Im(γ−(p1)) is the Lyapunov exponent. This situation reflects the presence of a Jeans
instability and as size gets bigger more modes become unstable. It occurs successively,
namely, a given mode pn becomes unstable at ωcr(pn) =
√
m2 − 2π2n2/L2. So, we can
deduce that for fixed size L there will be ⌊mL/√2π⌋ unstable modes.
2.2 Bright Soliton
In the non relativistic limit, the classical bright soliton was studied in [14] and its low
lying spectrum beyond Bogolubov approximation near the point of phase transition was
investigated in [16]. Here we focus on the relativistic case.
The solution is showed, for different ω’s, in fig. 1 and is given by
f(x) =
4K(µ)
L
√
λ
dn
(
2K(µ)
x
L
∣∣∣µ) , (2.11)
where K(µ) is the elliptic integral of the first kind, dn(x|µ) is the jacobi elliptic function
and µ is fixed by the condition
4K(µ)2(2− µ) = L2(m2 − ω2), (2.12)
for which a solution exists if ω ∈ (0, ωcr). We would like to notice here that frequency
at which solitonic solution appears in the spectrum is exactly the same frequency (2.10)
when the first momentum mode becomes unstable. Therefore at ωcr the spectrum splits.
We also would like to draw reader’s attention to the fact that in the relativistic model as
ω approaches zero, bright soliton becomes unstable, branch of stable Q-balls continuously
2This plays no role in our analysis, because field amplitude is lower than 2m/
√
λ and we do not enter
the domain when boundlesness can not be ignored anymore. In the general case, of course theory can be
made bounded by means of inclusion of higher order terms, which can appear after integrating out some
other fields
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Figure 1. Bright soliton solution for different frequencies ω and lentgh L = 4πm−1.
turns to the branch of unstable Q-clouds at the cusp point in contrary to the non-relativistic
case.
The integrals of motion corresponding to bright soliton are:
Eb.s.(ω) =
16
(
4(µ − 1)K(µ)4 + L2 (4ω2 + 2)K(µ)E(µ))
3λL3
, (2.13)
Qb.s.(ω) =
32ω
Lλ
E(µ)K(µ). (2.14)
where E(µ) is the elliptic integral of the second kind and µ = µ(ω) is given by (2.12).
To sum up, we have the following situation: for ω ∈ [ωcr,m) the condensate solution
is classically stable and unique for equation (2.3). In this region, the collective coupling,
proportional to (λ/m2)f2, increases as ω decreases. Upon reaching ωcr a phase transition
takes place. In this sense, the collective coupling is strong enough as to allow for a local-
ization of the solution. Correspondingly, the fluctuations on top of the condensate display
at least an unstable mode indicating the fact that, for a given fixed charge, there exists
a classical configuration with lower energy (as it can be seen from comparing (2.5) and
(2.13)).
The above statement can easily be deduced from figure 2. As it is possible to see, the
soliton trajectory emerges from the branching point ωcr. Moreover, as ω decreases (and
the collective coupling increases), the soliton configuration localizes more and more up to
the point where it becomes classically unstable. This happens in correspondence of ωcusp
which is the value for which the known instability condition is fulfilled [17, 18]:
dQcl
dω
∣∣∣∣
ω=ωcusp
< 0. (2.15)
For lower ω’s, the soliton solution corresponds to the points of the upper branch of
Fig. 2.
Before moving forward it is important mentioning that although the potential is un-
bounded from below for the condensated (soliton), one can easily see from (2.4) ((2.11)),
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Condensate
Figure 2. Energy versus charge behaviour of condensate and soliton. Here L = 4πm−1 and
λ = 2m2.
that the only source of classical instability under small perturbations is given by (2.10)
((2.15)). Moreover, notice that tunneling phenomena are not relevant in our quantum
study as they are exponentially suppressed, while we will see that quantum breaking hap-
pens exponentially fast.
2.3 2PI effective action
Most of the notions in this section are already explained in depth in [10]. Here we report
the main steps to establish notation. The 2PI effective action is given by
Γ[φ,G] = S[φ] +
i
2
tr lnG−1 +
i
2
tr
(
G−10 G
)
+ Γ2[φ,G] (2.16)
where φ and G are correspondingly the 1 and 2 point Green’s function expectation value
and Γ2[φ,G] is the sum of vacuum-vacuum 2-particle irreducible diagrams computed with
vertices and propagators obtained from the shifted action. Upon stationarization, the
equations of motion are obtained:

δS[φ]
δφa(x)
+
i
2
tr
(
δG−10
δφa(x)
G
)
+
δΓ2[φ,G]
δφa(x)
= 0
G−1ab (x, y)−G−10 ab(x, y) + 2i
δΓ2[φ,G]
δGab(x, y)
= 0
. (2.17)
In order to solve these equations, it should be decided up to which order in ~ we would
like to approximate the dynamics. As explained above, for the purpose of this work it is
enough to work up to two loops. Hence, Γ2[φ,G] up to order ~
2 is given by (1.7).
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In order to solve (2.17), another ingredient is necessary, namely the choice of the time
contour. As in [10], we work here in the Schwinger-Keldysh formalism [11, 12]. In this
way, the eom’s are guaranteed to be causal, therefore allowing for an easier numerical
implementation. Moreover, it is easier to rewrite the eom’s by splitting the propagator in
commutator and anticommutator contributions as:
Gab(x, y) = Fab(x, y)− i
2
sgnC
(
x0 − y0) ρab(x, y), (2.18)
Fab(x, y) =
1
2
〈{φa(x), φb(y)}〉 , (2.19)
ρab(x, y) = i 〈[φa(x), φb(y)]〉 , (2.20)
where the sgnC(x
0 − y0) is taken along the in-in time contour and guaranties proper time
ordering. Here, Fab(x, y) is known as statistical propagator, while ρab(x, y) is related to
the spectrum of the theory. Before moving to the results, it is necessary to specify a set of
initial conditions.
2.4 Saddle solution as initial condition
Appropriate initial conditions to numericcally simulate (2.17) are necessary. Our goal is
clear: we wish to study how the classical unstable condensate evolves as quantum fuctu-
ations are dynamically taken into account. Therefore, a natural choice is to consider, at
t = 0, the classical condensate solution. That means that, initially, the field φ is fixed by
the stationarity condition
δS[φ]
δφa
= 0 (2.21)
while, for the propagator G, we need to invert the following operator
G−1ab (x, y) = i
((
∂2 +m2 +
λ
4
φ2a
)
δab +
λ
2
φaφb
)
δ(2) (x− y) . (2.22)
This is already done in [10], and leads to
G˜ab(t− τ, x− y) = 1
L
∫
dγ
2π
+∞∑
n=−∞
e−iγ(t−τ)+ipn(x−y) G˜ab(γ, pn)
∣∣∣
pn=
2pin
L
,
G˜ab(γ, pn) =
i
((
ω2 + γ2 − p2n −m2 −
λ
4
f2d
)
δac + 2iωγǫac − λ
2
fafc
)
(
γ2 − γ2+(pn) + i0
)(
γ2 − γ2−(pn) + i0
) ,
(2.23)
where the relation between G, G˜ and φ, f is given by

φa(t, x) = Rab(ωt)fb
Gab(t, x; τ, y) = Rac(ωt)Rbd(ωτ)G˜cd(t− τ, x− y)
(2.24)
with Rab(θ) ∈ SO(2) the standard rotational matrix, f amplitude fixed by condition (2.4)
and γ+(p) and γ−(p) are defined in (2.7) and (2.8). Since for the tree level solution γ−(0)
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Figure 3. Time evolution of classical charges
is gapless and γ−(p1) has imaginary part, in order to specify initial conditions for F from
(2.23), at t = 0, the zeroth and first momentum modes of the statistical propagator were
removed. This corresponds to move slightly away from the saddle point, anyway without
affecting the dynamics in a relevant way. The mapping of the initial conditions between G
and F and ρ is explicitly derived in [10].
3 Numerical Analysis
In the following we discuss our numerical results.
Eq.s (2.17) have been solved numerically using the Crank-Nicolson finite difference
scheme for derivatives, and a trapezoidal rule for memory integrals. Moreover, since we are
interested in the region where the classical spectrum is splitted between the condensate and
the bright soliton, we confine our study to the range ω ∈ (ωcusp, ωcr)3. In this region, our
choice of initial conditions, namely the unstable condensate solution, leads to the presence
of one imaginary mode. As L is increased, more and more modes display such behaviour
in the above-mentioned ω range, as it can be easily seen from (2.8). Therefore, the size
of the box is purely dictated by reasons of simplicity: first of all the box size should be
much bigger than the constituents Compton wavelength ω−1 and, secondly, the numerical
analysis simplifies a lot if only one instability mode shows up in the explored ω’s range. In
view of this, we chose the box size to be L = 4πm−1, for which ωcusp ≃ 0.71m, ωcr ≃ 0.94m
and only one instability mode is present, namely the first one γ−(p1). In all the simulations
we fixed m = 1.
The general behaviour of the quantum breaking is displayed for different ω’s in fig. 3
for strong and weak coupling. The behaviour is very reminiscent to the one observed for
the quantum breaking in the repulsive case for a stable condensate [10], although much
faster. However, even if not shown explicitly, we notice the following feature: for all the
simulations in the strong coupling regime, the total charge (1.3) varies on the displayed
timescales by approximately the 1% i.e. Q(m−1)/Q(0) ∼ 0.99. This is comparable to
3To avoid confusion we have to mention that for fixed ω, the charges of soliton and condensate are
different and they have, correspondingly, different energies (as it can be seen from (2.6) and (2.14)), though
they coincide at the critical point Qb.s.(ωcr) = Qb.c.(ωcr)
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the change in classical charge displayed in fig. 3(a). However, due to the coupling being
strong, we do not expect the resulting simulation to approximate appropriately the true
quantum evolution anyway. The situation is qualitative different in the weak coupling
regime fig. 3(b). There, even though the coupling is weak, as ω is decreased (and the
collective coupling is increased), there is a violation of the conservation of the total charge.
This is, however, practically negligible (at least 100 times smaller and slightly growing with
the collective coupling). This is no longer the case as we look at the simulation for longer
times. For example, when Qcl(t) ≈ 0.5Qcl(0) we generically notice an increasing violation
of the total charge conservation. This underlies a failure of our numerical scheme as the
exponential growth of Qq is so fast that it can no longer be well approximated after certain
timescales. We now proceed with the discussion of the two main results of this work.
3.1 Evolution along the BEC trajectory
The first result we wish to comment upon is the evolution of the unstable condensate.
We will introduce here two notions for the energy as we did for the charge. So, in full
analogy with Qcl(t) and Qq(t) defined in (1.4) and (1.5) we define
Ecl(t) =
∫
dx
(
1
2
(∂0φa)
2 +
1
2
(∂iφa)
2 + V (φa)
)
(3.1)
and quantum part which we are not interested in writing explicitly here.
The sum of two is a conserved quantity
d (Ecl(t) + Eq(t))
dt
= 0. (3.2)
During the evolution both classical charge and energy diminish while full integrals of motion
are conserved. In Fig. 4, the evolution of this classical quantities is shown for different ω’s
(different colors) and compared w.r.t. the branch of classical condensate solutions (blue
line).
The points in the plot are numerical evaluations of the classical energy (3.1) and charge
(2.6) at different times. Different colors there correspond to different initial configurations,
namely different initial ω. Therefore looking the dots of particular color, which coordinates
at thre plot are (Qcl(t), Ecl(t)), one can see how the classical energy and classical charge of
this configuration evolve with time. In Fig. 4(a) one can see how the numerical simulations
fully evolve along the classical condensate trajectory. The reader might wonder why no
deviations are seen, although lower energy configurations (at similar charge), namely the
soliton (orange line), are present. The reason is that the bright soliton is a localized
configuration, and therefore, due to the homogeneity of our initial conditions, the system
in principle can only evolve into a superposition of such solutions. We must admit that
here we actually do not know how to understand whether initial homogeneous configuration
is tending to approach a superposition of solitons or not but there is a clear qualitative
picture explaining the condensate evolution along the BEC Ecl(Qcl) line.
In total analogy with the Q-balls case, one can deduce the following relation between
classical energy and charge of the BEC
dEcl
dω
= ω
dQcl
dω
. (3.3)
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Figure 4. Time evolution of the classical energy as a function of Qcl for different frequencies.
Therefore, one can conclude that if classical charge is getting changed by some small amount
δQcl, which in our case the part carried out by fluctuations, then the next homogeneous
configuration stationarizing the local part of the energy is given by
Ecl(δt) ≃ Ecl(0) + ω δQcl(δt), (3.4)
which means that during quantum evolution, the preferable directions in the phase space is
the one stationarizing the classical part as long as classical quantities remain dynamically
dominant. This is true as long as Qcl ≫ Qq, but in the end, upon reaching tqb, this
approximate relation does not need to hold, as well as our ~ perturbative expansion (See
discussion in Sec. 1), and evolution might deviate from this curve. Anyway, we will see in
the next paragraph how the presence of a lower energy configuration affects the speed at
which the system rolls along the BEC Ecl(Qcl) trajectory.
The situation is different in Fig. 4(b) where the behaviour of simulations is shown for
lower ω’s. As one can see, some of the simulations (blue squares) start deviating from the
condensate-like evolution. Such deviations increase as ω decreases. Such phenomenon is
analogue to the one observed for the strong coupling case. Namely, the exponential growth
becomes so fast, as to lead to a failure of the numerical scheme. In fact, correspondingly
with these deviations, non negligible - yet very small - violations of total charge emerge.
However, it should be noted that for small timescales, the evolution of these simulations is
still reliable.
3.2 Quantum break time
In order to capture the rate at which the system evolves along the condensate trajectory
(c.f. Fig. 4), we use criterion (1.6) to obtain tqb. Moreover, because of the above mentioned
numerical issues, we fix quantum breaking as the time such that Qq(tqb) = 0.1Qcl(tqb). In
this way, on the obtained quantum breaking timescales, most of the simulations have a very
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well conserved charge (within .1% deviations). The dependence of tqb on logQ/Im(γ−(p1))
is explicitly shown in Fig. 5, where the quantum breaking time is shown w.r.t. ω. One
can see how in this coupling region i.e. λ ≤ 0.1m2, the breaking time is indeed captured
by the relation
tqb ≃ logQ
Im(γ−(p1))
+ constant (3.5)
where Im(γ−(p1)) is the Lyapunov exponent, therefore confirming (1.2) mentioned in the
introduction. Let us discuss this relation and the corresponding physics in more details.
Firstly, it is very important to stress that such a logarithmic behaviour is controlled
by the Lyapunov exponent which sets the system instability. As long as a homogeneous
solution exhibits this form of instability, the leading initial time behaviour is apparently
governed by this mode arising in the Green’s function. Therefore we can roughly say that
for δt ∼ 1/Im(γ−(p1))
Qcl(δt) ≃ Qcl(0) +A
(
1− eIm(γ−(p1))δt
)
(3.6)
and we can infer from this, that using our quantum breaking criterion Qcl(tqb)/Qcl(0) ≃
r, we obtain (3.5). Indeed, the aforementioned constant in (3.5) depends only on the chosen
criterion r and is almost independent on any parameters of the model.
From the quantum point of view, this law means that to undergo quantum breaking,
the system has to wait for a significant amount of quanta to decay, which leads to logarith-
mic dependence of quantum break-time on charge. This mechanism is in contrast with the
classical picture, where departure from stationary solution is set by inhomogeneities intro-
duced by means of initial classical perturbations. To clarify this difference let us briefly
recap how the decay due to classical perturbations takes place. In fact, for this to happen,
the inhomogeneous perturbation spectrum needs to include an unstable mode, which, in
the system under consideration, corresponds with the first momentum mode. In turn, the
presence of such a mode leads to the development of inhomogeneities in the system on
a time scale fixed by the lyapunov exponent as 1/Im(γ−(p1)), leading to the localisation
of the soliton. Thus, we see that departure occurs almost immediately, independently of
the initial configuration itself (namely amount of quanta realising the initial state). This
kind of transitions were clearly demonstrated for unstable Q-balls (Q-clouds) as they are
perturbed and, after a time-scale set by the instability, they move to a stable configuration,
dropping some charge along the process [19]. In addition, we must stress again, that not all
the perturbations can destroy BEC classically, but only those which contain the unstable
mode. This is totally different from what happened in our case as the evolution is driven
by quantum effects preserves translational invariance. In fact, we saw in Fig. 4(a) classical
quantities evolve along the classical homogeneous BEC trajectory, although the growth of
the unstable mode within the Green’s function being present (note that at t = 0 we input
this unstable mode to be zero). Therefore, we see that quantum and classical process are
significantly different. In particular, the quantum decay is more general as it takes place
independently whether or not homogeneity is preserved by initial conditions.
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Figure 5. Quantum breaking time dependence on ω compared to analytical estimation. Solid lines
are functions logQ(ω, λ)/Im(γ (p1, ω)) for different couplings and triangles are quantum breaking
times extracted from simulations
One clear feature of Fig. 5 is the deviation from the logarithmic scaling as the coupling
is increased. We believe this to be due to the above discussed failure of the numerical
scheme.
4 Conclusions and Outlook
In this work we studied the behaviour of a relativistic BEC near its classical instability.
It was found that the quantum break-time, namely the moment when departure from the
classical solution become significant, scales logarithmically with charge Q and is controlled
by the Lyapunov exponent γ characterising the classically instability of the system, namely
tqb = γ
−1 logQ+ C, (4.1)
with C a small constant caused by the way we extracted numerically tqb. This result for
quantum break-time is similar to the one derived in [7] (see eq. (1.2)). However, being our
study in the relativistic regime, we see that the number of constituents is replaced with
charge N → Q (compare (4.1) with (1.1)). These two results need not to be similar as the
the spectrum of the relativistic model is much broader. However, as it follows from our
analysis, (4.1) is indeed the natural extension of the result of [7] in the relativistic regime.
To obtain (4.1), we worked within the 2-PI formalism, keeping the second order in
loop-expansion, which allowed us to numerically simulate the Minkowski time evolution of
the system. After setting as initial conditions the tree level stationary condensate solution,
we introduced a new general criterion to measure its deviation from the classical solution,
namely we chose as observable of interest the ratio between Qcl which is the functional of 1-
point expectation value and Qq given by connected part of the propagator evolved in time.
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A natural criterion to obtain the quantum break time, therefore, relies on the dynamical
condition Qcl ≈ Qq (see (1.6)). Such timescale, is what we refer to as tqb in (4.1). This
condition, already introduced by us in [10], turns out to be very simple as it requires the
measurement of only an integral quantity, to be compared with [7], where tqb was calculated
via entanglement arguments. It is therefore quite intriguing that such different methods
do agree. Note that such condition might be imposed for any other integral quantity
(e.g. energy) as long as its conservation constrains the dynamical evolution of the system.
Therefore the criterion introduced in [10] proves general and with a wide applicability
range.
Another interesting result of this article is related to the breaking trajectory of the
condensate. In fact, the evolution takes place along the branch of classical solution Ecl(Qcl)
as long as charge is steadily getting carried away by quantum fluctuations according to (3.3)
and (3.4) (see Fig. 4). There, the classical part of the energy w.r.t. classical charge evolves
along the branch of classical solutions given by (2.5) and (2.6). This is due to the fact
that homogeneity is preserved in our equations. In fact, as discussed above, there is a
preferable direction in the phase space of classical configurations set by (3.3). Indeed, as
soon as quantum breaking takes place, we do not expect this kind of relation to hold and
the system might evolve differently from there onward. Further investigation of this issue,
although interesting, is beyond the scope of this work. Moreover it can be seen that as
either the coupling or the collective coupling is increased, deviations from such trajectory
are observed in Fig. 4. We believe this to be due to a failure of our numerical scheme.
We therefore excluded such simulations when studying the functional dependence of the
quantum break time.
In the future it would be interesting to add extra diagrams to our loop expansion
or attempt a 1/N resummation which would allow us to carry the numerical integration
further. Also, another interesting question is how the system evolves when considering
as initial conditions the bright soliton configuration (see Fig. 2). In fact, exploring its
evolution might help us deepening our knowledge regarding the backreaction properties of
localised objects.
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