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Abstract
We propose a novel algorithmic framework of
Variable Metric Over-Relaxed Hybrid Proximal
Extra-gradient (VMOR-HPE) method with a
global convergence guarantee for the maximal
monotone operator inclusion problem. Its itera-
tion complexities and local linear convergence
rate are provided, which theoretically demon-
strate that a large over-relaxed step-size con-
tributes to accelerating the proposed VMOR-
HPE as a byproduct. Specifically, we find that
a large class of primal and primal-dual opera-
tor splitting algorithms are all special cases of
VMOR-HPE. Hence, the proposed framework
offers a new insight into these operator split-
ting algorithms. In addition, we apply VMOR-
HPE to the Karush-Kuhn-Tucker (KKT) general-
ized equation of linear equality constrained multi-
block composite convex optimization, yielding a
new algorithm, namely nonsymmetric Proximal
Alternating Direction Method of Multipliers with
a preconditioned Extra-gradient step in which the
preconditioned metric is generated by a blockwise
Barzilai-Borwein line search technique (PADMM-
EBB). We also establish iteration complexities
of PADMM-EBB in terms of the KKT residual.
Finally, we apply PADMM-EBB to handle the
nonnegative dual graph regularized low-rank rep-
resentation problem. Promising results on syn-
thetic and real datasets corroborate the efficacy of
PADMM-EBB.
1. Introduction
Maximal monotone operator inclusion, as an extension of
the KKT generalized equations for nonsmooth convex op-
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timization and convex-concave saddle-point optimization,
encompasses a class of important problems and has exten-
sive applications in statistics, machine learning, signal and
image processing, and so on. More concrete applications
can be found in the literature (Combettes & Pesquet, 2011;
Boyd et al., 2011; Bauschke & Combettes, 2017) and the ref-
erences therein. Let X be a finite-dimensional linear vector
space. We focus on the operator inclusion problem:
0 ∈ T (x), x ∈ X, (1)
where T : X⇒ X is a maximal monotone operator.
One of the most efficient algorithms for problem (1) is
Proximal Point Algorithm (PPA) in the seminal work
(Minty, 1962), which was further accelerated (Eckstein &
Bertsekas, 1992) by attaching an over-relaxed parameter θk,
xk+1 := xk + (1 + θk)
(JckT (xk)− xk), θk∈(−1, 1)
for a given positive penalty parameter ck. Here, JckT (·) =
(I + ckT )
−1(·) is called the resolvent operator (Bauschke
& Combettes, 2017) of T . In addition, its inexact version
xk+1 := xk + (1 + θk)
(
xk − xk) (2)
was proposed (Rockafellar, 1976) by requiring that either
absolute error (3a) or relative error criterion (3b) holds,{ ∥∥xk − JckT (xk)∥∥ ≤ ξk, (3a)∥∥xk − JckT (xk)∥∥ ≤ ξk∥∥xk − xk∥∥, (3b)
where
∑∞
k=1 ξk <∞. However, it is too flexible to preset
the sequence {ξk} which highly influences the level of the
computational cost and quality of iteration (2). For more
research on PPA and its inexact variants, we refer the readers
to the literature (Gu¨ler, 1991; Burke & Qian, 1999; Corman
& Yuan, 2014; Shen & Pan, 2015; Tao & Yuan, 2017).
Later on, a novel inexact PPA called Hybrid Proximal
Extra-gradient (HPE) algorithm (Solodov & Svaiter, 1999)
was proposed. This algorithm first seeks a triple point
(yk, vk, k)∈X×X×R+ satisfying error criterion (4a)-(4b):
(yk, vk) ∈ gphT [k], (4a)∥∥ckvk + (yk − xk)∥∥2+2ckk≤σ∥∥yk − xk∥∥2, (4b)
xk+1 := xk − ckvk, (4c)
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where T [] is the enlargement operator (Burachik et al.,
1997; 1998; Svaiter, 2000) of T and σ∈ [0, 1) is a prespeci-
fied parameter, and then executes an extra-gradient step (4c)
to ensure its global convergence. Whereafter, a new inexact
criterion (5a)-(5b) is adopted, yielding an over-relaxed HPE
algorithm (Svaiter, 2001; Parente et al., 2008) as below:
(yk, vk) ∈ gphT [k], (5a)∥∥ckM−1k vk + (yk−xk)∥∥2Mk + 2ckk (5b)
≤ σ(∥∥yk − xk∥∥2Mk + ∥∥ckM−1k ∥∥2Mk),
xk+1 := xk − (1 + τk)akMkvk, (5c)
where τk ∈ (−1, 1) is the over-relaxed step-size, ak =[〈vk, xk − yk〉 − k]/∥∥M−1k vk∥∥2Mk , and Mk is a self-
adjoint positive definite linear operator. An obvious defect
of the above algorithm is that extra-gradient step-size ak
has to be adaptively determined to ensure its global conver-
gence, which requires extra computation and may be time-
consuming. In addition, Korpelevich’s extra-gradient al-
gorithm (Korpelevich, 1977), forward-backward algorithm
(Passty, 1979), and forward-backward-forward algorithm
(Tseng, 2000) are all shown to be special cases of the HPE
algorithm in (Solodov & Svaiter, 1999; Svaiter, 2014).
In this paper, we propose a new algorithmic framework
of Variable Metric Over-Relaxed Hybrid Proximal Extra-
gradient (VMOR-HPE) method with a global convergence
guarantee for solving problem (1). This framework, in con-
trast to the existing HPE algorithms, generates the iteration
sequences in terms of a novel relative error criterion and
introduces an over-relaxed step-size in the extra-gradient
step to improve its performance. In particular, the extra-
gradient step-size and over-relaxed step-size here can both
be set as a fixed constant in advance, instead of those ob-
tained from a projection problem, which saves extra com-
putation. Its global convergence, O( 1√
k
) pointwise and
O( 1k ) weighted iteration complexities, and the local lin-
ear convergence rate under some mild metric subregularity
condition (Dontchev & Rockafellar, 2009) are also built.
Interestingly, the coefficients of iteration complexities and
linear convergence rate are inversely proportional to the
over-relaxed step-size, which theoretically demonstrates
that a large over-relaxed step-size contributes to acceler-
ating the proposed VMOR-HPE as a byproduct. In addi-
tion, we rigorously show that a class of primal-dual algo-
rithms, including Asymmetric Forward Backward Adjoint
Splitting Primal-Dual (AFBAS-PD) algorithm (Latafat &
Patrinos, 2017), Condat-Vu Primal-Dual Splitting (Condat-
Vu PDS) algorithm (Vu˜, 2013; Condat, 2013), Primal-Dual
Fixed Point (PDFP) algorithm (Chen et al., 2016), Primal-
Dual three Operator Splitting (PD3OS) algorithm (Yan,
2018), Combettes Primal-Dual Splitting (Combettes PDS)
algorithm (Combettes & Pesquet, 2012), Monotone+Skew
Splitting (MSS) algorithm (Bricen˜o Arias & Combettes,
2011), Proximal Alternating Predictor Corrector (PAPC)
algorithm (Drori et al., 2015), and Primal-Dual Hybrid
Gradient (PDHG) algorithm (Chambolle & Pock, 2011),
all fall into the VMOR-HPE framework with specific vari-
able metric operators Mk and T . Besides, Proximal-
Proximal-Gradient (PPG) algorithm (Ryu & Yin, 2017),
Forward-Backward-Half Forward (FBHF) algorithm as
well as its non self-adjoint metric extensions (Bricen˜o-
Arias & Davis, 2018), Davis-Yin three Operator Splitting
(Davis-Yin 3OS) algorithm (Davis & Yin, 2015), Forward
Douglas-Rachford Splitting (FDRS) algorithm (Bricen˜o-
Arias, 2015a),Generalized Forward Backward Splitting
(GFBS) algorithm (Raguet et al., 2013), and Forward
Douglas-Rachford Forward Splitting (FDRFS) algorithm
(Bricen˜o-Arias, 2015b) also fall into the VMOR-HPE frame-
work. Thus, VMOR-HPE largely expands the HPE algorith-
mic framework to cover a large class of primal and primal-
dual algorithms and their non self-adjoint metric extensions
compared with (Solodov & Svaiter, 1999; Shen, 2017). As
a consequence, the VMOR-HPE algorithmic framework
offers a new insight into aforementioned primal and primal-
dual algorithms and serves as a powerful analysis technique
for establishing their convergences, iteration complexities,
and local linear convergence rates.
In addition, we apply VMOR-HPE to the KKT generalized
equation of linear equality constrained multi-block compos-
ite nonsmooth convex optimization as follows:
min
xi∈Xi
f(x1, . . . , xp) + g1(x1) + · · ·+ gp(xp) (6)
s.t. A∗1x1 +A∗2x2 + · · ·+A∗pxp = b,
where A∗i : Y→Xi is the adjoint linear operator of Ai,
Y and Xi are given finite-dimensional vector spaces, gi :
Xi→ (−∞,+∞] is a proper closed convex function, and
f : X1×· · ·× Xp → R is a gradient Lipschitz continu-
ous convex function. Specifically, the proposed VMOR-
HPE for solving problem (6) firstly generates points sat-
isfying the relative inexact criterion in the VMOR-HPE
framework by a newly developed nonsymmetric Proximal
Alternating Direction Method of Multipliers, and then per-
forms an over-relaxed metric Extra-gradient correction step
to ensure its global convergence. Notably, metricMk in
the extra-gradient step is generated by using a blockwise
Barzilai-Borwein line search technique (Barzilai & Bor-
wein, 1988) to exploit the curvature information of the
KKT generalized equation of (6). We thus name the re-
sulting new algorithm as PADMM-EBB. Moreover, we
establish the O( 1√
k
) pointwise and O( 1k ) weighted itera-
tion complexities and the local linear convergence rate for
PADMM-EBB on the KKT residual of (6) by employing
the VMOR-HPE framework. Besides, it is worth empha-
sizing that the derived iteration complexities do not need
any assumption on the boundedness of the feasible set
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of (6). At last, we conduct experiments on the nonnega-
tive dual graph regularized low-rank representation prob-
lem to verify the efficacy of PADMM-EBB, which shows
great superiority over Proximal Linearized ADMM with
Parallel Splitting and Adaptive Penalty (PLADMM-PSAP)
(Liu et al., 2013; Lin et al., 2015), Proximal Gauss-Seidel
ADMM (PGSADMM) with nondecreasing penalty, and
Mixed Gauss-Seidel and Jacobi ADMM (M-GSJADMM)
with nondecreasing penalty (Lu et al., 2017) on both syn-
thetic and real datasets.
The major contributions of this paper are fourfold. (i) We
propose a new algorithmic framework of VMOR-HPE for
problem (1) and also establish its global convergence, iter-
ation complexities, and local linear convergence rate. (ii)
The proposed VMOR-HPE gives a new insight into a large
class of primal and primal-dual algorithms and provides a
unified analysis framework for their convergence properties.
(iii) Applying VMOR-HPE to problem (6) yields a new con-
vergent primal-dual algorithm whose iteration complexities
on the KKT residual are also provided without requiring
the boundedness of the feasible set of (6). (iv) Numerical
experiments on synthetic and real datasets are conducted to
demonstrate the superiority of the proposed algorithm.
2. Preliminaries
Given β > 0, a single-valued mapping C : X → X satisf-
ing
〈
x− x′, C(x)− C(x′)〉 ≥ β∥∥C(x)− C(x′)∥∥2 for all
x, x′ ∈ X is called a β-cocoercive operator. A set-valued
mapping T : X⇒ X satisfying 〈x−x′, v−v′〉 ≥ α‖x−x′‖2
with α ≥ 0 for all v ∈ T (x) and v′ ∈ T (x′) is called
α-strongly monotone operator if α > 0, and is called
a monotone operator if α = 0. Moreover, T is called
a maximal monotone operator if there does not exit any
monotone operator T ′ satisfying gphT ⊆ gphT ′, where
gphT := {(x, v) ∈ X × X | v ∈ T (x), x ∈ X}. In addi-
tion, given  ≥ 0 and a maximal monotone operator T , the
-enlargement T [] : X ⇒ X of T (Burachik et al., 1997;
1998; Svaiter, 2000) is defined as
T [](x) :=
{
v ∈ X | 〈w − v, z − x〉 ≥ −,∀w ∈ T (z)}.
Below, we recall the definition of metric subregularity
(Dontchev & Rockafellar, 2009) of set-valued mapping T .
Definition 1. A set-valued mapping T : X ⇒ X is metric
subregular at (x, y) ∈ gphT with modulus κ > 0, if there
exists a neighborhood U of x such that for all x ∈ U ,
dist
(
x, T−1(y)
) ≤ κdist(y, T (x)).
Given a self-adjoint positive definite linear operator M,
‖ · ‖M denotes the generalized norm induced byM, which
is defined as ‖ · ‖M =
√〈·,M·〉. The generalized distance
between a point z and a set Ω induced byM is defined as
distM(z,Ω):=infx∈Ω ‖x−z‖M. LetM=I . distM(z,Ω)
reduces to the standard distance function as dist(z,Ω) :=
infx∈Ω ‖x−z‖. In addition, given a proper closed convex
function g : X→ (∞,+∞] and a non self-adjoint linear
operatorR, ProxR−1g(·) denoting the generalized proximal
mapping of g induced byR is the unique root of inclusion:
0 ∈ ∂g(x) +R(x− ·), x ∈ X.
Particularly, if g(x) =
∑n
i=1 gi(xi) is decomposable,
ProxR−1g(·) can be calculated in a Gauss-Seidel manner by
merely settingR as a block lower-triangular linear operator.
3. VMOR-HPE Framework
In this section, we propose the algorithmic framework of
VMOR-HPE (described in Algorithm 1), and establish its
global convergence rate, iteration complexities, and local
linear convergence rate. LetMk=I in VMOR-HPE. We re-
cover an enhanced version of an over-relaxed HPE algorithm
(Shen, 2017) by allowing a larger over-relaxed step-size θk.
Algorithm 1 VMOR-HPE Framework
Parameters: Given ω, ω > 0, θ > −1, σ ∈ [0, 1) and
ξk ≥ 0 satisfying
∑∞
k=1 ξk< ∞. Choose a self-adjoint
operatorM0 satisfying ωI M0  ωI and x0 ∈ X.
for k = 1, 2, · · · , do
Choose ck ≥ c > 0, θk ∈ [θ,∞). Find (k, yk, vk) ∈
R+ ×X×X satisfying the relative error criterion that
(yk, vk) ∈ gphT [k], (7a)
θk
∥∥ckM−1k vk∥∥2Mk + ∥∥ckM−1k v + (yk − xk)∥∥2Mk
+2ckk ≤ σ
∥∥yk − xk∥∥2Mk . (7b)
Let xk+1 := xk − (1 + θk)ckM−1k vk.
UpdateMk+1 with ωI Mk+1  (1 + ξk)Mk.
end for
Remark 1. (i) θk ∈ [θ,∞) breaks the ceiling of over-
relaxed step-sizes in the literature (Eckstein & Bertsekas,
1992; Chambolle & Pock, 2016; Bauschke & Combettes,
2017; Shen, 2017; Tao & Yuan, 2017) ,in which θk∈(−1, 1).
Besides,Mk can exploit the curvature information of T .
(ii) Let θk = −σ in the VMOR-HPE framework. Criterion
(7a)-(7b) coincides with (5a)-(5b) in (Parente et al., 2008),
which makes the step-size (1 + θk) be (1 − σ) that is too
small to update xk+1 if σ is close to 1. That is the reason
why ak in (5c) has to be adaptively computed with extra
computation instead of being a constant.
3.1. Convergence Analysis
In this subsection, we build the global convergence for the al-
gorithmic framework of VMOR-HPE, as well as its local lin-
ear convergence rate under a metric subregularity condition
of T . In addition, its O( 1√
k
) pointwise and O( 1k ) weighted
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iteration complexities depending solely on (T−1(0), x0) are
provided. Denote Ξ:=
∏∞
i=0(1+ ξi)<exp
(∑∞
i=0ξi
)
<∞.
Theorem 1. Let
{
(xk, yk)
}
be the sequence generated by
the VMOR-HPE framework. Then, {xk} and {yk} both
converge to a point x∞ belonging to T−1(0).
Theorem 2. Let {(xk, yk)} be the sequence generated by
the VMOR-HPE framework. Assume that the metric subreg-
ularity of T at (x∞, 0) ∈ gphT holds with κ > 0. Then,
there exits k > 0 such that for all k ≥ k,
dist2Mk+1
(
xk+1, T−1(0)
)≤(1−%k
2
)
dist2Mk
(
xk, T−1(0)
)
,
where %k =
(1−σ)(1+θk)(
1+κc
√
Ξω
ω
)2(
1+
√
σ+
4 max{−θk,0}
(1+θk)
2
)2 ∈ (0, 1).
Polyhedra operators (Robinson, 1981) and strongly mono-
tone operators all satisfy metric subregularity. For other
sufficient conditions that guarantee metric subregulaity of
T , we refer the readers to the monographs (Dontchev &
Rockafellar, 2009; Rockafellar & Wets, 2009; Cui, 2016).
Point x∈X is called ε-solution (Monteiro & Svaiter, 2010)
of problem (1) if there exists (v, ) ∈ X× R+ satisfying
v ∈ T [](x) and max(‖v‖, ) ≤ ε. Below, we globally
characterize the rate of max(‖v‖, ) decreasing to zero.
Theorem 3. Let {(xk, yk, vk)} and {k} be the sequences
generated by the VMOR-HPE framework.
(i) There exists an integer k0∈{1, 2, . . . , k} such that vk0 ∈
T [k0 ](yk0) with vk0 and k0 ≥ 0 respectively satisfying
‖vk0‖ ≤
√
4(1 +
∑k
i=1 ξi)Ξ
2ω
k(1− σ)(1 + θ)3c2 ‖x
0 − x∗‖M0 ,
and k0 ≤
(1 +
∑k
i=1 ξi)Ξ
k(1− σ)(1 + θ)2c‖x
0 − x∗‖2M0 .
(ii) Let {αk} be the nonnegative weight sequence satisfying∑k
i=1 αi > 0. Denote τi=(1 + θi)ci and y
k=
∑k
i=1τiαiy
i∑k
i=1τiαi
,
vk=
∑k
i=1τiαiv
i∑k
i=1τiαi
, k=
∑k
i=1τiαi
(
i+〈yi−yk, vi−vk〉
)∑k
i=1τiαi
.
Then, it holds that vk ∈ T [k](yk) with k ≥ 0. Moreover,
ifMk ≤ (1 + ξk)Mk+1, it holds that
‖vk‖≤
max
1≤i≤k
{αi+1}
k∑
i=1
ξi+
k∑
i=1
∣∣αi−αi+1∣∣+αk+1+α1
c(1 + θ)
∑k
i=1 αi
M,
k=
(10+θ)max
1≤i≤k
{αi}
(
1+
k∑
i=1
ξi
)
+(2+θ)
k∑
i=1
∣∣αi+1−αi∣∣
c(1 + θ)2
∑k
i=1 αi
B,
where M and B are two constants which are respectively
defined as M = Ξω
[‖x∗‖+√Ξ/ω‖x0 − x∗‖M0] and
B = max
{
M, Ξ
∥∥x∗∥∥2+ Ξ2ω ∥∥x0−x∗∥∥2M0 ,
Ξ2
(1−σ)ω
∥∥x0−x∗∥∥2M0 , Ξ(1−σ)∥∥x0−x∗∥∥2M0
}
.
Remark 2. (i) The iteration complexities in Theorem 3
merely depend on the solution set T−1(0) and initial point
x0. The upper bounds of (vk0 , k0) and (vk, 0) are both
inversely proportional to θk, which, in combination with
Theorem 2, theoretically demonstrates that a large over-
relaxed step-size contributes to accelerating VMOR-HPE.
(ii) Set αk = 1 or k. It holds that ‖vk‖ ≤ O( 1k ) and
k ≤ O( 1k ). However, setting αk = k may lead to bet-
ter performance than setting αk = 1, since αk = k gives
more weights on the latest generated points yk and vk.
3.2. Connection to Existing Algorithms
First, we consider Mk = I. Under this situation, the
proposed VMOR-HPE reduces to the over-relaxed HPE
algorithm (Shen, 2017) which covers a number of primal
first-order algorithms as special cases, such as FDRS algo-
rithm, GFBS algorithm, FDRFS algorithm, etc. Hence, they
are also covered by the algorithmic framework of VMOR-
HPE. Below, we show a large collection of other primal and
primal-dual algorithms which fall into VMOR-HPE.
3.2.1. PRIMAL ALGORITHMS
FBHF Algorithm tackles problem (1) as
0 ∈ T (x) = (A+B1 +B2)(x), x ∈ Ω,
where A is a maximal monotone operator, B1 : X → X is
a β-cocoercive operator, B2 : X → X is a monotone and
L-Lipschitz continuous operator, and Ω is a subset of X.
The FBHF algorithm has the iterations:{
yk := JγkA
(
xk − γk(B1 +B2)xk
)
,
xk+1 := PΩ
(
yk + γkB2(x
k)− γkB2(yk)
)
.
In the following, we focus on Ω=X and replace xk+1 by
xk+1 :=xk+(1 + θk)
(
yk − xk+γkB2(xk)− γkB2(yk)
)
to obtain an over-relaxed FBHF algorithm. The proposition
below rigorously reformulates the over-relaxed FBHF al-
gorithm as a specific case of the VMOR-HPE framework.
Proposition 1. Let {(xk, yk)} be the sequence generated
by the over-relaxed FBHF algorithm. Denote k = ‖xk−
yk‖2/(4β) and vk=γ−1k (xk−yk)−B2(xk)+B2(yk). Then,
(yk, vk) ∈ gphT [k] = gph (A+B1 +B2)[k],
θk
∥∥γkvk∥∥2+∥∥γkvk+(yk−xk)∥∥2+2γk≤σ∥∥yk−xk∥∥2,
xk+1 = xk − (1 + θk)γkvk,
where (γk, θk) satisfies θk ≤ σ−(γkL)
2+γk/(2β))
1+(γkL)2
.
Remark 3. (i) If θk = 0, γk reduces to γ2kL2 +γk/(2β)≤
σ< 1⇔ 0<γk< 4β/(1+
√
1+16β2L2) which coincides
with the properties of γk in (Bricen˜o-Arias & Davis, 2018).
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(ii) By (Solodov & Svaiter, 1999), a slightly modified VMOR-
HPE by attaching an extra projection step PΩ on xk+1 can
cover the original FBHF algorithm.
(iii) Let B1 = 0 or B2 = 0. The over-relaxed FBHF algo-
rithm reduces to over-relaxed Tseng’s forward-backward-
forward splitting algorithm (Tseng, 2000) or over-relaxed
forward-backward splitting algorithm (Passty, 1979). Thus,
they are special cases of VMOR-HPE by Proposition 1.
nMFBHF Algorithm The non self-adjoint Metric variant
of FBHF (nMFBHF) algorithm takes the iterations:{
yk :=JP−1A
(
xk − P−1(B1 +B2)(xk)
)
,
xk+1 :=PUΩ
(
yk+U−1[B2(xk)−B2(yk)−S(xk−yk)]
)
,
where P is a bounded linear operator, U = (P +P ∗)/2,
S = (P −P ∗)/2, and PUΩ is the projection operator of
Ω under the weighted inner product 〈·, U ·〉. Similarly, let
Ω=X. We obtain the over-relaxed nMFBHF algorithm by
replacing the updating step xk+1 as the following form
xk+1 := xk + (1 + θk)
(
yk − xk+U−1[B2(xk)−B2(yk)]
− U−1[S(xk − yk)]).
Below, we show that the over-relaxed nMFBHF algorithm
also falls into the VMOR-HPE framework. Notice that
B2 − S preserves the monotonicity by the skew symmetry
of S, and K is denoted as its Lipschitz constant.
Proposition 2. Let {(xk, yk)} be the sequence generated
by the over-relaxed nMFBHF algorithm. Denote k=‖xk−
yk‖2/(4β) and vk = P (xk−yk)+B2(yk)−B2(xk). The
step-size θk satisfies θk+
K2(1+θk)
λ2min(U)
+ 12βλmin(U)≤σ. Then,
(yk, vk) ∈ gphT [k] = gph (A+B1 +B2)[k],
θk
∥∥U−1vk∥∥2
U
+
∥∥U−1v+(yk−xk)∥∥2
U
+2≤σ∥∥yk−xk∥∥2
U
,
xk+1 = xk − (1 + θk)U−1vk.
Let θk = 0, and then θk+
K2(1+θk)
λ2min(U)
+ 12βλmin(U) ≤ σ < 1
reduces to K
2
λ2min(U)
+ 12βλmin(U) < 1, which coincides with
the required condition in (Bricen˜o-Arias & Davis, 2018).
PPG Algorithm Consider the following minimization of a
sum of many smooth and nonsmooth convex functions
min
x∈X
r(x) +
1
n
n∑
i=1
fi(x) +
1
n
n∑
i=1
gi(x). (12)
Let α ∈ (0, 32L ). The PPG algorithm takes iterations as
xk+
1
2 := Proxαr
( 1
n
n∑
i=1
zki
)
,
xk+1i :=Proxαgi
(
2xk+
1
2−zki −α∇fi(xk+
1
2 )
)
, i=1, . . . , n,
zk+1i := z
k
i + x
k+1
i − xk+
1
2 , i = 1, 2, . . . , n,
where gi, r :X→(−∞,+∞] are proper closed convex func-
tions, and fi :X→ (−∞,+∞) is a differentiable convex
function satisfying ‖∇fi(x)−∇fi(y)‖≤L‖x− y‖ for all i.
Denote f(x) = 1n
∑n
i=1 fi(xi), g(x) =
1
n
∑n
i=1 gi(xi) and
r(x)=1V (x)+
1
n
∑n
i=1 r(xi), where 1V (x) is an indicator
function over V . V = {x = (x1, x2, . . . , xn) ∈ Xn |
Xn = X × X × . . . × X, x1 = x2 = · · · = xn}. Then,
problem (12) is equivalent to minx f(x) + g(x) + r(x) and
0 ∈ ∇f(x) + ∂r(x) + ∂g(x),x ∈ Xn. (14)
Following the notation in (Shen, 2017), for α > 0 we define
the set-valued mapping Sα,∇f+∂g,∂r : Xn ⇒ Xn as:
gph
(Sα,∇f+∂g,∂r)={(x1+αy2,x2−x1) |(x2,y2)∈gph∂r,
(x1,y1)∈gph (∇f+∂g),x1+αy1 =x2−αy2
}
.
By the convexity of f, g and r, Sα,∇f+∂g,∂r is a maximal
monotone operator (Eckstein & Bertsekas, 1992). To obtain
the over-relaxed PPG algorithm, we replace zk+1i by
zk+1i :=z
k
i +(1+θk)(x
k+1
i −xk+
1
2 ), i = 1, . . . , n.
Below, we show that the over-relaxed PPG algorithm is a
specific case of the VMOR-HPE framework.
Proposition 3. Let (xk+ 12 , xki , zki ) be the sequence gener-
ated by the over-relaxed PPG algorithm. Denote xk =
(xk1 , · · · , xkn), zk = (zk1 , · · · , zkn), 1 = (1, · · · , 1) ∈ Xn,
yk = zk + xk+1 − xk+ 121, vk = xk+ 121 − xk+1 and
k = L
∑n
i=1 ‖xk+1i − xk+
1
2 ‖/4. Parameters (θk, α) are
constrained by θk + Lα/2 ≤ σ. Then, it holds that
(yk,vk) ∈ gphS [αk]
α,∇f+∂g,∂r = gphT
[αk],
θk
∥∥vk∥∥2+∥∥vk + (yk−zk)∥∥2 + 2αk≤σ∥∥yk−zk∥∥2,
zk+1 = zk − (1 + θk)vk.
Remark 4. (i) Let θk = 0. α < 2/L can guarantee the
global convergence of the original PPG algorithm, which
largely expands the region α<3/(2L) in (Ryu & Yin, 2017).
(ii) PPG algorithm has been shown to cover ADMM (Boyd
et al., 2011) and Davis-Yin 3OS algorithm (Davis & Yin,
2015). Thus, they also fall into the VMOR-HPE framework.
AFBAS Algorithm Let A :X⇒X be a maximally mono-
tone operator,M :X→X be a linear operator, andC :X→X
be a β-cocoercive operator with respect to ‖ · ‖P satisfying〈
x−x′, C(x)−C(x′)〉≥β∥∥C(x)−C(x′)∥∥2
P−1 , respectively.
The AFBAS algorithm solves problem (1) as below:
0 ∈ T (x) = (A+M + C)(x), x ∈ X.
Let S : X → X be any self-adjoint positive definite linear
operator and K : X→ X be a skew adjoint operator, respec-
tively. Denote H = P +K. Then, the AFBAS algorithm is
defined as:
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xk := (H +A)−1
(
H −M − C)xk,
xk+1 := xk + αkS
−1(H +M∗)(xk − xk),
whereαk=
[
λk‖zk−zk‖2P ‖
] / [‖(H +M∗)(zk−zk)‖2S−1]
and λk ∈ [λ, λ] ≤ [0, 2 − 1/(2β)]. Throughout (Latafat
& Patrinos, 2017), M is specified to a skew-adjoint linear
operator, i.e., M∗ = −M .
Proposition 4. Let (xk, xk) be the sequence generated by
the AFBAS algorithm. Denote θk = αk − 1, vk = (H +
M∗)(xk)− (H +M∗)(xk) and k = ‖z
k−zk‖2P
4β . Then,
(xk, vk) ∈ gph (A+M + C)[k],
θk
∥∥S−1vk∥∥2
S
+
∥∥S−1v+(xk−xk)∥∥2
S
+2≤σ∥∥xk−xk∥∥2
S
,
xk+1 := xk − (1 + θk)S−1vk.
In (Latafat & Patrinos, 2017), a few new algorithms, such
as forward-backward-forward splitting algorithm with only
one evaluation of C, Douglas-Rachford splitting algorithm
with an extra forward step, etc, are put forward based on
the AFBAS algorithm. By Proposition 4, VMOR-HPE also
covers these new splitting algorithms as special cases.
3.2.2. PRIMAL-DUAL ALGORITHMS
In this subsection, we focus on the existing primal-dual
algorithms in the literature for solving the problem below:
min f(x) + g(x) + h(Bx), x ∈ X, (18)
where B : X→Y is a linear operator, g : X→ (−∞,+∞]
and h : Y→(−∞,+∞] are closed proper convex functions,
and f : X→ (−∞,∞) is a differentiable convex function
satisfying ‖∇f(x)−∇f(x′)‖ ≤ L‖x− x′‖ for all x, x′ ∈
X. By introducing the dual variable y ∈ Y and denoting
Z = X× Y, problem (18) can be formulated as:
0∈T (z)=
[
∂g(x)
∂h∗(y)
]
+
[ ∇f(x)+B∗y
−Bx
]
, z ∈ Z. (19)
Condat-Vu PDS Algorithm is proposed to solve problem
(18) with the following iterations:
x˜k+1 := Proxr−1g
(
xk − r−1∇f(xk)− r−1B∗yk),
y˜k+1 := Proxs−1h∗
(
yk + s−1B(2x˜k+1 − xk)),
(xk+1, yk+1) :=(xk, yk)+(1+θk)
(
(x˜k+1, y˜k+1)−(xk, yk)).
We denoteM :Z→Z asM=[r −B∗;−B s] and show that
the Condat-Vu PDS algorithm is covered by VMOR-HPE.
Proposition 5. Let {(xk, yk, x˜k, y˜k)} be the sequence
generated by the Condat-Vu PDS algorithm. Let zk =
(xk, yk), wk=(x˜k+1, y˜k+1). Parameters (r, s, θk) satisfy
s− r−1‖B‖2 > 0, θk + L/[2(s− r−1‖B‖2)] ≤ σ. (21)
Denote vk =M(zk −wk), k = L‖xk − x˜k+1‖2/4. Then,

vk ∈ T [k](wk),
θk
∥∥M−1vk∥∥2M+∥∥M−1vk+wk−zk∥∥2M+2k≤σ∥∥wk−zk∥∥2M,
zk+1 = zk − (1 + θk)M−1vk.
Remark 5. (i) The condition (21) is much more mild com-
pared with s−r−1‖B‖2> L/2, θk+L/[2(s−r−1‖B‖2)]< 1
in (Condat, 2013; Vu˜, 2013) and s− r−1‖B‖2 > L/2, θk +
L/[s− r−1‖B‖2] < 1 in (Chambolle & Pock, 2016).
(ii) The metric version of Condat-Vu PDS algorithm (Li
& Zhang, 2016) with (s = S, r = R) also falls into the
VMOR-HPE framework by replacing condition (21) with
‖R− 12BS− 12 ‖< 1 and θk+L/(2λmin(M)) ≤ σ.
(iii) If f = 0, the Condat-Vu PDS algorithm recovers PDHG
algorithm (Chambolle & Pock, 2011) which is also covered
by the VMOR-HPE framework.
AFBAS-PD Algorithm Applying the AFBAS algorithm
for (19) yields the Primal-Dual (AFBAS-PD) algorithm:
xk := Proxγ1g
(
xk − γ1B∗yk − γ1∇f(xk)
)
,
yk := Proxγ2h∗
(
yk + γ2B((1− θ)xk + θxk)
)
,
xk+1 :=xk+αk
(
(xk − xk)− µγ1(2− θ)B∗(yk − yk)
)
,
yk+1 :=yk+αk
(
γ2(1−µ)(2−θ)B(xk−xk)+(yk−yk)
)
,
where αk is adaptively tuned and (γ1, γ2, θ, µ) satisfy µ ∈
[0, 1], θ ∈ [0,∞) and γ−11 − γ2θ2‖B‖2/4 > L/4.
Denote a linear operatorM :Z→ZwithM =RS−1, where
(R,S) are defined as R = [γ−11 −B∗; (1−θ)B γ−12 ] and
S =
[
1 −µγ1(2−θ)B∗
γ2(1−µ)(2−θ)B 1
]
.
In addition, by (Horn & Johnson, 1990), it is easy to verify
that M is a self-adjoint positive definite linear operator.
Proposition 6. Let {(xk, yk, xk, yk)} be the sequence gen-
erated by the AFBAS-PD algorithm. Denote wk=(xk, yk),
zk = (xk, yk), vk =R(zk−wk), k =L‖xk−xk‖2/4, and
θk = αk − 1. Then, it holds that
vk ∈ T [k](wk),
θk
∥∥M−1vk∥∥2M+∥∥M−1vk+wk−zk∥∥2M+2k≤σ∥∥wk−zk∥∥2M,
zk+1 = zk − (1 + θk)M−1vk.
The AFBAS-PD algorithm (Latafat & Patrinos, 2017) recov-
ers: (i) the Condat-Vu PDS algorithm with an adaptive over-
relaxed step-size if θ=2; (ii) the Combettes PDS algorithm
if θ=0 and µ= 12 ; (iii) the MSS algorithm if θ=0, µ= 1/2
and h=0; (iv) the PAPC algorithm if θ=1, µ=1 and f=0.
Thus, they are also covered by VMOR-HPE.
To close this subsection 3.2.2, we make some comments on
the PD3OS and PDFP algorithms which coincide with each
other by (Tang & Wu, 2017). By Remark 4 and (OConnor &
Vandenberghe, 2017), the PD3OS and PDFP algorithms are
both covered by the algorithmic framework of VMOR-HPE.
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4. PADMM-EBB Algorithm
The KKT generalized equation of problem (6) is defined as
T (z)=

∂g1(x1)
...
∂gp(xp)
b
+

∇f1(x)+A1y
...
∇fp(x)+Apy
−∑pi=1A∗i xi
 , 0∈T (z), (25)
where∇fi(x) is the i-th component of∇f(x) and y ∈ Y is
the Lagrange multiplier. Let Z=X×Y, X :=X1×· · ·×Xp,
x= (x1, . . . , xp)∈X, z= (x1, . . . , xp, y)∈Z, and L̂(β, xk)
be the majorized augmented Lagrange function as
L̂(βk, xk)(x, y) = f(x
k, x) +
〈∑p
i=1A∗i xi − b, y
〉
(26)
+
∑p
i=1gi(xi)+
βk
2
∥∥∑p
i=1Aixi−b
∥∥2,
where f(xk, x) = f(xk)+〈∇f(xk), x−xk〉+ 12‖x−xk‖2Σ̂
and Σˆ is a self-adjoint positive semi-definite linear operator.
In the implementation of VMOR-HPE, generating
(vk, yk, k) satisfying (7a)-(7b) is equal to performing a
non self-adjoint Proximal ADMM to problem (6) and
xk+1 :=xk−(1+θk)ckM−1k vk in VMOR-HPE for problem
(6) corresponds to performing an Extra-gradient correction
step to ensure the global convergence of PADMM. Addition-
ally,Mk is determined by a Barzilai-Borwein line search
technique to explore the curvature information of the KKT
operator T . The PADMM-EBB is described in Algorithm 2.
Algorithm 2 PADMM-EBB Algorithm
Parameters: Given ξk ≥ 0 satisfying
∑∞
i=1ξi < ∞,
τ, θ > 0, −1 < θ < 0, and σ ∈ [0, 1). Choose a linear
operatorM0  0 and starting points x0∈X, y0∈Y.
for k = 0, 1, 2, . . . , do
For i = 1, 2, . . . , p, x˜k+1i solves the inclusion as below
0∈∂xiL̂(βk,xk)(. . . , x˜k+1i−1 , xi, xki+1, . . . , yk)+P ki (xi−xki ).
y˜k+1 := yk+βk
(A∗1x˜k+11 +A∗2xk2 + . . .+A∗pxkp− b).
Set θk∈[θfixk , θadapk ] with θfixk ∈
[
θ, θk
]
via (27b)-(27b).
zk+1 :=zk+(1+θk)M−1k Uk(wk−zk), where (zk, wk)
are defined as zk=(xk, yk)>, wk=(x˜k+1, y˜k+1)>.
UpdateM−1k+1=Diag(Mk+11 , · · · ,Mk+1p ,Mk+1p+1 ).
end for
In this algorithm, each Mk+1i for i=1, . . . , p is defined as
Mk+1i := min
(‖x˜k+1i −x˜ki ‖/‖sk+1−sk‖, (1+ξk)Mki+1),
where sk+1 = (Uk(zk − wk))i +∇fi(x˜k+1i ) − ∇fi(xki ).
In addition, let rk+1 = β−1k (y
k − y˜k+1) +∑pi=2A∗p(xki −
x˜k+1i ). The metric M
k+1
p+1 is defined as
Mk+1p+1 := min
(∥∥y˜k+1 − y˜k∥∥/‖rk+1 − rk‖, (1+ξk)Mkp+1).
Let D = Diag(L1I · · · LpI 0) and Γk =Uk+(Uk)∗+
(σ−1)Mk−D/2. Parameters (θk, θadapk ) are defined asθk=max
{
θ | (θ + 1)(Uk)∗M−1k Uk  Γk
}
, (27a)
θadapk =−1+
∥∥zk−wk∥∥2
Γk
/∥∥zk−wk∥∥2
(Uk)∗M−1k Uk
.(27b)
In addition, P ki : Xi → Xi for i = 1, 2, . . . , p are non
self-adjoint linear operators, Ti = Σ̂i +P ki + βkAiA∗i , and
Uk : Z→ Z is a block linear operator defined as below
Uk=

Σ̂1 + P
k
1 0 . . . 0 0
0 T2 . . . 0 0
...
...
. . .
...
...
0 βkApA∗2 · · · Tp 0
0 A∗2 · · · A∗n β−1k I
 .
Remark 6. To ensure 1 + θk > 0, P ki should be chosen to
make Uk + (Uk)∗  D/2. In addition, the non self-adjoint
linear operator P ki in inclusion with respect to x˜
k+1
i is
chosen to approximate βkAiA∗i + Σ̂ more tightly and make
the inclusion easier to solve than the common settings.
Theorem 4. Let (x˜k, y˜k, xk, yk) be the sequence generated
by the PADMM-EBB algorithm. Denote vk=Uk(zk−wk),
k=‖xk−x˜k+1‖D/4 and operator T as (25). Then, it holds
vk ∈ T [k](wk),
θk
∥∥M−1k vk∥∥2Mk+∥∥M−1k vk+wk−zk∥∥2Mk+2k≤σ∥∥wk−zk∥∥2Mk ,
zk+1 = zk − (1 + θk)M−1k vk.
Besides, (i) (xk, x˜k) and (yk, y˜k) converge to x∞ and y∞
belonging to the primal-dual solution set of problem (6).
(ii) There exits an integer k ∈ {1, 2, . . . , k} such that
p∑
i=1
dist
(
(∂gi+∇fi)(x˜k)+Aiy˜k, 0
)
+
∥∥b− p∑
i=1
A∗i x˜ki
∥∥≤O( 1√
k
).
(iii) Let αi=1 or i. There exists 0 ≤ xik ≤ O( 1k ) such that
p∑
i=1
dist
(
(∂gi+∇fi)xik (x
k)+Aiyk, 0
)
+
∥∥b− p∑
i=1
A∗i xki
∥∥≤O( 1
k
),
where xk=
∑k
i=1(1+θi)αix˜
i+1∑k
i=1(1+θi)αi
and yk=
∑k
i=1(1+θi)αiy˜
i+1∑k
i=1(1+θi)αi
.
(iv) If T satisfies metric subregularity at
(
(x∞, y∞), 0
)∈
gphT with modulus κ>0. Then, there exits k>0 such that
distMk+1
(
(xk+1, yk+1), T−1(0)
)
≤
(
1− %k
2
)
distMk
(
(xk, yk), T−1(0)
)
, ∀k ≥ k,
where %k =
(1−σ)(1+θk)(
1+κ
√
Ξω
ω
)2(
1+
√
σ+
4 max{−θk,0}
(1+θk)
2
)2 ∈ (0, 1).
Remark 7. By Proposition 3, the constants inO( 1√
k
) point-
wise iteration complexity and O( 1k ) weighted iteration com-
plexity both depend merely on the primal-dual solution set
of problem (6) without requiring the boundedness of (X,Y).
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Figure 1. The above four figures illustrate the proximal KKT residual vs. iteration, proximal KKT residual vs. runtime, objective value vs.
iteration, and feasibility vs. iteration on the synthetic dataset with parameters (λ, µ, γ) = (103, 104, 104), respectively.
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Figure 2. The above four figures illustrate the proximal KKT residual vs. iteration, proximal KKT residual vs. runtime, objective value vs.
iteration, and feasibility vs. iteration on the real dataset PIE pose27 with parameters (λ, µ, γ) = (103, 104, 104), respectively.
4.1. Experiments
We verify the efficacy of the proposed PADMM-EBB al-
gorithm by solving the nonnegative dual graph regularized
low-rank representation problem (Yin et al., 2015) as below:
min ‖Z‖∗ + ‖G‖∗ + λ‖E‖1 + µ
2
‖Z‖2LZ +
γ
2
‖G‖2LG
s.t. X = XZ +GX + E,Z ≥ 0, G ≥ 0, (29)
where (X,LZ , LG) are given parameters and (λ, µ, γ) are
the parameters to control the level of the reconstruction error
and graph regularization. It is obvious that problem (29) can
be formulated as problem (6) with f being quadratic and
p = 3. Define the proximal KKT residual of problem (6) as
R(z) =

x1 − Proxg1
(
x1 −∇f1(x)−A1y
)
...
xp − Proxgp
(
xp −∇fp(x)−Apy
)
b−∑pi=1A∗i xi
 . (30)
The proximal KKT residual, as a complete characterization
of optimality for constrained optimization, simultaneously
evaluates the performance in terms of the feasibilities of
primal-dual equalities, violation of nonnegativity, and com-
plementarity condition of nonnegativity for problem (29).
We compare PADMM-EBB with three existing state-of-the-
art primal-dual algorithms which are suitable for problem
(6), namely PLADMM-PSAP (Liu et al., 2013; Lin et al.,
2015), PGSADMM and M-GSJADMM (Lu et al., 2017)
in terms of the objective value, feasibility, and proximal
KKT residual R(z) over iteration and runtime. Notably,
PGSADMM and PADMM-EBB are performed with a full
Gauss-Seidel updating for the majorized augmented La-
grange function (26). We conduct experiments on a syn-
thetic dataset X = randn(200, 200) and a real dataset
PIE pose271. Graph matrices (LZ , LG) and parameters
(λ, µ, γ) = (103, 104, 104) are directly borrowed from (Yin
et al., 2015). In the implementation, we strictly follow the
advice in (Lin et al., 2015; Lu et al., 2017) to adaptively tune
the penalty parameter βk for PLADMM-PSAP, PGSADMM
and M-GSJADMM.
According to Figures 1 and 2, we know that PADMM-EBB
is slightly better than PLADMM-PSAP, PGSADMM and M-
GSJADMM in terms of the proximal KKT residual and the
objective value due to the efficient block Barzilai-Borwein
technique, which exploits the curvature information of
the KKT generalized equation (25) and the Gauss-Seidel
updating for primal variables. PGSADMM, PLADMM-
PSAP and M-GSJADMM have lower feasibilities since their
penalty parameters βk are increasing as iterations proceed
to force the equality constraint to hold. More experimental
results are placed into the supplementary material.
5. Conclusions
In this paper, we proposed a novel algorithmic framework
of Variable Metric Over-Relaxed Hybrid Proximal Extra-
gradient (VMOR-HPE) method and established its global
convergence, iteration complexities, and local linear conver-
gence rate. This framework covers a large class of primal
and primal-dual algorithms as special cases, and serves as a
powerful analysis technique for characterizing their conver-
gences. In addition, we applied the VMOR-HPE framework
to linear equality constrained optimization, yielding a new
convergent primal-dual algorithm. The numerical experi-
ments on synthetic and real datasets demonstrate the efficacy
of the proposed algorithm.
1http://dengcai.zjulearning.org:8081/Data/FaceDataPIE.html
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Supplementary Material for
“ An Algorithmic Framework of Variable Metric Over-Relaxed
Hybrid Proximal Extra-Gradient Method ”
A. Proof of Theorem 1
Theorem. Let
{
(xk, yk)
}
be the sequence generated by the VMOR-HPE framework.
(i) For any given x∗ ∈ T−1(0), the following approximation contractive sequence of ∥∥xk − x∗∥∥2Mk holds∥∥xk+1 − x∗∥∥2Mk+1 ≤ (1 + ξk)∥∥xk − x∗∥∥2Mk − (1− σ)(1 + ξk)(1 + θk)∥∥xk − yk∥∥2Mk . (31)
(ii) {xk} and {yk} both converge to a point x∞ belonging to T−1(0).
Proof. (i) Notice that vk ∈ T [k](yk) and x∗ ∈ T−1(0). By utilizing the definition of T [k], it holds that 〈vk, yk − x∗〉 ≥
−k. In combination with this inequality and xk+1 = xk − (1 + θk)ckM−1k vk, we obtain that∥∥xk+1 − x∗∥∥2Mk = ∥∥xk − x∗∥∥2Mk+ (1+θk)2∥∥ckM−1k vk∥∥2Mk − 2(1+θk)〈ckvk, xk − x∗〉 (32)
=
∥∥xk− x∗∥∥2Mk+ (1+θk)2∥∥ckM−1k vk∥∥2Mk− 2(1+θk)〈ckvk, xk− yk+ yk− x∗〉
=
∥∥xk− x∗∥∥2Mk+(1+θk)2∥∥ckM−1k vk∥∥2Mk− 2(1+θk)〈ckvk, xk− yk〉− 2(1+θk)ck〈vk, yk− x∗〉
≤ ∥∥xk − x∥∥2Mk+ (1+θk)2∥∥ckM−1k vk∥∥2Mk− 2(1+θk)〈ckM−1k vk,Mk(xk − yk)〉+ 2(1+θk)ckk
=
∥∥xk − x∥∥2Mk+(1+θk)[θk∥∥ckM−1k vk∥∥2Mk+∥∥ckM−1k vk + yk−xk∥∥2Mk+2ckk−∥∥yk−xk∥∥2Mk]
≤ ∥∥xk − x∥∥2Mk − (1− σ)(1 + θk)∥∥yk − xk∥∥2Mk ,
where the last inequality holds according to (7b). Moreover, according toMk+1  (1 + ξk)Mk, we obtain 11+ξk
∥∥zk+1 −
z∗
∥∥2
Mk+1 ≤
∥∥zk+1 − z∗∥∥2Mk . Substituting this inequality into (32) yields the desired approximation contractive sequence∥∥xk+1 − x∗∥∥2Mk+1 ≤ (1 + ξk)∥∥xk − x∗∥∥2Mk − (1− σ)(1 + ξk)(1 + θk)∥∥xk − yk∥∥2Mk .
(ii) By the inequality (31), θk ≥ θ ≥ −1 and σ < 1, we obtain
∥∥xk+1 − x∗∥∥2Mk+1 ≤ (1 + ξk)∥∥xk − x∗∥∥2Mk and
∥∥xk+1 − x∗∥∥2Mk+1 ≤ k∏
i=1
(1 + ξi)
∥∥x0 − x∗∥∥2M0 . (33)
In addition, for any t ≥ 0, it is easy to verify that log(1 + t) ≤ t. Hence,∑∞i=0 ξi < +∞ implies
Ξ :=
∞∏
i=0
(1 + ξi) < exp
( ∞∑
i=0
ξi
)
< +∞.
Combing the above two inequalities implies
∥∥xk+1 − x∗∥∥2Mk+1 ≤ Ξ∥∥x0 − x∗∥∥2M0 . This inequality, in combination with
Mk  ωI, implies the boundedness of sequence {xk}. According to (31) again, we obtain
(1− σ)(1 + ξk)(1+θk)‖xk − yk‖2Mk ≤ (1+ξk)‖xk − x∗‖2Mk − ‖xk+1 − x∗‖2Mk+1
≤ ‖xk − x∗‖2Mk − ‖xk+1 − x∗‖2Mk+1 + ξkΞ‖x0 − x∗‖2M0 .
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Using θk ≥ θ > −1, σ < 1 and taking a summation of both sides of the above inequality, we obtain
(1− σ)(1 + θ)
k∑
i=1
∥∥xi − yi∥∥2Mi ≤ k∑
i=1
(1− σ)(1 + ξi)(1 + θi)
∥∥xi − yi∥∥2Mi
≤ ∥∥x1 − x∗∥∥2M1 − ∥∥xk+1 − x∗∥∥2Mk+1 + k∑
i=1
ξiΞ
∥∥x0 − x∗∥∥2M0
≤ (1 + k∑
i=1
ξi
)
Ξ
∥∥x0 − x∗∥∥2M0 . (34)
Dividing the term (1− σ)(1 + θ) on both sides of the above inequality, we obtain
k∑
i=1
∥∥xi − yi∥∥2Mi ≤
(
1 +
∑k
i=1 ξi
)
Ξ
(1− σ)(1 + θ)
∥∥x0 − x∗∥∥2M0 . (35)
According to
∑∞
i=1 ξi <∞,Mk  ωI , the boundedness of {xk} and inequality (35), sequence {yk} is apparently bounded
and has the same limitation points as sequence {xk}. To show the convergences of {xk} and {yk}, we further need to argue
that the accumulated residuals
∑k
i=1 ‖M−1i vi‖2Mi and the accumulated error
∑k
i=1 i are bounded. Expanding the term∥∥ckM−1k vk+yk−xk∥∥2Mk in (7b), we acquire 2〈ckvk, xk−yk〉 ≥ (1+θk)∥∥ckM−1k vk∥∥2Mk+(1−σ)∥∥yk−xk∥∥2Mk+2ckk.
In addition, by the Cauchy-Schwartz inequality, it holds that
2〈ckvk, xk − yk〉≤ 2
∥∥ckM−1k vk∥∥Mk∥∥xk − yk∥∥Mk≤ 1+ θk2 ∥∥ckM−1k vk∥∥2Mk+ 21+θk ∥∥xk − yk∥∥2Mk .
Substituting the inequality into the above inequality, we obtain
(1 + θk)
∥∥ckM−1k vk∥∥2Mk + 2ckk − 1 + θk2 ∥∥ckM−1k vk∥∥2Mk − 21 + θk ∥∥xk−yk∥∥2Mk ≤ 0, (36)
which further indicates 1+θk2
∥∥ckM−1k vk∥∥2Mk + 2ckk ≤ 21+θk ∥∥xk−yk∥∥2Mk . Hence, we have∥∥ckM−1k vk∥∥2Mk ≤ 4(1 + θk)2 ∥∥xk − yk∥∥2Mk , ckk ≤ 11 + θk ∥∥xk−yk∥∥2Mk . (37)
Combining (35) and (37) yields the bounds of
∑k
i=1(1+θi)
2
∥∥ciM−1i vi∥∥2Mi and∑ki=1(1+θi)cii, which are
k∑
i=1
(1 + θi)
2
∥∥ciM−1i vi∥∥2Mi ≤ 4(1 +
∑k
i=1 ξi)Ξ
(1− σ)(1 + θ)
∥∥x0 − x∗∥∥2M0 , (38)
k∑
i=1
(1 + θi)cii ≤ (1 +
∑k
i=1 ξi)Ξ
(1− σ)(1 + θ)
∥∥x0 − x∗∥∥2M0 . (39)
By θk ≥ θ and ck ≥ c > 0, the upper estimations for
∑k
i=1
∥∥M−1i vi∥∥2Mi and∑ki=1 i are given below:
k∑
i=1
∥∥M−1i vi∥∥2Mi ≤ 4(1+
∑k
i=1 ξi)Ξ
(1−σ)c2(1+θ)3
∥∥x0−x∗∥∥2M0 , k∑
i=1
i ≤ (1+
∑k
i=1 ξi)Ξ
c(1−σ)(1+θ)2
∥∥x0−x∗∥∥2M0 . (40)
By (35), (40) andMk  ωI, it holds that limk→∞ k = limk→∞ ‖vk‖ = limk→∞ ‖xk − yk‖ = 0. In addition, due to the
boundedness of {xk} and {yk}, there exists a subsequence K ⊆ {1, 2, . . .} such that limk∈K,k→∞ xk = limk∈K,k→∞ yk =
x∞. Let k ∈ K tend to be infinity in vk ∈ T [k](yk) in (7a), and then it holds that 0 ∈ T (x∞) by verifying the definition of
enlargement operator T [k]. Hence, x∞ is a root of inclusion problem (1). Replacing x∗ by x∞ in inequality (31), we derive∥∥xk+1 − x∞∥∥2Mk+1 ≤ (1 + ξk)∥∥xk − x∞∥∥2Mk − (1 + ξk)(1− σ)(1 + θk)∥∥xk − yk∥∥2Mk .
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Notice that limk∈K,k→∞ xk = x∞. Therefore, for any given  > 0, there exists k ∈ K > 0 such that ‖xk − x∞‖2Mk ≤

Ξ .
Then, for all k ≥ k, the above inequality indicates
‖xk+1 − x∞‖2Mk+1 ≤
k∏
i=k
(1 + ξi)‖xk − x∞‖2Mk ≤
k∏
i=0
(1 + ξi)

Ξ
≤ .
Hence, it holds that limk→∞ xk = limk→∞ yk = x∞ byMk  wI. We complete the proof.
B. Proof of Theorem 2
Theorem. Let {(xk, yk)} be the sequence generated by the VMOR-HPE framework. Assume that the metric subregularity
of T at (x∞, 0) ∈ gphT holds with κ > 0. Then, there exists k > 0 such that for all k ≥ k,
dist2Mk+1
(
xk+1, T−1(0)
) ≤ (1− %k
2
)
dist2Mk
(
xk, T−1(0)
)
, (41)
where %k = [(1− σ)(1 + θk)]
/[(
1 + κc
√
Ξω
ω
)2(
1 +
√
σ + 4 max{−θk,0}(1+θk)2
)2]
∈ (0, 1).
Proof. Let x∞ be the limitation point of {xk} and zk be the point satisfying 0 ∈ ckT (zk) +Mk(zk − xk), respectively.
By the metric subregularity of T at (x∞, 0) ∈ gphT , there exists k˜ ∈ N such that for all k ≥ k˜,
distMk
(
zk, T−1(0)
) ≤ √Ξωdist(zk, T−1(0)) ≤ √Ξωκdist(0, T (zk))
≤
√
Ξωκ
c
∥∥Mk(zk − xk)∥∥ ≤ κ
c
√
Ξω
ω
∥∥zk − xk∥∥Mk , (42)
where the third inequality holds due to −c−1k Mk(zk − xk) ∈ T (zk) and ck ≥ c, and the last inequality holds due to∥∥M 12k (zk−xk)∥∥≥λmin(M 12k )∥∥zk − xk∥∥. By the triangle inequality, inequality (42) indicates
distMk
(
xk, T−1(0)
) ≤ ∥∥xk − zk∥∥Mk + distMk(zk, T−1(0)) ≤ (1 + κc
√
Ξω
ω
)∥∥zk − xk∥∥Mk . (43)
Next, we build the connection between ‖zk − xk‖Mk and ‖yk − xk‖Mk , which is crucial for establishing the linear
convergence rate (41). Due to inequality (7a), 0 ∈ ckT (zk) +Mk(zk − xk) and the definition of T [k], we obtain〈
ckv
k−Mk(xk−zk), yk−zk
〉≥ −ckk . Let rk := ckM−1k vk+yk−xk, and then it holds that ckvk=Mkrk+Mk(xk−yk).
Substituting this equality into the last inequality yields
‖zk − yk‖2Mk − ‖rk‖Mk‖zk − yk‖Mk − ckk ≤ 0.
The above quadratic inequality on the term
∥∥zk − yk∥∥Mk directly implies the following result that∥∥zk − yk∥∥Mk ≤ 12[∥∥rk∥∥Mk +
√∥∥rk∥∥2Mk + 4ckk] ≤√∥∥rk∥∥2Mk + 2ckk. (44)
Moreover, arranging the terms in (7b), and then using notations rk and inequality (37), we have∥∥rk∥∥2Mk + 2ckk ≤ σ∥∥xk − yk∥∥2Mk − θk∥∥ckM−1k vk∥∥2Mk ≤ (σ + max{−θk, 0}/(1 + θk)2)∥∥xk − yk∥∥2Mk .
Substituting this inequality into (44) and using the triangle inequality, we further obtain
∥∥zk − xk∥∥Mk ≤ ∥∥zk − yk∥∥Mk + ∥∥yk − xk∥∥Mk ≤ (1 +
√
σ +
4 max{−θk, 0}
(1 + θk)2
)∥∥xk − yk∥∥Mk .
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Substituting this inequality into inequality (43), for all k ≥ k˜ it holds that
distMk
(
xk, T−1(0)
) ≤ (1 + κ
c
√
Ξω
ω
)(
1 +
√
σ +
4 max{−θk, 0}
(1 + θk)2
)
‖xk − yk‖Mk
≤
(
1 +
κ
c
√
Ξω
ω
)(
1 +
√
σ +
4 max{−θk, 0}
(1 + θk)2
)
‖xk − yk‖Mk . (45)
According to (31) in Theorem 1, for all k ∈ N, it holds that
dist2Mk+1
(
xk+1, T−1(0)
)
=
∥∥xk+1 −ΠT−1(0)(xk+1)∥∥2Mk+1 ≤ ∥∥xk+1 −ΠT−1(0)(xk)∥∥2Mk+1 (46)
≤ (1 + ξk)
∥∥xk −ΠT−1(0)(xk)∥∥2Mk − (1 +ξk)(1− σ)(1 +θk)∥∥xk −yk∥∥2Mk
= (1 + ξk)dist
2
Mk
(
xk, T−1(0)
)− (1 + ξk)(1− σ)(1 + θk)∥∥xk − yk∥∥2Mk , (47)
where ΠT−1(0)(·) = arg infx∈T−1(0)
∥∥ · −x∥∥Mk+1 , and the first equality and the first inequality hold due to the definition
of disMk+1(·, T−1(0)). Utilizing inequalities (45) and (46), we obtain
dist2Mk+1
(
xk+1, T−1(0)
) ≤ (1 + ξk)(1− %)dist2Mk(xk, T−1(0)), (48)
where %k = [(1− σ)(1 + θk)]
/[(
1 + κc
√
Ξω
ω
)(
1 +
√
σ + 4 max{−θk,0}(1+θk)2
)]2
∈ (0, 1). In addition, recall∑∞k=1 ξk <∞.
Hence, there exists k̂ ∈ N such that for all k ≥ k̂, it holds that ξk ≤ %k2(1−%k) , which means that (1+ξk)(1−%k) ≤ 1−
%k
2 < 1.
Substituting this inequality into (48) and setting k = max{k˜, k̂}, we acquire the desired result (41). The proof is finished.
C. Proof of Theorem 3
Theorem. Let {(xk, yk, vk)} and {k} be the sequences generated by the VMOR-HPE framework.
(i) There exists an integer k0 ∈ {1, 2, . . . , k} such that vk0 ∈ T [k0 ](yk0) with vk0 and k0 ≥ 0 respectively satisfying
‖vk0‖ ≤
√
4(1 +
∑k
i=1 ξi)Ξ
2ω
k(1− σ)(1 + θ)3c2 ‖x
0 − x∗‖M0 , and k0 ≤
(1 +
∑k
i=1 ξi)Ξ
k(1− σ)(1 + θ)2c‖x
0 − x∗‖2M0 . (49)
(ii) Let {αk} be the nonnegative weight sequence satisfying
∑k
i=1 αi > 0. Denote τi = (1 + θi)ci, and
yk =
∑k
i=1τiαiy
i∑k
i=1τiαi
vk =
∑k
i=1τiαiv
i∑k
i=1τiαi
, k =
∑k
i=1τiαi
(
i + 〈yi − yk, vi − vk〉
)∑k
i=1τiαi
. (50)
Then, it holds that vk ∈ T [k](yk) with k ≥ 0. Moreover, ifMk ≤ (1 + ξk)Mk+1, it holds that
‖vk‖ ≤
max
1≤i≤k
{αi+1}
k∑
i=1
ξi +
k∑
i=1
∣∣αi − αi+1∣∣+ αk+1 + α1
c(1 + θ)
∑k
i=1 αi
M, (51)
k =
(10 + θ) max
1≤i≤k
{αi}
(
1 +
k∑
i=1
ξi
)
+ (2 + θ)
k∑
i=1
∣∣αi+1 − αi∣∣
c(1 + θ)2
∑k
i=1 αi
B, (52)
where M and B are two constants that are respectively defined as M = Ξω
[∥∥x∗∥∥+√Ξω∥∥x0 − x∗∥∥M0] and
B = max
{
M, Ξ
∥∥x∗∥∥2 + Ξ2
ω
∥∥x0 − x∗∥∥2M0 , Ξ2(1− σ)ω∥∥x0 − x∗∥∥2M0 , Ξ(1− σ)∥∥x0 − x∗∥∥2M0
}
.
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Proof. (i) By (35), there exists an integer k0 ∈ {1, 2, . . . , k} such that the following inequality holds:∥∥xk0 − yk0∥∥2Mk0 ≤ (1 +
∑k
i=1 ξi)Ξ
k(1− σ)(1 + θ)
∥∥x0 − x∗∥∥2M0 . (53)
Combining this inequality with (37) and using ωI Mk+1  (1 + ξk)Mk, ck ≥ c, we obtain
‖vk0‖ ≤
√
4(1 +
∑k
i=1 ξi)Ξ
2ω
k(1− σ)(1 + θ)3c2
∥∥x0 − x∗∥∥M0 , k0 ≤ (1 +
∑k
i=1 ξi)Ξ
k(1− σ)(1 + θ)2c
∥∥x0 − x∗∥∥2M0 .
In addition, vk0 ∈ T [k0 ](yk0) holds directly due to (7a). Hence, result (i) has been established.
(ii) By (Monteiro & Svaiter, 2010), it holds that vk∈ T [k](yk) and k≥ 0. By (50), it holds that
‖vk‖ = 1∑k
i=1 ciαi(1 + θi)
∥∥ k∑
i=1
ciαi(1 + θi)v
i
∥∥ = 1∑k
i=1 ciαi(1 + θi)
∥∥ k∑
i=1
αiMi(xi+1 − xi)
∥∥
=
1∑k
i=1 ciαi(1 + θi)
∥∥ k∑
i=1
(
αi+1Mi+1xi+1 − αiMixi
)
+
k∑
i=1
(
αiMi − αi+1Mi+1
)
xi+1
∥∥
≤
∥∥∑k
i=1
(
αi+1Mi+1xi+1 − αiMixi
)∥∥∑k
i=1 ciαi(1 + θi)
+
∥∥∑k
i=1
(
αiMi − αi+1Mi+1
)
xi+1
∥∥∑k
i=1 ciαi(1 + θi)
≤
∥∥αk+1Mk+1xk+1 − α1M1x1∥∥∑k
i=1 ciαi(1 + θi)
+
∑k
i=1
∥∥αiMi − αi+1Mi+1∥∥ max
1≤i≤k
{‖xi+1‖}∑k
i=1 ciαi(1 + θi)
≤ αk+1
∥∥Mk+1xk+1‖+ α1∥∥M1x1∥∥∑k
i=1 ciαi(1 + θi)
+
∑k
i=1
∥∥αiMi − αi+1Mi+1∥∥ max
1≤i≤k
{‖xi+1‖}∑k
i=1 ciαi(1 + θi)
≤ αk+1
∥∥Mk+1∥∥+ α1∥∥M1∥∥+∑ki=1∥∥αiMi − αi+1Mi+1∥∥∑k
i=1 ciαi(1 + θi)
max
1≤i≤k
{‖xi+1‖}, (54)
where the first and the third inequalities hold by the Cauchy-Schwartz inequality. By usingMk ≤ (1 + ξk)Mk+1 and
Mk+1 ≤ (1 + ξk)Mk, the following inequality holds that
k∑
i=1
‖αiMi − αi+1Mi+1‖
≤
k∑
i=1
|αi − αi+1|max{‖Mi+1‖, ‖Mi‖}+
k∑
i=1
ξi max{αi+1‖Mi+1‖, αi‖Mi‖}
≤ max
1≤i≤k
{‖Mi+1‖}
k∑
i=1
|αi − αi+1|+ max
1≤i≤k
{αi+1‖Mi+1‖}
k∑
i=1
ξi
≤ max
1≤i≤k
{‖Mi+1‖}
[ k∑
i=1
|αi − αi+1|+ max
1≤i≤k
{αi+1}
k∑
i=1
ξi
]
.
Substituting this inequality into (54) and using ‖Mk+1‖ ≤ Ξω and ck ≥ c > 0, we obtain
‖vk‖ ≤
max
1≤i≤k
{αi+1}
∑k
i=1 ξi +
∑k
i=1 |αi − αi+1|+ αk+1 + α1
c
∑k
i=1 αi(1 + θi)
max
1≤i≤k
{‖xi+1‖}Ξω.
By inequality (33), we have
∥∥xk‖ ≤ ∥∥x∗∥∥+√Ξω∥∥x0 − x∗∥∥M0 . By using the notation M and θk ≥ θ, it holds that
‖vk‖ ≤
max
1≤i≤k
{αi+1}
∑k
i=1 ξi +
∑k
i=1 |αi − αi+1|+ αk+1 + α1
c(1 + θ)
∑k
i=1 αi
M.
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In the following, we estimate the upper bound for k. By the definition of k, we obtain
k =
∑k
i=1αici(1+θi)
(
i+〈yi−yk, vi〉)∑k
i=1 ciαi(1 + θi)
=
∑k
i=1αici(1+θi)
i∑k
i=1ciαi(1 + θi)
+
∑k
i=1αici(1+θi)〈yi−yk, vi〉∑k
i=1 ciαi(1 + θi)
=
∑k
i=1αi(1 + θi)ci
i∑k
i=1 ciαi(1 + θi)
+
∑k
i=1αici(1 + θi)〈xi − yk, vi〉∑k
i=1 ciαi(1 + θi)
+
∑k
i=1αici(1 + θi)〈yi − xi, vi〉∑k
i=1 ciαi(1 + θi)
≤
max
1≤i≤k
{αi}
∑k
i=1(1 + θi)ci
i∑k
i=1 ciαi(1 + θi)
+
∑k
i=1αici(1 + θi)〈xi − yk, vi〉∑k
i=1 ciαi(1 + θi)
+
max
1≤i≤k
{αi}
∑k
i=1
(
(1 + θi)
2‖ciM−1i vi‖2Mi + ‖yi − xi‖2Mi
)
∑k
i=1 ciαi(1 + θi)
≤
6 max
1≤i≤k
{αi}
∑k
i=1
∥∥yi − xi∥∥2Mi∑k
i=1 ciαi(1 + θi)
+
∑k
i=1αiτi〈xi − yk, vi〉∑k
i=1ciαi(1 + θi)
, (55)
where the first inequality holds according to the Cauchy-Schwartz inequality and the last inequality holds according
to (37). In addition, ‖xi+1 − yk‖2Mi = ‖xi − yk‖2Mi + ‖τiM−1i vi‖2Mi − 2〈τivi, xi − yk〉 holds by using xk+1 =
xk − (1 + θk)ckM−1k vk = xk − τkM−1k vk. Hence, we obtain
2αi〈τivi, xi − yk〉 = αi‖τiM−1i vi‖2Mi+αi‖xi − yk‖2Mi − αi‖xi+1 − yk‖2Mi
≤ αi‖τiM−1i vi‖2Mi+αi‖xi − yk‖2Mi −
αi
1 + ξi
‖xi+1 − yk‖2Mi+1
≤ αi‖τiM−1i vi‖2Mi+αi‖xi − yk‖2Mi − αi‖xi+1 − yk‖2Mi+1 + αiξi‖xi+1 − yk‖2Mi+1
= αi‖τiM−1i vi‖2Mi+αi‖xi − yk‖2Mi − αi‖xi+1 − yk‖2Mi+1 + αiξi‖xi+1 − yk‖2Mi+1 ,
where the first and the second inequalities hold due toMi+1  (1 + ξi)Mi and 11+ξi ≥ 1 − ξi, respectively. Taking a
summation on both sides of the above inequality, it holds that
2
k∑
i=1
αi〈τivi, xi − yk〉 (56)
≤
k∑
i=1
αi‖τiM−1i vi‖2Mi+
k∑
i=1
(αi+1−αi)‖xi+1−yk‖2Mi+1 +α1‖x1−yk‖2M1 +
k∑
i=1
αiξi‖xi+1−yk‖2Mi+1
≤ 4 max
1≤i≤k
{αi}
k∑
i=1
∥∥yi−xi∥∥2Mi + max0≤i≤k{‖xi+1−yk‖2Mi+1}[
k∑
i=1
|αi+1−αi|+
k∑
i=1
αiξi + α1
]
≤ 4 max
1≤i≤k
{αi}
k∑
i=1
∥∥yi−xi∥∥2Mi + max0≤i≤k{‖xi+1−yk‖2Mi+1}[
k∑
i=1
|αi+1−αi|+ max
1≤i≤k
{αi}(
k∑
i=1
ξi + 1)
]
,
where the last inequality holds according to (37). This inequality combined with (55) yields
k ≤
8 max
1≤i≤k
{αi}
∑k
i=1
∥∥yi − xi∥∥2Mi∑k
i=1 ciαi(1 + θi)
+
[∑k
i=1|αi+1−αi|+ max
1≤i≤k
{αi}(
∑k
i=1ξi + 1)
]
2
∑k
i=1ciαi(1 + θi)
Bk, (57)
where Bk = max
0≤i≤k
{‖xi+1 − yk‖2Mi+1}. Moreover, by the definition of yk, it holds that∥∥xi+1 − yk∥∥2Mi+1 ≤ 2∥∥xi+1∥∥2Mi+1 + 2∥∥yk∥∥2Mi+1 ≤ 2∥∥xi+1∥∥2Mi+1 + 2 max0≤j≤k{∥∥yj∥∥2Mi+1},
where the second inequality holds according to the convexity of ‖ · ‖2Mi+1 . Hence, we obtain
Bk ≤ 2Ξω max
0≤i≤k
[∥∥xi+1∥∥2+∥∥yi+1∥∥2] ≤ 2Ξω max
0≤i≤k
[
2
∥∥xi+1∥∥2+∥∥xi+1 − yi+1∥∥2]. (58)
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By (31) and (33), it holds that
∥∥xi − yi∥∥2Mi ≤ Ξ(1−σ)(1+θ)∥∥x0 − x∗∥∥2M0 . Moreover, by (33), it holds that 12∥∥xk∥∥2 ≤∥∥x∗∥∥2 + Ξω∥∥x0 − x∗∥∥2M0 . Substituting the two inequalities into (58) yields
Bk ≤ 2Ξ
[∥∥x∗∥∥2 + Ξ
ω
∥∥x0 − x∗∥∥2M0 + Ξ(1− σ)ω(1 + θ)∥∥x0 − x∗∥∥2M0]. (59)
Combining (35),(59) with (57) and using the fact that ck ≥ c and θk ≥ θ > −1, we further obtain
k ≤
8 max
0≤i≤k
{αi}∑k
i=1 ciαi(1 + θi)
(
1 +
∑k
i=1 ξi
)
Ξ
(1− σ)(1 + θ)
∥∥x0 − x∗∥∥2M0
+
∑k
i=1|αi+1−αi|+ max
1≤i≤k
{αi}(
∑k
i=1ξi+1)∑k
i=1ciαi(1+θi)
Ξ
[∥∥x∗∥∥2+ Ξ
ω
(
1+
1
(1−σ)(1+θ)
)∥∥x0−x∗∥∥2M0]
≤
8 max
0≤i≤k
{αi}
(
1 +
∑k
i=1 ξi
)
c(1 + θ)2
∑k
i=1 αi
Ξ
∥∥x0 − x∗∥∥2M0
(1− σ)
+
∑k
i=1|αi+1−αi|+ max
1≤i≤k
{αi}(
∑k
i=1ξi + 1)
c(1 + θ)
∑k
i=1αi
[
Ξ
∥∥x∗∥∥2+ Ξ2
ω
∥∥x0 − x∗∥∥2M0]
+
∑k
i=1|αi+1−αi|+ max
1≤i≤k
{αi}(
∑k
i=1ξi + 1)
c(1 + θ)2
∑k
i=1αi
[Ξ2
ω
∥∥x0 − x∗∥∥2M0
(1− σ)
]
≤
(10 + θ) max
1≤i≤k
{αi}
(
1 +
∑k
i=1 ξi
)
+ (2 + θ)
∑k
i=1|αi+1−αi|
c(1 + θ)2
∑k
i=1 αi
B,
where B = max
{
Ξ
(1−σ)
∥∥x0−x∗∥∥2M0 ,Ξ∥∥x∗∥∥2+ Ξ2ω ∥∥x0−x∗∥∥2M0 , Ξ2(1−σ)ω∥∥x0−x∗∥∥2M0 ,M}. The proof is finished.
D. Proof of Proposition 1
Recall that the over-relaxed Forward-Backward-Half Forward (FBHF) algorithm (Bricen˜o-Arias & Davis, 2018) is defined
as {
yk := JγkA
(
xk − γk(B1 +B2)xk
)
, (60a)
xk+1 := xk + (1 + θk)
(
yk − xk + γkB2(xk)− γkB2(yk)
)
. (60b)
Proposition. Let {(xk, yk)} be the sequence generated by the over-relaxed FBHF algorithm. Denote k = ‖xk−yk‖2/(4β)
and vk = γ−1k (x
k − yk)−B2(xk) +B2(yk). Then,
(yk, vk) ∈ gphT [k] = gph (A+B1 +B2)[k], (61a)
θk
∥∥γkvk∥∥2 + ∥∥γkvk + (yk − xk)∥∥2 + 2γk ≤ σ∥∥yk − xk∥∥2, (61b)
xk+1 = xk − (1 + θk)γkvk, (61c)
where (γk, θk) satisfies θk≤[σ−(γkL)2+γk/(2β))]/[1+(γkL)2].
Proof. By the definition of resolvent JγkA, the updating step (60a) of yk is formulated as follows
xk − γk(B1 +B2)(xk) ∈ yk + γkA(yk). (62)
By (Svaiter, 2014, Lemma 2.2), it holds that B1(xk) ∈ B[k]1 (yk) with k=‖xk − yk‖2/(4β). Then,
γ−1k (x
k − yk)−B2(xk) +B2(yk) ∈ A(yk) +B2(yk) +B1(xk)
⊆ A(yk) +B2(yk) +B[k]1 yk
⊆ (A+B1 +B2)[k](yk),
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where the first inclusion holds by (62), and the last inclusion holds by using the additivity property of enlargement operator
(Burachik et al., 1998). Hence, utilizing vk = γ−1k (x
k − yk)−B2(xk) +B2(yk), we directly obtain (61a) and (61c) that
(yk, vk) ∈ gphT [k] and xk+1 = xk − (1 + θk)γkvk, respectively. Next, we argue that (61b) holds. By the monotonicity of
B2, it holds that
θk‖γkvk‖2 + ‖γkvk + yk − xk‖2 + 2γkk
= θk
∥∥yk − xk + γkB2(xk)− γkB2(yk)∥∥2 + ∥∥γk(B2xk −B2yk)∥∥2 + 2γkk
≤ θk
[‖yk − xk‖2 + ‖γkB2(xk)− γkB2(yk)∥∥2]+ ∥∥γk(B2xk −B2yk)∥∥2 + 2γkk
≤ [θk(1 + γ2kL2) + γ2kL2 + γk/(2β)]‖xk − yk‖2 ≤ σ‖xk − yk‖2,
where the last inequality holds according to the definition of θk. As a consequence, the FBHF algorithm with the iterations
(60a) and (60b) is a special case of the VMOR-HPE algorithm.
E. Proof of Proposition 2
Let P be a bounded linear operator and U = (P+P ∗)/2, S = (P−P ∗)/2. The over-relaxed non self-adjoint Metric
Forward-Backward-Half Forward (nMFBHF) algorithm (Bricen˜o-Arias & Davis, 2018) is defined as{
yk := JP−1A
(
xk − P−1(B1 +B2)(xk)
)
, (63a)
xk+1 := xk + (1 + θk)
(
yk − xk + U−1[B2(xk)−B2(yk)− S(xk − yk)]
)
. (63b)
Proposition. Let {(xk, yk)} be the sequence generated by the over-relaxed nMFBHF algorithm. Denote k = ‖xk −
yk‖2/(4β) and vk = P (xk − yk) +B2(yk)−B2(xk). The step-size θk satisfies θk + K
2(1+θk)
λ2min(U)
+ 12βλmin(U) ≤ σ. Then,

(yk, vk) ∈ gphT [k] = gph (A+B1 +B2)[k], (64a)
θk
∥∥U−1vk∥∥2
U
+
∥∥U−1vk + (yk − xk)∥∥2
U
+ 2 ≤ σ∥∥yk − xk∥∥2
U
, (64b)
xk+1 = xk − (1 + θk)U−1vk. (64c)
Proof. By the definition of (63a), it holds that P (xk − yk)− (B1 +B2)(xk) ∈ A(yk), which indicates
P (xk − yk) +B2(yk)−B2(xk) ∈ A(yk) +B1(xk) +B2(yk)
⊆ A(yk) +B[k]1 (yk) +B2(yk)
⊆ (A+B1 +B2)[k](yk). (65)
By the definition of vk, we derive (64a) that (yk, vk) ∈ gphT [k]. In addition, recall U=(P+P ∗)/2 and S=(P−P ∗)/2.
It is easy to check U−1P − I = U−1S. Hence, we obtain
xk+1 = xk + (1 + θk)
(
yk − xk + U−1[B2(xk)−B2(yk)− S(xk − yk)]
)
= xk + (1 + θk)
(
yk − xk − U−1(S(xk − yk) +B2(yk)−B2(xk)))
= xk + (1 + θk)
(
yk − xk − U−1(S(xk − yk))− U−1(B2(yk)−B2(xk)))
= xk + (1 + θk)
(
yk − xk + (I − U−1P )(xk − yk)− U−1(B2(yk)−B2(xk)))
= xk + (1 + θk)
(
U−1
(
P (yk − xk))− U−1(B2(yk)−B2(xk)))
= xk − (1 + θk)U−1vk,
which indicates that (64c) holds. In what follows, we argue that (64b) holds. According to the above equality, it clearly
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holds that U−1vk = xk − yk − U−1[B2(xk)−B2(yk)− S(xk − yk)]. Hence
θk
∥∥U−1vk∥∥2
U
+
∥∥U−1vk + yk − xk∥∥2
U
+ 2k
= θk
∥∥xk−yk−U−1[(B2−S)(xk)−(B2−S)(yk)]∥∥2U+∥∥U−1[(B2−S)(xk)−(B2−S)(yk)]∥∥2U+2k
≤ θk
∥∥xk−yk∥∥2
U
+ (1 + θk)
∥∥U−1[(B2−S)(xk)−(B2−S)(yk)]∥∥2U + 2k
≤ θk
∥∥xk−yk∥∥2
U
+ (1 + θk)λ
−1
min(U)‖(B2 − S)xk − (B2 − S)yk‖2 + 2k
≤ θk
∥∥xk−yk∥∥2
U
+
[
(1 + θk)λ
−1
min(U)K
2 + 1/(2β)
]‖xk − yk‖2
≤ [θk + [(1 + θk)λ−1min(U)K2 + 1/(2β)]λ−1min(U)]∥∥xk−yk∥∥2U
≤ σ‖xk − yk‖2U ,
where the first inequality holds by the monotonicity of B2 − S, the second inequality holds by ‖U−1 · ‖2U ≤ λmax(U−1)‖ ·
‖2 = λ−1min(U)‖ · ‖2, the third inequality holds by the Lipschitz continuity of B2 − S, the fourth inequality holds by
‖ · ‖2 ≤ λ−1min(U)‖ · ‖2U , and the last inequality holds by θk + [K2(1 + θk)]/[λ2min(U)] + 1/[2βλmin(U)] ≤ σ. Hence,
(64b) holds. In conclusion, the over-relaxed non self-adjoint metric FBHF algorithm with the iterations (63a) and (63b) falls
into the framework of VMOR-HPE. The proof is finished.
F. Proof of Proposition 3
The over-relaxed Proximal-Proximal-Gradient (PPG) algorithm (Ryu & Yin, 2017) takes the following iterations:
xk+
1
2 := Proxαr
( 1
n
n∑
i=1
zki
)
, (66a)
xk+1i := Proxαgi
(
2xk+
1
2 − zki − α∇fi(xk+
1
2 )
)
, i = 1, . . . , n, (66b)
zk+1i := z
k
i + (1 + θk)(x
k+1
i − xk+
1
2 ), i = 1, . . . , n. (66c)
To establish Proposition 3, we need the following lemma which characterizes how to calculate the proximal mapping
Proxαr(·).
Lemma 1. Given z ∈ Xn, Proxαr(z) = arg minx∈Xn r(x) + 12α‖x− z‖2 can be calculated in parallel with Proxαr(z) =(
Proxαr(
1
n
∑n
i=1 zi),Proxαr(
1
n
∑n
i=1 zi), · · · ,Proxαr( 1n
∑n
i=1 zi)
) ∈ V .
Proof. By the definition of r(x), it holds that the components of Proxαr(z) are equal to each other. Let 1 = (1, 1, · · · , 1) ∈
Xn. By definitions of V and r(x), the following equalities hold
arg min
x∈Xn
r(x) +
1
2α
‖x− z‖2 = arg min
x∈Xn
1V (x) +
1
n
n∑
i=1
r(xi) +
1
2α
‖x− z‖2
= arg min
x∈V
1
n
n∑
i=1
r(xi) +
1
2α
‖x− z‖2. (67)
Let Proxαr( 1n
∑n
i=1 zi) = arg minx∈X r(x) +
1
2α‖x1− z‖2. By the definition of V , we obtain
min
x∈V
1
n
n∑
i=1
r(xi) +
1
2α
‖x− z‖2 = min
x∈X
r(x) +
1
2α
‖x1− z‖2,
and that Proxαr( 1nz1
T ) solves (67). Hence, Proxαr( 1nz1
T )1 = Proxαr(z). The proof is completed.
Proposition. Let (xk+ 12 , xki , zki ) be the sequence generated by the over-relaxed PPG algorithm. Denote xk = (xk1 , · · · , xkn),
zk = (zk1 , · · · , zkn), 1 = (1, · · · , 1)∈Xn, yk = zk + xk+1 − xk+
1
21, vk = xk+
1
21− xk+1, and k = L
∑n
i=1 ‖xk+1i −
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xk+
1
2 ‖/4. Parameters (θk, α) are constrained by θk + Lα/2 ≤ σ. Then, it holds that
(yk,vk) ∈ gphS [αk]
α,∇f+∂g,∂r = gphT
[αk], (68a)
θk
∥∥vk∥∥2 + ∥∥vk + (yk − zk)∥∥2 + 2αk ≤ σ∥∥yk−zk∥∥2, (68b)
zk+1 = zk − (1 + θk)vk. (68c)
Proof. By Lemma 1 and equation (66a), we derive xk+
1
21 = Proxαr(z
k). Hence,
α−1
(
zk − xk+ 121) ∈ ∂r(xk+ 121) (69)
Unitizing g and f , (66b) is reformulated as xk+1 = Proxαg
(
2xk+
1
21− zk − α∇f(xk+ 121)). Then,
α−1
(
2xk+
1
21− xk+1 − zk) ∈ ∂g(xk+1) +∇f(xk+ 121) (70)
⊆ ∂g(xk+1) + [∇f][k](xk+1)
⊆ [∂g +∇f][k](xk+1),
where k = L‖xk+1 − xk+ 121‖/4 = L
∑n
i=1 ‖xk+1i − xk+
1
2 ‖/4 and the second inclusion holds by (Svaiter, 2014, Lemma
2.2). Combining (69), (70) and using simple calculations, we obtain
xk+
1
21− xk+1 ∈ Sα,[∇f+∂g][k],∂r
(
xk+1 + α[α−1
(
zk − xk+ 121)])
= Sα,[∇f+∂g][k],∂r
(
zk + xk+1 − xk+ 121)
⊆ S [αk]
α,[∇f+∂g],∂r
(
zk + xk+1 − xk+ 121) = S [αk]
α,[∇f+∂g],∂r
(
yk
)
,
where the first inclusion holds by xk+1 + α[α−1
(
2xk+
1
21 − xk+1 − zk)] = xk+ 121 − α[α−1(zk − xk+ 121)] and using
the definition of Sα,∇f+∂g,∂r, and the last inclusion holds by (Shen, 2017). By using the notation vk, (68a) directly holds.
In addition, (66c) can also be equivalently reformulated as zk+1 = zk + (1 + θk)(xk+1 − xk+ 121), which is equivalent to
zk+1 = zk − (1 + θk)vk by utilizing the definition of vk. Hence, (68c) holds. Next, using the definition of vk, it holds that
θk
∥∥vk∥∥2 + ∥∥vk + (yk − zk)∥∥2 + 2αk
= θk
∥∥xk+ 121− xk+1∥∥2 + ∥∥xk+ 121− xk+1 + (zk + xk+1 − xk+ 121− zk)∥∥2 + 2αk
=
(
θk + Lα/2
)∥∥xk+ 121− xk+1∥∥2
≤ σ∥∥yk − zk∥∥2,
where the first equality holds due to the definitions of vk and yk, the second equality holds due to the definition of k, and
the last inequality holds due to θk + Lα/2 ≤ σ, which indicates that (68b) holds. In conclusion, the over-relaxed PPG
algorithm with the iterations (66a),(66b),(66c) falls into the framework of VMOR-HPE. The proof is finished.
G. Proof of Proposition 4
The Asymmetric Forward Backward Adjoint Splitting (AFBAS) algorithm (Latafat & Patrinos, 2017) is defined as:{
xk := (H +A)−1
(
H −M − C)xk (71a)
xk+1 := xk + αkS
−1(H +M∗)(xk − xk), (71b)
where αk =
[
λk‖zk − zk‖2P ‖
] / [‖(H +M∗)(zk − zk)‖2S−1] and λk ∈ [λ, λ] ≤ [0, (2− 1/(2β)].
Proposition. Let (xk, xk) be the sequence generated by the AFBAS algorithm. Denote θk = αk−1, vk = (H+M∗)(xk)−
(H +M∗)(xk), and k =
‖zk−zk‖2P
4β . Then,
(xk, vk) ∈ gph (A+M + C)[k], (72a)
θk
∥∥S−1vk∥∥2
S
+
∥∥S−1v+(xk−xk)∥∥2
S
+2≤σ∥∥xk−xk∥∥2
S
, (72b)
xk+1 = xk − (1 + θk)S−1vk. (72c)
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Proof. We first argue that C(z) ∈ C [](x) with  = ‖x− z‖2P /(4β) for any x, z ∈ X. Notice that for any y ∈ X,
〈x− y, C(z)− C(y)〉 = 〈x− z, C(z)− C(y)〉+ 〈z − y, C(z)− C(y)〉
≥ 〈x− z, C(z)− C(y)〉+ β‖C(z)− C(y)‖2P−1
≥ −‖x− z‖P ‖C(z)− C(y)‖P−1 + β‖C(z)− C(y)‖2P−1
≥ inf
t≥0
βt2 − ‖x− z‖P t = −‖x− z‖2P /(4β),
where the first inequality holds by
〈
x− x′, C(x)− C(x′)〉 ≥ β∥∥C(x)− C(x′)∥∥2
P−1 , which implies C(z) ∈ C [](x) with
 = ‖x − z‖2P /(4β) by the definition of C [](x). Specifying (x, z) as (xk, xk), it holds that C(xk) ∈ C [k](xk) with
k = ‖xk − xk‖2P /(4β). This inclusion equation, in combination with (71a), yields
(H −M)(xk)− (H −M)(xk) ∈ A(xk) +M(xk) + C(xk)
⊆ A(xk) +M(xk) + C [k](xk)
⊆ (A+M + C)[k](xk).
Due to the definition of vk and the operatorM being skew-adjoint, the above inequality indicates vk ∈ (A+M+C)[k](xk),
i.e., (72a) holds. Next, we argue that (72b) holds. Utilizing the formula of vk, we obtain
θ‖S−1vk‖2S + ‖S−1vk + zk − zk‖2S + 2k
= θ‖(H +M∗)(xk − xk)‖2S−1 + ‖(H +M∗ − S)(xk − zk)‖2S−1 + ‖xk − xk‖2P /(2β)
= ‖xk − xk‖2θk(H−M)S−1(H+M∗)+(H−M−S)S−1(H+M∗−S)+P/(2β)
= ‖xk − xk‖2(θk+1)(H−M)S−1(H+M∗)−2H+S+P/(2β)
= ‖xk − xk‖2(θk+1)(H−M)S−1(H+M∗)−(2−1/(2β)P+S
≤ σ‖xk − xk‖2S ,
where the first equality holds by using the definition of k, the second and the third equalities hold according toM being skew-
adjoint, the fourth equality holds by H = P +K and K being skew-adjoint, and the last inequality holds by the condition
on θk = αk − 1, which implies that (72b) holds. At last, xk+1 = xk +αkS−1(H +M∗)(xk −xk) = xk − (1 + θk)S−1vk
holds by utilizing the definitions of vk and θk. Hence, (72c) holds. By now, we have shown that the AFBAS algorithm with
the iterations (71a)-(71b) falls into the framework of VMOR-HPE. The proof is finished.
H. Proof of Proposition 5
The Condat-Vu Primal-Dual Splitting (Condat-Vu PDS) algorithm (Vu˜, 2013; Condat, 2013) takes the following iterations:
x˜k+1 := Proxr−1g
(
xk − r−1∇f(xk)− r−1B∗yk), (73a)
y˜k+1 := Proxs−1h∗
(
yk + s−1B(2x˜k+1 − xk)), (73b)
(xk+1, yk+1) := (xk, yk) + (1 + θk)
(
(x˜k+1, y˜k+1)− (xk, yk)). (73c)
Proposition. Let (xk, yk, x˜k, y˜k) be the sequence generated by the Condat-Vu PDS algorithm. Let zk = (xk, yk), and
wk = (x˜k+1, y˜k+1). Parameters (r, s, θk) satisfy s − r−1‖B‖2 > 0, and θk + L/[2(s − r−1‖B‖2)] ≤ σ. Denote
vk =M(zk − wk) and k = L‖xk − x˜k+1‖2/4. Then,
vk ∈ T [k](wk), (74a)
θk
∥∥M−1vk∥∥2M + ∥∥M−1vk + wk − zk∥∥2M + 2k ≤ σ∥∥wk − zk∥∥2M, (74b)
zk+1 = zk − (1 + θk)M−1vk. (74c)
Proof. By the definition of Proxr−1g, (73a) yields r(xk − x˜k+1)− B∗yk ∈ ∂g(x˜k+1) +∇f(xk). Using (Svaiter, 2014,
Lemma 2.2), we obtain ∇f(xk) ∈ (∇f)[k](x˜k+1) with k=L‖xk − x˜k+1‖2/4. Combining the above two inclusions and
performing simple calculations yield
r(xk − x˜k+1)−B∗(yk − y˜k+1) ∈ ∂g(x˜k+1) + (∇f)[k](x˜k+1) +B∗y˜k+1. (75)
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Using the definition of Proxs−1h∗ and performing similar operations on y˜k+1 as x˜k+1, we obtain
s(yk − y˜k+1)−B(xk − x˜k+1) ∈ ∂h∗(y˜k+1)−Bx˜k+1. (76)
By the definitions ofM, zk, wk, T and T [], (75) and (76) indicate thatM(zk − wk) ∈ T [k](wk). Thus, (73a) holds by
utilizing vk =M(zk − wk). In addition, (73c) can be equivalently reformulated as zk+1 = zk + (1 + θk)(wk − zk) =
zk − (1 + θk)M−1vk by using the definitions of zk, wk and vk. Hence, (74c) holds. Below, we argue that (74b) holds. By
the definition of vk, it holds that
θk
∥∥Mvk∥∥2M + ∥∥M−1vk + wk − zk∥∥2M + 2k ≤ θk∥∥wk − zk∥∥2M + L‖xk − x˜k+1‖2/2
≤ (θk + L/(2λmin(M)))‖zk − wk‖2M
≤ [θk + L/[2(s− r−1‖B‖2)]]∥∥wk − zk∥∥2M
≤ σ∥∥wk − zk∥∥2M,
where the first and the second inequalities hold by using k and ‖xk−x˜k+1‖2≤‖zk−wk‖2 ≤ ‖zk − wk‖2M/λmin(M),
respectively. Hence, (74b) holds. In conclusion, the Condat-Vu PDS algorithm with the iterations (73a)-(73c) falls into the
framework of VMOR-HPE. The proof is finished.
I. Proof of Proposition 6
The Asymmetric Forward Backward Adjoint Splitting Primal-Dual (AFBAS-PD) algorithm (Latafat & Patrinos, 2017) is
defined as 
xk := Proxγ1g
(
xk − γ1B∗yk − γ1∇f(xk)
)
, (77a)
yk := Proxγ2h∗
(
yk + γ2B((1− θ)xk + θxk)
)
, (77b)
xk+1 := xk + αk
(
(xk − xk)− µγ1(2− θ)B∗(yk − yk)
)
, (77c)
yk+1 := yk + αk
(
γ2(1− µ)(2− θ)B(xk − xk) + (yk − yk)
)
, (77d)
where αk =
[
λk(γ
−1
1 ‖xk−xk‖2+γ−12 ‖yk−yk‖2−θ〈xk−xk, B∗(yk−yk)〉)
]/
V (xk−xk, yk−yk), λk ∈ [λ, λ] ⊆ (0, δ),
and δ and V (x, y) are defined as δ = 2−L(γ−11 −γ2θ2‖B‖2/4)−1/2 and V (x, y) = γ−11 ‖x‖2 +γ−12 ‖y‖2 +(1−µ)γ2(1−
θ)(2− θ)‖Bx‖2 + µγ1(2− θ)‖B∗y‖2 + 2((1− µ)(1− θ)− µ)〈x,B∗y〉 which requires γ−11 − γ2θ2‖B‖2/4 > L/4 and
µ ∈ [0, 1], θ ∈ [0,∞).
Denote a linear operator M : Z→ Z that M = RS−1, where R,S : Z→ Z are defined as below
R =
[
γ−11 −B∗
(1−θ)B γ−12
]
, S =
[
1 −µγ1(2−θ)B∗
γ2(1−µ)(2−θ)B 1
]
. (78)
By the block matrix inversion formula (Horn & Johnson, 1990), R−1 and M−1 are derived as below
R−1 =
[
γ−12 Ξ ΞB
∗
−(1− θ)BΞ γ2 − γ2(1− θ)BΞB∗
]
, Ξ =
[
γ−11 γ
−1
2 + (1− θ)B∗B
]−1
,
M−1 = SR−1 =
[
γ1µ(2− θ) + γ−12 [1− µ(2− θ)]Ξ [1− µ(2− θ)]ΞB∗
[1− µ(2− θ)]BΞ γ2 + γ2[1− µ(2− θ)]BΞB∗
]
.
Here, we claim that Ξ =
[
γ−11 γ
−1
2 +(1 − θ)B∗B
]−1  0. In fact, if θ ≤ 1, it is obvious that Ξ  0, otherwise, γ−11 −
γ2θ
2‖B‖2/4 > L/4 > 0 indicates γ−11 γ−12 >θ2‖B‖2/4>(θ − 1)‖B‖2  (θ − 1)B∗B. Hence, Ξ0 holds for θ≥0. In
addition, M is a self-adjoint positive definite linear operator by Schur complement theorem (Horn & Johnson, 1990).
Proposition. Let {(xk, yk, xk, yk)} be the sequence generated by the AFBAS-PD algorithm. Denote wk = (xk, yk),
zk = (xk, yk), vk = R(zk − wk), k = L‖xk − xk‖2/4, and θk = αk − 1. Then, it holds that
vk ∈ T [k](wk), (79a)
θk
∥∥M−1vk∥∥2M + ∥∥M−1vk + wk − zk∥∥2M + 2k ≤ σ∥∥wk − zk∥∥2M, (79b)
zk+1 = zk − (1 + θk)M−1vk. (79c)
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Proof. By the definition of Proxγ1g , (77a) indicates x
k−γ1B∗yk−γ1∇f(xk) ∈ xk+γ1∂g(xk), i.e.,
γ−11 (x
k − xk)−B∗(yk − yk) ∈ ∂g(xk) + (∇f)[k](xk) +B∗yk (80)
by using ∇f(xk) ∈ (∇f)[k](xk). Similarly, by the definition of Proxγ2h∗ , (77a) indicates that
(1− θ)B(xk − xk) + γ−12 (yk − yk) ∈ ∂g(yk)−Bxk. (81)
By the definitions of (zk, wk, vk, T k) and using the additivity property of enlargement operator (Burachik et al., 1998), the
two inclusions (80)-(81) indicate that vk = R(zk − wk) ∈ T [k](wk). Hence, (79a) holds. By using (zk, wk), (77c)-(77d)
can be reformulated as a compact form that
zk+1 = zk − αkS(zk − wk) = zk − αkM−1R(zk − wk) = zk − αkM−1vk, (82)
which indicates that (79c) holds. At last, we verify (79b). By the definition of (M, k, vk), it holds
θk
∥∥M−1vk∥∥2M + ∥∥M−1vk + wk − zk∥∥2M + 2k − σ‖wk − zk∥∥2M
= ‖wk − zk‖2(θk+1)S∗MS−S∗M−MS+(1−σ)M + L‖xk − xk‖2/2
= ‖wk − zk‖2αkS∗R−R∗−R+(1−σ)M + L‖xk − xk‖2/2,
where the first equality holds due to M−1vk = S(zk − wk), and the second equality holds due to MS = R. Hence,
θk
∥∥M−1vk∥∥2M + ∥∥M−1vk + wk − zk∥∥2M + 2k < σ‖wk − zk∥∥2M, i.e., (79b) holds if it can be shown that αk <[‖wk − zk‖2R∗+R − L‖xk − xk‖2/2]/‖wk − zk‖2S∗R. Notice
S∗R =
[
γ−11 + γ2(1− µ)(2− θ)(1− θ)B∗B [(1− µ)(1− θ)− µ]B∗
[(1− µ)(1− θ)− µ]B γ−12 + µγ1(2− θ)BB∗
]
.
Simple algebraic manipulations yield ‖wk − zk‖2S∗R = V (xk − xk, yk − yk). In addition,
‖wk − zk‖2R∗+R − L‖xk − xk‖2/2
= 2
[
γ−11 ‖xk − xk‖2 + γ−12 ‖yk − yk‖2 − θ〈xk − xk, B∗(yk − yk)〉
]− L‖xk − xk‖2/2
≥ [2− L/[2(γ−11 − γ2θ2‖B‖2/4)]][γ−11 ‖xk − xk‖2+γ−12 ‖yk−yk‖2−θ〈xk − xk, B∗(yk − yk)〉],
where the first equality holds by using the definition of R, and the second inequality holds by the fact that
‖xk − xk‖2 ≤ ‖xk − xk‖2Pλmax(P−1) ≤ ‖xk − xk‖2Pλ−1min(P ) ≤ (γ−11 − γ2θ2‖B‖2/4)−1‖xk − xk‖2P ,
where P =
(
γ−11 −θB∗/2
−θB/2 γ−12
)
 0. Hence, we have that θk = αk <
[‖wk − zk‖2R∗+R − L‖xk − xk‖2/2]/‖wk −
zk‖2S∗R holds. In conclusion, the AFBAS-PD algorithm with the iterations (77a)-(77d) falls into the framework of VMOR-
HPE algorithm. The proof is finished.
J. Proof of Theorem 4
Theorem. Let (x˜k, y˜k, xk, yk) be the sequence generated by the PADMM-EBB algorithm. Denote vk = Uk(zk − wk),
k=‖xk−x˜k+1‖D/4, and operator T as (25). Then, it holds that
vk ∈ T [k](wk), (83a)
θk
∥∥M−1k vk∥∥2Mk + ∥∥M−1k vk + wk − zk∥∥2Mk + 2k ≤ σ∥∥wk − zk∥∥2Mk , (83b)
zk+1 = zk − (1 + θk)M−1k vk. (83c)
Besides, (i) (xk, x˜k) and (yk, y˜k) converge to x∞ and y∞, respectively, belonging to the optimal primal-dual solution set of
(6).
(ii) There exists an integer k ∈ {1, 2, . . . , k} such that
p∑
i=1
dist
(
(∂gi +∇fi)(x˜k) +Aiy˜k, 0
)
+
∥∥b− p∑
i=1
A∗i x˜ki
∥∥≤O( 1√
k
).
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(iii) Let αi = 1 or i. There exists 0 ≤ xik ≤ O( 1k ) such that
p∑
i=1
dist
(
(∂gi +∇fi)xik (x
k) +Aiyk, 0
)
+
∥∥b− p∑
i=1
A∗i xki
∥∥ ≤ O( 1
k
),
where xk =
∑k
i=1(1+θi)αix˜
i+1∑k
i=1(1+θi)αi
and yk =
∑k
i=1(1+θi)αiy˜
i+1∑k
i=1(1+θi)αi
.
(iv) If T satisfies metric subregularity at
(
(x∞, y∞), 0
)∈gphT with modulus κ>0. Then, there exists k>0 such that
distMk+1
(
(xk+1, yk+1), T−1(0)
) ≤ (1− %k
2
)
distMk
(
(xk, yk), T−1(0)
)
, ∀k ≥ k,
where %k := [(1− σ)(1 + θk)]
/[(
1 + κ
√
Ξω
ω
)2(
1 +
√
σ + 4 max{−θk,0}(1+θk)2
)2] ∈ (0, 1).
Proof. By the optimality condition of the subproblem of x˜k+1i , the following inclusion directly holds for i = 1, . . . , p that
0∈∇fi(xk)+∂gi(x˜k+1i )+Aiyk+βkAi
( i∑
j=1
A∗j x˜k+1j +
p∑
j=i+1
A∗jxkj−b
)
+
(
Σ̂i+P
k
i
)
(x˜k+1i −xki ).
Substituting yk = y˜k+1 − βk
(A∗1x˜k+11 +∑pi=2A∗i xki − b) into the above inclusion, we obtain
(
Σ̂i + P
k
i
)
(xki − x˜k+1i ) + βkAi
i∑
j=2
A∗j (xkj − x˜k+1j ) ∈ ∇fi(xk) + ∂gi(x˜k+1i ) +Aiy˜k+1. (84)
Stacking (84) for i = 1, 2, . . . , p and yk = y˜k+1−βk
(A∗1x˜k+11 +∑pi=2A∗pxkp − b), we obtain
(Σ̂1+P
k
1 )(x
k
1−x˜k+11 )
...(
Σ̂i+P
k
i
)
(xki −x˜k+1i )+βkAi
∑i
j=2A∗j (xkj − x˜k+1j )
...(
Σ̂p+P
k
p
)
(xkp−x˜k+1p )+βkAp
∑p
j=2A∗j (xkj − x˜k+1j )
β−1k (y
k − y˜k+1) +∑pi=2A∗p(xki − x˜k+1i )

∈

∂g1(x˜
k+1
1 )
...
∂gi(x˜
k+1
i )
...
∂gp(x˜
k+1
p )
b

+

∇f1(xk)+A1y˜k+1
...
∇fi(xk)+Aiy˜k+1
...
∇fp(xk)+Apy˜k+1
−∑pi=1A∗i x˜k+1i

.
By utilizing the notations Uk, zk, wk and T , the above inclusion is further reformulated as:
Uk(zk − wk) ∈
[
∂g(x˜k+1)
b
]
+
[ ∇f(xk)
0
]
+
[ A∗y˜k
−∑pi=1A∗i x˜k+1i
]
(85)
⊆
[
∂g(x˜k+1)
b
]
+
[ ∇f [k](x˜k+1)
0
]
+
[ A∗y˜k
−∑pi=1A∗i x˜k+1i
]
,
where g(x) =
∑p
i=1 gi(xi), and A = [A1 A2 · · · Ap]. Using the additivity property of enlargement operator (Burachik
et al., 1998) and the definition of T , the above inclusion indicates
vk = Uk(zk − wk) ∈ T [k](wk).
Besides, by utilizing the updating step of (xk+1, yk+1) and the definition of (vk, wk, zk) , it holds that
zk+1 = (xk+1, yk+1) = (xk, yk) + (1 + θk)M−1k Uk
(
x˜k+1 − xk, y˜k+1 − yk)
= zk + (1 + θk)M−1k Uk(wk − zk)
= zk − (1 + θk)M−1k vk.
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Hence, (83a) and (83c) hold. At last, we check (83b). By the definition of (vk, k), it holds that
θk
∥∥M−1k vk∥∥2Mk + ∥∥M−1k vk + wk − zk∥∥2Mk + 2k − σ∥∥wk − zk∥∥2Mk
=
∥∥wk − zk∥∥2
(1+θk)(Uk)∗M−1k Uk−(Uk)∗−Uk+(1−σ)Mk+D/2
≤ 0,
where the last inequality holds by the setting of over-relaxed step-size θk. Hence, PADMM-EBB is equivalently reformulated
as (83a)-(83c), i.e., it falls into the framework of VMOR-HPE. By Theorem 1, (i) directly holds that (xk, yk) and (x˜k, y˜k)
simultaneously converge to a point (x∞, y∞) belonging to T−1(0) which is exactly the primal-dual optimal solution set of
(6). In the following, we argue that (ii) and (iii) hold by utilizing Theorem 3. In fact, using (85), we have
vk +
[ ∇f(x˜k+1)
0
]
−
[ ∇f(xk)
0
]
∈
[
∂g(x˜k+1)
b
]
+
[ ∇f(x˜k+1)
0
]
+
[ A∗y˜k
−∑pi=1A∗i x˜k+1i
]
= T (wk).
Hence, dist
(
T (wk), 0
) ≤ ‖vk‖+ L‖xk − x˜k+1‖ = ‖vk‖+ 4k. This, in combination with (49), yields the desired result
(i), i.e., there exists an integer k ∈ {1, 2, . . . , k} such that
p∑
i=1
dist
(
∂gi(x˜
k
i ) +∇fi(x˜k) +Aiy˜k, 0
)
+
∥∥b− p∑
i=1
A∗i x˜ki
∥∥ = dist(T (wk−1), 0) ≤ O( 1√
k
).
Next, we claim that xjk =
∑k
i=1(1+θi)αi
(

xj
k +〈x˜i+1j −xkj ,Gixj−G
k
xj
〉
)
∑k
i=1(1+θi)αi
, where xjk =
Lj‖xkj−x˜k+1j ‖2
4 ,
Gix1 = (Σ̂1 + βkP
k
1 )
(
xk1 − x˜i+11
)−A1y˜i+1,
Gix2 =
(
Σ̂2 + βk(A2A∗2 + P k2 )
)(
xi2 − x˜i+12
)−A2y˜i+1,
...
Gixp =
(
Σ̂p + βk(ApA∗p + P kp )
)(
xip − x˜i+1p
)
+
p−1∑
j=2
σAiA∗j
(
xij − x˜i+1j
)−Apy˜i+1,
G
k
x1 =
∑k
i=1(1 + θi)αiG
i
x1∑k
i=1(1 + θi)αi
, G
k
x2 =
∑k
i=1(1 + θi)αiG
i
x2∑k
i=1(1 + θi)αi
, · · · , Gkxp =
∑k
i=1(1 + θi)αiG
i
xp∑k
i=1(1 + θi)αi
,
Giy = β
−1
k (y
i−y˜i+1) +
p∑
j=2
A∗p(xij − x˜i+1j ), and G
k
y =
∑k
i=1(1 + θi)αiG
i
y∑k
i=1(1 + θi)αi
.
Define wk =
∑k
i=1(1+θi)αiw
i∑k
i=1(1+θi)αi
, vk =
∑k
i=1(1+θi)αiv
i∑k
i=1(1+θi)αi
and k =
∑k
i=1(1+θi)αi
(
i+〈wi−wk,vi−vk〉
)∑k
i=1(1+θi)αi
as Theorem 3. Hence,
utilizing (51)-(52) and (83a)-(83a), we obtain ‖vk‖ ≤ 1k and k ≤ 1k by setting αi = 1 or αi = i. Using (85) and the
definitions of Gkx1 , · · · , Gkxp and G
k
x1 , · · · , G
k
xp , we have G
k
x1 +A1y˜k+1
...
Gkxp +Apy˜k+1
 ∈

(
∂g1 +∇f1)[x1k ](x˜
k+1
1 ) +A1y˜k+1
...(
∂gp +∇fp)[xpk ](x˜
k+1
p ) +Apy˜k+1
 .
By utilizing (Burachik et al., 1998, theorem 2.3), it holds that xik ≥ 0 for all i ∈ {1, · · · , p} and
G
k
x1 +A1yk
...
G
k
xp +Apyk
 ⊆

(
∂g1 +∇f1)[x1k ](x
k
1) +A1yk
...(
∂gp +∇fp)[xpk ](x
k
p) +Apyk
 .
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By (85) and Gky = β
−1
k (y
k − y˜k+1) +∑pi=2A∗p(xki − x˜k+1i ) = b−∑pi=1A∗i x˜k+1i , we get that
vk =

G
k
x1 +A1yk
...
G
k
xp +Apyk
G
k
y
 ⊆

(
∂g1 +∇f1)[x1k ](x
k
1) +A1yk
...(
∂gp +∇fp)[xpk ](x
k
p) +Apyk
b−∑pi=1A∗i xki
 ⊆ T [x1k +...+xpk ](wi).
Hence, we obtain
∑p
i=1 dist
(
(∂gi +∇fi)xik (x
k) +Aiyk, 0
)
+
∥∥b−∑pi=1A∗i xki ∥∥ ≤ ‖vk‖ ≤ O( 1k ). Next, we show that
0≤xik ≤O( 1k ) for all i = 1, 2, . . . , p. Notice
x1k + · · ·+ xpk =
p∑
j=1
{
1∑k
i=1(1 + θi)αi
k∑
i=1
(1 + θi)αi
(
xik + 〈x˜i+1j − xkj , Gixj −G
k
xj 〉
)}
=
1∑k
i=1(1 + θi)αi
k∑
i=1
(1 + θi)αi
( p∑
j=1
x
j
i +
p∑
j=1
〈x˜i+1j − xkj , Gixj −G
k
xj 〉
)
=
1∑k
i=1(1 + θi)αi
k∑
i=1
(1 + θi)αi
(
i + 〈x˜i+1 − xk, Gix −G
k
x〉
)
, (86)
where the third equality holds according to i =
∑p
j=1 
xj
i , and (x˜
i+1, xk, Gix, G
k
x) are defined as
x˜i+1 =
 x˜
i+1
1
...
x˜i+1p
 , xk =
 x
k
1
...
xkp
 , Gix =
 G
i
x1
...
Gixp
 , Gkx =

G
k
x1
...
G
k
xp
 .
Let vki = G
k
xi +Aiy˜k+1 be the i-th component of vk. Using x˜i+1, xk, Gix, G
k
x, we obtain
k∑
i=1
(1 + θi)αi〈x˜i+1 − xk, Gix −G
k
x〉 =
k∑
i=1
(1 + θi)αi〈x˜i+1 − xk, Gix〉 (87)
=
k∑
i=1
(1 + θi)αi〈x˜i+1 − xk, [vi1 −A1y˜i+1, · · · , vip −Apy˜i+1]T 〉
=
k∑
i=1
(1 + θi)αi〈x˜i+1 − xk, [vi1, · · · , vip]T 〉 −
k∑
i=1
(1 + θi)αi〈x˜i+1 − xk, [A1y˜i+1, · · · ,Apy˜i+1]T 〉
=
k∑
i=1
(1 + θi)αi〈x˜i+1 − xk, [vi1, · · · , vip]T 〉 −
k∑
i=1
(1 + θi)αi(y˜
i+1)>
p∑
j=1
A∗j (xi+1j − xkj )
= −
k∑
i=1
(1 + θi)αi〈y˜i+1, Giy −G
i
y)〉 −
k∑
i=1
(1 + θi)αi(y˜
i+1)>
p∑
j=1
A∗j (x˜i+1j − xkj ) +
k∑
i=1
(1 + θi)αi〈wi − wk, vi〉,
where the last equality holds by using the definitions of vk, wk and vk, wk. In addition,
k∑
i=1
(1 + θi)αi(y˜
i+1)>
p∑
j=1
A∗j (x˜i+1j − xkj ) +
k∑
i=1
(1 + θi)αi〈y˜i+1, Giy −G
i
y)〉
=
k∑
i=1
(1+θi)αi(y˜
i+1)>

p∑
j=1
A∗j x˜i+1j −b−
( p∑
j=1
A∗jxkj−b
)+
k∑
i=1
(1+θi)αi〈y˜i+1, Giy−G
i
y)〉
=
k∑
i=1
(1 + θi)αi〈y˜i+1, Giy −Giy〉+
k∑
i=1
(1 + θi)αi〈y˜i+1, Giy −G
i
y)〉 = 0.
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By the definition of k and combining the above equality with (86) and (87), it directly holds that
x1k + · · ·+ xpk = xk ≤ O
(1
k
)
.
Thus, (iii) has been established. At last, (iv) is directly derived according to Theorem 2 by setting ck = c = 1. As a
consequence, the proof is completed.
K. More Experiments
Actually, to make the subproblems of PADMM-EBB, PLADMM-PSAP (Liu et al., 2013; Lin et al., 2015), PGSADMM and
M-GSJADMM (Lu et al., 2017) have closed-form solutions, we equivalently reformulate problem (29) as the following
form by introducing two slack variables (H,F ) to separate the sparsity and nonnegativity of (Z,G):
min ‖H‖∗ + ‖F‖∗ + λ‖E‖1 + µ
2
‖Z‖2LZ +
γ
2
‖G‖2LG (88)
s.t. X = XZ +GX + E,Z ≥ 0, G ≥ 0, Z = H,G = F.
In the implementation, we measure the performance of the four solvers of PADMM-EBB, PLADMM-PSAP (Liu et al.,
2013; Lin et al., 2015), PGSADMM and M-GSJADMM (Lu et al., 2017) in terms of the proximal KKT residual de-
fined as (25), objective value, and feasibility of (29) over iterations and runtime. Below, we report the performance on
X = randn(200, 200) and PIE pose27 of PADMM-EBB, PLADMM-PSAP, PGSADMM and M-GSJADMM with new
hyperparameters (λ, µ, γ) = (102, 104, 104). In addition, we conduct experiments on two extra real datasets (COIL20,
YaleB 32x32)2 with hyperparameters (λ, µ, γ) = (102, 104, 104) and (λ, µ, γ) = (103, 104, 104) . In the implementation
of PLADMM-PSAP, PGSADMM and M-GSJADMM, the penalty parameters βk are all updated via the suggestions from
(Lu et al., 2017), i.e., βk+1 = min(ρβk, 1.0e10) where ρ = 1.1 and β0 = 1.0e− 4.
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Figure 3. The above four figures illustrate the proximal KKT residual vs. iteration, proximal KKT residual vs. runtime, objective value vs.
iteration, and feasibility vs. iteration on the synthetic dataset with parameters (λ, µ, γ) = (102, 104, 104), respectively.
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Figure 4. The above four figures illustrate the proximal KKT residual vs. iteration, proximal KKT residual vs. runtime, objective value vs.
iteration, and feasibility vs. iteration on the real dataset PIE pose27 with parameters (λ, µ, γ) = (102, 104, 104), respectively.
2http://dengcai.zjulearning.org:8081/Data/FaceDataPIE.html
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Figure 5. The above four figures illustrate the proximal KKT residual vs. iteration, proximal KKT residual vs. runtime, objective value vs.
iteration, and feasibility vs. iteration on the real dataset COIL20 with parameters (λ, µ, γ) = (102, 104, 104), respectively.
0 100 200 300 400 500 600 700 800 900 1000
10-5
100
105
1010
Proximal KKT residual vs. Iteration
PADMM-EBB
PGSADMM
M-GSJADMM
PLADMM-PSAP
0 500 1000 1500 2000 2500 3000
10-5
100
105
1010
Proximal KKT residual vs. Runtime
PADMM-EBB
PGSADMM
M-GSJADMM
PLADMM-PSAP
0 100 200 300 400 500 600 700 800 900 1000
104
106
108
1010
1012
Objective value vs. Iteration
PADMM-EBB
PGSADMM
M-GSJADMM
PLADMM-PSAP
0 100 200 300 400 500 600 700 800 900 1000
10-5
10-4
10-3
10-2
Feasibility vs. Iteration
PADMM-EBB
PGSADMM
M-GSJADMM
PLADMM-PSAP
Figure 6. The above four figures illustrate the proximal KKT residual vs. iteration, proximal KKT residual vs. runtime, objective value vs.
iteration, and feasibility vs. iteration on the real dataset COIL20 with parameters (λ, µ, γ) = (103, 104, 104), respectively.
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Figure 7. The above four figures illustrate the proximal KKT residual vs. iteration, proximal KKT residual vs. runtime, objective value vs.
iteration, and feasibility vs. iteration on the real dataset YaleB 32x32 with parameters (λ, µ, γ) = (102, 104, 104), respectively.
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Figure 8. The above four figures illustrate the proximal KKT residual vs. iteration, proximal KKT residual vs. runtime, objective value vs.
iteration, and feasibility vs. iteration on the real dataset YaleB 32x32 with parameters (λ, µ, γ) = (103, 104, 104), respectively.
