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Abstract
This dissertation presents work empirically investigating various aspects of the criminal justice
system.
Chapter one, coauthored with Chris Rohlfs, examines the judicial bail-setting process and the
defendant decision to pay bail. Optimal bail-setting rules must balance the tradeoffs between
costs to defendants and costs to society. This chapter develops a model of optimal bail that
incorporates the cost of jailing the defendant, the private cost to the defendant from being
incarcerated, the cost of crime, and the costs that arise when defendants abscond. The model is
empirically calibrated using data from a randomized experiment. The randomized experiment
allows the use of defendants' bail posting decisions to estimate their subjective values of
freedom. Our estimates suggest that high-risk defendants would be willing to pay $300 to
$1,000 for 90 days of freedom. We find the socially optimal level of bail to be substantially
lower than levels currently set by judges. Aggregating nationally, we find that the total social
benefit of reform would be on the order of $10 billion per year.
Chapter two, coauthored with Marianne Bertrand and Sendhil Mullainathan, is a study of the
impact of defendant race on interjudge sentencing disparity, which seeks to add to the knowledge
of the role of race in the courtroom. This chapter attempts to determine whether the legal system
discriminates against minorities by addressing a related question: do judges differ in how they
sentence minorities? This approach avoids the difficulty of systematic racial differences in case
characteristics by exploiting the random assignment of cases to judges. We measure the between
judge variation in the ratio of African-American to White defendant sentence lengths and
incarceration rates. In our data set, which includes all felony cases in Cook County, Illinois from
1985-2005, we find large between-judge variation. We also find that judge characteristics, such
as age, and the judge's previous work experience as a prosecutor or defender all predict their
racial gap in sentencing.
Chapter three presents evidence regarding the deterrent effect of incarceration. Knowing the
magnitude of the deterrent effect of incarceration on crime is crucial to optimal policy setting. In
this chapter I make use of sentence enhancements in gun robbery sentence lengths caused by
add-on gun laws to attempt to estimate this impact. Since defendants subject to add-ons would
be incarcerated in the absence of the law change, the short-term effect will be solely deterrent. I
take advantage of the temporal variation in the passage of these laws in different states to
identify the causal impact of the law change. I find that add-on gun laws result in a significant
2
reduction in gun robberies, approximately 5% within the first three years of passage, for the
average add-on gun law. The results are robust to a number of tests, and do not appear to be due
to a large spillover to other types of crime.
Thesis Supervisor: Michael Greenstone
Title: 3M Associate Professor of Economics
Thesis Supervisor: Sendhil Mullainathan
Title: Professor of Economics, Harvard University
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Optimal Bail and the Value of Freedom:
Evidence from the Philadelphia Bail Experiment
David S. Abrams and Chris Rohlfs
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Abstract
Optimal bail-setting rules must balance the tradeoffs between costs to defendants and costs to
society. This paper develops a model of optimal bail that incorporates the cost of jailing the
defendant, the private cost to the defendant from being incarcerated, the cost of crime, and the
costs that arise when defendants abscond. We estimate the effects of bail amount on the fraction
of defendants posting bail, fleeing, and committing crimes during pre-trial release, using a
randomized experiment in which assigned bail amounts vary between treatment and control
groups. We then calibrate the model's parameters using these estimates. We also use
defendants' bail posting decisions to measure their subjective values of freedom. Our estimates
suggest that high-risk defendants would be willing to pay $300 to $1,000 for 90 days of freedom.
We find the socially optimal level of bail to be substantially lower than levels currently set by
judges. Aggregating nationally, we find that the total social benefit of reform would be on the
order of $10 billion per year.
7
I. Introduction
On any given day in the United States, roughly 300,000 untried defendants are
incarcerated and 700,000 are free on bail. 12 While the tradeoffs a judge must consider when
setting bail are well-recognized, little is known about optimal bail policy. Our objective is to
provide a rigorous framework for understanding bail policy and to estimate socially optimal
levels of bail.
This paper approaches the problem of bail setting from an economic perspective and
makes three main contributions. First, we explicitly model the problem of bail setting as a
welfare maximization problem where the social planner chooses bail to optimally balance several
factors.3 Second, in order to calibrate that model, we empirically estimate the effects of bail
amount on the fraction of defendants posting, fleeing, and committing crimes during pre-trial
release. In contrast to previous estimates, our approach avoids omitted variables bias by
studying a randomized experiment. Finally, using our calibrated model, we calculate optimal
bail and make recommendations for social welfare maximizing bail policies.
We model the judicial bail-setting decision as a social welfare cost minimization
problem. The four costs that enter the planner's problem are the social cost of jailing the
defendant, the private cost to the defendant from being incarcerated, the cost of crimes a
defendant may commit while awaiting trial, and the cost to society of a criminal absconding.
Raising the level of bail makes it less likely the defendant will pay. Consequently, at higher bail
levels, the defendant is more likely to remain incarcerated until trial, and the state must pay for
1 "Bail" refers to an amount of money, chosen by judges case-by-case, that a defendant may pay the court in order to
remain free while awaiting trial. According to procedures discussed below in more detail, bail money is partially
refunded to defendants who appear at trial, while it is relinquished by defendants who fail to appear.
2 Calculations and data sources described in the footnotes to Table 1.
3Landes (1973) is an excellent early example of the welfare-maximization approach to studying bail, which we
discuss in greater detail below. Beeley (1927); Foote (1954) and (1965); Ares, Rankin, and Sturz (1963) took less
formal approaches to the study of the system of bail.
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this incarceration. Increasing the level of bail also prevents defendants from committing more
crimes before their trials and prevents them from absconding. Our model examines how to
balance these four consequences of changing the level of bail.
Ordinary least squares estimates of the parameters in the cost function are likely to suffer
from omitted variables bias.4 For example, judges assign higher bails to defendants deemed
more "dangerous" in a way that may be unobservable even when controlling for criminal
history.5 These defendants will also be more likely to commit a subsequent crime or abscond.
The omission of the "dangerous" variable will cause ordinary least squares to understate the
magnitude of the effects of bail on flight and rearrest risk.
We address this concern by using data from the Philadelphia Bail Experiment (Goldkamp
and Gottfredson 1984). In this experiment, judges randomly assigned to the treatment group
were given bail guidelines to use, while members of the control group set bail as they had
previously. The bail guidelines caused the treatment judges to set significantly lower levels of
bail than those set by the control group. Since defendants were randomly assigned to judges, the
experiment induced exogenous variation in the bail faced by defendants. We use this experiment
to obtain unbiased estimates of the effects of bail on posting, failure-to-appear at trial, and
rearrests.
To calculate the value to defendants of lost freedom, we apply the concept of revealed
preference to defendants' bail posting decisions. If a defendant posts bail at a given level, we
infer that his value of freedom exceeds the cost of posting that amount. Using a discrete choice
framework, we construct a measure of the latent variable - the value of freedom - that motivates
4 Landes (1974) uses OLS to estimate relevant parameters, but acknowledges that these are subject to omitted
variables bias.
5 For example, criminal history may not include details of crime severity that judges have access to.
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defendants' bail posting decisions. This parameter is a necessary input into our estimates of the
socially optimal bail, and is of interest in its own right.
After estimating the effect of bail on the probability of defendants posting, fleeing, and
committing crimes during pre-trial release, we multiply these effects by the costs associated with
the outcomes. We estimate the cost of detention to the defendant using the revealed preference
approach described above. We use established values from previous research for the cost to the
state of incarceration (Levitt, 1996) and the social cost of crime (Cohen 1988 and Miller, Cohen,
and Rossman, 1993), and we use expert estimates for the cost of apprehending an absconding
defendant. We then solve for optimal bail using a numerical optimization algorithm.
We find optimal bail to be substantially below the levels currently set by judges in the
absence of guidelines. Due to the structure of the experiment, our sample is restricted to
defendants who were flight or rearrest risks or were accused of serious crimes. Among these
defendants, we estimate an elasticity of posting with respect to bail of -0.3 to -0.4. We estimate
subjective values of freedom ranging from $300 to $1,000 in 2003 dollars for 90 days of
freedom. These seemingly low estimates may result at least in part from the fact that they are
obtained for a particularly poor segment of the population. Further, credit constraints may have
a significant impact on the estimate. These considerations are discussed in further detail in
section VIII. For the average defendant in our sample, we estimate optimal bail to be roughly
$4,300. This figure is less than half as large as the bail levels observed in the data. For this
average defendant, we estimate that reducing bail to the optimal level would increase social
welfare by $2,000 to $3,000.
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One significant policy implication of our finding is that the adoption of national bail
guidelines could be significantly welfare enhancing.6 Our preliminary estimates suggest that
adopting national bail guidelines that lower mean bail to optimal bail levels would increase
social welfare by roughly $11 billion annually.
The rest of the paper is structured as follows. In Section II, we discuss the history and
purposes of bail and of the Philadelphia Bail Experiment. Section III contains a model of
optimal bail. In Section IV, we introduce the data from the Philadelphia Bail Experiment. We
describe the econometric methods that we use in Section V. Section VI details our main
empirical results. We discuss the implications and limitations of these results in Section VII.
Section VIII concludes.
II. Background
This section provides background information about the institution of bail and current
research regarding its effects. We begin with a discussion of the history and purpose of bail and
provide descriptive statistics about pre-trial release and detention in the United States. Next, we
discuss empirical research on bail reform and the Philadelphia Bail Experiment, followed by
economic interpretations of bail-setting and its welfare implications.
A. History and Purpose of Bail
The system of bail in the United States has its origins in English common law (Ozanne
1980). Originally, defendants were detained pending trial to ensure their appearance. The first
modification to this system allowed individuals go free instead of awaiting trial in jail, usually
6 In the late 1970's and early 1980's there was much discussion about the bail guidelines, but it seems to have
largely faded from public awareness since then.
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upon the assurance of friends and family, but also upon monetary deposit. In 19th century
America, as cities grew, community ties were often not strong enough to ensure defendant
appearance. As a result, a strong demand developed for the provision of funds for release. This
demand led to rapid growth in the numbers of bail bondsmen or sureties. These individuals and
corporations provide money or bonds to secure defendant release.
The use of bail bondsmen is almost unique to the United States, and there are many who
have argued that the practice should disappear entirely (Ozanne, Wilson, Gedney 1980). Critics
maintain that in shifting the responsibility for appearance from the defendant to the bondsman,
the practice contradicts the intent of the system of bail. The historical purpose of all bail systems
is to ensure defendant appearance at trial. The assurance of friends or relatives and provision of
money by the defendant's family provide different mechanisms, but in both cases the essence is
that the defendant suffers a loss upon absconding. In the former case, the defendant suffers an
emotional, non-pecuniary loss (and possible future pecuniary considerations) due to the social
approbation he has brought to his friends and family. In the latter case, the defendant suffers an
immediate, monetary loss by virtue of forfeiting the deposit given to the court in order to secure
release.
Defendants without strong ties to family or friends will have little reason to appear in
court, and family and friends will have little reason to vouch for the defendant. Thus, as
community ties grew weaker, and individuals became more anonymous as cities grew in the 19 th
century, the system of monetary deposit for bail became the dominant one. There are two points
to note about the monetary bail deposit system. First, due to the diminishing marginal utility of
money, bail should be set higher for wealthier individuals. Second, individuals with greater
7 See Helland and Tabarrok (2004) and Myers (1981) for in depth investigations into bail jumping.
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potential penalties should flee at higher rates, given equal bails. Thus one would expect bails to
rise with severity of crime. Both of these correlations are observed empirically.
There are two primary types of arrangements in which a defendant employs a bail
bondsman's services. For both arrangements the fee due to the bondsman is generally 10% of
the bail amount.8 The first is a loan of the full bail amount to the defendant, and the immediate
deposit of the funds with the court. The second is the posting of a bond by the bondsman on
behalf of the defendant, guaranteeing the defendant's appearance at trial. The bondsman has
authority to engage bounty hunters to pursue the defendant with force, temporarily imprison, and
return the defendant to jail. Partially due to the strong-arm tactics employed by private bail
bondsmen, and their frequent engagement in loan sharking and other illegal activities, there was
a backlash against the practice in the 1950s and 1960s. This led some states and municipalities
(including Illinois and Philadelphia) to outlaw the use of bail bondsmen.
The perspective of legislators provides insight into current bail policy. The legislative
view of the purpose and concerns of the system of bail may be seen by examining relevant state
statutes. Current Illinois statutes provide that:
Monetary bail should be set only when it is determined that no other conditions of
release will reasonably assure the defendant's appearance in court, that the
defendant does not present a danger to any person or the community and that the
defendant will comply with all conditions of bond. (725 ILCS 5/110-2)
There are a few important points to note about the statute. First, the legislators presume that
defendants should be released while awaiting trial, implicitly putting weight on the defendants'
freedom. Second, the statute emphasizes that assuring defendant appearance at trial is a primary
8 See Ayres and Waldfogel (1994) for an excellent investigation into the competitive market for bail-bond services
in Connecticut. In the paper, the authors impute flight risk from the fees charged on bail. The find evidence that
judges tend to set higher bail amounts for minority defendants, controlling for the market assessment of that risk
(from bail bond fees). Although they suggest that this is evidence for judicial discrimination, it may also be
explained by price discrimination or a better ability on the part of bail bondsmen to monitor minorities.
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purpose of bail. Finally, the bail-setting process should take into account the likelihood of the
defendant committing a crime if released.9 The Illinois state code goes on to list relevant factors
that may be taken into account when determining bail.10° These factors may be broadly
categorized as impacting likelihood of flight, likelihood of rearrest, and a kind of "public
censure" concern.
B. Descriptive Statistics About Bail in the United States
Table 1 presents general features about bail in the United States. In mid-year 2000,
roughly 2.1 million persons were incarcerated in America. Of those, we estimate that 300,000
had not yet been tried and were potentially innocent. At the same time, we estimate that roughly
700,000 felony defendants were free and awaiting trial. The average bail amount is nearly 10
times higher- at $59,700 - among defendants who were detained than among defendants who
were released.
The statistics shown in Table 1 indicate clear tradeoffs between the costs and benefits of
bail. In many cases, persons who are later found innocent are held in jail before trial. Moreover,
many defendants who are released commit new crimes or fail to appear in court.
On average, defendants who are released on bail are considerably less likely to be
eventually sentenced than are defendants who are detained. Among defendants who were
detained, roughly 64% were eventually sentenced to jail or prison. Among those released, only
25% were eventually sentenced. Hence, of the 1 million people awaiting trial, about 600,000
never receive a jail or prison sentence, although roughly 100,000 of them had been detained. Of
9 These three concerns, plus an implicit budget constraint form the basis of our bail optimization problem below.
10 These factors include: charge, use of violence, corruption, use of weapons, gang membership, victim impact, hate
crime, likelihood of conviction, applicable sentence, ability to flee, community ties, character, mental condition,
citizenship status, financial condition, involvement with drug trade, already on bond or parole, previous convictions,
and previous flight.
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the remaining 400,000 who are eventually sentenced, about half were free until their trials.
Crime and flight are not uncommon among released defendants. In 16% of cases, released
defendants are rearrested for other crimes during the pre-trial period. Moreover, roughly 22%
fail to appear for at least one court appearance.
C. Previous Research on Bail
Beginning with Beeley (1927) there were a number of studies in the 2 0 th century that cast
a critical eye toward the bail system in the United States. Early research on bail tended to be
largely descriptive and anecdotal. Beeley published a sweeping condemnation of the bail system
in Cook County in the 1920's. He decried the fact that many individuals who posed little flight
risk were incarcerated because they could not afford to post bail. Foote (1954) came to similar
conclusions regarding the function of bail in Philadelphia.
The work of Beeley, Foote and others led to a bail reform movement beginning in the
early 1960's. The goals of the movement were to decrease the perceived randomness of the bail
process, disparity in assignment of bail, and to increase overall rates of release (Goldkamp and
Gottfredson, 1985). The first major study that attempted to implement these goals and quantify
its effectiveness was the Manhattan Bail Project, run by the Vera Institute, beginning in 1961
(Ares, Rankin, Sturz 1963). In the study, investigators focused on using defendant-level
characteristics as a proxy for community ties. They developed guidelines recommending bail or
release on recognizance based on the measures of community ties. In their experimental setup
they found that the adoption of bail guidelines increased the fraction of defendants released.
However, they could not rule out that rates of flight and rearrest rose proportionally.
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Nevertheless, the study was an important spur to bail reform in New York State and in the rest of
the country.
The first author to analyze bail-setting from an economic perspective was Landes, with a
pair of insightful papers on the theory (Landes, 1973) and empirics (Landes, 1974) of bail. In his
theory paper, Landes identifies four primary effects of bail on defendants and society. He then
draws several implications about the equilibrium in this setup. We use a similar approach to
determining optimal bail in this paper.
Landes further considers how actual courtroom practice compares to his model of bail-
setting. Much of his paper is devoted to a novel, but seemingly politically difficult idea, of
paying defendants for pre-trial incarceration. He shows that, in his model, this system may lead
to an equally efficient equilibrium as that of the traditional system of bail.
In his 1974 empirical paper, Landes uses a data set of indigent defendants in New York
County. He estimates several of the same key parameters as a function of bail that we do in this
paper, namely the probability of release, rearrest, and failure to appear at trial. While Landes'
empirical paper makes an important contribution to our knowledge of the bail system, there is a
significant shortcoming which he acknowledges: omitted variables bias. The absence of any sort
of random assignment in the bail setting process in his data set makes this difficulty inevitable.
One of the ways in which this paper makes novel contributions to this subject is by using
the Philadelphia Bail Experiment as a source of exogenously impacted bail assignment. Thus
our parameter estimates do not suffer from omitted variables. We also estimate a significant
parameter of the model that has not previously been estimated, the defendant value of freedom.
Another key contribution is the calibration of our theoretical model of bail. That is, we make use
of the parameters we estimate empirically to calculate optimal bail policy.
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D. The Philadelphia Bail Experiment
Perhaps the most important empirical study of bail done to date was the Philadelphia Bail
Experiment, primarily conducted by the criminologists John Goldkamp and Michael Gottfredson
in conjunction with the Municipal Court of Philadelphia (Goldkamp and Gottfredson 1984,
1985). The experiment grew out of several years of collaboration between the criminologists
and the court. In a preliminary study, described in Golkamp, Gottfredson, and Mitchell-Herzfeld
(1981), the authors developed bail guidelines that were used in the subsequent experiment. In
developing the guidelines, the investigators sought to reduce disparity in bail for "similarly
situated" defendants. The authors had a secondary goal that bail practices should be made more
"effective," a term which they do not define precisely. 
The guidelines consist of a two-dimensional grid (Tables 2A & B), where the dimensions
are charge severity and risk of flight. The risk dimension is a function of observable defendant
characteristics, including criminal history, age, and community ties. Severity is solely a function
of the statute the defendant is accused of violating. A judge determines the bail guideline by
locating the cell of the guideline chart corresponding to the risk and severity of a case. Each cell
contains a range of dollar amounts of bail or ROR for "release on recognizance."
The recommended amounts in each cell were arrived at by Goldkamp and Gottfredson in
consultation with municipal court judges with the aforementioned notion of "effective"
guidelines in mind. A further intended consequence of the guideline system was to reduce
overall disparity in bail amounts.
l One suggestion they make is that "maximally effective bail practices would foster pretrial release of the greatest
numbers of defendants." (Goldkamp and Gottfredson, 1984)
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The aim of the Philadelphia Bail Experiment was to test the impact of the guidelines in a
controlled experiment. Toward that end, 8 of the 16 Municipal Court Judges in Philadelphia
were randomly assigned to the treatment group and 8 to the control group. The treatment judges
were to assign bail according to the guidelines, and to note the reason for deviating when they
did. The control judges were to continue assigning bail as they had before, without guidelines.
Defendants were randomly assigned to judges in both groups, and background information was
collected on all defendants. The authors used this background information, along with the
charge, to calculate which cell of the guidelines applied to each defendant. The determination of
which cell of the guidelines a particular case fell into was made by the investigators for all
defendants, regardless of treatment status. However the recommended sentencing range was
only provided to judges in the treatment group.
Bail procedure in Philadelphia is similar to that in many large cities, and is illustrated in
Figure 7. After arrest, defendants are held in jail pending a bail hearing. These hearings occur
within 24 hours of arrest, usually earlier. In the hearing, the defendant is brought before the
judge (often closed circuit cameras are used) and the charges are read by a clerk. The prosecutor
and defense attorney are each given the opportunity to make brief arguments and
recommendations regarding bail amount, although these are often perfunctory. Bail is then
announced by the judge, recorded by the clerk, and attention is turned to the next defendant. The
process is completed within a matter of minutes; often within a matter of seconds.
Bail bondsmen were illegal in Philadelphia during the time of the experiment, thus
defendants had to pay the bail amount themselves or borrow funds from friends or relatives. In
order to be freed, defendants were required to deposit 10% of the bail amount. If they did pay
bail, defendants were free until trial, unless they violated bail by failing to appear for trial or by
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being arrested for new crimes. Following the completion of the trial, the 10% deposit was
returned to defendants minus a 3% administrative fee, for a net of 7% of the original bail
amount. The 3% was charged to all defendants regardless of the outcome of the trial.1 2
Defendants who violate the terms of release are liable for 100% of the bail amount. Defendants
not posting bail remain in jail until trial, an average of 90 days after arrest. Defendants may post
bail at any time, but most do so within a few days of arrest.
III. Conceptual Framework
In this section, we develop a conceptual framework for estimating optimal bail amounts.
First we consider the costs of bail and pre-trial detention to the defendant. Second, we consider
the costs of bail to the justice system and to society at large. Finally, we model the bail-setting
decision of a social planner who wishes to minimize total costs.
A. Costs to Defendants and the Value of Freedom
Consider a one-period model in which defendant i's utility depends on consumption ci
and freedoms:
(1) ui =u,(c,,fi)
Define fi = 1 and fi = 0 to be the levels of freedom under the cases of pre-trial release and
detention, respectively. All defendants are endowed with initial wealth c and freedom fi = 0.
Wealth may be used for consumption or for payment of bail. Each defendant has the right to not
post bail and to remain in jail, consuming c. In addition, each defendant is assigned a bail
12 This type of charge exists in most jurisdictions. In Illinois, the fee is not imposed if a defendant deposits the
entire 100% of the bail amount in cash, but this option is rarely chosen. Even so, there is no reimbursement for
foregone interest on the deposited funds.
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amount, baili. A defendant who posts bail can be free for the period until the trial, so thatfi = 1.
A defendant who does not post bail is detained until trial, sofi = 0.
We assume that the discounted present cost of posting bail is 0.037 * bail,. To post bail,
the defendant must pay 10% of the total bail to the court. Once the trial is over, 7% of the total
bail is returned to the defendant. The total cost of posting bail is the permanent loss of 3% of
baili plus the temporary loss of 7% of baili for 90 days. Bail bond services were not available in
Philadelphia in 1981. However, where they are available, the market rate is generally a fixed
sum of 10% of the amount borrowed. For this study, we assume a 90-day discount factor of
0.10.13 The defendant posts if the following condition holds:
(2) ui (ci - 0.037 * bail ,1) ui (ci,0)
Let Vi be the discounted value of bail that would make defendant i indifferent to posting.
That is:
(3) U (ci-V ,l) = u (ci,0)
By revealed preference, defendant i chooses release if and only if:
(4) Vi > 0.037 * baili
Vs represents the lump sum that defendant i would regard as equivalent to the freedom lost in
detention, which we refer to as the value of freedom. This amount constitutes a summary
measure of the cost that pre-trial detention imposes on the defendant.'4
The value of freedom modeled here includes all the expected costs and benefits that the
defendant incurs in the case of release. Defendants who are later found guilty may count pre-
13 We examine this assumption further using pre-trial data from Cook County, Illinois, in Abrams and Rohlfs
(2005).
14 In applying this one-stage model to the Philadelphia Bail Experiment, we have made a number of simplifying
assumptions. In particular, by removing the time element, we have avoided the difficulty of defendant discounting
behavior. The reader may find a more detailed discussion of the impact of the simplifying assumptions in section
VII.
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trial detention time toward their eventual sentences. Hence, pre-trial release is likely to be less
valuable for defendants who expect to receive guilty verdicts than for other defendants.'5 In
addition to buying freedom, a defendant who chooses release buys the option to flee or commit
other crimes - potentially forfeiting bail. In measuring the welfare effects of bail on defendants,
all of these different factors should be considered. When making the release decision, the
defendant weighs these different factors according to how much they affect the defendant's
utility. Hence, the willingness-to-pay for freedom is the value of release, taking into account the
defendant's valuation of these potential outcomes. It is this composite measure of the value of
release that is relevant when measuring the welfare effects of bail policy.
The willingness-to-pay measure described here also captures the external costs that
detention imposes on defendants' close friends and family. To the extent that friends and family
members value the defendant's freedom, they can post some or all of the defendant's bail. The
transaction costs associated with doing this are fairly low.'6 Hence, the decision-making unit in
the bail posting decision is the defendant's household or immediate friendship network.
Consequently, the willingness-to-pay measure used here captures the defendant's private
valuation of freedom plus the value to the defendant's family and friends.
One major limitation of the willingness-to-pay measure used here is that of credit
constraints. Criminal defendants and their families are generally poor and do not have easy
access to credit. To understand defendants' posting behaviors under the current regime, the
constrained willingness-to-pay for freedom estimated in this study is the relevant measure. If
long-term payment plans were available for bail, however, then it is likely that more defendants
15 Only about 20% of the defendants in the Philadelphia sample received jail sentences. Hence, this benefit of
detention, while nontrivial, is likely to be small relative to the total value of freedom. We examine the effects of
conviction probability on the value of freedom in Abrams and Rohlfs (2005).
16 Friends and family members are able to provide money for the bail deposit without assuming the potential
liability.
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would post. In practice, the introduction of payment plans might not be socially desirable,
because they would dilute the incentive effects of bail. However, to determine the long-term
social welfare cost of lost freedom, the unconstrained willingness-to-pay is the relevant measure.
We discuss this issue further in Section VII and also in Abrams and Rohlfs (2005).
For the reasons described above, we should expect the cost to the defendant to depend on
both bail and characteristics about the defendant. Defendants with strong family ties or low
probabilities of conviction may have especially high values of freedom. Other idiosyncratic
factors such as wealth, income, and employment may also be correlated with Vi. Let Posti be a
dummy variable for whether the defendant chooses release or not. Some of these determinants
of the value of freedom are observable to the social planner, and some are not. Hence,
conditional on baili and defendant characteristics Xi, both Posti and Vi are random variables. Let
pPost (bail, X i ) be the probability that a defendant with characteristics Xi chooses to post at the
bail level bail. As baili increases, the fraction of defendants whose subjective values of freedom
exceed the cost of posting will decrease. Hence, by the law of demand, we expect that
OPP°Ost/lbaili < 0. In the case of release, the total cost imposed on the defendant is 0.037*baili.
In the case of detention, the cost to the defendant is Vi. Putting these together, the expected cost
associated with bail amount baili can be expressed as:
(5) E[C ef enda"nt I bail,,X] = pP°t(bail,,X,)*0.037*baili + E[(1 -Posti)* V I baili, XI]
where CDefenda"nt is the total cost imposed on the defendant.
B. Costs to the Justice System and to Society
In addition to costs to defendants, pre-trial detention and release impose costs on the
justice system and on society at large. We discuss four costs here. First, we discuss the cost of
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incarceration to the justice system. Second, we discuss the cost to the justice system of failures-
to-appear in court. Third, we discuss the social cost of new crimes committed by defendants out
on bail. The fourth factor we consider is the benefit to the justice system of receiving bail money
from defendants.
In the case of detention, the justice system must pay the administrative, food, and housing
costs of the defendant in jail. Let CIah be the cost to the justice system of jailing a defendant for
90 days. The expected cost to the justice system of detention is then (1 - ppost (baili, Xi))* CJail.
The defendant may impose costs on the justice system or society by posting bail and then
violating the terms of release. Many factors, such as income, education, and self-control, affect
the likelihood that a defendant will flee or commit new crimes. Let Pg'h (bail,,Xi) and
pCrime (baili, Xi ) be the probabilities that a defendant with characteristics Xi facing bail level baili
will flee or commit new crimes. These two terms represent unconditional probabilities. As bail
increases, the number of defendants who are released (and consequently at risk to flee or commit
new crimes) decreases. Moreover, defendants who flee or are rearrested will certainly forfeit 7%
of baili and are liable for the full cash amount of bails. Hence, as baili rises, the cost to the
defendant of fleeing or committing new crimes rises. For these reasons, we expect
apFlight/bail i < 0 and OpCrime/abaili < 0.17
In the case of flight, the justice system must reschedule its court dates and catch the
fugitive defendant. Let CFli g ht represent the sum of the administrative cost and the cost of
recapture. The expected cost of flight to the justice system is then pFlight (baili, Xi ) * CFlight .
17 Potential criminals might also change their behavior in anticipation of the bail amounts they would be assigned if
arrested. We assume that these effects are negligible.
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When defendants commit additional crimes, they impose direct costs on society. For
cases in which the defendant is rearrested, the justice system also incurs the costs of re-capturing
and detaining the defendant. Let C Cri m e represent the total cost that an additional crime imposes
on society and the justice system. In expectation, this cost can be expressed as
pCrime (bail, Xi )* C rime . The cost of crime may vary systematically with defendant
characteristics and bail amount. For example, defendants who have committed more serious
crimes in the past may be more likely to do so in the future. Since in this paper defendants are
all accused of relatively serious crimes, we simplify and use an average cost of crime Ccme,
described in Section VI, part D.
Finally, in the case of release, the justice system benefits by receiving the defendant's
deposit of 10% of baili. The justice system holds 7% of the bail amount for 90 days and it keeps
the remaining 3%. For simplicity, we assume that the justice system uses the same discount rate
as the defendant does. Hence, the total value to the justice system in the case of release is about
.037*baili.18
To obtain the total expected cost to the justice system and to society, we combine these
four components. For a defendant with characteristics Xi facing bail level baili, this total
expected cost is:
(6) E[C'"' baili, Xi ] = - pPost (baili ,X i ))* CJai + pFlight (baili X )* CFlight
+ pCrime (baili, Xi )* Crime _ pPost (baili,, Xi )* 0.037 baili
where C s° iet is the cost imposed on the justice system and society by defendant i's pre-trial
detention and release.
18 The effect of this simplifying assumption on our final estimates is negligible.
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C. The Social Planner's Problem
Next, we consider the problem of the optimal social planner. This social planner sets bail
to minimize the total expected cost to defendants, the justice system, and to society at large. In
principle, the social planner might place different weights on the costs imposed on these different
groups. As a benchmark, we suppose that the planner values all three equally. Combining the
cost terms from Equations (5) and (6) we can express the planner's problem as follows:
(7) minbaii E[Ci° tal baili,X, = minbai, E[(1 - Posti)*Vi I bail,, X] +
(1 - pPost (baili X, ))* CJai +pFlight (bail,, X )* CFlight +pCrm (baili,x i )* Ccr" '
Because the planner values the defendant's and justice system's welfare equally, the cash
transfer of posting bail does not affect social welfare. The four terms appearing in Equation (7)
represent the total expected cost associated with the pre-trial detention or release of defendant i.
Taking the derivative with respect to baili, we obtain the following first order condition:
pPost - 4Fliht +a c~~ail = ap t c FligO P Crime(8) - E[Posti* Vi baili,Xi] + -C Jail C i g h t +a CCrime
abail, abaili abail, abaili
The first term on the left-hand side of Equation (8) represents the value of the expected loss of
freedom associated with a marginal increase in baili. The second term on the left-hand side
shows the expected cost in jail expenditures associated with a marginal increase in baili. A
marginal increase in bail increases the cost of release to defendants and consequently reduces the
fraction of defendants who post. As bail rises, so do the value of lost freedom (the first term)
and the justice system's cost of detention (the second term). However, increasing bail also
produces social benefits by reducing flight and additional crimes. These benefits appear on the
right-hand side. As bail increases, fewer defendants choose release, and for those who do, the
cost of violating bail is higher. For these reasons, a marginal increase in bail reduces the
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incidence of flight and crimes committed during release. The social planner chooses bail so that
the marginal cost (on the left-hand side) equals the marginal benefit (on the right-hand side).
The choice of social cost function is an important one. It is not reasonable to hope to
include all possible terms that could conceivably enter the function (although as enumerated in
footnote 9, it is clear that some legislators think otherwise). Our goal, rather, is to include the
four terms that are likely to have first order effects on the social cost. Previously mentioned
historical, legislative, and academic resources have these four factors at their point of
intersection.
IV. Data and Descriptive Evidence
In order to obtain unbiased estimates of the derivatives in equation 8, we make use of a
unique experiment. The Philadelphia Bail Experiment was designed to determine the feasibility
and likely effects of judicial guidelines for bail in the United States. The design of the
experiment and the final data are described in more detail in Goldkamp and Gottfredson (1984,
1985) and Goldkamp (1984). Based on a preliminary study (Goldkamp, Gottfredson, Mitchell-
Herzfeld, 1981) and discussion with the court's judges, the authors developed a set of
prospective guidelines for bail. They classified each defendant using a 5-point scale for flight or
re-arrest risk and a 15-point scale for charge severity. The authors' guidelines specified a range
of recommended bail amounts for each of the 75 combinations of risk and charge severity levels.
Eight judges were randomly selected to follow the guidelines (the treatment group) and eight to
continue using their discretion (the control group). For each judge, the researchers collected data
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on the first 20 cases for each of 6 categories of charge seriousness. The resulting sample
includes a total of 1,920 observations, including 960 felony cases. 19
Tables 2A and 2B show bail ranges that treatment judges were recommended to use in
the Philadelphia Experiment. Table 2A shows the full guidelines matrix that was presented to
judges. The ranges shown in Table 2B are converted to 2003 dollars and are only presented for
crime severity levels 10 to 15. Both the minimum and maximum recommended amounts
increase with charge severity and the estimated flight or rearrest risk of the defendant. In the
lower left corner, charges are the least severe, defendants are the least risky, and the guidelines
recommend $0 bail. In the upper right corner, charges are the most severe, and defendants are
the most risky. At the highest levels, recommended bail ranges from $6,070 to $20,200.
There are two key experimental features that are necessary to verify: random assignment
of subjects and that there was a significant treatment effect. We present evidence for both in
Table 3 and Figures 1 and 2. Panel A of Figure 1 compares the recommended bail amounts to
the bail amounts assigned by judges in the control group. The horizontal axis shows the
midpoint of the recommended bail range from the cells in Table 2B. This midpoint represents a
composite measure of defendant charge severity and flight or rearrest risk. Some severity/risk
combinations have the same midpoint and are grouped together for this graph. From the 75
different severity-risk combinations, we obtain 15 unique recommended bail values, which are
plotted here. The vertical axis plots bail amounts actually assigned to defendants. The dashed,
45-degree line shows bail levels that would be observed if judges always assigned the midpoint
of the assigned range. The solid line shows the average bail amounts that judges in the control
group actually assigned. Since the control judges were not told what the recommended bail
19 Of the 8 treatment judges, one misunderstood the rules of the experiment and did not follow the guidelines. The
data for this judge is missing from our data set and thus we exclude this judge from our analysis. The total sample
excluding this judge contains 1,800 observations.
27
ranges were, the bail amounts tell us the levels at which judges would assign bail in the absence
of the guidelines. The guideline amounts are clearly substantially below the bail levels
unconstrained judges choose, particularly for more severe and riskier offenders.
An important aspect of the experimental design is that the treatment/control
randomization occurred for each cell of the guidelines. Thus each cell may be seen as a separate
experiment. We focus on cases in which the midpoint of the recommended range is greater than
$6,000 because these are the cells for which the treatment effect is strongest. For cases when the
midpoint of the recommended range is low, observed bail amounts were not very different from
the recommended levels. In these cases, the judges were asked to do what they were already
doing. Hence, for low levels of recommended bail, we should not expect to see an effect of
treatment on bail amounts. For recommended bail amounts greater than $6,000, however,
observed bail is considerably higher than the recommended level.
Panel B of Figure 1 shows the same comparison between observed and recommended
bail amounts for the treatment group. The observed bail amounts are slightly higher than the
recommended amounts for recommended levels of $4,000 and higher. For the most part,
however, observed bail tracks the recommended level fairly closely. Hence, the guidelines
appear to have influenced the bail-setting behavior of the judges to whom they were assigned.
The one large discrepancy, at the recommended level of $6,580, is imprecisely estimated due to a
small sample size.
In Table 3 we find further evidence that the experiment was truly random and that there
was a significant treatment effect. As discussed above, we restrict the sample to include only
those observations in which the midpoint of the recommended bail range exceeds $6,000. In
addition, we drop 18 observations of defendants who were freed without having to pay bail.
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Doing so allows us to use the natural log of bail in our regression specifications.20 The important
point to note is that defendant characteristics are statistically indistinguishable between treatment
and controls. For example, the mean age for defendants in the treatment group is 26.1 and 26.9
for those in the control group. The number of prior arrests differs by less than 10% between the
treatment and control groups, as well. Importantly the midpoint of the recommended bail range
is almost identical for defendants regardless of their treatment status ($9,260 for treatment
defendants and $9,230 for control). Thus there is compelling evidence that the judges were truly
randomized into treatment and control groups and that defendants were randomly assigned to
judges.
To verify that there was a significant treatment effect, we compare bail amounts assigned
by treatment and control judges. For the sample shown here, observed bail is significantly lower
in the treatment group than in the control group. Among treatment defendants, the average
assigned bail is $14,800. Among control defendants, the average observed bail is almost twice
as large, at $27,000. At these rates, 46% of the treatment defendants posted bail - substantially
higher than the 34% in the control group. This difference is significant using robust standard
errors but not with clustering by judge. This corresponds to what is displayed graphically in
Figures 1A and B.
Panels A through D of Figure 2 visually display differences between treatment and
control for the variables of interest in this study. Panel A shows differences in observed bail.
Panels B, C, and D show differences in the fractions posting, failing-to-appear, and rearrested,
respectively. For each outcome, differences are plotted for the 15 different midpoints of the
recommended bail ranges.
2 0 The fraction of observations with zero bail is not significantly different between the treatment and control groups.
We obtain similar results using a square root specification which includes these 18 observations.
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Treatment status has an effect on some of the outcomes of interest. For recommended
bail levels of $9,000 and higher, the difference in bail set between the treatment and control
groups is negative and fairly large. For these recommended bail levels, we also observe positive
differences for release and slightly positive differences for failure-to-appear. However, all of
these differences are imprecisely estimated. The effect of treatment on rearrest is unclear. For
the remainder of the study, we focus on defendants for whom the midpoint of the recommended
range exceeds $6,000. To increase the precision of our estimates, we consider all 5 of these
recommended bail values together as a group.
V. Econometric Methods
In the next few paragraphs, we develop a revealed preference framework for estimating
E[ Vi X] from defendants' release decisions. We then outline an instrumental variables probit
approach for estimating PP°St(bailJXj), PFig'(bailiX) and pCrime(bailXi,). Finally, we describe
our computational approach for estimating the socially optimal bail amount.
A. Revealed Preference and the Value of Freedom
We assume that the value of freedom, like wages, wealth, and many other dollar-
denominated individual characteristics, is lognormally distributed. Suppose that ln(V,) can be
expressed as a linear combination of defendant characteristics Xi and normally distributed error
Post .21
~~~~~~~~~~P
(9) ln(V )= 6PoS"X - *i
21 The control variables in Xi include prior convictions, prior arrests, age, weekly earnings, and dummies for charge
severity X flight/rearrest risk interactions, married, employed, has a fixed address, and owns a car.
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As stated in Equation (4), defendant i posts bail if and only if i's subjective value of freedom
exceeds the cost of release. Hence, defendant i posts if and only if V > 0.037 * baili. The
probability of posting bail can then be expressed as:
(10) Pipos = Pr(V > 0.037 * baili)
Taking logs and substituting Equation (9) into Equation (10), we obtain:
,ost Pn0.37st il)(11) PiP s = Pr(# PosXi - i"' > ln(0.037 * bail))
Rearranging terms, we can express this probability in terms of FPOst(.), the cumulative
distribution function of es P t
(12) piPost = F Post( PostXi - ln(0.037 * baili))
By the assumption that se is normally distributed, F't (.) is a cumulative normal distribution
function. Let post be the standard deviation of gpf' . If we divide the term inside cumulative
distribution function by apost, we obtain a probit regression specification:
(13) ((13) PiPost =! . a Xi - ln(0O037 * bail ) )
Because the true coefficients on ln(0.037) and ln(baili) are known, we can use probit
estimation to identify all the coefficients of interest. In a typical discrete choice setting, the
latent variable (in this case Vi) has no natural units. In such cases, probit estimation identifies the
parameters of interest up to scale, so that 1 iPos' would be known, but not flPost. In our
UPost
case, however, both Vi and baili are measured in dollars. The defendant's decision rule compares
these two variables directly. We use this direct comparison to convert our predicted values from
the probit regression from probability units into dollar units. Our estimated coefficient on
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ln(baili ) in the posting equation is --. To estimate ,l'p" ' , we divide the coefficients on Xi
apost
by negative one times the coefficient on ln(baili ) .22
Next, we consider the estimation of the value of freedom. There are two important
measures of freedom that we estimate in this study. The first measure is the average value of
freedom for an individual with a specific set of characteristics. This term is expressed as E[ Vi I
Xi]. This parameter provides information about the degree to which freedom is valued among
criminal defendants. The second measure that we estimate is the expected value of the loss in
freedom among individuals who do not post bail. This expected loss is the measure that appears
in the social planner's cost function.
To determine E[V I Xj], we estimate coefficients from the defendant's release decision.
To do this, we use the coefficient on ln(baili) to convert our estimated posting probability into
dollar units, as discussed above. Recall from equation 9, we have
(9) ln(V) =ostiPos X - -ot
We then estimate E[ V I Xi] as:
(14) E[Vi Xi] = Ele xi- J
o 'x -ri
-e 2
2
where E[eci ]=e 2 by normality.
Next, consider the second measure of the value of freedom, the expected value of the loss
among those detained. As mentioned earlier, this expected value can be expressed
mathematically as E[(1 - Posti)* V I baili, Xi]. Figure 3 illustrates this value graphically. The
22 Warner and Pleeter (2001) use a similar approach to estimate private discount rates from military employees'
pension plan decisions.
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diagonal line shows the demand for freedom (i.e., the fraction posting bail) for individuals with
characteristics Xi. The value of freedom varies among defendants with these characteristics, due
to heterogeneity in erost• At a given bail level bail;, individuals with values of freedom lower
than O.037*bail; do not post. These individuals appear to the right of ppost (bail;, X;) on the
horizontal axis. The shaded area under the demand curve represents the total value of these
individuals' lost freedom.
Figure 3: Demand Curve for Freedom
E[(l - Post;)* V; I bail;, Xi]
O.037*bail;
Cost of
Posting Bail
ppost (bail;, X; )
Fraction Posting Bail
Because defendants choose to post or not, the cost of lost freedom is lower than it would
be if detention were randomly assigned. If Post; and V; were independent, then the expected loss
of freedom would simplify to (1- ppost )* E[r: I X;]. However, Post; and V; are correlated in a
systematic way through revealed preference. The defendants who remain in jail will be those
whose subjective values of freedom are especially low. Given the formulation of V; in Equation
(9), E[(1 - Post;) * V; I bail;, Xi] can be simplified to the following expression:23
(15) E[(l - Post;)* V; I bail;, X;] =
23 The derivation is provided in the appendix.
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1-[ I P°stX -ln(0.037 * bail)+'t *E[V X]1- cI(flS 'xe- jj *E[ji xi I
This expression differs from (I- Pos')* E[V I Xi] through the term apot, which appears inside
the cumulative normal. As discussed earlier, we estimate upost as negative one divided by the
coefficient on ln(bail,) in the probit equation for bail posting. This por, term adjusts for the
covariance between Vi and Posti.
B. Estimation of Posting, Flight, and Additional Crime Probabilities
Now consider a probit framework for estimating each of the two remaining binary
decisions: failing to appear and committing new crimes.24 Suppose that defendant i takes the
action if a linear combination of ln(bail, ) and defendant characteristics exceeds some normally
distributed error. Assume that our relevant error terms, eFlight , and eCrime, have zero means and
variances ght, and O.2 We obtain a probit formulation:van~1ce Fight~ Crime
(16) J =Iajo +aIl ln(baili)+ flJ'Xi ,j E {Flight,Crime}
O'j
where D(.) is the standard normal distribution.
One potential problem in estimating the effect of bail on posting, failure-to-appear, and
additional crimes is omitted variables bias. Judges set especially high bail amounts for
defendants whom they suspect may flee or commit new crimes. This policy on the part of judges
may cause cross-sectional estimates to overstate bail's effects on flight and new crimes. These
risky defendants may also be career criminals who place particularly low values on freedom
from jail. Hence, cross-sectional estimates may underestimate the effect of bail on posting.
24 As above, the probit specification results directly from the assumption of normality in the error term.
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Judges also frequently consider defendants' income levels and set especially low bail amounts
for poor defendants. Hence, wealthier defendants - who are particularly capable of posting -
may receive high bail amounts. These wealthier defendants may also face higher costs of
committing crimes or fleeing, due to employment or ties to the community. Due to these wealth
effects, cross-sectional estimates may overestimate the effect of bail on posting. For the same
reasons, cross-sectional estimates may underestimate bail's effects on flight and new crimes.
These two factors, risk and wealth, bias the cross-sectional probit coefficients in opposite
directions. Hence, the direction of the overall bias is unclear.
To avoid these omitted variables problems, we use data from the Philadelphia Bail
Experiment. Through the bail guidelines, judges in the treatment group were given
recommended bail amounts that were lower than they would otherwise assign. Let Treatments be
a dummy variable for whether defendant i is in the treatment group. We can now write ln(baili )
as a linear combination of Treatmenti, Xi, and normally distributed random error ui:
(17) ln(baili )= y * Treatmenti + 6'X i + i
Our identifying assumption is that Treatmenti is uncorrelated with ei and ui. Since Treatmenti is
determined through a random process (the drawing of judges' names and random assignment of
cases to judges) the assumption should be valid. We test this assumption by running simple OLS
regressions for all of the defendant characteristics in Table 2. As reported in the table, the
coefficient on the treatment dummy is insignificant for all characteristics. Substituting Equation
(17) into Equations (13) and (16), we obtain the following reduced-form probit equations for
release, failure-to-appear, and additional crime:
(18) PiJ = I treatment j E {Post, Flight, Crime}
LX , J)
35
where F171i a2 = ar(i + a;u), aopoa =-ln(0.037), and a" =-1. W
ai
e
then estimate the parameters of Equation (14) using instrumental variables probit specifications.
C. Computation of the Socially Optimal Bail Amount
We estimate the optimal bail amount by finding the value of baili that minimizes the
social cost as in Equation (7)
(7) minbai, E[C;°'tal bail,Xi = minbai, E[(1 - Posti)*Vi I bail, X] +
(I - pP°ost (bail X, ))* CJail + pflight (bail,,Xi )*Clight +pCrime (baili,Xi )* Crime
Empirically, we construct this cost by combining separate estimates of PPs' (baili XXi,),
pFight (bail,, Xi ), prime (bail,, Xi ), Cai, Cl ight, Crime , and E[( 1 -Posti)* Vi I bail, X]. Our
approach for estimating ppost (baili, Xi), plight (baili,Xi), and pCrime (baili, Xi) is described
above. We obtain estimates of Cai, CFlight, and Ccrim from other studies and from discussions
with industry experts, as we discuss in Section VI.
Given our 7 parameters of interest, we construct an empirical counterpart to the social
cost function in Equation (7). This expression is described by the following equation:
(19) E[Cta l I bail,,X,]=
[I- _ pPost X -ln(+OO.037 * bail) *+ PosX-ln(O'37*bailC i
i *Ei-o ln(O *baili)J ]Pot ..V jX.)l.O o * CJa
ao flight + a"'t ln(bail )+ fle>ightX, *C>j't + (aoCrime + aCrime ln(bail ) + CrimeXi * Crime
c'FIght OCrime
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It is this set of four terms shown in Equation (19) that we estimate in the empirical analysis. We
do this by performing a grid search. First, we plug different values of baili into our estimated
probability functions PPost (baili,Xi), plight (baili,Xi), and pCrime(baili,Xi), and E[(1 - Posti)* Vs
I bails, Xi]. We then compute estimates of the social cost function for $100 increments of bail
from $0 to $100,000. Our estimate of the socially optimal bail amount is the value of baili that
produces the lowest estimated social cost. This process will locate the global minimum (or
indicate that it is out of range) since the social cost function has at most one point where the
derivative is zero.
VI. Results
In this section, we present the results of our analysis. First, we estimate the cross-
sectional relationships between bail and posting, rearrest, and failure to appear in court. Second,
we present instrumental variables probit estimates of the causal relationships between bail and
these pre-trial outcomes. Third, we estimate the subjective value of freedom for 9 different
categories of defendants. These 9 categories correspond to the 9 cells of the bail guidelines
included in our regression sample. Finally, we present preliminary estimates of the socially
optimal bail amounts for these 9 defendant categories.
A. Cross-Sectional Probit Estimates
Table 4 presents cross-sectional probit regressions of bail on the pre-trial outcomes of
interest. To examine the relationship between bail and these outcomes in a typical cross-section,
we include only the 140 observations from the control group. Columns (1) and (2) show the
effects of ln(baili ) on bail posting. Columns (3) and (4) show the effects of ln(baili,) on failure-
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to-appear. Columns (5) and (6) show the effects on rearrest. The probit specifications in
Columns (1), (3), and (5) only include ln(baili ) as a regressor. Columns (2), (4), and (6) include
additional controls for defendant characteristics. Controls include prior convictions, prior
arrests, age, weekly earnings, and dummy variables for charge severity interacted with flight or
rearrest risk, married, employed, has a fixed address, and owns a car. All 6 columns show the
elasticity with respect to bail (i.e., the marginal effect of ln(bail )) for the mean observation.
The estimates from Table 4 show negative and significant relationships between bail and
both release and failure-to-appear in the cross-section. For bail posting, we estimate an elasticity
of-0.17 to -0.18. We observe smaller elasticities for failure-to-appear and rearrest. For failure-
to-appear, we estimate an elasticity of -0.05 to -0.07 with respect to bail. For rearrest, we
estimate an elasticity of-0.02 to -0.03; however, this effect is insignificant. Adding controls
does not affect our estimated effects in any of the regressions. As discussed earlier, however,
there are a number of reasons why these cross-sectional comparisons may produce biased
estimates. Next, we exploit the structure of the experiment to estimate the causal relationships
between bail and release, rearrest, and failure-to-appear in court.
B. Instrumental Variables Estimates
Table 5 reports first-stage and reduced-form probit estimates using our instrumental
variables strategy. Columns (1) and (2) show the first-stage effects of treatment on ln(baili).
Columns (3) and (4) show the effect of treatment on the fraction released. Columns (5) and (6)
show the effects on the fraction rearrested. Columns (7) and (8) show the effects of treatment on
the fraction failing to appear. Columns (1), (3), (5), and (7) include only treatment as a
regressor. Columns (2), (4), (6), and (8) add defendant controls.
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The first two rows of Table 5 show that treatment reduced bail amounts by an average of
nearly 50%. This result is consistent with the comparison of bail amounts in Table 4. After
applying the log transformation to bail, the difference is significant for robust standard errors but
only marginally significant with clustered errors. The magnitudes of the reduced-form effects
are the same as in Table 2, and adding controls does not affect the estimates.
Table 6 presents the main results from the instrumental variables probit specification for
the effects of bail on release, rearrest, and failure-to-appear. The specifications are the same as
in Table 4; however, ln(baili ) is instrumented with a dummy for treatment status. The estimated
effect of ln(baili ) on release is significant in both regressions. The elasticity estimates, -0.33
and -0.36, are roughly twice as large as those obtained from the cross-sectional comparisons.
Hence, it appears that there are many important omitted variables that do not appear in our
dataset. Given that cross-sectional estimates underestimate the effects of release, it appears that
factors related to defendant risk are the dominant omitted variables.
By using the Philadelphia experiment, we are able to obtain unbiased estimates that do
not suffer from these confounding factors. Our estimated effects of bail on failure-to-appear are
insignificant and slightly smaller than in the cross-section. Using the experiment, we also obtain
slightly larger effects of ln(baili) on rearrest than we find in the cross-section. However, for
both outcomes, the standard errors are large, and the effects are insignificant. Nevertheless, it is
striking that the magnitude of the impact of bail on these outcomes is so small. It appears that
the primary affect of bail is on the decision to pay it. This has important ramifications for the
cost minimization problem, since it appears that bail must be lowered substantially to make
much of an impact on the cost of crime or failure to appear.
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C. Estimates of the Value of Freedom
Next, we use the revealed preference approach described in Section V to estimate
defendants' subjective values of freedom. First, we graphically illustrate our estimation strategy
by plotting empirical demand curves. Then, we use our instrumental variables probit estimates
to calculate the willingness-to-pay for release for 9 different categories of defendants.
Figure 4 shows empirical demand curves for freedom for 5 different categories of
defendants. Although there are 9 different cells with used in the analysis, several have identical
midpoints of the recommended bail range, and hence are grouped together. These curves are the
empirical analogue to the theoretical demand curve in Figure 3. The gray boxes show means for
the treatment group, and the black boxes show means for the control group. Within each line
segment, the midpoint of recommended bail is the same for the black box and the gray box. For
the gray boxes, however, the judge was randomly assigned to use the bail guidelines and
consequently assigned lower bail amounts. Hence, each line segment estimates a separate causal
relationship between bail and release. The quantity of freedom consumed - the fraction released
- is plotted along the horizontal axis. The price - the bail amount - is plotted along the vertical
axis.
These estimated demand curves confirm our general results from Tables 3 and 6 and
Panel A of Figure 2. Decreases in bail generally increase release, and we observe negative
slopes in 4 of the 5 line segments in Figure 4. The one case with an upward slope involves a
small change in bail and is probably attributable to sampling error.
2
Ps, i Post
Next, we apply the formula E[Vi Xi]= e A 2 to formally estimate defendants'
subjective values of freedom. Table 7 shows estimates of E[ Vi I X] for the 9 different severity
and risk combinations included in our regression sample. These estimates are computed as
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hlp-tw + P'
Pos ,P °ost_~
e 2 for the mean defendant in each category. The terms ffpo' and p2, are estimatedP',ost are estimated
values computed from the instrumental variables probit regression in Column (2) of Table 6.25
In 2003 dollars, our estimated subjective values of freedom in Table 7 range from $320 to
$1,040. Hence, the estimates are similar in magnitude to the informal estimates derived in the
paragraphs above. These estimates are slightly higher for the two categories with the lowest
levels of flight or rearrest risk. However, given the imprecision of our estimates, we cannot
reject the null hypothesis of equality across the 9 groups.
We can also use the demand curves in Figure 4 to perform a simple graphical check that
we estimate E[V I Xi] correctly. Along the vertical line in Figure 4, 50% of the defendants
choose release. When the fraction posting is 50%, the median defendant is indifferent between
detention and release. One informal way to estimate the value of freedom is to look at the bail
level at which the fraction posting equals 50% for specific groups of defendants. This graphical
check is one transparent way to estimate the value of freedom that does not require strong
functional form assumptions.
Two of the demand curves in Figure 4 intersect or come close to the dashed vertical line.
The bail levels at which they intersect range from roughly $10,000 to $20,000. The discounted
present values of these bail amounts are 0.037*$10,000 = $370 and 0.037*$20,000 = $740.
Hence, while imprecise, our rough estimates suggest a value of freedom between $340 and $740.
This back of the envelope calculation corroborates our more detailed calculations.
25 Ideally, we would estimate these coefficients separately for the 9 subgroups, as in Figure 3. Given the small cell
sizes, however, sufficient data are not available to do this precisely. Consequently, we assume that the effect of bail
on posting is common across the three groups.
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D. Calculation of the Socially Optimal Bail Amount
We use the procedure described in Section V to determine socially optimal bail amounts
for different types of defendants. In parts B and C or this section, we have presented estimates of
the probabilities in the social cost function. Here we discuss how we obtain estimates for Caail,
CrFight, and Ccr"me. Then, putting these estimates together, we calculate the total cost to
defendants, the justice system, and society as a function of bail. We then determine the bail
amounts that minimize this cost function for 9 categories of defendants in our sample.
Levitt (1996) reviews a handful of studies of the judicial system's cost of jailing a
defendant. In 2003 dollars, the estimates in these studies range from $84 to $126 per day. We
use the midpoint of these figures - $105. We then calculate ai as $105 times 90 days, or
$9,500.
The cost of failure-to-appear (CF l ig ht) consists of the cost of re-capturing a fugitive
defendant along with administrative court costs. We assume that the administrative costs are
second order. Hence our estimate of CFl ight is simply the cost of recapturing a defendant. There
are no well-known studies which include estimates of these costs, so we turned to industry
experts for these values. In private conversations, two bail bond experts have told us that this
cost is approximately 5% of the total bail amount. For the average defendant in the Philadelphia
data, this fraction comes out to $450, which is the value we use in this study.
The most difficult cost to estimate is the social cost of crime, Crime . We include both
costs to victims as well as detention and rearrest costs. Our estimates of the costs to victims are
taken from Cohen (1988) and Miller, Cohen, and Rossman (1993). These studies use jury award
data to estimate the total costs to victims for different types of crimes. The economic approach
to measuring the social cost of crime ideally would use estimates of the willingness-to-pay to
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avoid crime. Given that such estimates do not exist, we use these jury award estimates as a
rough approximation.
Using jury awards has the advantage that they incorporate both direct physical costs of
crime, as well as quality of life costs. They have the disadvantage of not incorporating
externalities, which imply that these estimates may be downward biased. The two studies
measure the costs of crimes separately for different types of offenses. To obtain the social cost
per pre-trial rearrest, we multiply each crime in the rearrest data by the estimated social cost for
that type of crime.26 Following these previous studies, we assume that the social costs of
misdemeanors and drug-related offenses are negligible.27 For the average pre-trial rearrest in the
Philadelphia data, we estimate a social cost of $5,200 in 2003 dollars.
Not all crimes result in rearrest. By using rearrests as our measure of new crimes, we
will understate the total number of crimes. To address this issue, we weight each type of crime
by the nationwide rate of crimes per arrest for that crime type. We obtain estimates of crimes per
arrest from Levitt (1998), which are computed using FBI data on reported crimes. Using these
arrest rates, we compute a social cost of $18,800 worth of crimes per rearrest. We add to these
social costs $450 for capturing and $810 for detaining rearrested defendants.28 Our final
estimated cost per rearrest (Ccrime) is $20,100.
We can now combine these costs with our estimated effects of bail on pre-trial outcomes.
Figure 5 shows the functional relationships between bail and release, rearrest, and failure-to-
appear. Each curve is an estimated causal relationship between bail and a pre-trial outcome for
26 Rearrests were very rare among defendants in our regression sample. Hence we are not able to use these data to
precisely estimate crime rates by offense category. Consequently, we calculate these frequencies using the full 900-
observation sample of felony defendants.
27 Using drugs may increase the likelihood that an individual will commit other crimes, which would make drug use
socially costly. However, to avoid double-counting, we only measure direct social costs to victims.
28 Roughly 36% of the rearrested defendants in the Philadelphia data were detained, and the average detainee was
held for 21 days. We assume that the cost per day of detention is $105/day. We assume that the cost of capturing
defendants who commit crimes is CFl igh t per rearrest.
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the average defendant in the regression sample. The solid black curve shows the predicted
fraction posting bail. The solid gray curve shows the predicted fraction rearrested, and the
dashed curve shows the predicted fraction failing to appear. These curves correspond to the
instrumental variables probit regressions in Columns (2), (4) and (6) of Table 6. As bail
increases in Figure 4, we observe a steady decline in the fraction posting. Our predicted rates of
rearrest and failure-to-appear decline sharply at low levels of bail and then flatten out at higher
levels.
All the components for the total social cost function have now been estimated empirically
or obtained from other sources. Figure 6 plots the estimated total social cost as a function of bail
for the average defendant. This curve is the empirical analogue to the social cost in Equation (7):
(7) E[(1 - Posti)*Vi baili, Xi] + (1- pPost(baili,Xi))*CJail + pFight(baili,Xi)*CF igh t
+ pCrime (baili, X ) * CCrimne
We compute this cost as a weighted average of the curves shown in Figure 5 plus one additional
term. This additional term accounts for the value of lost freedom and is described by Equation
(18). The specification shown here is the same as in Figure 5. The sharp decline at low levels of
bail is primarily attributable to the effect of bail on rearrest. As this effect flattens out, our
estimated social cost of bail reaches a minimum and begins to rise. For the specification shown
here, the cost-minimizing bail amount is $4,200.
In Table 8, we perform the same calculation for each of the 9 different cells of the
guidelines table in our sample. To calculate the socially optimal bail amount, we use the same
grid search approach as in Figure 6. We obtain 8 estimates of the optimal bail ranging from
$3,500 to $6,500, with a ninth estimate of infinity.2 9 This infinite value appeared because no
29 The estimate is not necessarily infinite, it just exceeds the upper bound of $100,000 used in the search algorithm.
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finite bail amount produced lower cost than E[ Vi I X] + Cai l , the cost of certain detention. Our 9
estimates do not appear to vary systematically with defendant risk or charge severity. These
estimates are imprecise, and in each of these 9 cases, a bootstrapped 95% confidence interval
(not shown) includes infinity.
Table 9 presents some details of the optimal bail calculation. Each row is a separate
social cost calculation and the columns include some of the key factors. The bail values are
chosen to include the mean bail amount set by judges in both the treatment and control groups;
the mean recommended bail according to the guidelines; and the bail which minimizes the social
cost function (the "optimal bail"). The social costs reported are for the mean time until trial, 90
days.
One striking feature of the data is that the optimal bail is not only substantially lower than
the bail amounts set by unconstrained judges, but even below that recommended by the
guidelines. That is, it appears that for social welfare maximization, the guidelines went in the
right direction, but did not go far enough. The estimated probabilities of rearrest and failure are
quite low for all level of bails presented, except the optimal bail. This indicates that at the higher
levels of bail, given the low cost of the value of freedom, the cost ofjailing is dominant. A quick
calculation verifies this intuition: At $105 per day for jailing, one would expect a 90 day cost of
$8316 if 88% of defendants do not pay bail, as in the top row. This is over 90% of the social
cost displayed for this row. Given the low likelihood of recidivism and failure to appear at these
levels of bail, it seems natural that lowering bail and reducing jailing costs would be welfare
improving.
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VII. Interpretation of Results
To this point we have outlined a framework for determining optimal bail policy, and we
have estimated it empirically. In so doing it was necessary to make a number of simplifying
assumptions, which we now examine more closely. The appropriateness of some of these
assumptions may be assessed with further data collection, and we propose several future tests
here. Finally, we discuss the welfare implications of adopting optimal bail policy.
A. Credit Constraints
An important parameter in the social planner's optimization problem is the defendant's
value of freedom, which we estimate using data from the Philadelphia Bail Experiment. As
discussed in Section III, the value we estimate is the defendant willingness-to-pay to be released
from jail. In many cases, defendants would be willing to pay larger amounts if they could
borrow money. Hence, the credit constrained willingness-to-pay for freedom may not accurately
estimate the full long-term cost that detention imposes on the defendant.
The problem of credit constraints is one that will necessarily affect any estimation
strategy that relies upon the observation of individual payments. But the problem is particularly
pronounced for a population with low wealth, income, and access to credit, as is generally the
case for felony defendants. Credit is often available to defendants from friends or relatives, but
in some cases, bail requirements will be beyond this extent of this source of credit.
While bail bondsmen provide a source of credit for such individuals in other markets,
they were illegal in Philadelphia. It is unlikely that bail bondsmen would have made an impact
in any case, given that they usually charge an upfront fee of 10% of bail, the same amount
defendants were required to deposit with the court.
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The effect of credit constrained individuals in our sample will bias our estimates of
defendant value of freedom downward. If pre-trial detention is more costly than we currently
estimate, then the true optimal bail level is even lower than we estimate. Since our estimate of
optimal bail ($4,200) is lower than mean bail for the control judges ($27,000), the directional
implications of our findings remain the same, although the magnitude would change. We still
conclude that a policy which reduces mean bail amounts would be welfare enhancing.
One type of indirect evidence of the importance of credit constraints may be obtained
from states where bail bondsmen are legal. In these states, defendants generally are required to
pay the full amount of bail or pay (and forfeit) a fraction of the face value (usually under 10%) to
a bail bondsmen. One measure of the importance of credit constraints to the population will be
the fraction who make use of the services of bail bondsmen. Unless a defendant foresees an
extremely long trial, the cost of using a bail bondsman is substantially higher than market rates.
Thus we may take the use of a bail bondsman as an indication of credit constraints.
Summary statistics of data on bail bondsmen in Connecticut are reported in Ayres and
Waldfogel (1994). They report that in New Haven in 1990 1.8% of defendants were released
after paying bail while 10.9% posted bail through a bail bondsman. This 6-to-1 ratio of
bondsman use to personal funds seems to indicate that credit constraints were a concern in New
Haven. It is difficult to generalize from one example, but this suggests that credit constraints are
worth further investigation.
One may gain insight into the welfare effect of credit constraints using data with
substantial variation in time to trial as well as bail amounts, by estimating the following
equation.
(20) PPOst= *Times + ,°"'X 1-ln(0.037* Baili))
OPost
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where Timei is the time until trial. If all defendants were credit constrained, then we would
expect p to be zero. Tests using variation in defendant wealth across crime types may also be
used to address the question of credit constraints.
B. Low Estimates for Value of Freedom
There are no previous estimates we are aware of in the academic literature for a price of
freedom, and this makes it difficult to assess precisely how reasonable our results are. Thus it is
instructive to perform some simple back of the envelope calculations for comparison. One
potential basis of comparison is foregone wages. By this measure, a defendant with average
characteristics would need to make on the order of $3,000 per year to imply the values we find.
For the sample we examine, this low figure is not out of the realm of possibility.
Table 3 reports weekly income for defendants of approximately $75. This figure is
unconditional on employment status, so the 26% employment rate corresponds to an employed
salary of approximately $300/week or $7.50/hour. Since the unconditional rate is the appropriate
value to use, we convert it into yearly earnings, which are approximately $3,750; not very
different from the calculated value of freedom.
There is good reason to believe that many of the individuals in the data set have
substantial unreported earnings, and that the average annual income is actually quite higher.
However, in the calculation above, we have ascribed no value to incarceration, when in fact it
provides inmates with food, shelter, and medical care, which would presumably reduce net
income to the defendant when free. Still, as discussed in detail above, it is likely that credit
constraints are causing a downward bias to the value of freedom estimates.
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C. Other Questions of Interpretation
There is a further difficulty beyond credit constraints that must be considered in
interpreting the value of freedom- lifetime wealth constraints. This is a feature common to all
studies making use of an individual's willingness to pay. Even in the presence of perfect credit
markets, some individuals may be unable to borrow up to their willingness to pay, because it
exceeds their expected lifetime earnings. Thus the value of freedom must be interpreted as being
subject to credit constraints and lifetime earnings constraints.
A potential concern in interpreting the findings above comes from the fact that the judges
knew they were in a controlled experiment. The experimental results may overstate the effects
that could be expected were guidelines to be implemented permanently for two reasons. First,
judges may be more likely to adhere to the guidelines when they know their performance is
being evaluated and that the experiment is of finite duration. There is no reason to believe that
this would impact defendant decision-making, but it could mitigate the expected impact of the
full adoption of guidelines. Second, judges may derive utility from following the guidelines if
subject to them, and also gain utility from average bail (across all judges) being set at the same
levels as before the experiment. In this model, the treatment judges would follow the guidelines,
while control judges would increase bail amounts, to counter the decreased amounts by the
treatment judges. Thus the experiment would also overstate the impact of the guidelines. This
model can be tested using bail setting data from the period prior to the experiment.
There is also the question of how much findings from the Philadelphia Bail Experiment
generalize to contemporary courts. In the intervening 25 years since the experiment, prison
populations in the United States have almost quadrupled, and the distribution of crimes shifted to
include a much larger share of drug crimes. There is also greater use in recent years of
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alternatives to monetary bail, such as non-monetary release with very restrictive conditions and
monitoring using ankle bracelets. Still the general system of bail setting is largely unchanged,
and the findings here are certainly relevant for the criminal justice system today.
D. Social Welfare Implications
Using our estimates for optimal bail, it is possible to predict the impact that adoption of
optimal bail policies would have on a national basis. These estimates are rough, and rely on a
number of assumptions, including uncertain values for the cost of crime, the representativeness
of the Philadelphia sample, and the aforementioned caveat about credit constraints. This being
said, it is striking to note the magnitude of the impact of bail policy.
As shown in Table 9, we calculate the social cost per defendant under optimal bail to be
$6,300. This contrasts with a mean social cost of $9,100 per defendant in the control group. The
national policy implications can easily be computed from these numbers.30 Under optimal bail
policy, there would be annual welfare gains of $11.4 billion. By comparison, the guidelines
implemented in the Philadelphia courts increase welfare by $4.4 billion annually, over no
guidelines. The effects on the pre-trial jail population would be similarly substantial. The
national adoption of policies aimed at more closely approximating optimal bail would result in
sizeable welfare gains.
30 In the following calculation, we assume that defendants in the Philadelphia study are nationally representative, in
order gain rough estimates of aggregate welfare implications. On any given day there are one million defendants in
the pre-trial portion of the criminal justice system. The difference in cost between current and optimal bail per
defendant is: $9,100 - $6,300 = $2,800. This corresponds to a total welfare increase of $2.8 billion dollars
nationally. Since the average time until trial is 90 days, the annual welfare gains will be (365/90)* $2.8 billion =
$11.4 billion.
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VIII. Conclusion
This paper uses experimental data and cost-benefit analysis to estimate the socially
optimal bail amount for the average defendant. We estimate the effect of bail on bail posting,
rearrest, and flight. We combine these estimates with those from a variety of sources to calculate
the net social costs of these pre-trial outcomes. We calculate the cost of detention to defendants
using a revealed preference approach from data on bail posting decisions. In 2003 dollars, we
estimate a subjective value for 90 days of freedom of $300 to $1,000 for the average defendant.
Putting these estimates together, we arrive at a total social cost of pre-trial release and
detention. We estimate the bail amount that minimizes this social cost for the average felony
case. Our estimates suggest that the socially optimal bail amount for the average defendant is
roughly $4,200. This is considerably lower than the average bail amount assigned in
Philadelphia at the time of the study. Optimal bail guidelines implemented nationally could lead
to welfare gains of approximately $11 billion.
The primary contributions of this study are placing bail-setting in an optimization
framework, empirically estimating the parameters of that framework, and calculating an optimal
bail. By applying cost-benefit analysis and willingness-to-pay estimation, we show that data
from the Philadelphia Bail Experiment can produce even stronger policy implications than
previously believed.
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Appendix
Given our assumptions about Vi and the release decision, the expectation
E[(1 - Posti)* Vi I bailh, X] can be expressed as:
(Al) E[I{JVj <O.037*bail }*V,]
where I{.} is the indicator function.
_ot PostRecall from Equation (9) that ln(Vi) = ,P°s "Xi - 6Ps .
The expected value in Equation (Al) can now be expressed in integral form as:
o
e •PPstXi-aPost *U dt (u)
-l(A2) n (0.037 )-In (bail i )+ Post 'X
O'post
Integrating this expression produces:
a2(A3) gPostx + Post
e 2 (u + aOPstPost'
- n(0.037) - nbai.) + POtX
t u = oo ar Post
Post
f Post , X i +
2As showninEquation(14), E[Vi J Xi] = e 2
Substituting this formula for E[ V I X] and evaluating the formula at the limits of integration
produces Equation (15):
PosIX -n(0) POST(15) E[(l -Posti)*V, I baili, Xj] 1 -{ ' i °-l(O'O37*bail)+ t *E[Vi Xi
O'Post
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Figure 1: Observed and Recommended Bail Amounts for Control and Treatment Groups
$45,000
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$0
Panel A: Control Group
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Midpoint of Bail
$6,000 $9,000 $12,000 $15,000
Range Recommended in Experiment
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0
"0
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-
0
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Panel B: Treament Group
$0 $3,000 $6,000 $9,000 $12,000 $15,000
Midpoint of Bail Range Recommended in Experiment
Notes: See notes to Tables 2 and 3. Each point in the graph corresponds to one of the
recommended bail ranges in Table 1. The value on the vertical axis shows the observed bail
amounts assigned at each recommended bail level. Treatment judges were assigned to use the
recommended ranges when assigning bail amounts. Control judges were not. Unlike in the
tables and in Figures 3 to 5, observations with zero bail amounts are included in Figures 1 and 2.
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Figure 5: Estimated Probabilities of Posting, Rearrest, and
Failure-to-Appear for the Average Defendant
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$0 $10,000 $20,000 $30,000 $40,000
Total Bail Amount
Notes: See notes to Figures 1 to 4 and Tables 2 to 6. Predicted probabilities from instrumental variables probit
regressions are shown. Specifications with controls are shown, is in Columns (2), (4), and (6) of Table 5.
Observed Bail Level
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Figure 6: Estimated Total Social Cost for Average Bail Case
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Recommended
airvalues
$0
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Total Bail Amount
Notes: See notes to Figures 1 to 5 and Tables 2 to 8. This estimated social cost is constructed using the
probabilities shown in Figure 5 and the social cost expression in Equation (19). Each probability in Figure 5 is
weighted by the social cost of that outcome. The social cost of detention is estimated as the sum of the cost to
the state plus the average defendant's value of freedom. The cost to the state is estimated to be $9,450. The
average value of freedom is estimated to be $410, and is calculated in the same way as in Table 6. The cost per
rearrest is estimated to be $20,100, and the cost per failure-to-appear is estimated to be $450. Additional details
in the text.
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Figure 7: Court Timeline
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Table 1: Summary Statistics on Bail in the United States, May 2000
At Midyear 2000...
Total Persons Incarcerated 2.1 million
Total Untried Defendants Incarcerated (Est.) 0.3 million
Total Untried Defendants Not Incarcerated (Est.) 0.7 million
Among Those Detained...
Average Bail Amount $59,700
Fraction Eventually Sentenced 0.64
Among Those Posting...
Average Bail Amount $6,200
Fraction Eventually Sentenced 0.25
Fraction Rearrested for Other Crimes 0.16
Fraction Missing at Least One Court Appearance 0.22
Notes: Total Persons Incarcerated taken from Beck and Karberg (2001)
and applies to June 30, 2000. Fraction eventually sentenced indicates
fraction who were convicted and sentenced to any prison or jail time.
Average bail amounts and fractions sentenced, rearrested, and failing-
to-appear calculated from the Bureau of Justice Statistics 2000 State
Court Processing Statistics. Sample includes felony defendants from
large urban counties who were arrested for state-level offenses on
selected days in May, 2000. We also use this sample to estimate the
Total Untried Defendants figures. We do this by measuring pre-trial
time served, pre-trial time out on bail, and post-trial time served for
each defendant. The fraction who are untried and detained is estimated
as total pre-trial detention time divided by total time served, where
totals are summed over all defendants in the data. The fraction who are
untried and out on bail is estimated as total time out on bail divided by
total time served, also summed over the defendants in the data.
Sentence lengths are available for defendants in the data, but not time
served. Following Durose and Langan (2003), we assume offenders
sentenced to state or federal prisons served 55% of their maximum
sentences. We assume offenders sentenced to local jails completed
their entire sentences. For life and death sentences, maximum sentence
length is assumed to last from the time of sentencing until age 75. To
convert these fractions into totals, we assume that fraction untried is the
same for these felony defendants in the data as for the overall prison
population (including those held for municipal and federal offenses).
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Table 2A: Guidelines from the Philadelphia Bail Experiment (1981 dollars)
BAIL GUIDELINES: JUDICIAL DECISION
Date Log # Name of defendant Police photo # Calculated by
Guidelines Matrix
Probability of failure
/Guidelines / Judicial
Decision / Decision: O OR
k.k, ll _ _ _i. m uV q b m 
/
Cl Financial
(amount) 
IFr DECISION DEPARTS ROM GUIDELINES, REASON(S):
OHigh probability that prosecution will be withdrawn
0 High probability of conviction O Low probability of conviction
ODefendant's demeanor in court room C Sponsor present at hearing0 Defendant's physical or mental health 0 Defendant's history of court appearance
ODefendant's relationship to complaining witness
OTo cause guardian to be informed of defendant's arrest
ODefendant poses specific threat to witness or victim
O resence of warrants, detainers, or wanted cards
Oother (explain):
Decision by
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a'
1.1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
LAW HIGH
Group I Group Group III Group IV Group V
101 101 ROR ROR J OR
R01 10 ROR ROR RO ROROR ROR ROR 0 ROR I
___________ __________ - ~$500ROR ROR ROR ROR ROR
$500ROR ROR 1 ROR  ROR-
- $1,000
_.......... ....ROR ROR OR ROR- ' O$300-
$1,000 $1,000ROR ROR ROR ROR- $300-
- $1,000 $1,000
ROR ROR ROR ROR- : $300-
$1,000 , $1,000
ROR ROR RO $500- $500-
$1,500 $1,00
ROR ROR ROR 0 500- S500-
-1,500 $,500 $500
.~l0lllllllelll
ROR- RO - ROR- $500- $5s00-
$1,500 $1,500 $1,500 $2,0S00 $2,000............... .. ''o' ..... ,,,,,, : .9 
ROR- ROR- 500- $800- $800-$1,500 $1,500oo $ 1,500 $2,500 $3,000
$8RO- $8RO0- $1,000- $1,00- $1,5 800
$3,000oo $31,5000 $31,5000 $5,000oo $5,000
$1800- $1800- $1,000- $1,000- $1,500
$3,000 $3,000 $3,000 $5,000 $5,000
$2,000- $2,000- $2,000- $2,500- $3,000-
S7,500 $7,500 $7,500 $7,500 $10,000
"sl .'mb~l'l b '  l,~l ~ qllb,11l'qml1~ . l'~l'.n qli,~l
HRCGH
I
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Table 2B: Guidelines from the Philadelphia Bail Experiment (2003 dollars)
Charge Index of Flight/Rearrest Risk
Severity t 1 (lowest) 2 3 4 5 (highest)
15 (highest) 4,050 - 4,050 - 4,050 - 4,050 - 6,070 -15,200 15,200 15,200 15,200 20,200
14 2,020 - 3,040 -10,100 10,100
13 2,020 - 2,020 - 3,040 -6,010 10,100 10,100
12 980 - 1,620 - 1,620 -3,040 .5,060 6,070
11 0- 1,010- 1,010 -3,040 4,050 1,010
10 0- 1,010 - 1,010 -2,980 3,040 4,050
Notes: This table shows, in 2003 dollars, the bail guidelines used in the
Philadelphia Bail Experiment. Control judges used their discretion and were not
told the guideline values or the risk categories for defendants. The index of
Flight/Rearrest Risk was calculated by Goldkamp, Gottfredson and Mitchell-
Herzfeld, (1981) in the course of designing the experiment. This index is based
on prior arrests, convictions, and failures-to-appear. Cells above the bold line
are included in the regression samples. Additional details in the text.
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Table 3: Sample Means by Treatment/Control Status, Midpoint of Recommended Bail > $6,000
(1) (2)
Variable
Released
Rearrested
Failed to Appear
Bail Amount (in 2003 Dollars)
Midpoint of Recommended Bail
Charge Severity
Index of Flight/Rearrest Risk (1 to 5)
Time Until Trial
Prior Convictions
Prior Arrests
White
Male
Age
Married
Employed
Weekly Income
Fixed Address
Owns a Car
Observations
Treatment
0.46
0.08
0.10
$14,800
$9,260
14.5
3.83
91.3
1.22
4.28
0.14
0.94
26.1
0.21
0.25
$79.2
0.70
0.10
117
Control
0.34
0.06
0.09
$27,000
$9,230
14.5
3.74
85.3
1.33
4.64
0.14
0.97
26.9
0.24
0.27
$72.9
0.74
0.10
140
(3)
Difference
0.13
0.02
0.02
-$12,100
$31
0.05
0.09
6.0
-0.11
-0.35
-0.01
-0.03
-0.73
-0.04
-0.02
$6.3
-0.03
0.00
257
(4) (5)
SE For Difference
(Robust) (Clustered)
(0.06)** (0.09)
(0.03) (0.03)
(0.04) (0.03)
(3,500)** (4,700)**
(311) (209)
(0.10) (0.06)
(0.15) (0.12)
(4.8) (5.0)
(0.28) (0.21)
(0.68) (0.55)
(0.04) (0.04)
(0.03) (0.02)
(1.02) (0.91)
(0.05) (0.05)
(0.06) (0.05)
(20.0) (15.7)
(0.06) (0.06)
(0.06) (0.04)
257 257
Notes: See notes to Figures 1 and 2. Treatment judges were assigned guidelines for determining bail; control judges were not. Of the
8 treatment judges, one misinterpreted the guidelines and is excluded from the analysis. Fixed address is coded as one if the defendant
has lived at his/her present address for at least one year. For clustered standard errors, observations are grouped by judge. Additional
details in the text. Data excludes 6 treatment and 12 control observations for which bail is zero.
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Table 5: First-Stage Linear Regressions and Reduced Form Probit Regressions
(1) (2) (3) (4) (5) (6) (7) (8)
Effect of Unit Change in Treamtent for the Mean
Observation Shown for Probit Regressions
Ln(Bail Amount) Pr(Released) Pr(Failed-to-Appear) Pr(Rearrested)
Treatment -0.47 -0.48 0.13 0.15 0.02 0.03 0.02 0.03
Robust SE (0.16)** (0.13)** (0.06)** (0.06)** (0.04) (0.04) (0.03) (0.03)
Clustered SE (0.23)* (0.24)* (0.09) (0.10) (0.03) (0.02) (0.03) (0.03)
Controls? Yes Yes Yes Yes
R2 0.04 0.18
Pseudo-R2 0.02 0.13 0.00 0.05 0.00 0.06
Observations 257 257 257 257 257 257 257 257
Notes: See notes to Tables 2 to 4 and Figures 1 and 2.
Table 6: Instrumental Variables Probit Estimates
(1) (2) (3) (4) (5) (6)
Elasticity with Respect to Bail Shown for the Mean Observation
Pr(Released) Pr(Failed-to-Appear) Pr(Rearrested)
Ln(Bail Amount) -0.33 -0.36 -0.04 -0.04 -0.04 -0.07
Robust SE (0.11)** (0.11)** (0.07) (0.07) (0.07) (0.09)
Clustered SE (0.14)** (0.13)** (0.05) (0.03) (0.05) (0.09)
Controls? Yes Yes Yes
Pseudo-R 2 0.25 0.30 0.05 0.09 0.01 -0.06
Observations 257 257 257 257 257 257
Notes: See notes to Tables 2 to 5 and Figures 1 and 4. Each column shows results from a
different instrumental variables probit regression. Bail is instrumented using treatment
status. The corresponding first-stage regressions appear in Columns (1) and (2) of Table 4.
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Table 7: Estimated Value of Freedom by Defendant Risk and Charge Severity
Charge Index of Flight/Rearrest Risk
Severity 1 (lowest) 2 3 4 5 (highest)
$720 $1,040 $370 $490 $420
15 (highest) (640) (890) (350) (470) (520)
14 $370 $320
(440) (420)
~~13 ~$370 $450
(330) (490)
Notes: See notes to Figures 1 to 4 and Tables 2 to 6. Willingness-to-pay for freedom is calculated
using the release regression from Column (2) of Table 6. The expression for the value of freedom
that is estimated here is:
-2
E[Vi Xi ] = e 2 ,
as in Equation (14). Xi values are taken as the means for each risk and severity group. Clustered
standard errors shown here, calculated using the delta method.
Table 8: Estimated Socially Optimal Bail by Defendant Risk and Charge Severity
Charge Index of Flight/Rearrest Risk
Severity I 1 (lowest) 2 3 4 5 (highest)
15 (highest) $5,000 $6,000 $3,500 $4,800 $3,300
14 $4,700 Infinite
13 $4,300 $6,500
Notes: See notes to Figures 1 to 6 and Tables 2 to 7. The optimal bail minimizes the total cost of release and
detention to defendants, the justice system, and to society at large. Total social cost estimated using the
instrumental variables probit regressions in Table 5 and the expression for social cost in Equation (7):
E[(1 - Posti)* Vi baili, Xi] + (1 pPost (baili, Xi ))* CJail + pFlight (baili, Xi )* CF light + pCrime (baili, X )* cCrime
The one infinite value is a case in which no finite bail amount was found to produce lower total cost than
detention with certainty. Additional details in the text.
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Table 9: Optimal Bail Calculation
Total Social
Bail P(release) P(rearrest) P(Failure) Cost
Control judges $27,000 0.12 0.02 0.04 $9,100
Treatment
Judges $14,800 0.28 0.05 0.06 $8,100
Guidelines $9,200 0.45 0.09 0.08 $7,200
Optimal $4,200 0.73 0.18 0.13 $6,300
Notes: Each row presents key figures from the social cost calculation.
The rows are for mean empirical bail amounts set by control judges and
treatment judges; mean recommended bail, and social cost-minimizing
bail. See text for detailed description of calculations.
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Do Judges Vary in Their Treatment of Race?
David S. Abrams, Marianne Bertrand, and Sendhil Mullainathan
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Abstract
Does the legal system discriminate against minorities? Systematic racial differences in
case characteristics, many unobservable, make this a difficult question to answer. In this
paper, we answer a related question about racial bias. Do judges differ in how they
sentence minorities? We exploit the random assignment of cases to judges to answer this
question. We measure the between judge variation in the ratio of African-American to
White defendant sentence lengths and incarceration rates. In our data set, which includes
all felony cases in Cook County, Illinois from 1985-2005, we find large between-judge
variation. We also find that judge characteristics, such as age, and the judge's previous
work experience as a prosecutor or defender all predict their racial gap in sentencing.
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I. Introduction
Are outcomes in the courtroom affected by race? Specifically, are African-
Americans sentenced more harshly in criminal trials? A long-standing principal
embedded in many systems of justice is that those charged with the same crimes should
receive the same treatment. In the United States, the principal is codified in the "Equal
Protection" clause of the 14 th amendment to the Constitution.31 Differential sentencing or
conviction rates by race are presumably a violation of this clause, making this is an
important question to answer on legal grounds. This question also has broader social
connotations since there is a vast overrepresentation of African Americans in jails and
prisons. In 2004 over 40% of sentenced inmates in the US were African American, with
African-American males incarcerated at seven times the rate of White males - a vast
overrepresentation of this minority group.32 It is important to know whether the racial
gap in incarceration rates reflects a gap in crime rates, differential prosecution, or
differential conviction. Finally, this question could be important if discriminatory
sentencing could exacerbate inequalities and perhaps even lead to a self-confirming
equilibrium if expectations of racial discrimination affects criminal behavior.
Numerous studies examining this question have encountered similar empirical
hurdles. First, although almost all records produced in US courts are public record, it is
practically quite challenging to obtain a statistically significant sample. These small
31 From Article XIV of the US Constitution: "No state shall make or enforce any law which shall abridge
the privileges or immunities of citizens of the United States; nor shall any state deprive any person of life,
liberty, or property, without due process of law; nor deny to any person within its jurisdiction the equal
protection of the laws."
2 From "Prisoners in 2004", Bureau of Justice Statistics
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samples have produced quite variable estimates.33 Second, and more seriously, cross-
sectional studies suffer from a potentially severe omitted variable bias.34 Apparently
significant effects of defendant race may actually be due to omitted case characteristics
that are correlated with race, like criminal history or lawyer quality. Thus there are two
potential reasons for finding a significant coefficient on race in a cross-sectional
regression. There may be discriminatory sentencing on the part of judges or juries or it
may be criminal history or some other unobservable that drives the sentencing gap. The
central difficulty with the cross-sectional methodology is that race is not randomly
assigned, and lacking that, any regressions, and interpretations thereof, are likely to suffer
from omitted variables bias.
In this paper we are able to circumvent these problems in two ways. First, we ask
a related question that is easier to answer and helps shed light on the central issue.3 5 We
exploit the random assignment of cases to judges to help answer this question. This
ensures that unobservable differences will be the same across judges. It also allows us to
distinguish between the unobservable variables and discriminatory judges explanation for
a racial gap in sentencing. Specifically, the two different views make different
predictions about how different judges should respond to the randomly assigned case-mix
they receive. Under the unobserved variables view, where no judge is discriminatory, we
33 Given this difficulty, a number of studies (Devine, et al., 2000; Sommers and Ellsworth, 2000; MacCoun,
1989) have made use of experimental simulations of court cases. While laboratory studies allow the careful
manipulation of the variable of interest, defendant race, they suffer from questionable external validity.
Many studies simply involve having subjects read transcripts of cases, which removes potentially important
non-verbal elements of a trial. Often the subjects in simulations are college students, and thus not
representative of a jury pool. For reasons of external validity, we focus on studies using field data.
34 Numerous studies have taken the cross-sectional approach, with varying use of control variables. Some
of the more recent studies using both state and federal data include Schanzenbach, 2005; Albonetti, 1997;
Mustard, 2001; Bushway, 2001; Steffensmeier, 2000; Klein, 2000; Humphry, 1987; Thomson, 1981.
35 Ayres and Waldfogel (1994) also take a novel approach to detecting discrimination in a different legal
setting, bail setting.
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may see a difference in sentencing by race, but we will not see heterogeneity in that
difference across judges. Under the discriminatory sentencing view, as long as there is
some between judge heterogeneity in the level of discrimination, we have the opposite
prediction. It predicts that some judges will systematically sentence African Americans
at a higher rate and some will sentence at a lower rate. Thus, in this paper, we examine
whether there is significant inter-judge disparity in the racial sentencing gap.36
Second, we use a large data set to solve the sample size problem. We use data
from the state courts of Cook County, Illinois between 1985 and 2005. Using data from
all felony cases over a twenty year period, for each judge we calculate the mean sentence
length and conviction rate by race. Thus we exploit data on more than 80,000 cases.
In this data, we find significant inter-judge disparity in the racial gap in
sentencing, suggesting strong evidence for the discriminatory judges model.3 7 The
magnitude of the effect is substantial. The gap in sentence length between White and
African-American defendants increases by 21 months (compared to a mean sentence
length of 30 months and racial gap of 2 months) when moving from the 1 0 th to 90th
percentile judge in the racial gap distribution. The corresponding incarceration rate
increases by 25 percentage points (compared to a mean rate of 50% and racial gap of 14
percentage points). These substantial differences in sentencing do not go unnoticed by
attorneys. We find evidence for a greater racial gap in plea bargain rates for those judges
with higher racial gaps in sentencing.
36 There have been several previous studies that have examined overall inter-judge heterogeneity in
sentencing, but none that have looked at the effect of defendant race on this heterogeneity. See e.g.
Anderson, 1999; Payne, 1997; Waldfogel, 1991.
37 By significant, we mean that there is more between judge heterogeneity than one would expect by chance
alone. To compute these, we construct simulated data where by construction sentence length and conviction
cannot be a function of a judge-race interaction. We use this simulated data to calculate the interjudge
heterogeneity in the racial gap. We find significant excess heterogeneity in the empirical distribution
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Interestingly, judges' backgrounds also predict their differential treatment by race.
Specifically younger judges and judges who were public defenders tend to have a lower
racial gap in sentencing, whereas judges who were prosecutors or are older have a large
one. Surprisingly, the judges' own race does not predict differential response to race,
although this may be due to the lack of power since we have fewer than 10 African
American judges.
There are several possible confounds that could prevent interpreting these results
as being due to racial discrimination. There may be a correlation between type of crime
and race, and heterogeneous judicial sentencing with respect to crime. This is one
example of a broader confound, heterogeneous judicial sentencing philosophy as a
function of an unobservable correlated with race. While crime category is an example of
an observable characteristic that may have this property, there could be unobservables as
well, such as attorney quality. Additionally, under this approach, it is not possible to
distinguish discrimination from affirmative action. In future work we will be able to
address this more subtle confound using an important defendant-level outcome measure,
recidivism.
The rest of the paper proceeds as follows. In section II we describe the data from
the courts of Cook County, Illinois. We discuss our econometric methodology, including
the simulation procedure in section III. In section IV we report our basic results, and in
section V we discuss related outcomes. Sections VI presents potential confounds, and
methods of addressing them. Section VII concludes.
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II. Data Description
Our data comes from the cases adjudicated in the Cook County Circuit of the
Illinois state courts. The universe of cases includes all felonies tried between 1985 and
2004. Cook County was chosen because it is the largest unified court system in the
country, with over 2.4 million cases processed per year in both civil and criminal
courts.38 It is also a racially mixed urban area, with 48% White, 26% African-American,
and 20% Hispanic in Cook County (see Table 1). The racial breakdown in our data is
18% White, 73% African-American, and 8% Hispanic, reflecting the substantially
different rates of representation by race in the criminal justice system.
While the original data set includes over 600,000 felony charges, we only use a
subset of the data for which there is random assignment of cases to judges. We discuss
the primary restrictions used to obtain this subset. Individual case may have multiple
defendants and multiple charges. In the data the number of charges per case ranges from
1-132 (see Table 2), but the mean is close to 1. We retain one defendant and only the
most severe charge for each case, since sentencing across charges for a given case will be
highly correlated (and is practically very difficult to disentangle). We restrict the data to
defendants who are African-American or White for ease of interpretation (excluding the
8% of defendants classified as Hispanic). All cases were initiated between 1991 and
2002. The start date is used because it was impossible to verify random assignment of
cases prior to 1991. The end date is used to allow sufficient time for completion of cases
initiated towards the end of the time range (since some cases can take several years to
adjudicate). Murder cases were excluded from the analysis because assignment of these
cases often excluded certain judges.
38 See http://www.cookcountycourt.org/ for more detailed information about Cook County Courts.
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We further limit the data to those cases adjudicated by a subset of the judges in
the Cook County Courthouse. Those judges met the following criteria: adjudicated at
least 50 total cases throughout the time period of study; adjudicated cases only at the
central courthouse location (in order to insure that all case randomization was performed
on the same set of cases); did not preside over a special type of court (like drug court);
did not have any unusual circumstances (such as length capital trials) that would have
resulted in non-random assignment of cases.
Table 2 provides information about the data set resulting from the criteria
discussed above. Most cases have only one charge associated with them in the original
data (mean 1.21). This is fortunate, because it allays potential concerns that judicial
heterogeneity in the response to multiple charges used as bargaining chips could be
driving the results. Nearly all cases (93%) result in a finding of guilt, and it may be
instructive in further work to decompose judicial heterogeneity in sentencing into the
finding and sentencing components. The vast majority of defendants in the sample are
African-American (89%) and male (83%), and young (median age of 26). The median
length of incarceration is 2 years, and the sentence length is top-coded at 60 years.
Sentencing varies substantially by type of crime, with violent crimes receiving the most
severe sentences. African-American defendants receive longer sentences on average, and
are almost 50% more likely to be incarcerated as White defendants. One of the main
aims of this paper is to determine whether there is substantial inter-judge variation in
these differential sentencing patterns by race.
Table 3 reports judicial characteristics collected from Sullivan's Judicial Profiles,
A Directory of State and Federal Judges in Chicago, The Directory of Minority Judges of
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the United States, and several other sources listed in the references. The judiciary
included in this study is largely White and male, with an average age of 51.
Approximately half of the judges have experience in private practice. Previous work as a
prosecutor is a very common characteristic of these judges, one that is shared by 78% of
them, while 24% had previously served as public defenders or defense attorneys.
III. Econometric Methodology
The central challenge in this research is determining whether the impact of
defendant race on sentencing varies across judges. One possible way to address this
problem is using an ordinary least squares regression, including judge-race interactions.
An F-test on the equality of the judge-race fixed effects would be a test of excess
heterogeneity. A shortcoming of this approach is that it imposes a restrictive functional
form on the estimation equation.
Instead we use a Monte Carlo simulation methodology. First, for each judge we
compute the outcome of interest. For example, we might compute the proportion of cases
that a judge receives in which the defendant is African-American. Or we might compute
the ratio of average sentence length for African-American defendants to that for White
defendants. We then examine the inter-judge disparity in this outcome. The inter-judge
disparity is some measure of the spread of the distribution of outcomes across judges.39
Of course, this number by itself is meaningless for three reasons: 1) small sample
variability, 2) judges drawn from different time periods and 3) time varying case mix. To
39 We use 3 different inter-percentile ranges, 25-75, 10-90, and 5-95. Other measures, such as standard
deviation or absolute mean deviation could be used as well. We choose inter-percentile ranges because we
are interested in the central tendencies of the distribution. These will not be substantially impacted by a
small number of outliers.
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quantify these concerns, what we need is a way to assess what the empirical distribution
of race gaps ought to look like in the absence of judge-race effects. To assess what this
distribution should look like, we exploit the random assignment of cases to judges.
In order to construct this distribution, we simulate new data so that each judge is
assigned a case at random from the pool of cases available that month. We then assign
the sentence from that case to this judge. In this way, we can compute a simulated
distribution of racial gaps by judge. Since we can repeat this process, we can simulate
many such distributions and examine how different the empirical distribution is from
these. For example, what proportion of the simulated distributions has a larger 5-95
spread than the empirical distribution?
The process proceeds as follows. Let X be an outcome of interest, such as
defendant race, gender, sentence length, or jailing dummy. Denote a simulated
observation by Xijs for observation i of judge j of simulation s (i,j,s > 0). Xijo refers to the
empirical data set. The data is apportioned within cells (denoted by c) in order to
approximate the actual random assignment procedure done in the courthouse.40 Create a
simulated observation Xijcs by choosing
Xijcs = XaPO
where a is chosen from U[1,Ic] and Ic is the number of observations in cell c ( is a
function of a).
Judge means may be computed for each simulated data set, s = i Xijs. Then a
measure of inter-judge disparity (such as inter-quartile range, Ds 25-75) may be calculated.
40 Since random assignment is done on a daily basis in the courthouse, this is the ideal cell size to use.
Because there is unlikely to be substantial case mix of judge variation within a month, we use one month as
the cell size for computational simplicity.
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Finally, these measures are ranked, and a p-value is found for the empirical distribution
(Do 25-75) based on where it falls in the D5 25-75 distribution.
This procedure has three benefits. First, it allows us to simulate for each judge
what sentence gap we would expect on average for that judge.4 1 This can be useful for
example when we want to produce judge-specific measures of the racial gap. Second, it
should tell us what the variability is because of small samples. This in turn should tell us
what the distribution of the inter-judge disparity measure would look like. Finally, this
distribution allows us to compute a traditional p-value. Using it we can determine the
probability of observing the particular inter-judge disparity measure we observe if cases
are randomly assigned to judges.
There are two important uses of the Monte Carlo methodology: to verify random
assignment of cases to judges, and to determine whether there is excess heterogeneity in
the interjudge racial gap in sentencing. Random assignment is tested by comparing the
heterogeneity of the empirical distribution of case characteristics to that found in
simulated data. The significance of the interjudge racial gap is tested similarly. In both
cases, the significance of the outcome is determined by its position within the distribution
generated by the simulations.
We refer to Table 4 as an illustration of the simulation for the random assignment
test. The outcome variable used to test random assignment is race42 and cells are indexed
by month. That is, we are testing that the variation in the fraction of African-American
defendants for each judge is not greater than we would expect by chance. In this
abridged data set there are six total cases, four of which were assigned to judges in
41 Because judges may vary in the time periods they serve, the expected racial gap may be different across
judges.
42 Race is a dummy that is zero if the defendant race is White and 1 if African-American.
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January. Thus the observation in simulation 1, case #1001 will be randomly chosen from
cases 1001, 1414, 3141, and 2718. Since three of the four defendants in those cases are
African-American, there is a 75% chance that the simulated data point will be African-
American. In fact, in simulation 1, the simulated defendant race is indeed African-
American.
This procedure is repeated for each observation in table 1 to produce a full
simulated data set. The process is then repeated 500 times to produce 500 simulated data
sets. For each simulated data set, the mean of the race variable is then computed by
judge, as in the distribution shown in Figure 1. In the example, the fraction of African-
American defendants is calculated for Judge Wapner, Judge Judy, Judge Dredd, etc, with
the corresponding histogram similar to Figure 1. We then calculate a measure of
dispersion of this simulated distribution, for example, the interquartile range. This
measure is computed for each of the 500 simulations. The data is then reduced to a
distribution of these simulated interquartile ranges, shown in Figure 2. We then compare
the empirical interquartile range to the simulations to obtain an estimate of how likely the
empirical distribution occurred due to chance.
IV. Results
We now present our main findings on the role of race on inter-judge sentencing
heterogeneity. We apply the Monte Carlo methodology discussed in the previous section
to the Cook County felons data set. Of critical importance to any conclusions we may
draw from inter-judge heterogeneity is that cases are randomly assigned. We test this in
several ways.
79
Figure 2 displays the results of the simulation using defendant race as a check for
random assignment of cases. Since the empirical interquartile range falls squarely in the
middle of the simulated distribution, we conclude that there was no systematic bias in the
distribution of defendant race among judges in our sample. Figure 3 reports the results of
the random assignment check using defendant gender as the case characteristic of
interest. We find a p-value of .32 and therefore cannot reject the null that cases were
randomly assigned to judges, with respect to defendant gender.
We perform the same Monte Carlo simulations using several other specifications
as well, and find similar results. We additionally test case type and defendant age as case
characteristics. We further use different measures of the spread of the distribution of case
characteristics, including 10-90 percentile range and 5-95 percentile range. All
distributions of observable case characteristics support the basic, crucial finding: cases
were randomly assigned to judges. Based on the random assignment of all observables
we can test, we conclude that judges will receive the same distribution of unobservable
case characteristics as well. Thus comparisons across judges are attributable solely to
their characteristics and preferences, and not to differences in case types.
In Figure 4 we examine how much inter-judge variability there is in the
incarceration rate, regardless of defendant characteristics. We may reject the null that
mean sentence length does not vary by judge with a p-value of less than .001. The
validity of these results rest heavily on the random assignment established above. If
cases are not randomly assigned to judges, the disparate sentence lengths awarded by
judges may be driven by differing case characteristics. In the absence of this type of case
heterogeneity, we conclude that there is substantial heterogeneity in judicial sentencing.
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These findings are consistent with previous research into inter-judge sentencing disparity.
Anderson et al. (1999) found significant inter-judge sentencing variation in federal
courts. They further found that this disparity was reduced only slightly by federal
sentencing guidelines.
As mentioned above, we find in table 2 that there is a substantial difference in the
rates at which judges send African-American and White defendants to jail. Now we may
determine whether there further is inter-judge heterogeneity in this racial gap. Figure 5
reports this finding, and it is significant. The interquartile range of the empirical
distribution of the racial gap in jailing rates is substantially more diffuse than if judges
were sentencing with no regard to race. That is, we find a highly significant judge-race
interaction in rate of incarceration with a p-value of .002.
This result indicates that there is a differential response for the judges in our
sample when it comes to deciding whether to incarcerate defendants of different races. In
Figure 6 we observe a similar effect for sentence lengths, although the effect is just barely
significant at the 5% level. The implication is similar: there is substantial excess inter-
judge variation in the black-white sentencing gap than we would expect from sampling
variation alone. This excess variation supports the hypothesis that race plays an
important role in judicial sentencing.
Thus far, we have reported results using the interquartile range as the measure of
dispersion of the distributions of interest. As discussed before, there is no one "correct"
measure of the spread of a distribution. We suggest that in the context of the courts, one
should be most concerned with the central distribution of judge effects. The public belief
that most cases will yield similar outcomes, regardless of judicial assignment is vital to a
81
perception that the legal system is "fair". It may also be of substantial importance to the
satisfaction of the equal protection clause of thel 4th amendment.
It is important to gain an idea of the magnitude of the inter-judge racial gap in
sentencing. Table 5 reports the effect of a shift from a judge at the 2 5 th percentile of the
black-white sentencing gap to the 75th percentile judge to be an increase of 7 months in
sentence length and 15 percentage points in probability of incarceration. This is a
substantial increase compared to a mean sentence length of 30 months, sentencing gap of
2 months; mean incarceration rate of 50% and racial gap of 14 percentage points. The
difference between a defendant who is randomly assigned to the 10th percentile judge
versus one assigned to the 9 0 th percentile judge is even more striking. There the
sentencing gap increases by 21 months, while the probability of incarceration rises by a
full 25 percentage points.
V. Relating Disparities
Given the establishment of the inter-judge heterogeneity in the sentencing gap, the
question naturally arises of the correlates of the gap. Are African American judges more
likely to have higher racial gaps in sentencing or the opposite? Are former prosecutors
more likely to sentence African-American defendants to incarceration than Whites? We
make use of data on judicial characteristics described in section II to begin to answer
some of these questions.
Table 6 reports results from regressions relating certain judge characteristics to
the judge-specific racial gap in sentence length, incarceration rate, and harshness.
Harshness is a linear combination of sentence length and incarceration rate calculated by
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using principal components of those variables. Perhaps the most interesting finding
shown here is the rational response of defendants or their attorneys to judges with higher
racial gap fixed effects. There is a significant correlation between the racial gap in plea
bargain rates and the gap in sentence length and harshness. It appears that those African-
American defendants appearing before judges with large racial gaps in sentencing tend to
plea-bargain at substantially higher rates than Whites, relative to defendants with judges
with lower racial gaps. Assuming defendants are risk-averse, this seems to be the rational
response.
There is also a significant correlation between the sentence length gap and overall
sentencing severity. The analogous correlation is evident for harshness, as well, although
not for incarceration rate.
Table 7 reports correlations of the racial gap in harshness with judicial
characteristics. Most strikingly, judges who are former defense attorneys are likely to
have a smaller racial gap in harshness, whereas former prosecutors tend to have a higher
racial gap. This finding seems to harmonize with popular beliefs of selection into and
effect of those types of legal positions on individual sympathies. These individual
sympathies are not supposed to play a role in judicial decision-making, although this
seems to be evidence that they do.
Older judges also tend to have a higher racial gap in harshness. This finding may
also correspond to the notion that racial bias has been decreasing with more recent
cohorts. This finding cannot be explained by the increasing presence of African-
American judges on the bench, however, as we find no effect of judicial race on the
harshness racial gap. The same is true for the effect of gender.
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VI. Confounds
These results are consistent with racial discrimination in the judicial system.
Some judges show a much larger racial gap in sentencing than other judges. Several
confounds, however, potentially limit our ability to interpret these data. In this section,
we describe the major confounds and discuss what we can do about them.
First, African-Americans may commit different crimes than Whites and judges
may have different sentencing policies to different crimes. For example, suppose some
judges are stricter on violent crimes than others and suppose African-Americans commit
more violent crimes. This correlation would lead to the appearance of heterogeneity in
racial gaps in sentencing even if judges were race blind. One strategy for accounting for
these differences in crime categories is to simply control for the actual crime committed,
which we are able to do in some of our specifications. We find the same results when we
do control for crime or look only at particularly categories of crime.
Second, a related confound produces more problems. Suppose there are
unobservable (to us) features of the case, which some judges care more about than others.
For example, there may be details of the crime that are not captured by the statute the
person is being charged under. Alternatively, there may be details of the evidence (such
as use of DNA tests), which are not in our data set. These unobservable case features
could in principle generate the type of variation we observe if these unobserved features
vary systematically across race groups. This would happen in the above example if DNA
evidence were more used against one race group. It is hard to understand why under this
model, judge characteristics such as age and having been a prosecutor or defender
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systematically predict the race gap. In future work we will examine this issue in more
detail by examining recidivism rates across race groups.
Finally, another issue is interpretational. We have been discussing the race gap
implicitly as suggestive of discrimination against African American defendants. It is
possible, however, that the heterogeneity in the race gap reflects favoritism towards
African-American defendants. For example, suppose unobservable case characteristics
dictated that an unbiased racial gap in sentencing would be 10%. In this case
heterogeneity in the race gap between 1% and 10% would indicate a great deal of
favoritism not discrimination. As with the above confound, we may deal with this issue
by examining recidivism rates.
VII. Conclusion
In this paper we have sought to shed some light on the influence of race in judicial
sentencing practices. Previous research has largely made use of OLS regressions in
trying to address this topic. This approach may suffer from omitted variables bias, which
could substantially impact not only the magnitude of the measure influence of race, but
also the direction of the impact.
We make use of the random assignment of cases to judges in order to address
omitted variables bias. Since case assignment is random, judges will receive the same
distribution of case characteristics, both observed and unobserved. Thus if all judges are
unbiased, one would expect the racial gap in sentencing to be the same across judges, to
within sampling error. The core of our analysis is establishing what the gap would be for
unbiased judges, and comparing this with the actual data.
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This is accomplished using a Monte Carlo simulation, sampling from the actual
data, but mechanically breaking the judge-defendant race link. We find that there is
substantial excess heterogeneity in the empirical distribution both of the racial sentencing
gap and racial incarceration rate gap. The impact of these gaps on sentencing disparity is
substantial. In moving from a defendant assigned to the 10th percentile judge versus one
assigned to the 90th percentile judge, the sentencing gap increases by 21 months, while
the probability of incarceration rises by a full 25 percentage points.
While race clearly plays a role in judicial decision-making, using this data alone
we cannot make statements about its optimality. That is, we can only say that judges
vary in their treatment of race, but not whether this is evidence for discrimination or
reverse discrimination. In order to address this in future work we will examine the
differential impact on recidivism.
In order to shed more light on the role of race in judicial decisions, we examine
judicial characteristics that correlate to the racial sentencing gap. We do not find
evidence that judicial race or gender correlate with the racial sentencing. We do find that
previous work experience and age are good predictors of judicial sentencing
characteristics. Judges with previous experience as defenders tend to have a lower racial
gap, while former prosecutors have a higher one. Older judges also have a higher racial
gap. In sum, the evidence of heterogeneity in sentencing by race among judges -
associated with characteristics such as age and prior experience- suggests that courtroom
outcomes are not race blind, and may contribute to the overrepresentation of African-
Americans in the prison population.
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Table 1: Summary Statistics for Cook County and Chicago, IL
Cook County Chicago Court Data
Population Percent Population Percent Population Percent
White (Non-Hispanic) 2,558,709 0.476 907,166 0.313 120,389 0.180
Black (Non-Hispanic) 1,390,448 0.259 1,053,739 0.364 487,732 0.731
Other 355,844 0.066 181,467 0.063 3,031 0.005
Hispanic 1,071,740 0.199 753,644 0.260 56,328 0.084
Total 5,376,741 1.000 2,896,016 1.000 667,480 1.000
Source: U.S. Census Bureau; Census 2000, Summary File 3 (SF 1) 100 Percent
data; P4. HISPANIC OR LATINO, AND NOT HISPANIC OR LATINO BY
RACE [73] - Universe: Total population
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Table 2: Descriptive Statistics
St.
Mean Dev. Median Minimum Maximum
Number of charges
Disposition (guilty = 1)
Plea
Length of Incarceration (days)
Length of Incarceration (conditional on guilt)
Length of Incarceration (conditional on non-zero)
Fraction African-American
Fraction Male
Age
Probation
Incarceration (dummy)
Type of charge
Drugs
Violent Crime
EFT
Other
Recidivism
Sentence Length by Charge Type
Drugs
Violent Crime
EFT
Other
Sentence Length by Race
African-American
White
Sentence Length Conditional on non-zero by race
African-American
White
Incarceration by Race
African-American
White
Cases/judge
Judges
Cases
1.21
0.93
0.59
895
960
987
0.89
0.83
28.6
0.27
0.51
0.56
0.11
0.12
0.2
0.16
696
1436
960
1115
1.23
0.25
0.49
1254
1261
1282
0.32
0.37
10
0.44
0.5
0.5
0.31
0.33
0.4
0.37
564
2439
842
1705
903 1256
826 1233
995 1283
921 1268
0.53
0.37
1759
0.5
0.48
1560
46
80916
96
1
0
0
0
0
1
0
0
16
0
0
132
1
1
21900
21900
21900
1
1
89
1
1
I
0
0
0
0
0
1
1
1
1
1
1
1
720
730
730
1
1
26
0
1
0
0
0
0
0
540
730
730
730
720
540
730
720
1
0
1621
0
0
0
0
0
0
1
1
0
0
50
16425
21900
10950
21900
21900
21900
21900
21900
1
1
5343
Notes: EFT stands for embezzlement, fraud, or theft. Data includes felony cases begun in
Cook County district court between 1991-2002. See additional explanation in text.
Table 3: Judicial Characteristics
Mean
Male
White
Age
Private Practice
Defense attorney
Prosecutor
84
63
51
52
24
78
Observations 46
Notes: Data includes felony
cases begun in Cook County
district court between 1991-2002.
See additional explanation in text.
Table 4: Monte Carlo Simulation Example
Real
Data Simulation 1 Simulation ...
Case
Judge # Date Race Race Race
Wapner 1001 1/1/2000 Black Black White
1414 1/15/2000 White Black Black
Judy 3141 1/5/2000 Black Black Black
6789 3/12/2000 White White Black
Dredd 2718 1/20/2000 Black White Black
8765 2/29/2000 Black Black White
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Table 5: Impact of Judicial Heterogeneity in Sentencing by Race
Change in
Judge Percentile Shift Change in Sentence Length
Incarceration Gap (months)
25%- 75% 0.15 7
10% - 90% 0.25 21
Table 6: Correlation with Judge Fixed Effects
Black/White Black/White ratio
ratio in sentence in incarceration Black/White
Dependant variable length rate ratio in harshness
Incarceration rate 0.56 0.44
(0.58) (0.57)
Sent. length (*1000) 0.54 -0.10
(0.22) (0.20)
Overall harshness 0.22
(0.12)
Plea bargain rate 0.55 -0.10 0.80
(0.25) (0.24) (0.53)
Black/White ratio in plea
bargain rate 0.83 0.33 1.68
(0.27) (0.26) (0.58)
R^2 0.32 0.07 0.22
Observations 45 45 45
Standard errors in parentheses; Bold coefficients are significant at 10% level
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Table 7: Correlation with Judge Characteristics
Dependant variable
Male judge? (Y=1)
Black/White ratio
0.25 0.01
(0.51) (0.55)
in harshness
0.01
(0.54) (
Judge's age
Black judge? (Y=1)
Overall harshness
Judge was public
defender? (Y=l)
0.03
(0.02)
0.45
(0.34)
0.03
(0.02)
0.27
(0.37)
0.21
(0.17)
0.03
(0.02)
0.27
(0.36)
0.15
(0.17)
0.05
(0.02)
0.17
(0.33)
0.15
(0.16)
-0.84
(0.48)
Judge was prosecutor?
(Y=1) 1.28
-0.42
R^2 0.16 0.19 0.27 0.39
Observations: 35 35 35 35
Standard errors in parentheses; Bold coefficients are significant at 10% level.
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0.13
(0.50)
-
More Guns, More Time:
Using Add-on Gun Laws to Estimate the Deterrent Effect of
Incarceration on Crime
David S. Abrams
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Abstract
Knowing the magnitude of the deterrent effect of incarceration on crime is crucial to
optimal policy setting. In this paper I make use of sentence enhancements in gun robbery
sentence lengths caused by add-on gun laws to attempt to estimate this impact. Since
defendants subject to add-ons would be incarcerated in the absence of the law change, the
short-term effect will be solely deterrent. I take advantage of the temporal variation in the
passage of these laws in different states to identify the causal impact of the law change. I
find that add-on gun laws result in a significant reduction in gun robberies, approximately
5% within the first three years of passage, for the average add-on gun law. The results are
robust to a number of tests, and do not appear to be due to a large spillover to other types of
crime.
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I. Introduction
How much does the threat of incarceration deter crime? The answer to this
question is of crucial importance in formulating criminal sentencing policies. An increase
in sentence length for any given crime may reduce the incidence of criminal acts by
deterring potential offenders, but it also increases the length of time offenders are
incarcerated and are hence unable to commit additional offenses. Each effect has
different implications for our crime prevention and punishment system. Distinguishing
between these two effects - the deterrence effect and the incapacitation effect - is one of
the most challenging problems in the economics of crime. This paper seeks to isolate the
deterrent effect of sentencing by exploiting variation in penalties induced by add-on gun
laws.
Add-on gun laws stipulate sentence enhancements for defendants convicted of
using a firearm in the commission of a crime. These type of laws grew popular in the
United States in the 1970s and 80s, with 30 states adopting one of these laws by 1996
(Vernick and Hepburn, 2003). Add-on gun laws provide a unique set of natural
experiments that can be used to distinguish the deterrent effect of incarceration from the
incapacitative effect. The key to the approach in this paper is the fact that add-on laws
apply only to defendants who would otherwise receive sentences of incarceration. Thus
the short-term impact of an add-on gun law should be purely deterrent.
For concreteness, consider the change in the gun robbery rate between the month
before and the month after an add-on gun law goes into effect, in a jurisdiction where
robbery carries a sentence of 5 years and the add-on is 3 years. After the law change,
criminals convicted of gun robbery will now receive 8 year sentences instead of 5. If
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there is no deterrent effect of the add-on law, there will be no difference in the number of
defendants newly incarcerated the month before the introduction of the add-on law and
the month after. Thus, if there is a change in the number of gun robberies in the month
after the law's introduction, it cannot be due to a change in incapacitation, and the change
may be attributed to the deterrent effect of the increased sentence length.
There are several characteristics of add-on gun laws that make them ideal for
isolating the deterrent effect of incarceration. First, they are generally only applied in
cases where the underlying crime would merit a sentence of at least several years, which
allows a reasonable period of time to detect the deterrent effect. Second, add-on laws
were adopted in many different states, yielding many separate experiments for the
analysis. This is an advantage over most previous studies of deterrence, which usually
focus on a single state (see e.g. Loftin and McDonall, 1989; Kessler and Levitt, 1999).
Finally, add-on laws were adopted in at least four decades, during which there was
substantial variation in crime rates. The temporal and cross-sectional variation in
adoption of add-on laws makes it possible to control for time trends and state fixed
effects.
Understanding the impact of incarceration has grown more important over time as
incarceration rates in the United States have grown by 250% between 1980 and 2004.43
The total U.S. incarcerated population in 2004 stood at 2.25 million, with the U.S. having
the highest incarceration rate worldwide (Walmsley, 2005). These vastly increased
numbers have led to recent interest in reexamining the efficacy of current policies.
43 See the Bureau of Justice Statistics website for recent data on incarceration rates:
http://www.ojp.usdoj.gov/bjs/
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The relative impact of incapacitation and deterrence are of first-order importance
in understanding how to effectively reduce crime. If deterrence is very small, increasing
sentence lengths would only reduce crime by taking potential offenders off the streets for
longer periods of time. This is a very expensive proposition, with jailing costs around
$100/day (see e.g. Dilulio and Piehl, 1991; Waldfogel, 1993). Alternatively, if
deterrence is substantial, then increasing sentences offers a relatively low cost means of
reducing the incidence of crime. If tougher sentences make a potential criminal less
likely to offend then the state reduces crime without bearing the cost of enforcing the
penalties. This type of rationale may be found in much of the literature on the economics
of crime, going back to Becker's initial work in the 1960's.
One of the implications of Becker's model of crime is that the most cost-effective
crime-fighting strategy is one with very large fines and low probabilities of detection.
Risk-neutral potential criminals will be equally deterred as with lower fines and higher
probability of detection, but the cost to society will be much lower.44 Of course this is
only true if defendants can be made to pay the high fines. This is one of the reasons that
incarceration is in such common use - the penalty must be credible. Similarly, if lengthy
sentences (analogous to large fines) substantially decrease defendant likelihood of
committing crime, they should be a cost-effective way to reduce crime, perhaps even in
conjunction with a decrease in policing.
A great deal of research has gone into empirically testing various aspects of
economic models of crime. Levitt (1996) uses prison overcrowding litigation to identify
44 Polinsky and Shavell (1999) show that if disutility of imprisonment is less than linear in time, increasing
policing and decreasing lengths of incarceration may be optimal. Their model would still imply a deterrent
effect of increased incarceration, although smaller than if disutility of imprisonment is linear or greater than
linear in time.
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an incapacitative effect of incarceration and finds that incarcerating an extra prisoner
results in a 15 crime reduction per year. Katz, Levitt, and Shustorovich (2003) find
evidence for a significant deterrent effect of dangerous prison conditions. A number of
studies have looked at changes in gun laws in individual jurisdictions (e.g. Britt, Bordua
and Kleck, 1996; Loftin and McDowall, 1984). The mixed results found in those papers
may be partially explained by the substantial importance of prosecutorial and judicial
discretion, discussed in Tonry (1992) and Kessler and Piehl (1998).
Several papers have approached the question of deterrence using similar
techniques as in this paper, with varying conclusions. Recently, David Lee and Justin
McCrary (2005), report that although sentence lengths in Florida increase considerably
upon reaching age 18, crime rates do not show a substantial drop. They attribute this lack
of response to myopia on the part of criminals. Kessler and Levitt (1999) take a similar
approach as in this paper, making use of sentence enhancements in California to estimate
deterrence.4 5
The work that this paper most closely resembles is that of Marvell and Moody
(1995) in which they examined the effect of gun laws on a range of outcomes. The
authors assemble a data set on firearm sentencing enhancements and test their impacts
using panel data on both prison populations and crime. The authors find little evidence
for impact of these laws on either category of outcome.
Although making use of the same law changes, this paper differs substantially in
methodology, outcomes of interest, and conclusions from Marvell and Moody. Most
significantly, Marvell and Moody are estimating a combined effect of both deterrence
45 The Kessler and Levitt paper has recently received criticism for part of its methodology, detailed in
Webster, Doob, Zimniring (2005).
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and incapacitation, whereas this paper focuses on isolating the deterrent effect. Their
regressor of interest is a dummy variable that is one any time after the adoption of an
add-on gun law. Making use of this regressor, along with an unbalanced panel gives
substantially higher weight to states with early adoption of add-on laws. One further
methodological difference is that this paper uses difference in differences are to estimate
effects, whereas Marvell and Moody's specification for gun robberies identifies the
effects from time series variation alone.
The strategy in this paper for estimating the impact of increased sentence length
follows similar lines to some of the aforementioned studies, but differs in key ways.
First, I use an event study methodology in order to make greater use of the temporal
variations in the data. Second, conclusions drawn from this research are easily
generalized due to the length and breadth of the data set used. The sample in this study is
extremely representative of the country as a whole, since most states passed an add-on
gun law at some point in the period investigated. It also uses a time series almost 40
years long, which lends strength to the belief that the findings are not location and time
specific. Third, the primary type of crime examined, robberies, is of significant interest
because of its relative prevalence and substantial negative impact. Fourth, a great deal of
the paper is spent testing alternate specifications in an attempt to fully explore the
sensitivity of the findings to choices of specification. Carefully checking that estimations
are robust is of particular importance in the crime literature where the data is often noisy,
clear experiments are rare, and confounds are plentiful. Finally, I attempt to address
difficulties that affect many studies with one-time rule changes in calculating correct
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standard errors (Bertrand, Duflo, Mullainathan 2003). I do so by constructing placebo
laws and estimate standard errors using a Monte Carlo simulation.
I find evidence for a deterrent effect of sentence enhancement in the form of add-
on gun laws. The preferred specification yields a statistically significant point estimate of
a 5% reduction in gun robberies within 3 years of the add-ons. I run numerous
specifications to address a host of potential confounds and gain a more thorough
understanding of the impact of add-on gun laws.
One concern regarding the impact of sentence enhancements is of unintended
spillover effects. If add-ons simply cause a shift from gun crimes to non-gun crimes,
only looking at gun crimes will overstate the effect. I test for this possibility by
examining outcomes for non-gun robberies, and find that there was a decrease there as
well. I further test for another plausible crime substitute, burglary, where there also
appears to be a decline following add-on gun laws.
According to the economic model of crime, add-on gun laws should impact all
crimes committed with the use of a gun. Gun assaults do not exhibit a significant
response to add-on penalties, although the data is somewhat noisier than for robberies.
This evidence supports the notion that assaults are often "crimes of passion" and thus
individuals who commit assaults are not well-described by the rational criminal model.
One difficulty with a clean interpretation of the central result is that the decrease
in crime slightly precedes the effective date of the law. While this may be an anticipatory
enforcement response or a consequence of mean reversion of crime rates, evidence is
presented that supports the view that the timing is due to a criminal response following
the date of passage of the law. A number of alternate specifications generally support the
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central conclusion of a decrease in the gun robbery rate within the first three years of
introduction of add-on gun laws.
The rest of the paper proceeds as follows. Section II provides a brief background
of firearm sentencing enhancements and a description of the data. Section III presents
the main specifications along with a discussion of potential interpretations and
confounds. Section IV presents the main empirical results. In Section V a number of
alternate specifications and robustness checks are discussed; Section VI concludes.
II. The History of Add-on Gun Laws and Data Description
An add-on gun law, as used in this paper, is a state law which mandates enhanced
prison sentences for defendants convicted of a felony who are further found to have used
or been in possession of a firearm in the commission of the felony. These types of laws
became popular in the 1970s with the aim of reducing armed crimes. Over 30 states
currently have add-on gun laws in their statutes, with most states adopting the laws in the
1970s and 80s. Figure 1 shows the cumulative frequency and geographical distribution of
the timing of add-on law adoption across states.
This paper, presents an investigation into changes in crime rates around the
introduction of add-on gun laws. There are two different dates that could be relevant in
causing a response in crime rates and thus two different sources for the law changes. The
first uses data obtained from Vernick and Hepburn (2003) on the date the add-on law
became effective.4 6 Use of this date is premised on fully-informed criminals rationally
responding to changes in penalties precisely when they occur. Alternatively, it is possible
46 This data is largely based on Marvell and Moody (1995) with a number of updates and corrections.
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that the publicity and debate surrounding an imminent change in the law or uncertainty
about the law's effective date had an impact on potential criminal behavior before the
change actually occurred. Thus several specifications explore changes in criminal
activity at the time of the date of passage of the add-on gun law. These data were
collected by the author from state criminal codes and state legislative journals and are
summarized in Table 1.
Add-on gun laws were a prominent example of legislative efforts to reduce the
incidence of crime beginning in the 1960s.47 Widespread legislation acting to increase
penalties served as attempts to deter potential criminals and incapacitate potential
reoffenders. Closely related to gun add-on laws, and also designed to curb crimes
involving firearms, are mandatory minimum laws. These laws are distinct from add-on
laws because they do not necessarily increase the sentence length for a given defendant,
but only provide a lower bound on his or her sentence length. Identifying the deterrent
effect of increased incarceration time using changes in behavior around the time of the
introduction of mandatory minimums poses a relatively complex problem since in many
cases the minimum does not bind.48 Nevertheless, the introduction of mandatory
minimum laws provides a good proxy for any state specific unobserved characteristics
which may be associated with both changes in the incidence of crime and the decision to
introduce gun add-ons. For this reason, the introduction of mandatory minimums is
4 7 Around the same time, sentencing guidelines were introduced around the country. Their purpose was to
standardize sentence lengths but they also led to more severe sentencing in many cases.
48 I run specifications using mandatory minimum gun laws alone to check for a significant effect, but do not
find evidence for one. Additionally, the coefficients on the mandatory minimum dummy variables are
provided in Table 2.
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included in the empirical specifications and permits improved identification of the
deterrent effect of the add-on law.
The key identifying assumption in this paper is that add-on gun law adoptions are
exogenous. Although most add-on gun laws were enacted in the 1970s, due to the
aforementioned national trends, the particular timing in a state is to a large degree
random due to the vagaries of the political process within each state. This assumption
plays a critical role in allowing the empirical tests to distinguish between general trends
in crime rates in a given state and changes in behavior that are attributable to the
introduction of the add-on law.
The Uniform Crime Reports (UCR), compiled by the FBI, contain the longest and
broadest dataset on crime in the United States.4 9 The latest reports consist of data
collected from over 17,000 law reporting agencies, a number that has increased
substantially over time. The increase in reporting agencies within each state poses an
empirical challenge. Including all agencies reporting in a given time period will lead to a
substantially unbalanced panel: later dates would receive much more weight. Thus for
the main specifications, I construct a set of the 500 most populous agencies that report
data for the full sample range (1965 - 2002). Twenty-one agencies are added to this data
set for a total of 521 to ensure that every state is represented by at least 3 agencies.5 0
49 Another substantial dataset frequently used to study the impact of criminal legislation is the National
Crime Victimization Survey. This data set has some advantages over the UCR in that it may capture
crimes that go unreported to the police. However the data does not include geographic identification and
thus cannot be used in the current research. "State codes are not available in the National Sample because
of confidentiality restrictions" (BJS 1998). City level files are available for 26 major cities for the years
1972-1975. These were not used due to the short time span available.
50 There is one exception to this rule. There were only two districts in Vermont that reported for the full
time period.
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The uniform crime reports are known to contain substantial numbers of data
errors, particularly at the agency level (Maltz and Targonski, 2004). Part of the data
cleaning process required examination and correction of the data by hand, which
necessitated limiting the data to the most populous agencies as described above. The data
set used covers approximately 40% of the contemporary US population. I also use an
alternate specification where data is aggregated to the state level. This has the advantage
of being somewhat less noisy, but the difficulty that the numer of agencies encompassed
by a state varies over time.
There are several different types of data within the UCR including reported
offenses, unfounded offenses, offenses cleared (cases in which arrests are made), and
juvenile offenses cleared. In this study, I use reported offenses rather than arrests as the
primary measure of the incidence of crime. This choice is made to try to address the
concern that policing might be modified to focus on gun crimes in response to or
contemporaneous with add-on gun laws. A modification in policing behavior in response
to legislative changes would be reflected in the number of offenses cleared and
complicates the task of isolating the responsiveness of criminal activity to the new law.
There may also be a change in crime reporting behavior in response to a law change or
the ensuing publicity, but reported crime rates are used on the assumption that reporting
will likely be less sensitive to law changes than policies. Within each category of
offenses there are counts by reporting agency and by type of offense. Important to this
study is the fact that, since 1965, counts of robberies and assaults have been distinguished
by type of weapon involved. Reported gun robberies are the primary focus of this study
111
due to data availability and the presumption that they are more likely to be "economic
crimes" than assaults.5 '
III. Methodology
The empirical challenge is to isolate the effect of add-on gun laws, estimate their
impacts, and try to minimize the possibility that estimates result from something other
than deterrent effects of the laws. With this in mind I adopt an event study methodology
for some specifications, which takes advantage of the variation in adoption date and
magnitude of add-on gun laws across states. I perform various falsification checks,
including testing the date of law adoption versus the effective date, using placebo
implementation dates, adding further controls, and restricting the data set. I test several
models allowing for variation in the immediacy of impact of the law. I test several
different outcomes: gun robberies, gun assault, non-gun robberies, and burglaries. I
control for lagged prison population data, police population share, economic variables,
and demographic variables.
51 Definitions from the Uniform Crime Reports:
Robbery - The taking or attempting to take anything of value from the care, custody, or control of a person
or persons by force or threat of force or violence and/or putting the victim in fear. Separate counts are
included for Firearm Robbery (i.e., any firearm is used as a weapon or employed as a means of force to
threaten the victim or put him in fear).
Assault - An unlawful attack by one person upon another. Firearm Assault includes all assaults wherein a
firearm of any type (e.g., revolver, automatic pistol, shotgun, zip gun, rifle, etc.) is used or its use is
threatened.
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A. Central Specification
The initial test for the impact of add-on gun laws is a simple difference in
difference,
Yat =Addonst + s + t + st +mmst + at(1)
Here Yat is the outcome of interest, namely a per capita crime rate, or log per
capita crime rate. The variable Addonst is a dummy that is one in states with an add-on
gun law in force, within n years of the add-on date (where n varies across different
specifications), and zero otherwise.52 Xs allows for permanent differences across states in
crime rates (state fixed effects). Any national trends in crime will be absorbed into the
year dummies (t). Potentially important time varying state characteristics are controlled
for with the vector xt. Controls include poverty rate, unemployment rate, racial
composition, age composition, lagged police population share, and lagged imprisoned
population.5 3 They also include a dummy for whether the state has a mandatory
minimum law in force. The coefficient signifies the impact of the add-on gun law.
Errors (at) are allowed to be heteroskedastic and correlated within states. Thus robust
standard errors are clustered at the state level and population-weighted.
One potential shortcoming of the specification in (1) is that it doesn't allow for
state-specific trends in crime that could impact a state's likelihood of adoption of an add-
on gun law. Adding these trends reduces the burden of exogeneity of the add-on laws:
now the timing must simply be exogenous once state-specific crime trends are accounted
for. The following specification adds the state-time trends (ost):
52 Since there are only two examples of repeals of add-on gun laws (California in 1977 and Tennessee in
1989) there will be tremendous autocorrelation in this variable. This makes standard errors prone to
potential underestimation, as discussed in Bertrand, et al (2004). Both clustering standard errors by state
and estimating standard errors using placebo laws are used to correct this problem.
53 Data for control variables were kindly made available by John Donohue.
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Yat = fAddont + s + + w t + mms t (2)
This specification is also estimated using robust, population-weighted errors.
B. Event Study
To obtain a more precise understanding of the impact the add-on gun laws have
year-by-year after their effective dates, it is useful to group agencies together according
to the time period relative to the add-on date in their state. This results in an event study
methodology similar to that employed by Jacobson, Lalonde, and Sullivan (1993) in
order to identify earnings losses of displaced workers:
Yat = EfliD + + t + + (3)
i>-n s s t at
The outcome as before is a measure of the crime rate at the agency level, and A., %t, Ost,
xt, and Eat are as described above. The major distinction is that now there are multiple
variables of interest, the Pi which indicate the impact of the add-on gun law at various
different times relative to the law's effective date. The Dsti are dummy variables that are
1 in state s if period t is exactly i periods after the effective date in that state, and zero
otherwise. For example, in Arkansas the add-on year is 1981, so the i=3 dummy will be
1 in 1984. The relative time index, i, may take on negative values to allow for any
potential effects prior to the add-on date. This methodology is powerful in that it conveys
a lot of information about the dynamics of the response to the add-on gun laws.
114
C. Triple Difference
The magnitude of the add-on sentence is another source of variation that can be
exploited to further assess the deterrent effect of these laws. I interact the magnitude of
the add-on with the timing dummies in a triple difference specification:
Yat = qAddon t * Terms + /Addonst + OTerm + 2 + y t+x +MM + mmst + (4)
One would expect a greater deterrent effect in jurisdictions with greater add-on penalties.
I test for this by estimating the coefficient on the interaction of the sentence term and
add-on timing dummy.
D. Lagged Dependant Variables
Thus far all models presented have made the assumption that crime is determined
by contemporaneous variables, or lags of regional characteristics, such as prison
population. It certainly seems plausible, however, that current levels of crime could be
impacted by previous levels of crime. For example, a high level of crime in period t-1
could lead to a change in police vigilance, a quantity that is not readily quantifiable. This
in turn could lead to a decrease in crime in period t. Another story which also leads to
this sort of structure would be one where previous levels of crime are informative to
prospective criminals in a way that is not fully accounted for in the control variables.
Higher levels of crime in period t-1 could indicate greater likelihood of success, and thus
a higher level of crime in period t. We can express this model with a lagged dependant
variable as follows:
Yst = Pyst-1 + fAddonst +Xst +mmst + AS +t St (5)
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The addition of the lagged dependant variable complicates the estimation
procedure, relative to the models previously discussed. In particular, the fixed effect
estimator thus far employed will be biased in the presence of a lagged dependant
variable. This intuitively must be so since by the definition of a fixed effect, the lagged
endogenous variable would be correlated with the error term. Given this difficulty, we
follow the estimation procedure outlined in Arellano and Bond (1991).
First we may reinterpret all variables as deviations from the period means. This
eliminates Yt. Next, take the first difference of equation (5) (first aggregating all variables
in state s at time t into Dst):
Yst -Yst -1 P(Yst-1 - Yst - 2) + 8(Ds t -Dst ) + (st -Sst1) (6)
Ordinary least squares estimation will be inconsistent since the lagged dependant variable
will be correlated with the error term through common period t-1 terms. Thus an
instrumental variables approach is necessary to produce consistent estimates. Arellano
and Bond propose using lagged values of the dependant variable and the other regressors
as the instruments for the first differences. Their use requires the identifying assumption
that a kt lag may be used as an instrument only if there is no kth order serial correlation.
As in Arellano and Bond (1991), I make use of the GMM procedure to optimally take
advantage of this identifying assumption.5 4
Since the validity of the GMM procedure crucially hinges on the identifying
assumptions, they must be tested. An Arellano-Bond test for autocorrelation in panel
data is used to test the assumption of serial correlation for different orders. Further, a test
of overidentifying restrictions that is robust to heteroskedasticity is also performed.
54 There is one further assumption that is made, namely the standard assumption about the exogeneity of the
other control variables being used for instruments.
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E. Change in Slope
A further methodological point is the choice made thus far to focus on the
coefficient on yaddon, ie a difference in means before and after add-on gun laws. This
choice has been made because a shift in mean crime rate is what the economic theory of
crime predicts as the response to an increase in sanctions. However, one could certainly
imagine behavioral theories of crime in which there is both a change in mean of crime
rates and a change in time trends relative to a change in sanctions.
In fact, it is quite likely that the response to this policy change will not be
instantaneous, and a more accurate representation would include a higher order terms of
relative time to allow for adjustment to the new regime. To estimate this type of model
one would simply need to add a polynomial in time relative to the add-on gun law
effective date as in Equation (7).
Yat = gAddon t + OAddonst * relyr+ + yt + cot +xS +mm st + t (7)
F. Estimating the Period of Pure Deterrence
The aim of this paper is to separately identify a deterrent effect of incarceration.
Thus it is necessary to distinguish between changes in crime rates post add-on
introduction due to the fact that convicted criminals are now incarcerated for longer
periods of time and the fact that some potential offenders may have been deterred. This is
done by restricting attention to crime rates within the three years immediately following
the add-on law introduction. A three year time period is chosen because, based on the
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distribution of sentence lengths dictated by state laws, it seems reasonable to conclude
that the vast majority of defendants would be incarcerated for at least three years, even
without add-ons. Hence they would have been incarcerated and prevented from
reoffending over the relevant time period with or without the add-ons. That is, the
likelihood that they reoffend is not affected by the increased sentence length they would
have received after the add-on introduction. The effect of any change in crime rates
within three years of the law change may be interpreted as a deterrent effect.
The estimate of three years was found as follows: Data on the minimum and
maximum sentence for 1 st degree robbery (or its equivalent) was collected from state
statutes for 47 of the 50 states. The distribution of the maxima and minima are shown in
Figure 2. The mean minimum sentence length is 5.5 years and the median 5 years. For
the maximum the numbers are 16.5 and 13.5 years, respectively. It is possible that some
defendants serve less than the minimum time, receiving time off for good behavior
(although truth-in-sentencing laws have reduced the likelihood of this happening over
time). Ideally, one would prefer an empirical distribution of time served by state, but no
such data set appears to exist for the required years. A three-year time span was hence
chosen as a conservative estimate of the time during which those prisoners prevented
from reoffending by incarceration would have been removed from the set of potential
offenders independent of the introduction of an add-on gun law.
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IV. Empirical Findings
A. Main Results
The first empirical results are from a regression of reported log gun robberies per
capita on post add-on dummies, using the specification in Equation (1). Table 2 presents
the results, with each column representing a separate regression. The log specification is
preferred because it counts equivalent relative declines in per capita gun robberies
equally. "Balanced panel" indicates that data points were included only if they were
within 7 years prior to, or 6 years after the effective date for an add-on law. This is the
maximum range of data that is available for all states that passed add-on laws. In half of
the specifications the data is restricted to years after 1974 due to the fact that there is a
discontinuity in several variables in a large number of agencies in 1975 in the UCR
data.5 5 Panels A, B, and C differ in the number of years included in coding the post add-
on dummy. For example, in panel B, the add-on law dummy is one for the first two years
following the add-on law effective date and zero otherwise. All errors reported allow
for intra-state correlation and are weighted by state population. All specifications
included state and year effects, and the controls discussed in section III.
Log per capita crime rate is the preferred dependant variable in this paper and its
preference may be illustrated by the following example. Assume Miami has a pre-gun
law level of 20 gun robberies per 100,000 residents and Phoenix has a pre-gun law level
of 10 gun robberies per 100,000 residents. We might believe that the severity of the
impact of a marginal crime decreases with level of crime, so a reduction from 10 to 5 gun
55 Staff members at the National Archive of Criminal Justice Data, which houses the publicly available
UCR data set, were unable to account for this break in the data.
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robberies per 100,000 residents is more meaningful than one from 20 to 15 per 100,000
residents. If this belief about social preferences is accurate, it is appropriate to focus on
the logarithm of the per capita rate of gun robberies as the outcome of interest. I also run
regressions using per capita crime data as the dependant variable. These results are
reported in part C of Section V.
Across specifications there appears to be a consistent finding that gun robbery
rates decline after add-on gun laws go into effect. The impact is insignificant in the first
year, but is significant at the 1% level after two or three years. The coefficients in Table
2 yield an estimate of the magnitude of the impact of the impact. Although the
coefficients vary somewhat across specifications, there is a decline of 6-14% within the
first two years and 5-18% within the first three years of introduction of the law. In the
preferred specification, which is the most conservative, with a balanced-panel restricted
to post-1974 data and including state-specific time trends, there is an impact which seems
to level off to 6% within two years, and 5% within three years. Note that the addition of
state-specific time trends does not affect the coefficient substantially. This provides
some support for the notion that the timing of add-on gun laws is exogenous.56
In order to attempt to identify the timing of the impact of the law, I estimate
equation (3) using log per-capita gun robberies as the dependant variable. The results,
reported in Table 3 and Figure 3, support the findings discussed above. Gun robberies
rates (both with and without controlling for state trends) are fairly stable in the years
preceding implementation of an add-on gun law, then decline for approximately three
years and then level out. One surprising feature of Figure 3 is that it appears that the
56 Wolfers (2006) notes that adding state-specific time trends in Friedberg (1998) causes a large change in
coefficients and casts some doubt on the assumption that at-will divorce law passage was exogenous.
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downward trend may begin slightly before the effective date. I discuss the timing of the
impact of the law in part A of Section V.
The evidence from UCR data on gun robberies supports the notion that criminals
are deterred by the implementation of add-on gun laws. There are a number of important
confounds that could be belie this interpretation, and they are addressed at length in
Section V. But it is important to take note of the strength of the evidence presented here.
By using panel data with state and time fixed effects, I have attempted to rule out that
spurious results could be obtained due to an overall national time trend in crime, or cross-
sectional endogeneity in passage of add-on gun laws. Adding state trends increases the
strength of the exogeneity assumption by ruling out endogenous response in law passage
not just to levels, but also to state trends in crime. Making use of timing dummies
relative to the law effective date allows for the detection of the dynamic response of
crime relative to implementation of the law.
B. Gun Assaults and Total Assaults
If the economic model of crime is accurate, one should observe a deterrent effect
of add-on gun laws on all types of gun crimes. The other category of crime reported in
the UCR that is broken down by type of weapon used is assaults. Assaults are often
considered to be "crimes of passion" and thus less easily described by the economic
model of crime. Nevertheless, one might expect that some fraction of assaults do have an
indirect economic motive, or at least respond to changes in penalties.
Using UCR data on reported gun assaults, I test for a deterrent effect of add-on
gun laws on gun assaults, and find no significant effect. Table 4 reports results from
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specifications described by equations (1) and (2) and Figure 4 displays coefficients from
the specification in equation (3). It is difficult to discern much of a pattern around the
add-on law effective date from the figure. However, Table 4 tells a somewhat different
and intriguing story. Add-on laws do not appear to have a significant effect on gun
assaults within one, two or three years of the effective date. Still, almost all of the
coefficients on gun assaults are negative, suggesting weak deterrence on gun assaults.
The magnitude of the impact is substantially smaller than for gun robberies, with the
preferred specification yielding a point estimate of a 1% decrease in gun assaults within
three years of the add-on law effective date. This evidence suggests that assaults may be
weakly deterred, but that they do not conform to the economic model of crime as well as
robberies, thus supporting their characterization as crimes of passion.57
C. Non-gun Robberies and Burglaries
While one expects add-on gun laws to directly decrease the number of crimes
involving guns, the laws may increase or decrease non-gun crimes. Add-on gun laws will
increase non-gun crimes if guns and other weapons are good substitutes and criminals
shift towards other weapons or types of crime. Alternatively, add-on gun laws may
reduce non-gun crimes if individuals choose whether or not to be a generalist career
criminal based on the total expected returns of criminal and alternative careers.
Decreased expected returns due to add-on gun laws could lead criminals to shift into the
legitimate sector and thus reduce all levels of crime.
57 Not reported here are analogous regressions run using total assaults as the dependant variable. As with
gun assaults, most estimates are insignificant, but notably all coefficients are positive. While the finding
here is weak, it does indicate that there may be some substitution from guns to other weapons for assaults,
in response to add-on gun laws.
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Data from both non-gun robberies and burglaries appear to support the career
criminal model over the substitution model. First I investigate the effect of add-on gun
laws on total robberies and those using weapons other than guns, with results presented in
Tables 5 and 6 and Figure 5. There is no evidence in any of the regressions for the
substitution model, as almost all estimates for the short-term impact of add-on gun laws
on non-gun robberies and total robberies are negative. Not surprisingly, the effect of
non-gun robberies is not as substantial (or significant) as that on gun robberies, with the
preferred specification yielding a three year impact of-3%. This is the same point
estimate obtained for total robberies, although most specifications yield estimates with
slightly higher magnitudes for total robberies. Turning to the relative year dummy
specification reveals a similar temporal pattern, but of smaller magnitude, for both non-
gun robberies (Figure 5) and total robberies (not reported) as for gun robberies.
It appears that criminals do not substitute for guns with other weapons in order to
commit robberies, but perhaps they substitute different crimes for robbery when the price
of using a gun increases. Burglary is the closest substitute to robbery of data available in
the Uniform Crime Reports. Table 7 reports a statistically significant 5% decline in
burglaries per capita in the three years following introduction of an add-on gun law (in
the preferred specification). Turning to the event study methodology provides evidence
of a similar temporal pattern relative to the add-on date for burglaries, as for gun
robberies and non-gun robberies.
It appears that a number of different types of crime are being impacted by the
implementation of add-on gun laws. As discussed above, these results support the career
criminal hypothesis. There are also other potential explanations for the similar time
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pattern of crime reduction, for example, a change contemporaneous to implementation of
gun laws (like a broad crackdown on crime) or a mean-reverting crime process with
endogenous legislative implementation of add-on gun laws. These potential confounds
and a number of specification checks are discussed in Section V.
V. Addressing Confounds
A. Timing of the Decline in Crime
Thus far I have presented evidence for a deterrent effect of add-on gun laws,
leading to a decrease in gun robberies per capita of about 5% within the first 3 years of
passage. However, the timing of the decrease in crime is somewhat troubling: part of the
decline in gun robberies begins prior to the effective date of the add-on law, even when
controlling for state-specific time trends. There are several possible explanations for this
finding. The most damaging to the deterrence hypothesis is the possibility that states
pass laws in response to a run-up in crime, and the decline is simply reflecting mean
reversion in crime rates. The fact that a decline in crime prior to the effective date of the
law persists even when state trends are included casts some doubt on this explanation.
Other specifications using higher order polynomials for state time trends were tested with
substantially similar results to those presented.
Another possible interpretation is that potential offenders may learn about the law
through ongoing public debate and discussion and modify their behavior in anticipation
of the law change. Thus far I have used the date the law went into effect in a given state
as the key independent variable. But this date is often months or even years after the law
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has been debated in the legislature. There is some evidence (Pogarsky, et al. 2004) that
potential criminals often have very noisy information about potential penalties they may
face. This may lead to a weakened overall deterrent effect, but also to a modification of
the timing in the response to penalty changes. New laws are likely to receive the most
publicity around the time of passage and the law may well have the greatest effect on
behavior when potential offenders hear of it for the first time, which is likely to be at the
time of its most widespread publicity. To test this hypothesis, I gather the dates of bill
proposals or passage (the former are difficult to obtain for a number of states, but the
latter may be found in state codes or legislative histories) and report these in Table 1.
I replicate the regressions above using the date of bill passage instead of
implementation, and report the results in Figure 7. Now the timing of the response of
crime to add-on gun laws is shifted. The greatest declines in gun robbery rates occur in
the first two years following the date of passage of the law, before leveling out. This
supports the hypothesis above regarding the timing of criminal response, and suggests an
interesting direction for future research- that of dissemination of penalty information
among potential criminals.
B. Impact of Mandatory Minimum Laws
One of the most significant potential confounds of the deterrence interpretation is
the possibility of other policy changes contemporaneous with add-on gun laws. Of
course the contemporaneous change would have to occur in those states that passed add-
on gun laws and at the same time. The most likely candidate for such a contemporaneous
change is a mandatory minimum law. Many of the same states that adopted add-on gun
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laws also adopted another type of law aimed at reducing gun violence, mandatory
minimums. These laws provide for a lower bound on sentences for crimes involving the
use of a firearm. As discussed previously, since mandatory minimums are often not
binding, it makes a deterrence interpretation problematic.
I test for an impact of mandatory minimum laws using the same methodology as
used for add-on gun laws. Table 2 presents coefficients on mandatory minimum law
dummies in regressions including add-on law dummies as well. None of the coefficients
on the mandatory minimum dummies are significant. The same results were found when
running specifications including only mandatory minimum dummies, without those for
add-on laws. In Figure 8 I report coefficients from the event study specification, relative
to the effective date of mandatory minimum laws. While there appears to be a downward
trend in per capita gun robberies following introduction of mandatory minimum laws
(especially in the specification including state trends) the magnitude is small relative to
the standard errors, and the impact is statistically insignificant. Mandatory minimums
appear to have at best a weak effect on gun robberies, thus ruling out this policy change
as the driver of the main results.
C. Robustness Checks
To check the robustness of the finding of a deterrent effect of add-on gun laws, a
number of other specifications were tested. I discuss potential confounds and how they
were addressed.
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1. Linear Specification
In all specifications presented thus far, the log crime rate has been used as the
outcome. The choice of log was discussed in part A of Section IV, but there may be
reasons why the simple crime rate would be the preferred outcome. If for example, one
preferred the assumption that equal changes in crime rates should be treated equally,
regardless of initial level of crime, then crime rate is the better outcome. Figure 9
presents coefficients from the event study methodology where the outcome is per capita
gun robberies. The pattern is very similar to that found using log per capita gun robberies
as the outcome.
Table 8 presents coefficients from a number of robustness checks. The basic
specification in the table is to report the effect of add-on gun laws on log gun robberies
per capita within the first 3 years of the effective date. In the first row of Table 8, the
coefficients from the linear specification are presented (and thus the outcome is gun
robberies per capita). While a number of the coefficients are insignificant at the 5%
level, most are significant at the 10%, and they are all negative and of a magnitude in
accord with the coefficients found using log crime rates.
2. Restricted comparison group: only states ever passing add-on laws
Another potential concern is that the comparison group for the basic specification
uses all states, regardless of whether they ever passed an add-on gun law. If there is a
secular difference in the time series between states adopting add-on laws and those not
adopting them (not already captured by controls) this could impact the results. In
regressions restricted to those states that ever pass an add-on gun law (Table 8, row 2), I
find very similar coefficients to those presented in Table 2.
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3. State Level Data
Since the laws of interest in this study are at the state level, it is useful to compare
the results to those obtained using aggregate state-level data sets. State-level data has the
advantage of being substantially less noisy than agency data, and incorporates a
considerably larger fraction of the U.S. population. However, as noted before, it has the
disadvantage of representing a widely varying population. I find that the impact of add-
on gun laws on gun robbery rates using state level data is similar to that found using
agency level data (Table 8, row 3).
4. Population and Weighting
Population data provided in the UCR was used both to calculate crime rates and to
weight data appropriately, and thus all reported results are sensitive to population data.
Several specification checks were performed to ensure that the results are not due to
spurious population numbers. They include running the regressions unweighted by
population (Table 8, row 4), using number of incidents as the dependant variable (rather
than per capita- reported in Table 8, row 5), and not allowing agency populations to vary
over time (Table 8, row 6). All of the specification checks yielded a negative impact of
the add-on gun laws on gun robberies, although the first two were statistically
insignificant.
5. Higher order time trends
State legislatures may respond not simply to trends in crime, but to an
acceleration in crime rates increases, or to short term spikes that are not easily captured
using linear trends. Not including higher order time trends in the regressions allows for
the possibility that some of the nonlinearity observable in the pre-addon periods in Figure
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3 is due to this phenomenon. I addressed this concern by adding a cubic function of time
to the basic regressions (Table 8, row 7), with the central findings unchanged.
D. Triple Differences
If sentences of larger magnitude have a greater deterrent effect, one would expect
to see a larger drop in gun robberies in those states with a larger add-on prison term. This
dimension, add-on sentence term, can be interacted with the previous difference in
difference to yield the triple difference specification presented in Equation (4). The
addition of a third dimension can be used to address the confound of contemporaneous
policy changes as long as one does not expect a correlation between add-on magnitude
and contemporaneous policy changes.
One empirical difficulty with estimating the triple difference is that data on the
add-on sentence term is quite noisy. A number of states have fairly large ranges for their
add-on sentence lengths, and thus the coding of this variable is difficult.58 Perhaps due to
this fact, the results from the triple difference regressions (Table 9) are largely
insignificant. While insignificant, however, the coefficients are almost all negative
providing weak evidence against the contemporaneous policy change possibility.
E. Lagged Dependant Variables
As discussed in Section III, part D, crime rates may be a function of their lagged
values and thus should be modeled using a lagged dependant variable specification, as in
Equation (5). In order to address the violations of OLS assumptions inherent in
5 8 When states have a range of add-on sentence length I used the minimum add-on term.
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estimating a model of this kind, I make use of the instrumental variables method
described in Arellano and Bond (1991) and Blundell and Bond (1998). I use all lags of at
least two years in per capita guns robberies, along with differences of the control
variables to instrument for the lagged dependant variable, with the results shown in Table
10. 5 9 I also report tests of the identifying assumptions of the instrumental variables
strategy.
The Arrelano-Bond test for autocorrelation in panel data shows strong evidence
for rejecting the assumption of no first order autocorrelation (p<.002), but cannot reject
the assumption of no higher order autocorrelation (2nd through 5 th order autocorrelation
was tested). The Hansen J statistic was calculated for the overidentifying restrictions,
and could not reject the hypothesis that the instruments were jointly exogenous. The
specification yields an insignificant estimate that there was a 6% drop in the rate of gun
robberies within three years of the add-on gun law effective date, using the preferred
specification. Thus it appears that any bias caused by omission of the lagged crime rate
is not substantial, and this solidifies the main results.
F. Trend Breaks
As discussed in part E of Section III, a fuller behavioral model of crime might
predict a response in crime rates that would not fully be captured by a mean shift in crime
rates. In order to address this possibility, I estimate equation (7), which adds a break in
crime time trend relative to the add-on law effective date. I did not find evidence for a
significant shift in slope using this specification (Table 8, row 8). This is likely due to
the fact that the mean shift captures most of the pre-post add-on shift in crime. However,
59 In order to use the techniques outlined in the above papers, I aggregated data to the state level.
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the addition of higher order terms of relative time, motivated by a more detailed
behavioral theory of dissemination of information on sanctions to potential criminals
could prove to be a fruitful question for future research.
G. Placebo Laws
Bertrand et al. (2004) point out that standard errors in difference-in-difference
regressions are often misestimated. This problem is particularly apparent in studies like
this where the independent variable of interest is a dummy for a one-time law change,
and therefore has substantial autocorrelation. I address this potential difficulty by
adopting both of the remedies suggested in the paper: clustering standard errors, and
using placebo laws60 to generate standard errors.
All errors reported in the tables are clustered by state; in Table 11 I report
standard errors generated by a Monte Carlo simulation. For each iteration of the
simulation, a set of placebo laws was generated, by choosing with replacement from the
effective dates for the actual add-on laws. A new effective date (or none) is assigned to
each state. A series of regressions are run using the placebo laws, and the point estimates
recorded. The simulation is iterated 500 times, and the resulting standard errors reported
in square brackets in Table 11.
The specification in this table is slightly different from those discussed previously
for three reasons. The data used is at the state-month level and the window of time used
is symmetric around the add-on law effective date. For example, the two year impact
uses data from two years prior to until two years after the add-on effective date.
60 Helland and Tabarrok (2004) provides an excellent example of the importance of using placebo laws.
They show that some of the most significant results found by Lott and Mustard in their 1997 paper become
insignificant when using standard errors generated by placebo laws.
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The findings corroborate those found previously using annual data. There seems
to be a substantial deterrent effect of the add-on laws, which increases over the first three
years. The coefficients in these regressions are not directly comparable to those from the
annual ones, although they do seem to indicate a somewhat larger magnitude of impact of
the add-on laws.
Importantly, the coefficients are still significant in a number of the specifications
even when using the confidence intervals generated using the placebo laws. The standard
errors generated by the simulation are larger than those being used previously, although
the clustering already makes a substantial correction to the standard errors. The placebo
laws provide a strong test of the validity of the proceeding analysis, which appears
robust.
VI. Conclusion
The question of how to best reduce crime is of great importance to all members of
society. Incarceration is currently by far the favored method in the United States, and it
acts primarily through two channels, incapacitation and deterrence. Disentangling the
relative contributions of the two channels is of primary importance in establishing
sensible sentencing policies.
In this paper, the introduction of add-on gun laws was used to isolate the deterrent
effect of incarceration. Since defendants sentenced under add-on gun laws receive
sentences of several years for their underlying crime, any impact on crime within the first
several years of an add-on gun law may be interpreted as due solely to its deterrent effect.
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I find that this effect on gun robberies is significant, with a per-capita reduction of
5% within three years of the law's effective date. This reduction in gun robberies does
not seem to come at substantial expense from criminals substituting to other types of
crime. Non-gun robberies and burglaries appear to display a weaker response to add-on
laws, but in the same direction, which supports a theory of criminal career choice. The
timing of the response in crime is difficult to understand under the economic model of
crime, but evidence is presented that indicates that the response to law changes begins
around when laws are passed, rather than when they become effective. This evidence
suggests that further research into the dissemination of information about sanctions
among potential criminals might be rewarding.
It is difficult to rule out that passage of add-on gun laws may be an endogenous
response of legislatures to trends in crimes, or that contemporaneous policy changes may
be responsible for some of the findings. Numerous alternate specifications are presented
to attempt to verify the robustness of the central findings. Triple differences and lagged
dependant variable specifications produce insignificant results, but directionally
supportive of the main findings. Various restricted data sets were tested, as were
different controls and time trends, with most specifications reinforcing the findings from
the main specification. A Monte Carlo simulation was performed using placebo laws,
and the basic results were still significant when using the confidence intervals from the
simulation.
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Figure 1
Add-on Gun Laws by Date of Enactment
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Figure 2
Distribution of Minimum and Maximum Sentences in all States
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Figure 3
Response of Log Reported Gun Robberies to Add-on Gun Laws
Years since (until) implementation of Add-on Gun Law
St. Err. - No state trends * No state Trends
|a--.-State trends
All regressions control for state and year fixed effects. For details, see tables.
Figure 4
Response of Log Reported Gun Assaults to Add-on Gun Laws
Years since (until) implementation of Add-on Gun Law
|®% ,,* ........ St. Err. - No state trends No state Trends
|s*-- State trends
All regressions control for state and year fixed effects. For details, see tables.
139
'i
rwr
a)
0
n,
'A
tc
C
O30)0
-J
C0
UL)
U
C
0
._.WE
C,
'13
w03U)I]30ca
c:
Figure 5
Response of Log Reported Non-Gun Robberies to Add-on Gun Laws
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Figure 6
Response of Log Reported Burglaries to Add-on Gun Laws
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Figure 7
Response of Log Reported Gun Robberies to Add-on Gun Laws
Date of Passage Specification
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5
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All regressions control for state and year fixed effects. For details, see tables.
Figure 8
Response of Log Reported Gun Robberies to MM Gun Laws
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Table 1 Dates of Passage for Add-on Gun Laws
State
Arizona
Arkansas
California
Colorado
Connecticut
Delaware
Florida
Georgia
Idaho
Maryland
Massachusetts
Michigan
Missouri
Montana
Nevada
New Hampshire
New York
North Carolina
Ohio
South Dakota
Tennessee
Utah
Virginia
Washington
Wyoming
Date
5/13/1974
2/27/1981
11/15/1976
5/10/1976
6/8/1993
3/29/1973
7/3/1974
4/7/1976
2/25/1977
3/27/1972
8/13/1974
2/11/1976
6/24/1976
5/13/1977
5/3/1973
7/5/1977
9/17/1996
3/26/1994
10/5/1982
3/14/1985
3/29/1976
2/11/1976
3/24/1975
3/27/1984
3/8/1979
Text
Approved by the Govemrnor
Approved
Approved
Approved
Signed
Approved
Approved by the Govemrnor
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Became a law
Ratified
Approved
Signed
Approved
Approved
Approved
Approved
Approved
Statute (or Bill Number)
Chapter 144
Act 252
Chapter 2
House Bill No. 1111 
House Bill No. 7332
?77
Chapter 74-383
No. 1408
Chapter 10
???
Chap. 830
Public Act No. 6
C.C.S.H.B. 1231, 997, 1024,1116,1332, and 1346
Chapter 584 95-2206.17
Assembly Bill No. 234
Chapter 403
Chapter 650
Chapter 22
Amended Substitute Senate Bill No. 199
Chapter 192
Chapter No. 768
Chapter 9
Chapter 628
Chapter 209
Chapter 158
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Table 2: Impact of Add-on Gun Laws on Log Reported Gun Robberies Per Capita
Panel A: One year Impact
Annual Reported Gun Robberies per 100,000 residents
Post Add-on Law -0.04 -0.06 -0.05 -0.02 -0.06 -0.07 -0.04 -0.01
Effective Date (0.06) (0.04) (0.03) (0.02) (0.07) (0.05) (0.03) (0.02)
Post MM Law Effective -0.04 0.00 -0.12 -0.13 0.01 -0.07 -0.07 -0.10
Date (0.07) (0.08) (0.10) (0.09) (0.06) (0.07) (0.16) (0.10)
State-specific time trends n y n y n y n y
Balanced Panel n n y y n n y y
Restrict to Post-1974 n n n n y y y y
Observations 15516 15516 2975 2975 12979 12979 2234 2234
R-squared 0.17 0.18 0.18 0.19 0.16 0.18 0.18 0.19
Panel B: Two year Impact
Annual Reported Gun Robberies per 100,000 residents
Post Add-on Law -0.12 -0.14** -0.11** -0.08** -0.14 -0.15** -0.10** -0.06*
Effective Date (0.07) (0.04) (0.03) (0.02) (0.07) (0.05) (0.02) (0.02)
Post MM Law Effective -0.03 0.02 -0.10 -0.11 0.02 -0.05 -0.05 -0.09
Date (0.07) (0.07) (0.10) (0.09) (0.06) (0.07) (0.15) (0.10)
State-specific time trends n y n y n y n y
BalancedPanel n n y y n n y y
Restrict to Post-1974 n n n n y y y y
Observations 15516 15516 2975 2975 12979 12979 2234 2234
R-squared 0.17 0.18 0.18 0.19 0.17 0.18 0.18 0.19
Panel C: Three year Impact
Annual Reported Gun Robberies per 100,000 residents
Post Add-on Law -0.14 -0.17** -0.13** -0.09** -0.17 -0.18** -0.11 ** -0.05*
Effective Date (0.08) (0.05) (0.04) (0.02) (0.09) (0.06) (0.03) (0.02)
Post MM Law Effective -0.02 0.04 -0.10 -0.10 0.04 -0.04 -0.04 -0.10
Date (0.07) (0.07) (0.10) (0.09) (0.06) (0.06) (0.15) (0.10)
State-specific time trends n y n y n y n y
BalancedPanel n n y y n n y y
Restrict to Post-1974 n n n n y y y y
Observations 15516 15516 2975 2975 12979 12979 2234 2234
R-squared 0.17 0.18 0.18 0.19 0.17 0.18 0.18 0.19
* significant at 5%; ** significant at 1%
Note - The data consists of agency-year level observations. Standard errors reported in parentheses are clustered at the
state level to allow for intra-state correlation in error structure. State and year effects are included in all specifications.
Controls include poverty rate, unemployment rate, racial composition, age composition, lagged police population
share, and lagged imprisoned population share.
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Table 3: Impact of Add-on Gun Laws on Reported Gun Robberies Per Capita
i 1 1i
Year relative to law
effective date
-6 26
(1'
-5 10
(2'
-4 2.3
(21
-3 16
(2(
-2 20
(31
-1 20
(2'
0 -2.
(2
I -I
(21
2 -22
(2
3 -21
(2.
4 -15
(3(
5 -16
(3
6 -24
(31
Annual Reported Gun Robberies per
100,000 residents
.63 47.55**
9.73) (14.02)
.35 30.44
4.43) (17.99)
30 28.74
8.82) (17.06)
.03 47.46
9.19) (26.69)
.02 59.11*
1.37) (27.45)
.15 64.31
9.13) (31.10)
41 46.23
1.74) (30.92)
5.50 34.95
1.85) (36.34)
7.57 27.99
3.52) (39.56)
8.74 35.99
5.48) (41.10)
9.58 26.85
).94) (35.04)
6.06 26.26
2.14) (29.99)
4.42 15.77
1.62) (26.72)
Log Annual Reported Gun Robberies per
100,000 residents
0.20* 0. 17**
(0.10) (0.05)
0.13 0.12*
(0.09) (0.05)
0.14 0.15*
(0.09) (0.06)
0.16 0.19*
(0.10) (0.09)
0.18 0.24**
(0.11) (0.08)
0.15 0.23*
(0.1 1) (0.10)
0.06 0.15
(0.11) (0.10)
-0.07 0.04
(0.12) (0.12)
-0.20 -0.09
(0.14) (0.12)
-0.22 -0.06
(0.16) (0.15)
-0.16 -0.05
(0.17) (0.16)
-0.15 -0.03
(0.17) (0.16)
-0.23 -0.02
(0.15) (0.15)
State-specific time
trends n y n y
Observations 7060 7060 7060 7060
R-squared 0.30 0.32 0.18 0.19
* significant at 5%; ** significant at 1%
Note - The data consists of agency-year level observations. Standard errors reported in parentheses are clustered at
the state level to allow for intra-state correlation in error structure. State and year effects are included in all
specifications. Controls include mandatory minimum law dummy, poverty rate, unemployment rate, racial
composition, age composition, lagged police population share, and lagged imprisoned population share.
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Table 4: Impact of Add-on
Within one year post add-
on law effective date
Within two years post add-
on law effective date
Within three years post add-
on law effective date
State-specific time trends
Balanced Panel
Restrict to Post-1974
Observations
R-squared
n
n
n
15486
0.33
Gun Laws on Log Reported Gun Assaults Per Capita
Annual Reported Gun Assaults per 100,000 residents
0.01 -0.02 -0.01 0.01 0.02 -0.04 -0.01 0.03
(0.03) (0.03) (0.02) (0.02) (0.03) (0.03) (0.02) (0.02)
0.00 -0.03 -0.04 -0.01 0.01 -0.05 -0.03 -0.00
(0.04) (0.04) (0.02) (0.02) (0.04) (0.04) (0.02) (0.01)
-0.00 -0.03 -0.04 -0.01 0.01 -0.05 -0.04 -0.01
(0.05) (0.04) (0.03) (0.02) (0.05) (0.04) (0.02) (0.02)
y
n
n
15486
0.34
n
y
n
2964
0.37
y
y
n
2964
0.37
n
n
y
12954
0.32
y
n
y
12954
0.33
n
y
y
2223
0.39
y
y
y
2223
0.40
* significant at 5%; ** significant at 1%
Note - The data consists of agency-year level observations. Standard errors reported in parentheses are clustered at the
state level to allow for intra-state correlation in error structure. State and year effects are included in all specifications.
Controls include mandatory minimum law dummy, poverty rate, unemployment rate, racial composition, age
composition, lagged police population share, and lagged imprisoned population share.
Table 5: Impact of Add-on Gun Laws on Log Reported Non-Gun Robberies Per
Annual Reported Non-Gun Robberies per 100,000 residents
Within one year post add-
on law effective date
Within two years post add-
on law effective date
Within three years post add-
on law effective date
State-specific time trends
Balanced Panel
Restrict to Post-1974
0.01 -0.04 0.02 0.00 -0.01 -0.02 -0.01 0.01
(0.04) (0.02) (0.03) (0.02) (0.03) (0.02) (0.02) (0.02)
-0.01 -0.06* -0.01 -0.01 -0.04 -0.05* -0.04** -0.02
(0.04) (0.03) (0.03) (0.02) (0.03) (0.02) (0.01) (0.01)
-0.03 -0.09* -0.03 -0.04* -0.06 -0.06* -0.06** -0.03
(0.04) (0.04) (0.03) (0.02) (0.04) (0.02) (0.01) (0.02)
n
n
n
y
n
n
n
y
n
y n y n y
y n n y y
n V y y y
Observations 15294 15294 2911 2911 12866 12866 2209 2209
R-squared 0.20 0.21 0.25 0.26 0.18 0.18 0.23 0.23
* significant at 5%; ** significant at 1%
Note - The data consists of agency-year level observations. Standard errors reported in parentheses are clustered at the
state level to allow for intra-state correlation in error structure. State and year effects are included in all specifications.
Controls include mandatory minimum law dummy, poverty rate, unemployment rate, racial composition, age
composition, lagged police population share, and lagged imprisoned population share.
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Table 6: Impact of Add-on
Within one year post add-
on law effective date
Within two years post add-
on law effective date
Within three years post add-
on law effective date
State-specific time trends
Balanced Panel
Restrict to Post-1974
n
n
n
Gun Laws on Log Reported Total Robberies Per Capita
Annual Reported Total Robberies per 100,000 residents
-0.01 -0.03 -0.01 0.01 -0.02 -0.03 -0.01 0.01
(0.03) (0.02) (0.02) (0.01) (0.03) (0.02) (0.02) (0.01)
-0.05 -0.08** -0.06** -0.04** -0.06 -0.08** -0.05** -0.02
(0.04) (0.02) (0.02) (0.01) (0.04) (0.02) (0.01) (0.01)
-0.07 -0.10** -0.08** -0.06** -0.08 -0.09** -0.06** -0.03
(0.04) (0.03) (0.03) (0.02) (0.04) (0.03) (0.02) (0.02)
y
n
n
n
y
n
y n y n y
y n n y y
n v v v v
Observations 15516 15516 2975 2975 12979 12979 2234 2234
R-squared 0.16 0.17 0.19 0.19 0.16 0.17 0.20 0.20
* significant at 5%; ** significant at 1%
Note - The data consists of agency-year level observations. Standard errors reported in parentheses are clustered at the
state level to allow for intra-state correlation in error structure. State and year effects are included in all specifications.
Controls include mandatory minimum law dummy, poverty rate, unemployment rate, racial composition, age
composition, lagged police population share, and lagged imprisoned population share.
Table 7: Impact of Add-on Gun Laws on Log Reported Total Burglaries Per Capita
Annual Reported Burglaries per 100,000 residents
Within one year post add-
on law effective date
Within two years post add-
on law effective date
Within three years post add-
on law effective date
State-specific time trends
Balanced Panel
Restrict to Post-1974
Observations
R-squared
-0.05 -0.03 -0.02 -0.01 -0.05 -0.02 -0.02 -0.02
(0.04) (0.02) (0.02) (0.01) (0.04) (0.02) (0.01) (0.01)
-0.08 -0.06 -0.04 -0.03** -0.09 -0.05 -0.04** -0.03*
(0.05) (0.03) (0.02) (0.01) (0.05) (0.03) (0.01) (0.01)
-0.11 -0.08 -0.05* -0.04** -0.12 -0.07 -0.06** -0.05**
(0.06) (0.05) (0.02) (0.01) (0.06) (0.04) (0.02) (0.01)
n
n
n
15517
0.28
y
n
n
15517
0.31
n
y
n
2975
0.40
y
y
n
2975
0.40
n
n
y
12980
0.32
y
n
y
12980
0.35
n
y
y
2234
0.45
y
y
y
2234
0.45
* significant at 5%; ** significant at 1%
Note - The data consists of agency-year level observations. Standard errors reported in parentheses are clustered at the
state level to allow for intra-state correlation in error structure. State and year effects are included in all specifications.
Controls include mandatory minimum law dummy, poverty rate, unemployment rate, racial composition, age
composition, lagged police population share, and lagged imprisoned population share.
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Table 8: Addressing Confounds
Various outcomes - see notes
Outcome is gun robberies
(1) per capita (not log)
Only states ever passing
(2) add-on laws
(3) State Level Data
(4) Unweighted
Reported crimes (not per
(5) capita)
(6) Initial Populations
(7) Polynomial Time
Trend Breaks (coefficient
(8) reported is trend break)
State-specific time trends
Balanced Panel
Restrict to Post-1974
* significant at 5%; ** significant at 1%
Note - See text in Section V for more details.
-0.71 -15.39 -20.32 -17.28* -3.92 -17.35 -16.90 -11.52
(12.08) (10.99) (11.38) (7.81) (10.51) (12.34) (9.43) (6.40)
-0.03 -0.13** -0.11 * -0.10** -0.05 -0.12* -0.10 * -0.06*
(0.07) (0.04) (0.04) (0.02) (0.06) (0.05) (0.03) (0.02)
-0.15 -0.20** -0.15** -0.09* -0.16 -0.21 ** -0.14** -0.08
(0.10) (0.06) (0.04) (0.03) (0.11) (0.06) (0.04) (0.04)
-0.09 -0.15** -0.12* -0.11 * -0.08 -0.13* -0.11 * -0.06
(0.07) (0.06) (0.05) (0.04) (0.07) (0.05) (0.05) (0.03)
-0.13 -0.17** -0.14** -0.08** -0.17 -0.17** -0.12** -0.04
(0.09) (0.06) (0.04) (0.03) (0.10) (0.06) (0.03) (0.03)
-0.18* -0.17** -0.14** -0.10** -0.20* -0.18** -0.13** -0.07*
(0.07) (0.05) (0.04) (0.03) (0.08) (0.06) (0.03) (0.03)
-0.14 -0.17** -0.13** -0.09** -0.17 -0.18** -0.11** -0.05*
(0.08) (0.05) (0.04) (0.02) (0.09) (0.06) (0.03) (0.02)
-0.06** -0.04 -0.00 0.00 -0.06** -0.02 0.01 0.01
(0.02) (0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.01)
n y n y n y n y
n n y y n n y y
n n n n y y y y
The data consists of agency-year level observations (except for the third
row, which is state-year level). Standard errors reported in parentheses are clustered at the state level to allow for intra-
state correlation in error structure. State and year effects are included in all specifications. Controls include mandatory
minimum law dummy, poverty rate, unemployment rate, racial composition, age composition, lagged police population
share, and lagged imprisoned population share. All point estimates are on for the impact of add-on gun laws within three
years of the effective date. Unless otherwise noted, dependant variable is log gun robberies per 100,000 residents, and
independant variable is a dummy that is one within 3 years after the add-on gun laws effective date and zero otherwise.
Exceptions: Outcome in row is gun robberies oer 100,000 residents. Outcome in row 5 is log gun robberies.
Coefficients for row 8 (trend breaks) are on post-add-on*relative time interaction.
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Table 9: Triple Difference: Impact of Add-on Term
Annual Reported Gun Robberies per 100,000 residents
Within one year post add-
on law effective date*add-
on term
Within two years post add-
on law effective date*add-
on term
Within three years post add-
on law effective date*add-
on term
State-specific time trends
Balanced Panel
Restrict to Post- 1974
Observations
R-squared
* significant at 5%; ** significa
-0.04* -0.03 -0.00 -0.07* -0.03* -0.03 -0.05 -0.05
(0.02) (0.02) (0.03) (0.03) (0.01) (0.01) (0.02) (0.03)
-0.04* -0.03 0.01 -0.06 -0.03* -0.02 -0.03 -0.04
(0.02) (0.02) (0.03) (0.03) (0.01) (0.01) (0.03) (0.04)
-0.04 -0.02 0.03 -0.05 -0.03* -0.02 -0.02 -0.03
(0.02) (0.02) (0.04) (0.04) (0.01) (0.01) (0.03) (0.04)
n
n
n
7839
0.19
mt at 1%
y
n
n
7839
0.19
n
y
n
1944
0.24
y
y
n
1944
0.25
n
n
Y
6542
0.18
y
n
y
6542
0.19
n
y
y
1520
0.22
y
y
y
1520
0.23
Note - The data consists of agency-year level observations. Standard errors reported in parentheses are clustered at the
state level to allow for intra-state correlation in error structure. State and year effects are included in all specifications.
Controls include mandatory minimum law dummy, poverty rate, unemployment rate, racial composition, age
composition, lagged police population share, and lagged imprisoned population share.
Table 10: Lagged Dependant Variable Specification
Annual Reported Gun Robberies per 100,000 residents
Within one year post add-on
law effective date
Within two years post add-on
law effective date
Within three years post add-on
law effective date
-0.15
(0.09)
-0.19**
(0.06)
-0.12
(0.06)
-0.05
(0.04)
-0.10**
(0.03)
-0.08
(0.04)
-0.01
(0.19)
-0.13
(0.13)
-0.09
(0.11)
0.01
(0.05)
-0.10*
(0.04)
-0.06
(0.06)
Balanced Panel n y n y
Restrict to Post-1974 n n y y
Observations 1405 290 1107 185
Arellano-Bond test for AR(1) 0 .001 0 .016
Arellano-Bond test for AR(2) .436 .979 .583 .629
Hansen over-ID test 1.00 1.00 1.00 1.00
* significant at 5%; ** significant at 1%
Note - The data consists of state-year level observations. Arellano-Bond dynamic panel estimates,
one-step difference GMM results are reported. All available lagged differences of log gun robberies
were used. The following were used as exogenous instruments: mandatory minimum law dummy,
poverty rate, unemployment rate, racial composition, age composition, lagged police population
share, and lagged imprisoned population share. Robust standard errors in parentheses. Hansen J
statistic for overidentifying restrictions, and Arellano-Bond tests for autocorrelation are reported.
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Table 11: Monte Carlo Standard Error Calculation
State level Data
Panel A: One year Impact
Monthly Reported Gun Robberies per Monthly Log Reported Gun
100,000 residents Robberies per 100,000 residents
Post Add-on Law
Effective Date -1.68 -1.61 -1.19 -0.59 -1.28 -0.20 -0.19 -0.16 -0.09 -0.07
Robust standard errors (0.52)** (0.57) (0.53)* (0.25)* (0.60)* (0.06)** (0.06)** (0.06)* (0.03)* (0.07)
Placebo standard errors [1.00] [1.02] [0.99] [0.83] [0.79]* [0.10] [0.10] [0.10] [0.10]* [0.10]
StateFixed Effects n n n y n n n n y n
Time Trend n y y n n n y y n n
Post-74Dummy n n y n n n n y n n
Year Dummies n n n n y n n n n y
Balanced Panel y y y y y y y y y y
Observations 576 576 576 576 576 573 573 573 573 573
R-squared 0.48 0.51 0.63 0.88 0.74 0.51 0.53 0.59 0.88 0.64
Panel B: Two year Impact
Monthly Reported Gun Robberies per Monthly Log Reported Gun
100,000 residents Robberies per 100,000 residents
Post Add-on Law
Effective Date -2.72** -2.53** -1.86* -0.97* -1.50 -0.34** -0.31** -0.24** -0.17** -0.11
Robust standard errors (0.64)** (0.68)** (0.67)* (0.35)* (0.83) (0.09)** (0.08)** (0.08)** (0.04)** (0.08)
Placebo standard errors [1.03] [1.12] [1.07] [0.86] [0.97]* [0.12]* [0.13]* [0.12]* [0.10]* [0.14]
State Fixed Effects n n n y n n n n y n
Time Trend n y y n n n y y n n
Post-74Dummy n n y n n n n y n n
Year Dummies n n n n y n n n n y
Balanced Panel y y y y y y y y y y
Observations 1152 1152 1152 1152 1152 1147 1147 1147 1147 1147
R-squared 0.49 0.52 0.61 0.85 0.69 0.49 0.52 0.58 0.86 0.66
Panel C: Three year Impact
Monthly Reported Gun Robberies per Monthly Log Reported Gun
100,000 residents Robberies per 100,000 residents
Post Add-on Law
Effective Date -3.59 -3.20 -2.24 -1.35 -1.21 -0.45 -0.39 -0.30 -0.25 -0.12
Robust standard errors (0.80)** (0.77)** (0.79)** (0.44)** (0.94) (0.11)** (0.08)** (0.10)** (0.06)** (0.10)
Placebostandarderrors [1.27] [1.29]* [1.24] [0.96] [1.17] [0.13] [0.14]**[0.14]* [0.10]* [0.16]
State Fixed Effects n n n y n n n n y n
TimeTrend n y y n n n y y n n
Post-74Dummy n n y n n n n y n n
Year Dummies n n n n y n n n n y
Balanced Panel y y y y y y y y y y
Observations 1722 1722 1722 1722 1722 1716 1716 1716 1716 1716
R-squared 0.45 0.50 0.57 0.78 0.65 0.45 0.51 0.55 0.82 0.65
* significant at 5%; ** significant at 1%
Note -The data consists of state-month level observations. Standard errors reported in parentheses are clustered at
the state level to allow for intra-state correlation in error structure. Controls include poverty rate, unemployment
rate, racial composition, age composition, lagged police population share, and lagged imprisoned population share.
The calculation method for bootstrap standard errors in brackets is described in the text.
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