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Otsesuunatud tehisna¨rvivo˜rgud ja nende treenimine
Ka¨esoleva bakalaureuseto¨o¨ eesma¨rk on tutvustada tehisna¨rvivo˜rgustikke ning an-
da lugejale praktilisi soovitusi, mis aitaksid kaasa meetodi rakendamisel. To¨o¨ on
valdavalt teoreetiline ja kirjeldab detailselt na¨rvivo˜rgustikega seotud mo˜isteid ja
valemeid. To¨o¨s on ra¨a¨gitud na¨rvivo˜rgustike struktuursetest erinevustest, kirjelda-
tud enamlevinud aktiveerimisfunktsioone, uuritud gradientlaskumise ning tagasi-
levi meetodit ja ka¨sitletud treenimisega seotud probleeme. To¨o¨ annab nii detailse
kirjelduse kui ka proovib edastada intuitiivset arusaama.
Ma¨rkso˜nad: Neurovo˜rgud, klassifitseerimine, veafunktsioonid, gradientlaskumi-
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Structure and learning of feedforward artificial neural networks
The purpose of this thesis is to give a brief review about artificial neural networks
and give hints and recommendations for practical use. Thesis is mostly theoretical
and offers detailed explanations of neural network related terms and equations.
Although theoretical part has the biggest role, paper is implemented with suf-
ficient amount of practical advice which should allow any reader to work with
artificial neural networks. Thesis covers all the main components: structural diffe-
rences, most commonly used activation functions, training with gradient descent
and backpropagation and some of the threats like overfitting.
Keywords: Artificial neural networks,classification, error functions, gradient des-
cent, backpropagation
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Sissejuhatus
La¨bi ajaloo on proovitud leida ta¨psemaid, to˜husamaid ja kiiremaid meetodeid. Ol-
gu tegu so˜japidamise, ehitamise vo˜i matemaatikaga. Viimasel paariku¨mnel aastal
on va¨ga palju arenenud meetodid, mis toimivad efektiivselt ainult ta¨nu arvutitele.
U¨heks selliseks meetodite klassiks on tehisna¨rvivo˜rgustikud. Tehisna¨rvivo˜rgustike
puhul on tegu siiani u¨sna kiirelt areneva meetodiga. Ta¨napa¨evased mudelid vo˜ivad
olla tohutult suured ja hakkama saada va¨ga keeruliste u¨lesannetega. Antud to¨o¨s
nii keerulisi mudeleid siiski ei vaadata ning pigem antakse pidepunkt, millele uusi
teadmisi rajada.
Tehisna¨rvivo˜rgustikud on idee saanud bioloogilistest na¨rvivo˜rgustikest, mis suu-
davad hakkama saada va¨ga keeruliste u¨lesannetega. Bioloogiliste na¨rvivo˜rkude
ja¨ljendamisest tulenevalt on ka tehisna¨rvivo˜rgustikes kesksel kohal neuron, mis
analu¨u¨sib informatsiooni. Sidudes kokku mitmeid neuroneid on vo˜imalik lahenda-
da va¨ga keerulisi probleeme. Va¨ga levinud on klassifitseerimis- ja regressioonu¨les-
anded. Kuigi to¨o¨ teoreetiline osa on pigem u¨ldist laadi, siis esitatud na¨idetes kes-
kendutakse rohkem klassifitseerimisu¨lesannetele.
To¨o¨ eesma¨rk on anda u¨levaade na¨rvivo˜rkude meetodist ning seega on to¨o¨ pigem
referatiivne. Samas on sisse lisatud mitmeid na¨puna¨iteid ja soovitusi, et antud to¨o¨
lugeja saaks hakkama lihtsamate na¨rvivo˜rgustike modelleerimisega.
To¨o¨ esimeses peatu¨kis antakse detailne u¨levaade esimesest ja ko˜ige lihtsamast
na¨rvivo˜rgustikust. Hilisemates peatu¨kkides ta¨iendatakse teadmisi struktuuri, akti-
veerimisfunktsioonide, treenimise ja mudeli intuitiivse mo˜testamisega. Struktuu-
ris kirjeldatakse mudelite erinevaid suurusi ja edastatakse peamine idee. Aktivee-
rimisfunktsioonidest tutvustatakse viit populaarsemat funktsiooni ja treenimises
seletatakse gradientlaskumise ja tagasilevi ideed. Viimastes peatu¨kkides tuleb jut-
tu u¨lesobitamisest ja mudeli mo˜istmisest.
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To¨o¨s esitatud na¨idete la¨biviimisel on kasutatud tarkvara R paketti neuralnet. To¨o¨
vormistamisel on kasutatud tekstito¨o¨tlusprogrammi LaTeX veebiversiooni Over-
leaf.
Autor ta¨nab Tambet Matiisenit kasulike na¨puna¨idete ja asjakohaste materjalide
soovitamise eest.
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1 Pertseptroni mudel
Ja¨rgnev peatu¨kk on kirjutatud raamatu ,,The Nature of Code: Simulating Natural
Systems with Processing” (Shiffman, 2012) po˜hjal.
Tehisna¨rvivo˜rkude kasutamise idee sai alguse eelmise sajandi keskpaigas. Sellest
ajast alates on meetod palju arenenud. Antud to¨o¨ eesma¨rk ei ole kirjeldada ajaloo-
liselt esimesi mudeleid, neist on vo˜imalik ta¨psemalt lugeda virtuaalsest raamatust
,,A Brief Introduction to Neural Network” (Kriesel).
Esimene ta¨napa¨evast tehisna¨rvivo˜rgustikku kirjeldav mudel on pa¨rit aastast 1957,
kui Frank Rosenblatt avaldas pertseptroni mudeli. Pertseptroni mudelit vo˜ib nime-
tada ko˜ige lihtsamaks tehisna¨rvivo˜rgustikuks, sest see koosneb ainult u¨hest tehis-
neuronist. Va¨rskemas kirjanduses kasutatakse pertseptroni mo˜istet va¨ga erineva
ta¨hendusega, aga antud to¨o¨s mo˜eldakse pertseptroni mudeli all Rosenblatti pert-
septronit, mida kirjeldatakse selles peatu¨kis. Suurematest tehisna¨rvivo˜rgustikest,
kus kokku on seotud rohkem kui u¨ks tehisneuron, tuleb juttu ja¨rgnevates peatu¨kki-
des. Kuna pertseptroni mudeli kujul on tegu lihtsaima tehisna¨rvivo˜rgustikuga,
siis antud peatu¨kis kirjeldatakse meetodit va¨ga detailselt, et paremini mo˜ista te-
hisna¨rvivo˜rgustike loogikat.
Frank Rosenblatt pakkus va¨lja mudeli, mis koosneb sisenditest x1, x2, . . . , xN , kus
N ∈ N, sisendeid to¨o¨tlevast tehisneuronist ja u¨hest va¨ljundist y. Tehisna¨rvivo˜rgus-
tikes on sisenditeks objekti kirjeldavad tunnused ning va¨ljundiks mudeli hinnang
uuritavale tunnusele. Mudeli komponendid ja¨rgivad otsesuunatud na¨rvivo˜rgustiku
ideed ehk mudelile antakse ette sisendid, mis suunatakse tehisneuronisse. Tehis-
neuronis sisendeid to¨o¨deldakse ning to¨o¨tluse tulemusena saadakse va¨ljund. Ole-
mas on ka rekurrentsed na¨rvivo˜rgustikud, kus to¨o¨tluse tulemusena saadud va¨ljun-
deid kasutatakse eelnevalt la¨bitud neuronites uute sisenditena, selliseid mude-
leid to¨o¨s ei kirjeldata, aga neist on vo˜imalik lugeda raamatust ,,Deep Learning”
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(Goodfellow, 2016).
Pertseptronile antud sisendid x1, x2, . . . , xN kaalutakse enne tehisneuronisse saat-
mist. Kaalud w1, w2, . . . , wN na¨itavad antud sisendi panust va¨ljundi arvutamises-
se. Siinkohal tasub mainida, et kaalud on mudelis tundmatuteks parameetriteks
ja na¨rvivo˜rgustiku mudeli hindamine seisnebki sobivate kaalude leidmises. Kaa-
lumine kujutab endast sisendi korrutamist temale vastava kaaluga, seega iga si-
send panustab neuronisse suuruse wixi, kus i = 1, . . . , N . Kui sisendid on kaalu-
tud, siis korrutised summeeritakse ning suunatakse aktiveerimisfunktsiooni. Akti-
veerimisfunktsiooniks f nimetatakse funktsiooni, mille argumendiks on kaalutud
sisendite summa ja funktsiooni va¨a¨rtuseks va¨ljund y. Mudelisse kaasatakse ka
konstant x0 ja temale vastav kaal w0. Suurus x0 esindab mudeli vabaliiget, mis
tavapa¨raselt valitakse va¨a¨rtusega 1.
Kirjeldatud meetodi vo˜ib kokku vo˜tta vo˜rrandiga
y = f
(
N∑
i=1
wixi + w0x0
)
= f
(
N∑
i=0
wixi
)
. (1)
Pertseptroni mudeli to¨o¨d iseloomustab joonis 1.
Aktiveerimisfunktsioon f on mudeli koostamisel u¨ks ta¨htsamaid komponente.
Rosenblatti pertseptroni mudelis on kasutatud treppfunktsiooni, mis on na¨idatud
valemiga (6) peatu¨kis 5. Mudeliga prooviti ja¨ljendada bioloogilise neuroni to¨o¨d.
Bioloogilisest neuronist va¨ljub signaal, kui sisenevate signaalide tugevus u¨letab
la¨vendit. Sarnaselt toimib ka treppfunktsioon. Samas ei ole suuremate mudelite
korral taolise funktsiooni kasutamine eriti levinud. Probleemiks on funktsiooni
diferentseeruvus, mis osutub oluliseks mudeli treenimisel. Sellest tulenevalt on
hakatud aktiveerimisfunktsioonidena kasutama siledamaid funktsioone, na¨iteks
sigmoidfunktsioone. (Hastie, 2009, lk 394-395) Aktiveerimisfunktsiooni valikust
tuleb ta¨psemalt juttu peatu¨kis 5.
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Joonis 1. Pertseptroni mudel
Kirjeldatud mudeliga on vo˜imalik ennustada va¨ljundit, aga selleks on vaja teada
sobivaid kaale. Sobivate kaalude leidmiseks tuleb mudelit treenida ehk o˜petada.
Mudeli o˜petamiseks kasutatakse treeningandmestikku, mis peaks olema sarnane
andmetega, millel mudelit soovitakse kasutada. Treeningandmestiku eripa¨raks on
asjaolu, et selles on mudeliga ennustatav tunnus teada. Treenimine po˜hineb uurita-
va tunnuse ennustatud ja tegeliku va¨a¨rtuse vo˜rdlemisel. Ta¨histame tegelikku ehk
oodatavat va¨ljundit su¨mboliga yo. Kui mudeli poolt ennustatud tulemus kattub
oodatavaga, siis pole kaale tarvis muuta, sest na¨rvivo˜rgustik ennustamisel viga
ei teinud. Kui tulemused ei kattu, siis tuleb kaale korrigeerida. Treenimise pea-
miseks u¨lesandeks on minimiseerida valitud kaofunktsioon, et mudel ennustaks
vo˜imalikult ta¨pselt. Kaofunktsioonidest ja tehisna¨rvivo˜rgustike treenimisest tuleb
ta¨psemalt juttu peatu¨kis 6.
Pertseptroni mudeli korral on treenimiseks vo˜imalik kasutada ja¨rgnevat algoritmi.
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Algoritmi idee ja po˜hjendatus on u¨ldisemal kujul toodud peatu¨kis 6.
1. Valida treeningandmestikust objekt ning ennustada pertseptroniga objekti
va¨a¨rtust y.
2. Arvutada suurus oodatava ja ennustatava va¨a¨rtuse vahel e = yo − y.
3. Leida kaalude muudud ∆i = ηexi, i = 0, 1, . . . , N .
4. Arvutada uued kaalud wiuus = wi + ∆i, i = 0, 1, . . . , N .
5. Korrata ja¨rgmise objektiga treeningandmestikust.
Kaalude muutmise valemis on o˜pikiirust mo˜jutav konstant η, mis vo˜imaldab regu-
leerida kaalude muutumise kiirust. Nimetatud konstant valitakse tavaliselt vahe-
mikust 0, 01 kuni 0, 9, aga ta¨psem va¨a¨rtus so˜ltub va¨ga palju lahendatavast u¨lesan-
dest. Konstandi suur va¨a¨rtus vo˜imaldab parameetritel kiiresti muutuda ja seega
vo˜ib sobivast lahendist pidevalt u¨le hu¨pata ja seda mitte tabada. O˜ppimiskonstandi
va¨ike va¨a¨rtus muudab kaalude muutused va¨ikeseks ja vo˜imaldab seega leida ta¨pse-
mat lahendit, aga samas suurendab tunduvalt treenimiseks kuluvat aega. (Kriesel,
lk 92)
Antud algoritmi jooksutatakse u¨le ko˜igi treeningandmestikus olevate andmete ja
vajadusel korduvalt. Treenimine lo˜ppeb olukorras, kus objektid on lineaarselt eral-
datud. Tihti ei ole nimetatud olukorra saavutamine vo˜imalik. Neil juhtudel tuleb
treenimine lo˜petada, kui saavutatakse piisavalt hea la¨hend. Pa¨rast treenimist on
vo˜imalik mudelit rakendada andmetel, kus ennustatavat va¨ljundit eelnevalt teada
ei olnud.
Rosenblatti pertseptron on lihtsaim tehisna¨rvivo˜rgustik ja seega vo˜ib eeldada, et
ka selle rakendatavus on piiratud. Kuna mudel koosneb u¨hest neuronist, siis suu-
dab see ka¨sitleda vaid lineaarset juhtu, mis klassifitseerimise korral ta¨hendab li-
neaarset eraldatavust. Pertseptroni mudeli puhul avaldub lineaarne eraldaja kujul
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w1x1 + w2x2 + · · · + wNxN + w0x0 = 0, kus w0x0 on vabaliige. Lineaarsusest
tulenev piirang ongi peamiseks po˜hjuseks, miks la¨heb tarvis mitmetest tehisneu-
ronitest koosnevaid mudeleid.
Ja¨rgneva na¨itega proovib autor iseloomustada detailselt pertseptroni to¨o¨d.
Na¨ide 1.1. Olgu kasutada ja¨rgnev andmestik, mis esitub all oleva tabelina:
Grupp Tunnus x1 Tunnus x2
Ring 4 2
Ring 5 1
Kolmnurk 1 3
Kolmnurk 2 4
U¨lesandeks on treenida pertseptroni mudel, mis suudaks eristada kahte erinevat
gruppi: ringid ja kolmnurgad. Ringide ja kolmnurkade kohta on andmestikus kaks
tunnust, mida soovitakse klassifitseerimiseks kasutada. Joonisel 2 on na¨ha grup-
pide asetus graafikul. Jooniselt on na¨ha, et valitud gruppe saab sirgega eraldada
ning seega otsitakse lahendit, kus mudel ennustab ko˜iki andmestikus olevaid ob-
jekte o˜igesti.
Lahenduse vo˜imalikkuse huvides tuleb kodeerida ringid ja kolmnurgad. Olgu rin-
gid ta¨histatud va¨a¨rtusega 1 ja kolmnurgad va¨a¨rtusega -1.
Gruppe soovitakse klassifitseerida kahe tunnuse po˜hjal, seega on mudelis kaks
sisendit ja konstant, mis on valitud vo˜rdseks u¨hega. Veel tuleb valida aktiveeri-
misfunktsioon. Olgu selleks treppfunktsiooni tuntud modifikatsioon, mida nimeta-
takse ma¨rgifunktsiooniks. Kui ma¨rgifunktsiooni korral on kaalutud sisendite sum-
ma mittenegatiivne, siis on va¨a¨rtuseks 1, negatiivse summa korral -1. Sellega on
mudeli u¨lesehitus ma¨a¨ratud.
Enne mudeli treenimist on vaja veel ma¨a¨rata esialgsed kaalud. Olgu algkaaludeks
w1 = 0, w2 = −1 ja w0 = 3, 5. Selliste kaalude korral on lineaarne eraldaja
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Joonis 2. Valitud andmepunktide paiknemine graafikul
kujul 0x1− 1x2 + 3, 5x0 = 0. Algne seisund on kujutatud joonisel 3 (a). Jooniselt
on na¨ha, et mudel ei suuda hetkel ringe ja kolmnurki korrektselt klassifitseerida.
Soovitud lahendi korral peaksid ko˜ik ringid olema u¨hel pool joont ja kolmnurgad
teisel pool.
Soovitud lahendi leidmiseks tuleb mudelit treenida. Mudeli treenimine ka¨ib eel-
nevalt kirjeldatud algoritmi kohaselt. Andmestikust valitakse objekt, kus on teada
klassifitseerimise grupp. Olgu selleks esimene rida. Esimese rea korral on tegu
ringiga ning sisenditeks on x1 = 4 ja x2 = 2. Seega on oodatavaks va¨a¨rtuseks
yo = 1. Esmalt korrutatakse sisendid la¨bi algsete kaaludega: w0x0 = 3, 5 · 1 =
3, 5, w1x1 = 0 · 4 = 0 ja w2x2 = −1 · 2 = −2. Seeja¨rel summeeritakse saadud
tulemused: w0x0 + w1x1 + w2x2 = 3, 5 + 0 + (−2) = 1, 5. Pa¨rast summeerimist
rakendatakse aktiveerimisfunktsiooni ja saadakse mudeli ennustus andmerea gru-
pile: y = sgn(1, 5) = 1. Kuna yo = y, siis ennustas mudel o˜iget tulemust ja kaale
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Joonis 3. (a) Esialgsete kaaludega eraldaja, (b) eraldaja pa¨rast kaalude uuenda-
mist
korrigeerida pole tarvis.
Protsess ja¨tkub ja¨rgmise objektiga. Valime selleks objektiks kolmanda andmerea.
Tegu on kolmnurgaga, mille korral tunnusteks on x1 = 1 ja x2 = 3. Oodatavaks
va¨a¨rtuseks on seega yo = −1. Joonisel 3 (a) on na¨ha, et valitud kolmnurk ei asu
klassifitseerimise jaoks sobival poolel, seega on oodata, et mudel ei saa oodatavat
va¨a¨rtust. Arvutame tulemuse analoogiliselt eelnevale korrale:
y = sgn(3, 5 ·1+0 ·1+(−1) ·3) = sgn(0, 5) = 1. Oodatav tulemus on to˜epoolest
erinev ennustatud tulemusest. Seega tuleb kaale korrigeerida.
Kaalude korrigeerimiseks kasutatakse algoritmi, mis on samuti kirjeldatud ees-
pool. Leitakse oodatava ja ennustatava va¨a¨rtuse vahe: e = yo−y = −1−1 = −2.
Seeja¨rel leitakse kaalude muudud. Muutude arvutamisel valitakse o˜ppimiskiiruse
konstant, mis antud juhul on vo˜etud η = 0, 05. Konstant on valitud va¨ike, sest and-
mestikus saavad tunnused x1 ja x2 va¨a¨rtusi u¨hest viieni. Oodatava ja ennustatava
va¨a¨rtuse vahe e vo˜ib olla -2, 0 vo˜i 2. Kuna viga e on u¨sna suur vo˜rreldes tunnuste
x1 ja x2 va¨a¨rtustega, siis va¨ike konstant vo˜imaldab a¨ra hoida suuri kaalude muu-
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tusi, mis ho˜lbustab sobiva lineaarse eraldaja leidmise protsessi. Pa¨rast suuruse
e leidmist, tuleb arvutada kaalude muudud: ∆0 = −2 · 1 · 0, 05 = −0, 1; ∆1 =
−2 · 1 · 0, 05 = −0, 1; ∆2 = −2 · 3 · 0, 05 = −0, 3. Kaalude muudud liidetakse
vanadele kaaludele, et saada uued kaalud: w0uus = 3, 5 + (−0, 1) = 3, 4;w1uus =
0 + (−0, 1) = −0, 1;w2uus = −1 + (−0, 3) = −1, 3. Nu¨u¨d on uus lineaarne
eraldaja kujul −0, 1x1 − 1, 3x2 + 3, 4x0 = 0, mis on na¨htav joonisel 3 (b).
Pa¨rast teist sammu on leitud sobivad kaalud, mis vo˜imaldavad andmeid klassifit-
seerida. Korrektsuse mo˜ttes tuleks korrata esialgset algoritmi uuesti ja veenduda,
et nu¨u¨d klassifitseeritakse ko˜ik andmed o˜igesti. Hetkel ja¨a¨b see tegemata, sest
na¨ide oli lihtne ja jooniselt 3 (b) on na¨ha, et leitud lineaarne eraldaja to˜epoolest
jagab kolmnurgad ja ringid erinevatesse gruppidesse.
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2 U¨he varjatud kihiga na¨rvivo˜rgustik
U¨he varjatud kihiga na¨rvivo˜rgustiku u¨lesehitus ei ole va¨ga palju keerulisem pert-
septroni mudelist. Sarnaselt Rosenblatti pertseptroniga koosneb u¨he varjatud ki-
higa na¨rvivo˜rgustik sisenditest, neuronitest ja va¨ljunditest. Erinevuseks on tehis-
neuronite ja va¨ljundite arv, mis pole enam piiratud. Suuremate na¨rvivo˜rgustike
lihtsamaks mo˜istmiseks on sisendid, neuronid ja va¨ljundid jaotatud kihtidesse.
U¨he varjatud kihiga na¨rvivo˜rgustik koosneb kolmest kihist: sisendkiht, varjatud
kiht ja va¨ljundkiht. Peatu¨kist selgub, et varjatud kiht ja va¨ljundkiht on u¨sna sarna-
sed, misto˜ttu nimetatakse u¨he varjatud kihiga na¨rvivo˜rgustikku ka kahekihiliseks
na¨rvivo˜rgustikuks. (Swingler, 2001, lk 10)
2.1 Sisendkiht
Sisendkiht sisaldab sisendeid x1, x2, . . . , xN , N ∈ N ning seega ei erine see Ro-
senblatti mudelist. Sisendite arvu ma¨a¨ramine ei pruugi olla alati lihtne. Vo˜imalik
on mudelisse kaasata ko˜ik andmestikus olevad tunnused, mis va¨iksemate mo˜o˜tme-
tega andmestike puhul on igati o˜igustatud. Probleem tekib suuremaid andmestik-
ke kasutades. Iga sisend on varjatud kihis asuvate neuronitega u¨hendatud kaalu-
de abil. Kui varjatud kihis on kaks neuronit, siis igal sisendil on kaks erine-
vat kaalu. Sellest tulenevalt kasvab hinnatavate kaalude arv va¨ga kiiresti ning
na¨rvivo˜rgustiku treenimine muutub aeglasemaks. Lisaks sellele muutub na¨rvivo˜r-
gustik va¨ga keeruliseks ja rohkemate kaalude hindamiseks la¨heb vaja suuremat
treeningandmestikku. Seega tuleks andmestikku alles ja¨tta tunnused, mis kirjel-
davad soovitud va¨ljundit ko˜ige rohkem. U¨heks vo˜imaluseks on vaadata korrelat-
sioonimaatriksit. Kui kahe tunnuse vahel on va¨ga suur korrelatsioon, siis vo˜ib u¨he
tunnuse neist eemaldada. Teiseks vo˜imaluseks on algselt kaasata mudelisse ko˜ik
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tunnused ning omistada neile va¨ikesed juhuslikud kaalud ning alustada treenimist.
Pa¨rast lu¨hiajalist treenimist kontrollida sisendite kaale ning eemaldada sisendid,
mille kaalud ei ole muutunud. Korrates protsessi on vo˜imalik jo˜uda mo˜istliku ar-
vu sisenditeni. Antud lahenduse miinuseks on suur ajakulu. (Swingler, 2001, lk
24-25, 28)
2.2 Varjatud kiht
Varjatud kihis paiknevad tehisneuronid, millest igau¨ks on sarnane pertseptroni
mudelis olevaga. Ta¨histame varjatud kihi neuronite arvu ta¨hega R ∈ N. Iga varja-
tud kihis olev tehisneuron saab informatsiooni sisenditest, mis kaalutakse kaalude-
ga w1l1, w
1
l2, . . . , w
1
lN , kus l = 1, 2, . . . , R. Kaasatakse ka konstant x0, koos kaalu-
dega w1l0, l = 1, 2, . . . , R. Kaalutud sisendid summeeritakse analoogselt pert-
septroniga ning summale rakendatakse aktiveerimisfunktsiooni, mille va¨a¨rtusena
saadakse neuroni va¨ljund vl, l = 1, 2, . . . , R. Varjatud kihis olevate neuronite
va¨ljundeid otseselt ei uurita, misto˜ttu nimetataksegi kihti varjatuks. (Swingler,
2001, lk 55-56)
Varjatud kihis olevate neuronite arvu valikuks ei ole va¨ga kindlaid juhendeid.
Ja¨rgnevalt on va¨lja toodud mo˜ned soovitused, mida tasub neuronite arvu valides
silmas pidada:
1. Varjatud kihis ei tohiks olla u¨le kahe korra rohkem neuroneid kui mudelis
sisendeid.
2. Kui on soov andmestikust informatsiooni eraldada, siis on mo˜istlik kasutada
va¨hem neuroneid kui on sisendeid.
3. Kui on soov andmestikust uusi seoseid leida, siis on mo˜istlik kasutada roh-
kem neuroneid kui on sisendeid.
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4. Neuronite arv on kompromiss mudeli u¨ldistavuse (va¨hem neuroneid) ja ta¨p-
suse (rohkem neuroneid) vahel.
5. Suuremad mudelid no˜uavad pikemat treenimise aega.
6. Parima variandi leidmine no˜uab tihtipeale katsetamist.
2.3 Va¨ljundkiht
U¨he varjatud kihiga na¨rvivo˜rgustiku va¨ljundkiht on va¨ga sarnane varjatud kihile.
Ka va¨ljundkihis on tehisneuronid, mille arvu ta¨histame ta¨hega M ∈ N. Selles
kihis olevate neuronite sisenditeks on varjatud kihi va¨ljundid v1, v2, . . . , vR. Need
on seotud kaaludega w2m1, w
2
m2, . . . , w
2
mR, kus m = 1, 2, . . . ,M. Lisaks eelmisest
kihist tulevatele sisenditele lisatakse ka va¨ljundkihti konstant v0, koos kaaludega
w2m0,m = 1, 2, . . . ,M. Pa¨rast sisendite summeerimist ja aktiveerimisfunktsiooni
rakendamist saadakse lo˜plikud va¨ljundid y1, y2, . . . , yM . (Swingler, 2001, lk 11)
Va¨ljundite arv so˜ltub lahendatavast u¨lesandest ning seega ja¨a¨b ta¨pne arv raken-
dajale endale valida.
Matemaatiliselt on varjatud kihiga na¨rvivo˜rgustikku vo˜imalik iseloomustada ja¨rg-
neva kahe valemi abil:
vl = f
(
N∑
i=0
w1lixi
)
, (2)
kus l = 1, 2, . . . , R ja
ym = f
(
R∑
l=0
w2mlvl
)
, (3)
kus m = 1, 2, . . . ,M . (Swingler, 2001, lk 19)
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3 Mitme varjatud kihiga na¨rvivo˜rgustik
Mitme varjatud kihiga na¨rvivo˜rgustik on edasiminek u¨he varjatud kihiga mude-
list. Nagu nimetusest oletada vo˜ib, siis mitme varjatud kihiga mudelis on varjatud
kihte rohkem kui u¨ks. Mudel toimib sarnaselt eelnevas peatu¨kis kirjeldatud u¨he
varjatud kihiga mudelile. See ta¨hendab, et varjatud kihtide vahel toimib sarnane
loogika nagu varjatud ja va¨ljundkihi vahel. Uued sisendid saadakse alati eelmisest
kihist ning sedasi liigutakse mudeli va¨ljundite poole. Igale kihile lisatakse eraldi
juurde konstantne liige ning temale vastavad kaalud. Kihtide arvu ta¨histame antud
to¨o¨s ta¨hega K ja kihis k olevate neuronite arvu Rk, kus k = 1, 2, . . . , K. Mitme
varjatud kihiga na¨rvivo˜rgustikku iseloomustab joonis 4.
Varjatud kihtide arv so˜ltub lahendatavast u¨lesandest. Ko˜ige lihtsamal juhul on
u¨lesannet vo˜imalik lahendada ainult sisend- ja va¨ljundkihiga. Kui va¨ljundkihis
on ainult u¨ks neuron, siis on tegu Rosenblatti pertseptroniga. Va¨ljundkihis vo˜ib
olla ka rohkem neuroneid, aga kui mudelis ei ole u¨htegi varjatud kihti, siis suudab
na¨rvivo˜rgustik lahendada ainult lineaarseid juhte. Kui andmestiku kohta eelnev in-
formatsioon puudub, siis tasub mudeli sobitamisel alustada alati taolisest juhust.
Mudeli mittesobivuse korral tasub ja¨tkata u¨he varjatud kihiga na¨rvivo˜rgustikuga.
Varjatud kihid vo˜imaldavad tunnuseid u¨mber paigutada, et va¨ljundkihis taanduks
u¨lesanne ja¨llegi lineaarsele juhule. Taolise loogikaga on vo˜imalik ja¨tkata. (Swing-
ler 2001, lk 61-62)
Tavaliselt piisab u¨lesannete lahendamiseks u¨hest vo˜i kahest varjatud kihist, aga
neis kihtides vo˜ivad neuronite arvud minna liiga suureks ning sellepa¨rast on mo˜tet
kasutada rohkemaid kihte. See vo˜imaldab va¨hendada kihis olevate neuronite arvu
ja sa¨a¨sta mudeli treenimiseks kuluvat aega. Eelmises peatu¨kis ka¨sitletud valemid
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Joonis 4. Mitme varjatud kihiga na¨rvivo˜rgustik, kus 0 on sisendkiht, K on
va¨ljundkiht ja vahepealsed on varjatud kihid
(2) ja (3) u¨ldistuvad kujule:
vkl = f
Rk−1∑
i=0
wkliv
k−1
i
 , (4)
kus l = 1, 2, . . . , Rk ja k = 1, 2, . . . , K. Seejuures iga R0 = N ja v0i = xi, i =
0, . . . , R0 ning RK = M ja vKj = yj, j = 1, . . . , R
K .
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4 Maatrikskuju
Tehisna¨rvivo˜rgustike kujutamiseks on vahel mugavam kasutada maatriksitel po˜hi-
nevaid tehteid. U¨levaate saamiseks on kirjeldatud tehted mitme varjatud kihiga
mudeli na¨itel.
Olgu ta¨histatud sisendite vektor
x =
(
x1 x2 . . . xN
)T
,
va¨ljundite vektor
y =
(
y1 y2 . . . yM
)T
,
kaalude maatriksid
W1 =

w111 w
1
12 · · · w11N
w121 w
1
22 · · · w12N
...
... . . .
...
w1R11 w
1
R12 · · · w1R1N
 ,
...
WK =

wK11 w
K
12 · · · wK1RK−1
wK21 w
K
22 · · · wK2RK−1
...
... . . .
...
wKM1 w
K
M2 · · · wKMRK−1
 .
Konstantidele x0, v10, . . . , v
K−1
0 vastavad kaalud on
w10 =
(
w110 w
1
20 . . . w
1
R10
)T
w20 =
(
w210 w
2
20 . . . w
2
R20
)T
18
...
wK0 =
(
wK10 w
K
20 . . . w
K
M0
)T
.
Antud maatriksite kaudu on vo˜imalik mitme varjatud kihiga na¨rvivo˜rku avaldada
kujul:
y = f(WKf(. . . f(W1x + w10x0) . . . ) + w
K
0 v
K−1
0 ), (5)
kus funktsiooni f rakendamine vektorile ta¨hendab funktsiooni rakendamist ele-
menthaaval. To¨o¨ ja¨rgnevates peatu¨kkides on kasutatud na¨rvivo˜rkude maatriksku-
ju, et ta¨histused oleks kergemini ja¨lgitavad.
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5 Aktiveerimisfunktsioonid
Aktiveerimisfunktsioonid ma¨ngivad mudeli koostamisel olulist rolli. Olenevalt
u¨lesandest vo˜ivad aktiveerimisfunktsioonid oluliselt kiirendada meetodi koondu-
mist, misto˜ttu on ta¨htis teada valikute ha¨id ja halbu ku¨lgi. Idee poolest pole funkt-
sioonide valik piiratud. Valida vo˜ib rakendajale endale meeldivaid funktsioone,
aga vastavalt u¨lesandele peavad neil olema ta¨idetud teatud omadused. Na¨iteks
gradientlaskumisega meetodi korral on tarvilik funktsiooni diferentseeruvus. Kee-
rukamates na¨rvivo˜rkudes on vo˜imalik iga neuroni jaoks valida oma aktiveerimis-
funktsioon ning saavutada sellega optimaalne tulemus, antud to¨o¨s selliseid juhte
ei kajastata ja ko˜igis neuronites on vo˜etud u¨hesugune aktiveerimisfunktsioon. Sel-
les peatu¨kis on kirjeldatud viit enamlevinud aktiveerimisfunktsiooni ning va¨lja on
toodud nende head ja halvad ku¨ljed.
Treppfunktsioon ehk la¨vendifunktsioon on u¨ks esimestest kasutusele vo˜etud akti-
veerimisfunktsioonidest. Nimetatud funktsioon la¨vendiga a on kujul:
f(x) =
1, kui x ≥ a,0, kui x < a. (6)
Funktsiooni graafik on na¨ha joonisel 5 (a).Treppfunktsiooni korral ei pruugi va¨ljun-
diteks olla ainult va¨a¨rtused u¨ks ja null. Arvud saab valida vastavalt u¨lesandele.
Valemist (6) on na¨ha, et funktsioon va¨ljastab va¨a¨rtuse 0, kui sisend on alla la¨vendi
ja va¨a¨rtuse 1, kui sisend u¨letab la¨vendit. Sarnane loogika toimib ka bioloogiliste
na¨rvivo˜rkude korral, kus neuron va¨ljastab impulsi, kui sisendsignaal on piisavalt
tugev. Just bioloogiliste na¨rvivo˜rkude loogikast tulenevalt kasutati esimestes te-
hisna¨rvivo˜rkudes aktiveerimisfunktsioonina treppfunktsiooni, sest prooviti ta¨pselt
ja¨ljendada bioloogilist na¨rvivo˜rku. Funktsioon kaotas oma ta¨htsuse, kui kasutusele
tuli gradientlaskumise meetod, milles on va¨ga ta¨htsal kohal tuletised. Kuna trepp-
funktsioon ei ole la¨vendpunktis diferentseeruv ning u¨leja¨a¨nud osas on tuletis 0,
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Joonis 5. (a) Treppfunktsiooni graafik, (b) sigmoidfunktsiooni graafik, (c) hu¨per-
boolse tangensfunktsiooni graafik, (d) ka¨rbitud lineaarse funktsiooni graafik
siis ei olnud treppfunktsiooni kasutamine enam hea lahendus ning asemele tu-
lid siledamad funktsioonid. Samuti ei ole treppfunktsiooniga vo˜imalik va¨ljendada
nulli ja u¨he vahel asuvaid to˜ena¨osusi. (Kriesel, lk 37)
Sigmoidfunktsioon on va¨ga levinud aktiveerimisfunktsioon. Sigmoidfunktsioon
avaldub kujul:
σ(x) =
1
1 + e−x
=
ex
ex + 1
. (7)
Valemist (7) on na¨ha, et sigmoidfunktsioon on samava¨a¨rne logistilises regressioo-
nis kasutatava logit funktsiooni po¨o¨rdfunktsiooniga. Funktsiooni muutumispiir-
kond on nullist u¨heni, mis tagab sisendite kokkusurumise. Kokkusurumine on va-
jalik, et ja¨rgmise kihi neuronite jaoks ei oleks sisendid liiga suured. Sigmoidfunkt-
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siooni laialdase leviku po˜hjus on sarnane treppfunktsioonile. Nimelt on vo˜imalik
sellega kirjeldada neuroni ergastumist, kus va¨ikese va¨a¨rtuse korral on va¨ljundiks
ligikaudu null ehk neuron ei edasta informatsiooni ja suure va¨a¨rtuse korral on
va¨ljundiks ligikaudu u¨ks ehk neuron on ergastunud olekus ja edastab informat-
siooni. Sigmoidfunktsiooni graafik on na¨ha joonisel 5 (b). Sigmoidfunktsioon ei
ole ta¨iuslik ja sellel esinevad mo˜ned probleemid. Absoluutva¨a¨rtuselt suurte si-
sendite korral la¨heneb tuletis nullile, misto˜ttu tagasilevi meetodiga treenimine
muutub va¨ga aeglaseks. Seeto˜ttu on oluline valida sobivad algkaalud, et neuro-
nid ei oleks kohe ku¨llastunud olekus, tagades sellega kiirema o˜ppimise. Teiseks
sigmoidfunktsiooni puuduseks on alati positiivne va¨ljund, misto˜ttu mitme kihi-
ga mudelis saavad hilisemad kihid alati mittenegatiivseid sisendeid. Samas ei ole
tegu eriti suure probleemiga ja vajadusel vo˜ib kasutada ja¨rgmisena kirjeldatud
funktsiooni, mis selle puuduse eemaldab. (Nielsen, 2015)
Hu¨perboolne tangensfunktsioon on va¨ga sarnane sigmoidfunktsioonile. Antud funkt-
siooni graafik on joonisel 5 (c) ning on esitatav kujul:
f(x) = tanh(x) =
ex − e−x
ex + e−x
. (8)
Hu¨perboolse tangensfunktsiooni muutumispiirkond on miinus u¨hest u¨heni ning
tema interpretatsioon on sarnane sigmoidfunktsioonile. Nimetatud funktsiooni puu-
duseks on samuti halb o˜ppimisvo˜ime absoluutva¨a¨rtuselt suurte sisendite korral.
Hu¨perboolset tangensfunktsiooni vo˜ib kujutada kui sigmoidfunktsiooni teisen-
dust, mis on keskmistatud nulli u¨mber. Sigmoidfunktsiooni on vo˜imalik tangens-
funktsioonist avaldada kujul: σ(x) = 1+tanh(x/2)
2
. (Nielsen, 2015)
Ka¨rbitud lineaarne funktsioon (ReLU) on levinud va¨ga mitme kihiga na¨rvivo˜rkude
korral ning on soovituslik aktiveerimisfunktsioon otsesuunatud na¨rvivo˜rkude ka-
sutamisel. Nimetatud funktsioon eemaldab puuduse, kus sigmoid- ja tangens-
funktsiooni tuletised on nullila¨hedased va¨ga suurte ja va¨ga va¨ikeste va¨a¨rtuste kor-
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ral. Ka¨rbitud lineaarse funktsiooni korral on tuletis iga positiivse sisendi korral
konstante ning positiivne, mis va¨ga paljusid kihte sisaldavate na¨rvivo˜rkude korral
vo˜imaldab treenida ka esimesi kihte. Funktsioon esitub kujul:
f(x) = max(0, x). (9)
Ka¨rbitud lineaarne funktsioon suurendab paljudel juhtudel treenimise kiirust, sest
positiivse sisendi korral on tuletis alati u¨ks. Graafik on na¨htav joonisel 5 (d). Li-
saks sellele on tegu arvutuslikult kiire protsessiga, sest ei pea leidma eksponenti
ja jagatist. Kuigi antud funktsioon ei ole nullpunktis diferentseeruv, siis praktikas
leitakse lihtsaid viise, kuidas sellest mo¨o¨da pa¨a¨seda (nt. kasutatakse mo˜nd siledat
la¨hendit vo˜i vo˜rdsustatakse tuletis punktis 0 samuti va¨a¨rtusega 0). Suurimaks puu-
duseks on funktsiooni ,,suremine”. Kui funktsiooni argument on negatiivne, siis
tuletis on null ja neuron lo˜petab treenimise. Sellest tulenevalt peab treenimisel
olema va¨ga ta¨helepanelik, et liiga suur osa neuronitest tarbetuks ei muutuks. Puu-
duste lahendamiseks on kasutatud erinevaid ka¨rbitud lineaarse funktsiooni mo-
difikatsioone. (Goodfellow, 2016, lk 173-174) Vo˜imalikest modifikatsioonidest
antud to¨o¨s la¨hemalt ei kirjutata, aga parema u¨levaate annab artikkel ,,Empirical
Evaluation of Rectified Activations in Convolution Network”(Xu, et al., 2015).
Softmax funktsiooni kasutatakse klassifitseerimisu¨lesannete korral. Tavaliselt ka-
sutatase seda funktsiooni va¨ljundkihis, sest softmax funktsiooni va¨ljundeid on
vo˜imalik kasutada to˜ena¨osushinnangutena. Sigmoidfunktsioone kasutades see ala-
ti vo˜imalik ei ole, sest va¨ljundite summa vo˜ib tulla suurem u¨hest. Arvutamiseks
kasutatakse valemit:
vkl =
ez
k
l
Rk∑
i=0
ez
k
i
, (10)
kus zkl =
Rk−1∑
i=0
wkliv
k−1
i , l = 1, 2, . . . , R
k ja k = 1, 2, . . . , K. Valemist on na¨ha,
et funktsiooni va¨ljundi arvutamiseks peame teadma ko˜igi kihis olevate neuronite
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sisendeid. Klassifitseerimisu¨lesande korral na¨itab igast va¨ljundkihi neuronist saa-
dud va¨ljund vastava klassi to˜ena¨osust. (Nielsen, 2015)
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6 Na¨rvivo˜rgustiku treenimine ja tagasilevi meetod
Treenimise u¨lesandeks on leida sobivad kaalud, et mudel sobiks ha¨sti andmete-
ga. Selliste kaalude leidmiseks on u¨ks levinumaid treenimismeetodeid tagasilevi
meetod. Selles peatu¨kis seletatakse ta¨psemalt, mida kujutab endast gradientlasku-
misega tagasilevi meetod ja kuidas seda na¨rvivo˜rgustike treenimisel kasutada.
Treenimise kesksel kohal on kaofunktsioon, mis mo˜o˜dab mudeli sobivust treenin-
gandmetega. Mudeli treenimine kujutab kaofunktsiooni minimiseerimist eesma¨r-
giga viia otsitav mudel vo˜imalikult ha¨sti koosko˜lla andmestikuga. Oluline on tea-
da, et minimiseerides on vo˜imalik muuta ainult mudeli kaale, sest sisendid ja
oodatavad tulemused on treeningandmestikuga fikseeritud.
Minimiseerimisu¨lesande lahendamiseks tuleb valida kaofunktsioon, millega ope-
reerima hakata. Vastavalt lahendatavale u¨lesandele on vo˜imalik kasutada erinevaid
funktsioone. Regressioonu¨lesande lahendamisel kasutatakse tihti kaofunktsiooni-
na keskmist ruutviga
L(W ) =
1
2n
n∑
i=1
‖yoi − yi‖2, (11)
kus n on treeningandmestiku suurus jaW on mudeli kaalud. Konstant 1
2
lihtsustab
keskmise ruutvea tuletise valemit ning seega on ta kaasatud valemisse. Seejuures
ta¨histab ‖v‖ vektori v pikkuse funktsiooni ning yi ja yoi on vektorid, mis na¨itavad
ennustatud ja oodatavaid va¨a¨rtuseid. Klassifitseerimisu¨lesande korral on samuti
vo˜imalik kasutada keskmist ruutviga, aga paremaid tulemusi annab ristentroopia,
mis esitub kujul
L(W ) = − 1
n
n∑
i=1
(yoi ln yi + (1− yoi) ln(1− yi)), (12)
kus ta¨histused on samad, mis keskmise ruutvea valemis (11). (Nielsen, 2015)
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6.1 Gradientlaskumine
Gradientlaskumist kasutatakse veafunktsiooni miinimumi leidmiseks. Kahemo˜o˜t-
melises ruumis vo˜ib protsessi kujutada ja¨rgnevalt. Funktsiooni L(w1, w2) minimi-
seerimiseks muudetakse tunnuseid w1 ja w2. Olgu pisikesed muutused suurustega
∆w1 ja ∆w2. Gradienti kasutades muutub kaofunktsiooni va¨a¨rtus
∆L(w1, w2) ≈ ∂L(w1, w2)
∂w1
∆w1 +
∂L(w1, w2)
∂w2
∆w2 (13)
vo˜rra. Muutude ∆w1 ja ∆w2 va¨a¨rtused valitakse no˜nda, et ∆L(w1, w2) va¨a¨rtus
oleks negatiivne. Seeja¨rel muudetakse tunnuste w1 ja w2 va¨a¨rtusi. Korrates ana-
loogset protsessi on vo˜imalik jo˜uda funktsiooni L(w1, w2) miinimumi. (Nielsen,
2015)
Muutude ∆w1 ja ∆w2 leidmiseks vo˜ib valemi (13) u¨mber kirjutada kujul
∆L(w1, w2) ≈∇L(w1, w2)T∆w, (14)
kus ∇L(w1, w2) =
(
∂L(w1,w2)
∂w1
, ∂L(w1,w2)
∂w2
)T
ning ∆w = (∆w1,∆w2)
T . Antud
valem vo˜imaldab na¨ha, et kui valida muutuse suuruseks ∆w = −η∇L(w1, w2),
kus η on va¨ike positiivne konstant, siis kaofunktsiooni muut avalduks kujul
∆L(w1, w2) ≈ −η∇L(w1, w2)T∇L(w1, w2) = −η‖∇L(w1, w2)‖2.
Kuna ‖∇L(w1, w2)‖2 ≥ 0, siis ∆L(w1, w2) ≤ 0 ning seeto˜ttu saabki kindel olla,
et antud algoritmi kasutades va¨heneb kaofunktsioon. (Nielsen, 2015)
6.2 Tagasilevi meetod
Antud peatu¨kis kirjeldatakse la¨hemalt keskmise ruutvea kasutamist tagasilevi mee-
todi korral. Ristentroopia puhul on ka¨sitlus analoogne.
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Alapeatu¨kk on kirjutatud raamatu ,,Neural Networks and Deep Learning” (Niel-
sen, 2015) po˜hjal.
Meetodi lihtsamaks mo˜istmiseks vaatame esialgu keskmise ruutvea L(W ) u¨hte
liidetavat Lj = 12‖yo−y‖2, j = 1, . . . , n. See on vo˜imalik, sest L(W ) = 1n
n∑
j=1
Lj
puhul on tegu keskmisega. Tihti on treeningandmestik piisavalt suur, et ko˜igi tree-
ningandmestikus olevate objektide la¨bimine ja keskmise ruutvea leidmine vo˜taks
palju aega. Selle probleemi lahendamiseks on vo˜imalik treeningandmestik jagada
miniplokkideks, mille pealt arvutatud kaofunktsiooni va¨a¨rtus on piisavalt heaks
hinnanguks treeningandmestiku keskmisele. Seega L(W ) ≈ 1
ni
ni∑
j=1
Lj, kus ni on
vastava miniploki suurus. Pa¨rast iga miniploki la¨bimist uuendatakse mudeli kaale
ning sedasi minimiseeritakse tegelik kaofunktsioon L(W ).
Antud to¨o¨s vaadatakse miniplokktreeningu erijuhtu, kus ni = 1 iga i korral. Sel-
list treeningut nimetatakse ka online treeninguks, kus pa¨rast iga objekti to¨o¨tlemist
uuendatakse mudeli kaalud. Online treening vo˜imaldab lihtsustada kaofunktsioo-
ni arvutamist, sest korraga uuritakse ainult u¨hte liidetavat Lj. Esituse lihtsuse hu-
vides ta¨histame Lj = L. Keskmist ruutviga on vo˜imalik nu¨u¨d u¨he andmestiku
objekti po˜hjal arvutada valemist L = 1
2
M∑
m=1
(yom − ym)2. Suuremate miniplokkide
kasutamisega on vo˜imalik tutvuda eelpool nimetatud raamatu abil.
Tagasilevi meetod seisneb informatsiooni liikumises vastupidises suunas, seega
alustame va¨ljundkihist. Va¨ljundkihi vead olgu vektoris δK . Vektorit δK on vo˜ima-
lik arvutada valemist
δK =∇yL⊗ f ′(zK), (15)
kus∇yL on vektor, mis sisaldab elemente ∂L∂ym ,m = 1, 2, . . . ,M,⊗ on Hadamar-
di korrutis ja f on valitud aktiveerimisfunktsioon. Vektor zK sisaldab va¨ljundkihi
neuronite kaalutud sisendite summasid. Antud juhul, kui veafunktsiooniks on kesk-
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mine ruutviga, siis∇yL = (y − yo) ning vead on arvutatavad valemist
δK = (y − yo)⊗ f ′(zK). (16)
Ja¨rgnevate kihtide korral on arvutuska¨ik sarnane. Ainukeseks erinevuseks on kor-
rutise esimene tegur. Esimene liige leitakse eelmisest kihist tekkinud vigade ja
kaalude kaudu. Kui edasilevi korral mo˜jutab neuroni va¨ljund ja¨rgmist kihti kaa-
lutud va¨ljundite vo˜rra, siis tagasilevi korral mo˜jutatakse neuronit kaalutud vigade
vo˜rra. Arvutuslikult on vo˜imalik vigu leida ja¨rgnevalt:
δk = ((W k+1)Tδk+1)⊗ f ′(zk), (17)
kus k = K− 1, K− 2, . . . , 1. Konstantide kaalude vigade arvutamine ka¨ib sarna-
selt.
Iga kaalu kohta on vo˜imalik arvutada osatuletis ja¨rgnevalt:
∂L
∂wkji
= vk−1i δ
k
j . (18)
Tuletades meelde eelmises alapeatu¨kis kasutatud gradientlaskumise meetodit, siis
on teada ko˜ik vajalik, et uuendada kaale. Ta¨psemalt kasutatakse uute kaalude leid-
miseks valemit:
wkjiuus = w
k
ji − ηvk−1i δkj . (19)
Konstantide kaalude uuendamiseks kasutatakse valemit, kus liige vk−1i = 1, sest
konstant ise on alati u¨ks. Korrates treenimise protsessi on vo˜imalik leida miini-
mum kaofunktsioonile.
Kirjeldatud algoritmi po˜hjal on vo˜imalik anda edasi ideed, miks toimib peatu¨kis
1 kirjeldatud algoritm vaatamata sellele, et pertseptronis kasutatav treppfunkt-
sioon ei ole diferentseeruv. Vo˜rdleme pertseptroni mudelis kasutatut tagasilevi
algoritmiga. Antud juhul on otstarbekas minimiseerida valesti klassifitseerimiste
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arvu. Antud algoritmi puhul on samuti tegemist online treeninguga. Kaale muu-
detakse vastavalt e = y0 − y va¨a¨rtusele. Juhul kui y0 = −1 ja y = 1, siis
e = −2. Kui y0 = 1 ja y = −1, siis e = 2. U¨lesanne seisneb summa muut-
mises. Kui e = −2, siis ∑wixi > 0, aga tarvis oleks vastupidist ning seega
peame summat va¨hendama. Kui e = 2, siis
∑
wixi < 0, aga ja¨llegi on vaja vastu-
pidist ning seega peame summat suurendama. Na¨eme, et summa vajalik muutmise
suund on ma¨a¨ratud e-ga. Teame valemist (13), et ∆F ≈
N∑
i=0
∂F
∂wi
∆wi, kus ∆wi on
va¨ikesed ja F =
N∑
i=0
wixi. Olgu ∆wi meie valemis antud kujul ∆wi = ηxie. Siis
∆F ≈ ηxTxe = η‖x‖2e. Kuna η > 0 ja ‖x‖2 ≥ 0, siis u¨le ja¨a¨b e, mis paneb
paika o˜ige suuna. Seega idee on analoogne, aga diferentseeruva funktsiooni korral
toimub treenimine u¨ldiselt kiiremini ja on rakendatav ka keerulisematel juhtudel.
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7 U¨lesobitamine
Peale tehisna¨rvivo˜rgustiku struktuuri, aktiveerimisfunktsioonide ja treenimise peab
teadma veel mitmeid asju, et na¨rvivo˜rkudega korrektselt tegutseda.
Kaalude algva¨a¨rtuste valik omab suurt mo˜ju lo˜pptulemusele. Siiani on to¨o¨s maini-
tud, et kaalude valik peaks olema juhuslik. Juhuslikkus vo˜imaldab kaaludel koon-
duda erinevatesse lokaalsetesse miinimumidesse. Seega vo˜ib mudelit mitu korda
algusest treenima hakata ja jo˜uda erinevate lahendusteni. Algkaaludeks on soovi-
tuslik valida juhuslikud nullila¨hedased va¨a¨rtused. Juhul, kui kasutatakse sigmoid-
funktsiooni, siis nullpunktis on funktsiooni to˜us peaaegu lineaarne. Seega alus-
tatakse lineaarsest mudelist ning mittelineaarsus tekitatakse kohtadesse, kus seda
ka tegelikult vaja on. Kui kaalude algva¨a¨rtused vo˜tta vo˜rdseks nullidega, siis te-
kib su¨mmeetrilisus ja tuletised on vo˜rdsed nulliga, misto˜ttu pole mudelit vo˜imalik
treenida. Liiga suured algkaalud vo˜ivad viia halva lahenduseni.(Hastie, 2009, lk
397-398)
Tehisna¨rvivo˜rgustikega to¨o¨tades on u¨lesobitamine sage probleem. Teema pare-
maks valdamiseks on mo˜istlik teha selgeks treeningandmestiku ja testandmesti-
ku mo˜isted. Treeningandmestikuks nimetatakse andmestikku, mis sisaldab mude-
li treenimiseks kasutatavaid objekte. Testandmestikuks nimetatakse andmestikku,
kus on treenitud mudeli headuse kontrollimiseks kasutatavad andmed. U¨ldjuhul
on mo˜lema andmestiku korral uuritav ehk ennustatav tunnus teada. Juhul kui uuri-
tav tunnus on teada, siis nimetatakse treenimist juhendajaga o˜ppeks. Siiani on ter-
ve to¨o¨ po˜hinenud taolistel juhtudel. Vo˜imalik on rakendada ka juhendajata o˜pet
ehk mudel proovib sisendite po˜hjal ise leida mustreid. Kuna tegu on laia valdko-
naga, siis antud to¨o¨s seda varianti ei kajastata. (Kriesel, lk 52-53,57)
U¨lesobitamine on olukord, kus mudel treenitakse liiga ta¨pselt kirjeldama treenin-
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Joonis 6. O˜igesti klassifitseeritud objektide osakaal treeningandmestikus (must) ja
testandmestikus (punane) varjatud kihis olevate neuronite arvu kaupa
gandmestikku ning seeto˜ttu vo˜ib langeda ennustamise ta¨psus testandmestikus vo˜i
andmetel u¨ldse. U¨sna sagedasti puututakse u¨lesobitamisega kokku, kui valitak-
se tehisneuronite arvu. Olukorda kirjeldab ha¨sti joonis 6. Jooniselt on na¨ha, et
u¨lesobitamine ilmneb juba kolme varjatud kihis oleva neuroniga. Siinkohal tasub
mainida, et joonis on genereeritud andmetel, kus oli kahte liiki punkte ning punk-
tide grupi ennustamiseks oli vo˜imalik kasutada kahte tunnust. Andmete generee-
rimiseks ja jooniste tegemiseks kasutatud programmi R kood on va¨lja toodud to¨o¨
lisades. U¨lesobitamise tunneb a¨ra iseloomuliku graafiku ja¨rgi. Alates mingist neu-
ronite arvust ei muutu testandmestikus o˜igesti klassifitseeritavate objektide osa-
kaal paremaks, vaid ja¨a¨b samaks vo˜i hakkab hoopis halvenema nagu joonisel 6.
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Sellisel juhul tuleks treenimine lo˜petada punktis, kus testandmestikul saadud viga
on ko˜ige va¨iksem. Antud juhul oleks sobivaks valikuks kahe neuroniga mudel.
U¨lesobitamine on kerge esinema, sest u¨lesanne on treenida vo˜imalikult va¨ikese
veaga mudel. Treeningandmetel vea leidmine viib olukorrani, kus iga uus neu-
ron suudab kirjeldada mingi osa, mis eelnevalt kirjeldamata ja¨i ning seega vi-
ga va¨heneb. Sedasi vo˜ime jo˜uda va¨ga suure mudelini, mis testandmestikul annab
suure vea.
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Joonis 7. (a) Kahe varjatud kihis oleva neuroniga mudeli eralduspiirid ning tree-
ning andmestiku punktid, (b) ku¨mne neuroniga mudeli klassifitseerimispiir ja tree-
ning andmestik.
Teiseks vo˜imaluseks u¨lesobitamist a¨ra tunda on vaadata graafikul asuvaid piirkon-
di. Kahte vo˜imalikku piirkonda on na¨ha joonisel 7. Joonisel (a) on na¨ha eraldajat,
mis vo˜iks olla antud u¨lesande lahendamiseks u¨sna sobiv. Joonisel (b) on tree-
nimine tekitanud eraldatud piirkondi ning teravaid poolsaari, mis iseloomustab
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Joonis 8. (a) Kahe varjatud kihis oleva neuroniga mudeli eralduspiirid ja valesti
klassifitseeritud punktid (sinine), (b) ku¨mne neuroniga mudeli klassifitseerimispiir
ja valesti klaasifitseeritud punktid (sinine)
u¨lesobitamist. Joonisel 7 on visualiseeritud treeningandmestikku, mille puhul on
na¨ha, et ku¨mne neuroniga mudel ennustab ta¨psemini kui kahe neuroniga mudel.
Kui vaadata tulemusi testandmestikul, joonis 8, siis on na¨ha, et olukord on vastu-
pidine. Seega on tegu u¨lesobitamisega.
U¨lesobitamise vastu on vo˜imalik rakendada mitmeid erinevaid meetmeid. U¨heks
vo˜imalikuks lahenduseks on lo˜petada treenimine enne kaofunktsiooni miinimu-
mi jo˜udmist. Teiseks vo˜imaluseks on rakendada regulariseerimist, mis seisneb
kaofunktsioonile karistusliikme lisamises. Karistusliige mo˜o˜dab funktsiooni si-
ledust ning seega sunnib leidma optimaalset lahendit kaofunktsiooni ja karistus-
liikme minimiseerimisel. Regulariseerimisest annab hea u¨levaate raamat ,,Neural
Networks for Pattern Recognition”(Bishop, 1995).
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8 Funktsiooni la¨hendamine na¨rvivo˜rkude abil
Tehisna¨rvivo˜rkudega to¨o¨tamine ja nende ta¨ielik mo˜istmine no˜uab rakendajalt u¨sna
palju matemaatilist tausta. Samas ei ole ko˜ige paremini sobiva mudeli leidmiseks
vo˜imalik teha ainult analu¨u¨tilisi arvutusi, vaid tihti on vaja la¨heneda eksperi-
mentaalselt ning vo˜rrelda mudelite headust pa¨rast treenimist. Eksperimenteeri-
mise teel leitakse sobiv arv kihte, iga kihi neuronite arv, treenimisel kasutatav
o˜ppimiskonstant ja vajadusel ka aktiveerimisfunktsioon, kui see ei ole eelnevalt
u¨lesande pu¨stitusega ette ma¨a¨ratud. Antud peatu¨kk sisaldab autori poolt tehtud
na¨iteid na¨rvivo˜rkude kohta, mis peaksid lihtsustama na¨rvivo˜rkude toimimise loo-
gika mo˜stmist.
Peatu¨ki na¨idete illustreerimiseks kasutatakse funktsiooni
h(x) =
(2− sin(10x)(1, 5− sin(2x))e−0.5x2√
2pi
. (20)
Funktsiooni la¨hendamiseks on genereeritud treeningandmestik, kus x ∈ [−1; 1].
Kuna funktsiooni analu¨u¨tiline kuju on teada, siis on seda ka funktsiooni oodatavad
va¨a¨rtused iga x korral. Saadud andmete po˜hjal on funktsioonile sobitatud u¨he var-
jatud kihiga mudel, mis koosneb viiest neuronist. Aktiveerimisfunktsioonina on
kasutatud sigmoidfunktsiooni. Funktsioonist (20) ja sobitatud mudel on esitatud
joonisel 9.
Esimene ja¨reldus, mis on va¨ga oluline ka teiste rakendatavate na¨rvivo˜rgustike pu-
hul, on mudeli ennustamise piirkond. Mudel treeniti andmetega, mis olid gene-
reeritud vahemikus -1 kuni 1 ning seega suudab ka mudel ennustada ainult nime-
tatud vahemikus. Kirjeldatud olukorda iseloomustab ha¨sti joonis 9, kus on na¨ha,
et punase joonega ta¨histatud analu¨u¨tiline funktsioon ja musta joonega ta¨histatud
mudeli poolt ennustatav funktsioon kattuvad u¨sna ha¨sti vahemikus x ∈ [−1; 1],
aga lahknevad piirkonnast va¨ljaspool.
34
−2 −1 0 1 2
−
0.
5
0.
5
1.
5
x
h(x
)
Joonis 9. Funktsioon (20) on punane ja sobitatud mudel must
Eelnev ja¨reldus on u¨sna intuitiivne ning aimatav. Ja¨rgnevas lo˜igus proovitakse lah-
ti mo˜testada iga neuroni u¨lesannet na¨rvivo˜rgustikus ning autori arvates parandab
see na¨rvivo˜rgustike idee mo˜istmist tunduvalt. Selleks vaadatakse iga neuronit eral-
di, aga ja¨etakse talle samad kaalud, mis olid terviklikus mudelis. Parema u¨levaate
saamiseks vo˜ib vaadata joonist 10. Jooniselt on na¨ha, et iga neuron varjatud ki-
his kirjeldab osa la¨hendatavast funktsioonist (20). Seega vo˜ib kujutada, et lo˜plik
hinnatav mudel pannakse kokku nii mitmest sigmoidfunktsioonist, kui on varja-
tud kihis neuroneid. Summeerides u¨le ko˜igi tekkinud sigmoidfunktsioonide on
vo˜imalik taastada esialgne mudeliga hinnatud kuju. Siinkohal vo˜ib ma¨rkida, et
kui mudelisse on kaasatud liiga palju neuroneid, siis liigsed neuronid on peaae-
gu lineaarsed ja seeto˜ttu panustavad lo˜plikusse mudelisse va¨he. Kui neuroneid on
vo˜etud liiga va¨he, siis vo˜ib ja¨a¨da mo˜ni funktsiooni konarus kirjeldamata ning see-
ga hinnatakse mudel valesti. Seeto˜ttu on funktsioonide la¨hendamisel mo˜istlikum
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Joonis 10. Iga varjatud kihi neuroni poolt kirjeldatav osa
valida suurem mudel, aga na¨iteks klassifitseerimisu¨lesannet lahendades tasub olla
ettevaatlikum, sest suurem mudel kipub kergesti u¨lesobituma.
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Lisad
# Laen a l l a k a s u t a t a v a d p a k e t i d
l i b r a r y ( d p l y r )
l i b r a r y ( n e u r a l n e t )
l i b r a r y ( pheatmap )
l i b r a r y ( n n e t )
# G e n e r e e r i n a n d m e s t i k u
p a r ( mfrow=c ( 1 , 1 ) )
g e n e r a t e . d a t a<−f u n c t i o n ( n , s eed ) {
s e t . s eed ( seed )
n<−n / 2
x1<−c ( r c h i s q ( n , 3 ) / 3 , 5− r exp ( n , 1 ) )
y1<−c ( r c h i s q ( n , 3 ) / 3 , r c h i s q ( n , 3 ) / 3 )
x2<−rnorm (2 ∗n , 2 . 5 )
y2<−c(5− r c h i s q ( n , 3 ) / 3 , rnorm ( n , 2 . 5 ) )
r e t u r n ( d a t a . f rame ( x=c ( x1 , x2 ) , y=c ( y1 , y2 ) , t y p e =c ( r e p ( ” a ” , n∗ 2) ,
r e p ( ” b ” , n∗ 2) ) ) )
}
# G e n e r e e r i n t r e e n i n g andmed
t r a i n i n g . d a t a<−g e n e r a t e . d a t a ( 2 0 0 , 1 5 4 6 7 )
t r a i n i n g . d a t a 1<−c b i n d ( t r a i n i n g . d a t a [ , 1 : 2 ] , c l a s s . i n d ( t r a i n i n g .
d a t a $ t y p e ) )
# J o o n i s
p l o t ( t r a i n i n g . d a t a $x , t r a i n i n g . d a t a $y , x l im =c ( 0 , 5 ) , y l im =c ( 0 , 5 ) ,
c o l = t r a i n i n g . d a t a $ type , pch =16)
# G e n e r e e r i n t e s t andmed
t e s t . d a t a<−g e n e r a t e . d a t a (2 0 0 ,5 6 42 54 2 )
t e s t . d a t a 1<−c b i n d ( t e s t . d a t a [ , 1 : 2 ] , c l a s s . i n d ( t e s t . d a t a $ t y p e ) )
# Funk t s i oon , mis o t s u s t a b k l a s s i f i t s e e r i m i s e k l a s s i
z e r o o n e . f c t <− f u n c t i o n ( x ) {
i f ( x>=0.5) r e t u r n ( 1 )
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e l s e r e t u r n ( 0 )
}
z e r o o n e . d a t a<−f u n c t i o n ( m a t r i x ) {
r e t u r n ( a p p l y ( ma t r i x , MARGIN=c ( 1 , 2 ) ,FUN= z e r o o n e . f c t ) )
}
#\ ˜ O i g e s t i k l a s s i f i t s e e r i t u d n e u r o n i t e arv
c o r r e c t<−f u n c t i o n ( da t a , model ) {
c o r r e c t =0
f o r ( i i n 1 : dim ( d a t a ) [ 1 ] ) {
p red . 1<−compute ( model , d a t a [ i ,−3:−4])
p red . 2<−z e r o o n e . d a t a ( p r ed . 1 $ n e t . r e s u l t )
i f ( p r ed . 2 [ , 1 ] == d a t a [ i , 3 ] )
c o r r e c t = c o r r e c t +1
}
r e t u r n ( c o r r e c t / dim ( d a t a ) [ 1 ] )
}
# Le ian 0−10 n e u r o n i g a \ ˜ o i g e t e o b j e k t i d e k l a s s i f i t s e e r i m i s e arvu
t r a i n i n g<−c ( )
t e s t<−c ( )
# Iga mud e l i j u u r e s on m\”a\” a r a t u d see , e t k\ ˜ o i k k o o n d u k s i d .
Ki i rema koodnumise j a o k s on k a s u t a t u d t a g a s i l e v i m e e t o d i
m o d i f i k a t s i o o n i ,
# mis on R− i s v a i k e v a l i k u k s
s e t . s eed ( 1 )
model0<−n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=0 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model0 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model0 ) )
s e t . s eed ( 1 5 )
model1<−n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=1 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model1 )
)
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t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model1 ) )
s e t . s eed ( 5 4 5 )
model2 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=2 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model2 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model2 ) )
s e t . s eed ( 5 4 5 4 1 )
model3 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=3 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model3 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model3 ) )
s e t . s eed ( 5 4 5 0 )
model4 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=4 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model4 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model4 ) )
s e t . s eed ( 7 2 0 6 0 )
model5 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=5 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model5 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model5 ) )
s e t . s eed ( 4 4 0 5 )
model6 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=6 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model6 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model6 ) )
s e t . s eed ( 9 8 2 )
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model7 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=7 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model7 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model7 ) )
s e t . s eed ( 7 8 1 )
model8 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=8 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model8 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model8 ) )
s e t . s eed ( 1 0 5 1 1 )
model9 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 , h i dd en
=9 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=model9 )
)
t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model9 ) )
s e t . s eed ( 5 5 4 6 )
model10 <− n e u r a l n e t ( f o r m u l a =a+b ˜ x+y , d a t a = t r a i n i n g . da ta1 ,
h i dd en =10 , l i n e a r . o u t p u t = FALSE , e r r . f c t =” ce ” )
( t r a i n i n g<−c ( t r a i n i n g , c o r r e c t ( d a t a = t r a i n i n g . da ta1 , model=
model10 ) ) )
( t e s t<−c ( t e s t , c o r r e c t ( d a t a = t e s t . da ta1 , model=model10 ) ) )
x<−0 :10
# V i s u a l i s e e r i n saadud t u l e m u s i
p l o t ( x , t r a i n i n g , pch =16 , t y p e =” b ” , y l im =c ( 0 . 8 5 , 0 . 9 2 ) , x l a b =”
N e u r o n i t e a r v v a r j a t u d k i h i s ” ,
y l a b =”\ ˜ O i g e s t i k l a s s i f i t s e e r i t u d o b j e k t i d e o s a k a a l ” )
p o i n t s ( x , t e s t , pch =16 , c o l =” r e d ” , t y p e =” b ” )
# T e k i t a n v\ ˜ o r g u s t i k u
n e t<−f u n c t i o n ( ) {
n e t x<−seq ( 0 , 5 , 0 . 0 1 )
n e t x 1<−c ( )
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n e t y 1<−c ( )
f o r ( i i n n e t x ) {
temp<−r e p ( i , l e n g t h ( n e t x ) )
n e t x 1<−c ( ne tx1 , temp )
n e t y 1<−c ( ne ty1 , seq ( 5 , 0 , −0 . 0 1 ) )
}
r e t u r n ( d a t a . f rame ( x= netx1 , y= n e t y 1 ) )
}
n e t<−n e t ( )
# Kasutan mudel2 j a mudel10
# P i l t
pred2<−compute ( model2 , n e t )
o u t p u t 2<−m a t r i x ( p red2 $ n e t . r e s u l t [ , 1 ] , byrow=F , nrow =501)
zo . o u t p u t 2<−z e r o o n e . d a t a ( o u t p u t 2 )
# pheatmap ( zo . o u t p u t , c l u s t e r rows = F , c l u s t e r c o l s = F )
# P i l t
pred10<−compute ( model10 , n e t )
o u t p u t 1 0<−m a t r i x ( p red10 $ n e t . r e s u l t [ , 1 ] , byrow=F , nrow =501)
zo . o u t p u t 1 0<−z e r o o n e . d a t a ( o u t p u t 1 0 )
# pheatmap ( zo . ou tpu t10 , c l u s t e r rows = F , c l u s t e r c o l s = F )
# Le ian p i i r j o o n e
# Le ian asukohad , kus v\”a\” a r t u s n u l l muutub \” uheks i g a s v e e r u s
e x t . l i n e<−f u n c t i o n ( m a t r i x ) {
changex<−c ( )
changey<−c ( )
l a s t<−0
f o r ( i i n 1 : dim ( m a t r i x ) [ 2 ] ) {
f o r ( j i n 1 : dim ( m a t r i x ) [ 1 ] ) {
i f ( l a s t ! = m a t r i x [ j , i ] ) {
changex<−c ( changex , i )
changey<−c ( changey , j )
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l a s t = m a t r i x [ j , i ]
}
}
}
r e t u r n ( d a t a . f rame ( x=changex , y= changey ) )
}
# L i s a n a n d m e s t i k k u tunnuse , kas mudel e n n u s t a s v\”a\” a r t u s e \ ˜
o i g e s t i v\ ˜ o i m i t t e
c o r . c l a s<−f u n c t i o n ( da t a , model ) {
f o r ( i i n 1 : dim ( d a t a ) [ 1 ] ) {
p red . 1<−compute ( model , d a t a [ i ,−3:−5])
p red . 2<−z e r o o n e . d a t a ( p r ed . 1 $ n e t . r e s u l t )
i f ( p r ed . 2 [ , 1 ] == d a t a [ i , 3 ] ) {
d a t a $ p red [ i ] = 0 } e l s e {
d a t a $ p red [ i ] = 1
}
}
r e t u r n ( d a t a )
}
# Le ian t r e e n i m i s e k\” a i g u s t e k k i n u d p i i r i
d o t s 2<−e x t . l i n e ( zo . o u t p u t 2 )
d o t s 2<−d o t s 2 %>%
f i l t e r ( y ! = 1) %>%
mu ta t e ( y=(500−y ) / 100 , x=x / 100)
t r a i n i n g . d a t a 2 <− c o r . c l a s ( t r a i n i n g . da ta1 , model2 )
# V i s u a l i s e e r i n t u l e m u s t
p a r ( mfrow=c ( 1 , 2 ) )
p l o t ( d o t s 2 $x , d o t s 2 $y , t y p e =” l ” , c o l =” g rey ” , lwd =2 , y l im =c ( 0 , 5 ) ,
x l a b =” x1 ” , y l a b =” x2 ” , main=” ( a ) ” )
p o i n t s ( t r a i n i n g . d a t a 2 $x , t r a i n i n g . d a t a 2 $y , x l im =c ( 0 , 5 ) , y l im =c
( 0 , 5 ) , c o l = t r a i n i n g . d a t a $ type , pch =16)
#Sama suurema a n d m e s t i k u k o r r a l
t r a i n i n g . d a t a 1 0<−c o r . c l a s ( t r a i n i n g . da ta1 , model10 )
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d o t s 1 0<−e x t . l i n e ( zo . o u t p u t 1 0 )
d o t s 1 0<−d o t s 1 0 %>%
f i l t e r ( y ! = 1) %>%
mu ta t e ( y=(500−y ) / 100 , x=x / 100)
p l o t ( d o t s 1 0 $x , d o t s 1 0 $y , pch=” . ” , cex =3 , c o l =” g rey ” , x l a b =” x1 ” ,
y l a b =” x2 ” , main=” ( b ) ” )
p o i n t s ( t r a i n i n g . d a t a 1 0 $x , t r a i n i n g . d a t a 1 0 $y , x l im =c ( 0 , 5 ) , y l im =c
( 0 , 5 ) , c o l = t r a i n i n g . d a t a $ type , pch =16)
t e s t . d a t a 2 <− c o r . c l a s ( t e s t . da t a1 , model2 )
# V i s u a l i s e e r i n t u l e m u s t
p a r ( mfrow=c ( 1 , 2 ) )
p l o t ( d o t s 2 $x , d o t s 2 $y , t y p e =” l ” , c o l =” g rey ” , lwd =2 , y l im =c ( 0 , 5 ) ,
x l a b =” x1 ” , y l a b =” x2 ” , main=” ( a ) ” )
p o i n t s ( t e s t . d a t a 2 $x , t e s t . d a t a 2 $y , x l im =c ( 0 , 5 ) , y l im =c ( 0 , 5 ) , c o l
= t e s t . d a t a 2 $ p red +3 , pch =16)
#Sama suurema a n d m e s t i k u k o r r a l
t e s t . d a t a 1 0<−c o r . c l a s ( t e s t . da t a1 , model10 )
d o t s 1 0<−e x t . l i n e ( zo . o u t p u t 1 0 )
d o t s 1 0<−d o t s 1 0 %>%
f i l t e r ( y ! = 1) %>%
mu ta t e ( y=(500−y ) / 100 , x=x / 100)
p l o t ( d o t s 1 0 $x , d o t s 1 0 $y , pch=” . ” , cex =3 , c o l =” g rey ” , x l a b =” x1 ” ,
y l a b =” y2 ” , main=” ( b ) ” )
p o i n t s ( t e s t . d a t a 1 0 $x , t e s t . d a t a 1 0 $y , x l im =c ( 0 , 5 ) , y l im =c ( 0 , 5 ) ,
c o l = t e s t . d a t a 1 0 $ p red +3 , pch =16)
#Kood p e a t ” u k i l e p r a k t i l i s e d n\” apun\” a i t e d
# Loen s i s s e k a s u t a t a v a d p a k e t i d
p a r ( mfrow=c ( 1 , 1 ) )
l i b r a r y ( n e u r a l n e t )
# F u n k t s i o o n i ana l \”u\” u t i l i n e k u j u
f = f u n c t i o n ( x ) ((2− s i n (10 ∗x ) ) ∗ exp (−0.5∗x∗∗ 2) ∗ (1.5− s i n (2 ∗x ) ) / s q r t (2
∗ p i ) )
# F u n k t s i o o n i j o o n i s
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c u r v e ( f ,−5 ,5 , n =1000)
# T e k i t a n t r e e n i m i s e k s a n d m e s t i k u
s e t . s eed ( 1 5 4 )
x<− r u n i f (100 ,−1 ,1)
y<−f ( x ) # U u r i t a v t u n n u s y=f ( x )
t r a i n i n g . d a t a<−d a t a . f rame ( x , y )
# T r e e n i n andmes t i ku , kus on v a r j a t u d k i h i s 5 n e u r o n i t
model<−n e u r a l n e t ( y ˜ x , t r a i n i n g . da t a , h i dd en =5)
# T r e e n i t u d a n d m e s t i k u v i s u a l i s e e r i m i s e k s t e k i t a n v e k t o r i x
x . seq <− seq ( −2 , 2 , 0 . 0 1 )
# Arvu tan mude l iga e n n u s t a t a v a d v\”a\” a r t u s e d
p red . model<−compute ( model , x . seq )
# Kuju tan j o o n i s e l
p l o t ( x . seq , p r ed . model $ n e t . r e s u l t , t y p e =” l ” , x l a b =” x ” , y l a b =” h ( x )
” )
c u r v e ( f ,−2 ,2 , add=T , c o l =2 , n =1000)
# Joon i s , kus on k u j u t a t u d i g a n e u r o n i p a n u s t v\” a l j u n d i s s e
# S i g m o i d f u n k t s i o o n i valem
s igmoid<−f u n c t i o n ( x ) 1 / (1+ exp(−x ) )
x<−seq ( −2 , 2 , 0 . 1 )
# Le ian v\” a l j u n d k i h t i n e u r o n i argumendi .
one . neuron <− f u n c t i o n ( x , n r ) s igmoid ( x∗model $ w e i g h t s [ [ 1 ] ] [ [ 1 ] ] [ 2 ,
n r ]+ model $ w e i g h t s [ [ 1 ] ] [ [ 1 ] ] [ 1 , n r ] ) ∗
model $ w e i g h t s [ [ 1 ] ] [ [ 2 ] ] [ n r
+1 ,1 ]
a rgument<−f u n c t i o n ( x ) {
argument = one . neuron ( x , 1 ) +one . neuron ( x , 2 ) +one . neuron ( x , 3 ) +one
. neuron ( x , 4 ) +one . neuron ( x , 5 ) +model $ w e i g h t s [ [ 1 ] ] [ [ 2 ] ] [ 1 , 1 ]
r e t u r n ( a rgument )
}
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# V a b a l i i k e k u j u t a m i s e k s g r a a f i k u l
b i a s <−f u n c t i o n ( x ) r e p ( model $ w e i g h t s [ [ 1 ] ] [ [ 2 ] ] [ 1 , 1 ] , l e n g t h ( x ) )
# G r a a f i k u j o o n e s t a m i n e
p l o t ( 0 , 0 , t y p e =” n ” , x l im =c ( −2 . 5 , 2 . 5 ) , y l im =c (−11 ,8) , x l a b =” x ” , y l a b
=” y ” )
l i n e s ( x . seq , one . neuron ( x . seq , 1 ) , c o l =2 , lwd =2)
l i n e s ( x . seq , one . neuron ( x . seq , 2 ) , c o l =3 , lwd =2)
l i n e s ( x . seq , one . neuron ( x . seq , 3 ) , c o l =4 , lwd =2)
l i n e s ( x . seq , one . neuron ( x . seq , 4 ) , c o l =5 , lwd =2)
l i n e s ( x . seq , one . neuron ( x . seq , 5 ) , c o l =6 , lwd =2)
l i n e s ( x . seq , b i a s ( x . seq ) , lwd =2 , c o l =8)
a b l i n e ( 0 , 0 , l t y =2)
a b l i n e ( v =0 , l t y =2)
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