To suppress undesirable noise (jamming) associated with signals is important for many applications. Here we explore the idea of jamming suppression with realistic, aperiodic signals by stochastic resonance. In particular, we consider weak amplitude-modulated (AM), frequencymodulated (FM), and chaotic signals with strong, broad-band or narrow-band jamming, and show that aperiodic stochastic resonance occurring in an array of excitable dynamical systems can be effective to counter jamming. We provide formulas for quantitative measures characterizing the resonance. As excitability is ubiquitous in biological systems, our work suggests that aperiodic stochastic resonance may be a universal and effective mechanism for reducing noise associated with input signals for transmitting and processing information.
Introduction
The presence of undesirable noise is a common problem in many scientific and engineering applications. To suppress noise, particularly when it is present in input signals, is naturally of great interest. The issue becomes critical in applications such as communication, where externally imposed noise, or jamming, may be present and strong. Traditional methods of antijamming are based mainly on filtering. For instance, if the frequency spectra of the signal and jamming are relatively well separated, a bandpass filter can be useful for reducing jamming so as to enhance the signal. In-band noise, whose spectrum overlaps significantly with that of the signal, is more difficult to deal with.
Often, sophisticated filtering procedure is necessary. In some cases the underlying dynamics generating the signal can be exploited. For instance, if the signal comes from a deterministic chaotic process, then the intrinsic redundancy of the chaotic dynamics can be used to suppress in-band noise [Rosa et al., 1997; Mario et al., 2000] .
A closely related problem is how natural systems deal with noisy signals. In a biological or neural network, for instance, input signals that contain certain information to be processed or transmitted are often contaminated by noise. To understand the mechanisms by which noise is suppressed and useful information retrieved in biological systems is of fundamental importance.
In a recent work [Liu et al., 2002 [Liu et al., , 2004 , we proposed an approach to jamming suppression. The idea is to make use of the principle of stochastic resonance [Benzi et al., 1981 [Benzi et al., , 1983 Jung, 1993; Moss et al., 1994; Wiesenfeld & Moss, 1995; Gammaitoni et al., 1998; McNamara & Wiesenfeld, 1989; Longtin et al., 1991; Jung et al., 1992; Douglass et al., 1993; Misono et al., 1998; ChapeauBlondeau & Godivier, 1997; Neiman et al., 1997; Russell & Moss, 1999; Goychuk & Hänggi, 2000; Greenwood et al., 2000; Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 Inchiosa & Bulsara, 1995; Bulsara & Zador, 1996; Inchiosa et al., 1998; Hänggi et al., 2000; Inchiosa et al., 2000; Stocks, 2000; Goychuk, 2001; Stocks & Mannella, 2001; Stocks, 2001a Stocks, , 2001b , where a jammed signal is taken as the input to a nonlinear system and the signal is enhanced by deliberately applying adjustable noise to the system. While this seems counterintuitive, the mechanism lies in the nonlinear system's ability to respond, resonantly, to the input signal at some optimal noise level. This is particularly so when the system is excitable and sub-threshold, as in many biological oscillators. We have shown how this can be accomplished for the particular case where the input signal is dominantly periodic with a well-defined peak in its Fourier spectrum [Liu et al., 2002 [Liu et al., , 2004 . For noisy periodic signals, stochastic resonance can be quantified by the signal-to-noise ratio (SNR) defined with respect to the spectral peak. In this case, SNR is a proper and convenient measure to characterize the degree of signal enhancement.
This paper addresses the problem of jamming suppression for aperiodic signals. In particular, we consider amplitude-modulated (AM), frequeny-modulated (FM), and chaotic signals, which are used in many applications ranging from radio broadcasting to more advanced communication systems such as the global positioning system (GPS) that is key to the infrastructure of a modern society. A common feature associated with these signals is that they have broad Fourier spectra, which renders the SNR measure improper. It is necessary to explore more general measures. In this paper we will use the correlation measure proposed by Collins et al. [Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 for characterization of aperiodic stochastic resonance. Our question is whether stochastic resonance can help suppress the jamming so as to enhance the correlation measure. Here we will show this is feasible. An implication is that stochastic resonance provides a natural way for biological systems to retrieve information from weak input signals contaminated by noise.
An issue requiring a special consideration for jamming suppression is the range of noise amplitude in which a stochastic resonance can occur. For a single nonlinear oscillator, resonance usually occurs in a narrow range of the noise amplitude. If the jamming is weak, applying additional noise gives rise to a combined noise level that results in a stochastic resonance. However, for strong jamming, additional noise will bring the total noise level in the system far beyond the resonant point. In order to achieve the resonance, an array of nonlinear oscillators should be used [Liu et al., 2002 [Liu et al., , 2004 , in which case a wide noise range for resonance can be achieved. This is the phenomenon of extended stochastic resonance [Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 . Thus, we will use an array of nonlinear oscillators to generate extended stochastic resonance to suppress jamming.
In Sec. 2, we briefly describe the phenomenon of stochastic resonance and define the correlation measures. In Sec. 3, we introduce our numerical model and present extensive computational results for jamming suppression for AM, FM and chaotic signals. In Sec. 4, we derive formulas for the correlation measure under two independent noise sources to explain the features of our numerical results. A discussion is presented in Sec. 5.
Stochastic Resonance and Characterization

Stochastic resonance and our antijamming scheme
The following simple mechanical system has been a paradigm for studying stochastic resonance [Jung, 1993; Moss et al., 1994; Wiesenfeld & Moss, 1995; Gammaitoni et al., 1998 ]. Consider the motion of a particle of mass m in a one-dimensional, symmetric, double-well potential U (x), under heavy damping characterized by viscous friction. Suppose a weak periodic forcing is applied and the output signal of the system is proportional to the hopping rate of the particle between the two potential wells. Because the forcing is weak, in the absence of noise the particle cannot overcome the potential barrier. The presence of noise, in combination with the weak periodic forcing, can give rise to a nonzero probability for hopping of the particle between the wells. Here, the two distinct time scales are apparent: one is the inverse of the rate of transition between the potential wells and another is the period of the external forcing. The rate depends on noise as it is caused by the fluctuational force due to noise and it is given by the Kramers formula [Jung, 1993; Moss et al., 1994; Wiesenfeld & Moss, 1995; Gammaitoni et al., 1998 ]:
, where ∆U is the height of the potential barrier. The intrinsic time scale τ i in this case is then the average first-passage time for the particle to cross the potential barrier. A match in the time scales occurs when this time is half of the period of the forcing, leading to a stochastic resonance.
In the above setting of a single, relatively lowdimensional nonlinear oscillator, stochastic resonance occurs at the optimal noise level D. It was found later that for an array of nonlinear oscillators, stochastic resonance can occur in a wide range of the noise level [Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 . Such a system is typically high-dimensional and in principle provides many more time scales that can potentially lead to resonance. When noise varies in a range, the dominant intrinsic time scale varies, but if the external signal is aperiodic with many time scales, it is possible that time-scale match can occur in a range of noise levels, leading to an extended stochastic resonance.
The mechanism of stochastic resonance was first proposed by Benzi et al. to explain the approximately periodic occurrence of the earth's ice ages [Benzi et al., 1981 [Benzi et al., , 1983 . They regard the earth's climatic system as nonlinear and subject to constant random fluctuations. The earth's wobble acts as the small periodic perturbations that provide the external time scale. A stochastic resonance can lead to large-scale climatic changes such as the ice age. Since then the phenomenon has been identified in many situations and it becomes one of the most active areas in nonlinear and statistical physics [Jung, 1993; Moss et al., 1994; Wiesenfeld & Moss, 1995; Gammaitoni et al., 1998; McNamara & Wiesenfeld, 1989; Longtin et al., 1991; Jung et al., 1992; Douglass et al., 1993; Misono et al., 1998; Chapeau-Blondeau & Godivier, 1997; Neiman et al., 1997; Russell & Moss, 1999; Goychuk & Hänggi, 2000; Greenwood et al., 2000; Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 Inchiosa & Bulsara, 1995; Bulsara & Zador, 1996; Inchiosa et al., 1998; Hänggi et al., 2000; Inchiosa et al., 2000; Stocks, 2000; Goychuk, 2001; Stocks & Mannella, 2001; Stocks, 2001a Stocks, , 2001b .
Our interest is in antijamming and signal enhancement by stochastic resonance, so we consider a nonlinear system as a signal-processing unit. The input consists of the desirable signal and jamming of amplitude D J . As we have demonstrated previously [Liu et al., 2002 [Liu et al., , 2004 , in the presence of jamming, to have a stochastic resonance it is necessary to use an array of N nonlinear elements, as shown in Fig. 1 . Each element can be a nonlinear oscillator described by a set of differential equations dx i /dt = f i (x i ) or it can simply be a threshold device [Stocks, 2000; Goychuk, 2001; Stocks & Mannella, 2001; Stocks, 2001a Stocks, , 2001b . The input consists of the desirable signal S(t) to be enhanced and jamming. Independent Gaussian noise of adjustable amplitude D is applied to each element. The output x i from a single element is one of the dynamical variables of this element, and the output signal X(t) of the system is the average of outputs from all elements.
Characterization of stochastic resonance
When a periodic signal is under jamming of amplitude D J , its spectrum is broad but nonetheless there are dominant peaks at the corresponding frequency f 0 and its harmonics. In this case, it is Fig. 1 . Our proposed system of an array of nonlinear elements to suppress jamming by using adjustable noise to induce a stochastic resonance. The input consists of the desirable signal and jamming, and the output is the average of outputs from all elements.
proper to use the SNR to characterize stochastic resonance, which is the ratio of the height H(f 0 ) of the dominant peak in the spectrum to the noisy power B(f 0 ) at the same frequency,
The value of the SNR depends on the amplitude D of the adjustable noise. A stochastic resonance occurs if the plot of β f versus D exhibits a maximum at D. The amplitude D is thus a tunable parameter that can be adjusted in applications to achieve a maximum amount of jamming suppression. Strictly speaking, the notion of SNR is meaningful only when the system is linear and noise is Gaussian. For weakly nonlinear systems and periodic signals, which are characterized roughly by the persistence of a set of dominant spectral peaks, the SNR measure can still be utilized to quantify stochastic resonance. For aperiodic signals in excitable systems, Collins et al. suggested the cross-correlation measure to characterize stochastic resonance [Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 . Specifically, let S(t) be a zero-mean input signal, and let R(t) be the response function determined by the bursting or firing rate of the excitable system. For output signal consisting of spikes, the instantaneous firing rate R(t) can be computed by using a moving-window filter, such as the Hanning filter [Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 . The power norm is defined to be
where the overbar denotes time average, · is the ensemble average, τ accounts for the time delay (usually small) for the system to respond to an input impulse, the max{·} is with respect to τ . Clearly, C 0 measures the coherence between the input and output signals. This definition of C 0 is motivated by the fact that in an excitable system, information is transmitted and represented in its average firing rate R(t) . Depending on the relative strength of the input signal and the average firing rate, the numerical value of C 0 can be rather arbitrary. The following normalized power norm is then useful:
where 0 ≤ C 1 ≤ 1. For the special case of periodic driving, C 1 is proportional to SNR. Recently, information theoretic measures have been proposed to characterize stochastic resonance with aperiodic signals [Inchiosa & Bulsara, 1995; Bulsara & Zador, 1996; Inchiosa et al., 1998; Hänggi et al., 2000; Inchiosa et al., 2000; Stocks, 2000; Goychuk, 2001; Stocks & Mannella, 2001; Stocks, 2001a Stocks, , 2001b . It was shown that the average mutual information (or the information transfer), which measures the amount of information transmitted through the system, can characterize stochastic resonance for discrete-value dynamical systems such as a threshold device. For our antijamming scheme in Fig. 1 , the information transfer can be defined as
where H(X) is the information (or entropy) contained in the output signal X(t) and H(X|S) is the information content of the output signal provided that the information about S(t), the desirable signal to be enhanced, is known. Here the output assumes a set of (N + 1) discrete values, P X (n) is the probability distribution function of the discrete random variable X, P (n|S) is the conditional probability distribution function, and p(s) is the probability density function associated with the continuous input signal S(t). In the ideal situation where there is no jamming or other noise and the system is linear, knowing S(t) implies a full knowledge about the output signal X(t) so that it provides no new information, giving H(X|S) = 0. In this case, information transfer I is maximum, as it should be. In the opposite case where the noise is overwhelmingly strong, knowing S(t) gives no improvement in the prediction of the output and, hence, we have H(X|S) ≈ H(X). In this case, the information transfer is approximately zero, indicating that no information about the desirable signal S(t) can be revealed in the output. We see that the quantity H(X|S) can be regarded as the amount of encoded information lost in the transmission of the signal through the system. Due to jamming, information about the desirable signal S(t) will be reduced in the input signal. For discrete-value signals the information measure is advantageous and can be computed relatively easily. However, to compute the information for continuous-time input and output signals is difficult. For this reason we will not consider the information measure in this paper.
Numerical Experiments
Model and signal description
The following FitzHugh-Nagumo (FHN) model [FitzHugh, 1961; Scott, 1975] represents a simple excitable system to simulate the dynamics of neurons, which has been a paradigm to study stochastic resonance:
where ε and b are parameters. The value of ε is chosen to be much smaller than unity so that the x-variable is faster than y in time. The typical dynamics consists of slow motion near a fixed point and rapid excursions away from it. We use b = 0.15 and ε = 0.005 in our numerical experiments. Now consider a network of N excitable systems modeled by an array of FHN oscillators, under noise of adjustable amplitude D,
where ξ i (t)'s are Gaussian random variables of zero mean and unit variance ξ i (t)ξ j (t ) = δ ij δ(t−t ) (so D 2 is the noise variance), S I (t) is the jammed input signal. We focus on additive jamming and write
where S(t) is the information-carrying signal, η(t) is a random process simulating the additive jamming, and D 2 J is the variance of the jamming. The output is
We integrate the stochastic differential equations Eq. (6) by using the standard, second-order Milshtein routine [Kloeden & Platen, 1992] . In our numerical experiments we consider various combinations of types of signal and noise including AM, FM and chaotic signals, and both broad-band and narrow-band jamming. For AM signals we choose
where ω 0 = 0.15. This choice of ω 0 is made such that it is much smaller than the firing frequency of the FHN oscillator. This is necessary because, to suppress jamming, the system must be able to respond to the signal so that the bursting frequency changes with the signal. This cannot be achieved if the signal frequency is comparable with the intrinsic frequency of the excitable system. For FM signals, we use
where the frequency ratio is incommensurate:
For chaotic signals, we use the standard Lorenz system [Lorenz, 1963] 
and choose S(t) = 0.004u(t/10) so that its amplitude and frequency are comparable to those of the AM and FM signals.
For broad-band jamming we choose η(t) to be a Gaussian random variable of zero mean and unit variance, and D J = 0.05 so that the signal and jamming amplitudes are comparable. In fact, the standard deviation of the jamming is 0.05 but those of the AM, FM, and chaotic signals are about 0.03. In this sense, the signals are somewhat immersed in the jamming. In spite of this, we will demonstrate that the system can still pick up the signal effectively through the firing mechanism by stochastic resonance.
For narrow-band jamming, the time domain noisy signal is constructed by choosing a narrow subset from a Gaussian spectrum, which covers that of the signals, and then performing inverse Fourier transform (detailed in Secs. 3.2-3.4). This way we ensure a significant overlap between the jamming and signal spectra.
Stochastic resonance with AM signals
Broad-band jamming
We consider the case where an AM signal (thick solid line) is immersed in a broad-band jamming signal, as shown in Fig. 2 . Figure 3 (a) shows a typical firing pattern of an FHN oscillator in response to this jammed signal, where N = 40 and no adjustable noise is applied (D = 0). We observe spikes concentrated in some narrow time intervals and a noisy background. The corresponding instantaneous firing rate R(t) computed from the network output signal X(t) is shown in Fig. 3 
S(t)
is shown as the thin solid line. While it can be seen that firing tends to occur when the AM signal reaches its local maxima, overall there appears to be no resemblance between R(t) and S(t). Thus, information carried by the signal cannot be coded properly by the network of oscillators through the firing rate. As we turn on the adjustable noise, the oscillators fire more frequently, as shown by the firing pattern of a typical oscillator in Fig. 3(c) for D = 0.2. The overall firing rate R(t) is shown in Fig. 3(d) (the thick solid line), which appears to follow closely the original signal S(t). Thus, noise can help improve the network ability to code the information through its firing rate, despite the presence of strong jamming. Figure 4 (a) shows the normalized power norm C 1 versus D for N = 40. There is apparently a range of D values for which C 1 is close to its maximally possible value. For any choice of D in this range, C 1 is close to unity, indicating that jamming has been effectively suppressed as the AM signal can be extracted from the firing rate almost perfectly. Figure 4(b) shows, for D = 0.04, C 1 versus N . We see that the correlation increases toward unity rapidly as N is increased, and saturates for N > 10. This indicates a wide range of system sizes for stochastic resonance and jamming suppression, insofar as the number of elements is more than a few. The biological implication is that the ability of a neural network to suppress jamming seems to be independent of its size, making stochastic resonance a robust and effective mechanism for information coding in noisy environment.
Narrow-band jamming
The frequency spectrum of the narrow-band jamming signal is shown in Fig. 5(a) , which covers the frequencies of the AM signal (indicated by the vertical thick dashed lines). The time-domain jamming signal is shown in Fig. 5(b) , together with the AM signal S(t) (thick solid line). Figures 6(a) and 6(b) show, respectively, the typical firing pattern of an oscillator and the average firing rate R(t) of the whole system (N = 40) in the absence of adjustable noise, where the correlation between R(t) and S(t) is poor. As we turn on the adjustable noise, the oscillators fire more frequently, as shown in Fig. 6(c) and, the correlation is improved, as can be seen even visually in Fig. 6(d) , we see that the maximum power norm for narrow-band jamming is slightly smaller. This can be understood by noticing that the jammingsuppression process is essentially an averaging process. Broad-band noise is relatively more uniform in time and can therefore be averaged out more easily. 
Stochastic resonance with FM signals
3.3.1. Broad-band jamming Figure 8 shows an FM signal with jamming, where we see that the signal is immersed in jamming.
Figures 9(a) and 9(b) show, respectively, the firing pattern and the average firing rate R(t) for D = 0, where we see that R(t) does not seem to be able to code the signal (thin solid line) properly, as most oscillators do not fire most of the time.
As we turn on the adjustable noise to increase the level of excitation of the system, the firing is enhanced [as shown in Fig. 9(c) ] and the system's ability to code the original FM signal is improved, as can be seen from 
Narrow-band jamming
The Fourier spectrum of the FM signal is shown in Fig. 11(a) . Narrow-band jamming signal is constructed by limiting the spectrum of a Gaussian random variable to a range that covers that of the FM signal. In the time domain, the FM signal is immersed in the jamming, as shown in Fig. 11(b) .
Figures 12(a) and 12(b) show, respectively, the typical firing pattern of an oscillator and the average firing rate R(t) of the system (N = 40) for D = 0. We see that R(t) does not appear to follow S(t). As the adjustable noise is turned on, the oscillators fire more often and the system's firing rate follows relatively more closely the original signal S(t), as shown in Figs. 12(c) and 12(d), respectively, for D = 0.03. The behavior of stochastic resonance is shown in Fig. 13(a) , the normalized power norm C 1 versus the noise amplitude D. 
Stochastic resonance with chaotic signals
Broad-band jamming
We now consider a chaotic signal from the Lorenz system Eq. (10), as shown in Fig. 14(a) . Its Fourier spectrum is shown in Fig. 14(b) . The broad-band jamming signal is shown in Fig. 14(c) , which covers the chaotic signal S(t) almost entirely in the time domain. Without adjustable noise, the firing pattern of an individual oscillator consists of relatively infrequent spikes, as shown in Fig. 15(a) . There is a substantial fraction of time during which the firing rate is zero, as shown in Fig. 15(b) . The instantaneous firing rate R(t) thus cannot represent the signal S(t) properly in this case. With the presence of adjustable noise, the firing pattern of the system tends to follow more closely the behavior of the signal S(t), as shown in Figs 
Narrow-band jamming
The spectrum of the narrow-band jamming is shown in Fig. 17(a) , and its time-domain signal is shown in Fig. 17(b) . Again, our choice of the jamming is such that it covers the signal S(t). The firing pattern of an individual oscillator and the average firing rate R(t) of the system are shown in Figs. 18(a)-18(d) , respectively, for D = 0 and D = 0.05, where R(t) tends to follow S(t) more closely under adjustable noise. The behavior of extended stochastic resonance is shown in Fig. 19(a) , where C 1 versus D is plotted for N = 40. Figure 19(b) shows C 1 versus the system size N for D = 0.05.
Theory
Jamming suppression
The ability of an excitable system in suppressing jamming lies in its firing mechanism. A burst occurs only when the input signal is strong enough so that the "excitation" level is above a threshold. For above-threshold signals, the number of bursts per unit time, or the firing rate, is approximately proportional to the difference between the signal intensity and the threshold. The role of the adjustable noise is to make the system fire more often so that a sufficient number of spikes are generated all the time. If the jamming and the adjustable noise are uniform in time, as when they are Gaussian and broad-band, they contribute to roughly a constant increase in the firing rate. Variations in the firing rate is due mainly to the temporal variation of the original signal, as shown schematically in Fig. 20(a) , where the dashed line denotes jamming and the upper solid line represents the instantaneous firing rate in the presence of jamming. We see that jamming is effectively eliminated in the sense that the temporal variation of the firing rate does not depend on the details of the jamming, even if it is strong. This is why we observe close-to-unity values of the correlation measure C 1 for all cases of broad-band jamming, regardless of the nature of the signal. (a) For Gaussian, broad-band jamming that tends to increase the firing rate by approximately a constant, jamming is effectively suppressed in the sense that the correlation between the output signal R(t) and input S(t) is generally high. (b) For narrow-band jamming correlated with the signal S(t), there can be severe distortations in R(t) with respect to S(t).
Narrow-band jamming is less uniform in time. Because of this, it can happen that the jamming can influence the firing rate in a way that is not completely independent of that due to the signal. For instance, in time intervals where the signal is strong, the system is likely to fire more as a result of the "correlated" jamming. Likewise, relatively fewer bursts occur when the signal is weak, as shown schematically in Fig. 20(b) . As a result, there can be a severe amount of distortion in the firing rate with reference to the signal, resulting in lower values of C 1 , as we have observed in numerical experiments.
Characterization of aperiodic
stochastic resonance under doubly additive noise
Single FHN oscillator
General expressions for the dependences of the power norm measures C 0 and C 1 on the amplitudes of adjustable noise and on jamming can be derived based on the work of Collins et al. [Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 . The idea is that bursting dynamics can in general be understood by a universal model for stochastic resonance: particle motion in a potential well under noise. Consider, for instance, a double-well potential with a barrier. In the absence of noise, particles with energy less than the barrier height ("subthreshold state") are confined within one well. They can move across the barrier when noise is present. The switches between the wells correspond to bursts or spikes in an excitable system. Given an excitable system, the task is then to find an equivalent potential configuration. For the FHN model, the starting point is to use the change of variables: v(t) = x(t) − 1/2 and w(t) = y(t) + b − 1/2 to convert Eq. (5) in the absence of signal and noise into
where A is the threshold parameter and for the particular parameter setting in Eq. , where the fixed points are stable (unstable) for A < A T (A > A T ). For the parameter setting used in our numerical experiments, we have A = −0.35 < A T , so the system is sub-threshold. The threshold fixed point (v − , w − ), nonetheless, provides a convenient reference point for a perturbative treatment for finding the fixed points under signals and noise and, consequently, the equivalent potential model. In particular, let v f (t) be the fixed point of the FHN equation under signal S(t). It is determined by
where γ(t) ≡ (A T −A) − S(t), and B ≡ (A T −A) is the "distance" of the excitation level to the threshold. For weak signal, Collins et al. suggested the following perturbative assumption [Collins et al., 1995a :
which, when substituted into Eq. (12), yields α 1 = −(3/4 + 3v 2 − ) −1 = −1 and β 1 = −3α 1 v − /(3/4 + 3v 2 − ) = √ 3/2. Now consider the FHN model under signal S(t) and doubly additive noise, written as
For the system to be excitable, the parameter ε is chosen to be small: ε 1. Since the signal is weak and the system is sub-threshold, in the absence of noise the fixed point [v f (t), w f (t)] is stable, where w f (t) = v f (t). Asymptotically, a trajectory approaches this time-dependent stable state. Under noise, the dynamics consists of staying near the fixed point for relatively long time and rapid bursting away from it, creating a spike in v(t). Because ε is small, the time rate of change of v(t) is much larger than that of w(t), so relatively, v(t) is "fast" while w(t) is "slow". Approximately we can assume dw/dt ≈ 0, which gives
Substituting this approximation into the v-equation in Eq. (14) yields
which describes the motion of a heavily damped particle in a potential under the influence of combined noise D J η(t) − Dξ(t), where the potential function U (v) is given by
We see that U (v) is a time-dependent, tilted doublewell potential. Since v(t) = v f (t) is a solution of ∂U (v)/∂v = 0, one well is located at v f (t). We write v w (t) = v f (t). To find the location v b (t) of the barrier, a perturbative approach can again be used in which we assume, to first order in γ(t), v b (t) = v − + α 2 γ(t). Substituting this assumption into ∂U (v)/∂v = 0 yields α 2 = 1. The height of the potential barrier, which the noise-driven particle must cross to generate a spike, is
Since we are interested in weak signals, we can assume |S(t)| B and, hence, we have γ 3 (t) = [B − S(t)] 3 ≈ B 3 − 3B 2 S(t). The barrier height is thus given by
The analysis proceeds by utilizing the standard Kramers' formula [Kramers, 1940; Hänggi et al., 1990] , which gives the rate of escape of particles from a potential well driven by noise. In particular, if the noise variance D 2 T is small compared with the barrier height, the ensemble average of the escape (switching) rate is given by
where the normalizing parameter ε has been taken into account. From Eq. (15), the noise variance is given by
Since the jamming and adjustable noise are independent Gaussian white noise, we obtain
Substituting Eqs. (18) and (21) into Eq. (19) gives
The ensemble-averaged power norm is thus given by
To compute C 1 , we write [Collins et al., 1995a : R(t) ≡ R(t) + ζ(t), where ζ(t) = 0 and ζ 2 (t) ≡ Γ(D J , D). The variance of the switching rate is thus
, we can expand the exponential dependence on S(t) of R(t) to obtain
Taking the time average of R(t) and ( R(t) ) 2 and noting that S(t) = 0, we obtain
which yields the following expression for C 1 :
The following general conclusions can be drawn from the formulas of C 0 and C 1 in Eqs. (23) and (25).
(1) For a single FHN oscillator, the jamming and adjustable noise play the same dynamical role in generating the resonance because the dependencies on the jamming variance D 2 J and adjustable noise variance D 2 are the same. This is somewhat expected because both noise sources are additive.
(2) As in [Collins et al., 1995a for aperiodic stochastic resonance under a single additive noise source, in our case the ensembleaveraged power norms C 0 and C 1 both exhibit a hump as a function of the combined noise variance (D 2 J + D 2 ) and attain maximum for D 2 J + D 2 = K 0 εB 3 / √ 3, where K 0 = 2 for C 0 and K 0 ≈ 2 for C 1 . This dependence suggests that if jamming is strong such that its variance is greater than K 0 εB 3 / √ 3, additive adjustable noise cannot induce a stochastic resonance in a single FHN unit.
Array of FHN oscillators
For strong jamming, in order to induce a stochastic resonance to suppress it, an array of N FHN oscillators is necessary. For such an array, we consider the mean-field variable
, where δ i (t) is the deviation of the fast variable of each individual oscillator from the mean field which satisfies
For an excitable system, most of the time it is near the fixed point so that the spike amplitude is near zero. Thus, we have | δ 3 | δ 2 1. These two terms can thus be neglected in Eq. (26). Let- 
As N is increased from one, C 1 increases, but if N is sufficiently large such that Γ(D)/ √ N is negligible compared with the additive term in the denominator of C 1 , the normalized power norm is essentially independent of N . Strikingly, in this case C 1 appears to depend on neither D J nor D, indicating an extended aperiodic stochastic resonance. These are features we observe in numerical experiments. The array system thus has the capability to make use of the noise, regardless of whether it is associated with the incoming signal, internal, or deliberately added, in such a way that a stochastic resonance is induced by which the signal is enhanced. This may be a natural mechanism for a biological network to deal with, and more importantly, to take advantage of various noise sources in its environment for signal processing.
Discussion
Aperiodic stochastic resonance in excitable dynamical systems was discovered by Collins et al. and believed to be important for information processing in biological networks [Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 . In the typical setting investigated in previous works, a weak signal is passed through an array of excitable units and stochastic resonance is induced by external or internal noise [Collins et al., 1995b; Heneghan et al., 1996; Gailey et al., 1997; Nozaki et al., 1999; Collins et al., 1995a Collins et al., , 1996 . Our interest here is whether stochastic resonance can be used to suppress strong noise associated with a relatively weak signal, by deliberately introducing independent noise sources in the system dynamics. The signals considered are those commonly encountered in many applications: AM, FM and chaotic signals. The results reported in this paper indicate that stochastic resonance can be achieved in wide ranges of the noise levels, with a variety of system configurations. Aperiodic stochastic resonance with doubly additive noise sources thus appears to be a quite general phenomenon for subthreshold, excitable systems. This extension from the situation of a single noise source is the main contribution of this paper [Zaikin et al., 2000 [Zaikin et al., , 2003 Singh et al., 2003] .
While our work is motivated by the problem of antijamming, we wish to point out that with the configuration considered in this paper, the approach of stochastic resonance does not appear to be advantageous compared with the traditional method of filtering. The key reason lies in the threshold mechanism in the excitable system on which we rely to generate stochastic resonance. Because of this, the output signal consists of spikes and all information associated with the signal is encoded in the instantaneous firing rate R(t). It is thus necessary to use a weighted linear filter (e.g. the Hanning window in our computations) to extract the firing rate function. It is quite conceivable that a carefully designed linear filter, applied directly to the contaminated signal, would reduce the jamming. Indeed, in all numerical examples we examined, applying a moving Hanning window to the jammed input signal yields normalized power norm with comparable values to those that can be achieved by aperiodic stochastic resonance. Whether this would be true in general is not known. Particularly, the specific choice of the excitable system to generate stochastic resonance may not be a practical way to counter jamming. Nonetheless, we feel that the idea of using stochastic resonance to counter jamming and the underlying philosophy of using noise to suppress noise is immensely interesting and worth further investigation, possibly with other choices of nonlinear dynamical systems.
At a fundamental level, our work provides a plausible explanation for how biological or neural networks deal with weak signals immersed in noise. Conceivably, input signals to a wide variety of biological networks are noisy. A threshold mechanism to generate spike trains, with the help of internal noise that is independent of the input noise (jamming), can result in stochastic resonance and consequently, efficient extraction and transmission of the information through the network. We have shown that this can indeed be achieved for common types of aperiodic signals and for broad-band or narrow-band input noise.
