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Abstract
Autonomous vehicles are still yet to be available to the public. This is because there
are a number of challenges that have not been overcome to ensure that autonomous
vehicles can safely and efficiently drive on public roads. The nature of urban road-
ways are particularly difficult, as they contain significant human factors that make it
difficult to predict the actions of human driven vehicles. Accurate prediction of other
vehicles is vital for safe driving, as interacting with other vehicles is unavoidable on
public streets. This thesis explores reasons why this problem of scene understanding
is still unsolved, and presents methods for driver intention and path prediction. The
thesis focuses on intersections, as this is a very complex scenario in which to predict
the actions of human drivers. More specifically, it focuses on intersections without
traffic signals. These scenarios are significantly more difficult to predict the actions of
human drivers compared to intersections with signals dictating which vehicles must
give way to others.
Modern vehicle sensors are able to accurately track other vehicles at a significant
distance using onboard sensors in real time. However, there is very limited data
available for intersection studies from the perspective of an autonomous vehicle. In-
stead, common datasets typically use overhead sensors to study ‘smart intersections’
or are limited in the quality of sensor data. This thesis presents a very large dataset
of over 23,000 vehicle trajectories through five different unsignalised intersections.
This dataset was collected using a lidar based vehicle detection and tracking system
onboard a vehicle. Analytics of this data is presented, and these datasets are used in
the training and validation of the algorithms presented in this thesis.
Even though predicting the actions of traffic is a complex and unsolved engineering
problem, it must be solvable. After all, people drive vehicles safely every day in all
sorts of traffic conditions. An experienced human driver has an intuition of what
other vehicles are going to do, based off subtle movement cues. This thesis presents
driver intention and path prediction techniques that aim to capture this intuition for
use in autonomous driving. To determine the intent of vehicle at an intersection, a
method for manoeuvre classification through the use of recurrent neural networks is
presented. This allows accurate predictions of which destination a vehicle will take
at an unsignalised intersection, based on that vehicle’s approach.
Abstract iii
The final contribution of this thesis presents a method for driver path prediction. It
produces a multi-modal prediction for the vehicle with uncertainty assigned to each
mode. Given that intersections are by nature multi-modal (there are multiple ways
to traverse an intersection, go straight, turn left / right), the output of this prediction
algorithm is also multi-modal to match the problem space. By applying a mixture
density network as the output layer to a recurrent neural network, and using full
sequence to sequence training, this method produces a probability distribution of the
future path of the vehicle. A presented temporal clustering method is then used to
produce a multi-modal output, where each mode has its own uncertainty. In addition,
these multiple outputs are ranked according to their individual probability. By using
a driven approach the output modes are not hand labelled, but instead learned from
the data. This results in there not being a fixed number of output modes. Whilst
the application of this method is vehicle prediction, this method shows significant
promise to be used in other areas of robotics.
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Introduction
In 2017, there were 1,225 deaths due to motor vehicle accidents in Australia [1]. This
number has decreased significantly since its peak in 1970 of 3,798 [2], but it still too
large. There has been significant effort through Australian Government mandates and
campaigns to reduce this figure over the years, including mandatory seatbelts, random
breath testing, and speed cameras [3]. In addition, there has been major advances in
safety technology for consumer vehicles in the past 20 years including antilock brakes,
traction control, crumple zones, rigid passenger cabins, multiple airbags as standard,
and seatbelt pre-tensioners. These technology advances have allowed accidents that
were fatal for passengers in a 1998 vehicle [4] to be reduced to negligible injuries in
a 2015 vehicle [5]. The average age of a consumer vehicle on Australia’s roads is 9.8
years [6], but the average age of a consumer vehicle in a fatal accident is 13.1 years
[7], showing that vehicle technology has made a major impact in Australia’s road toll.
In addition to crash mitigation technology there are preventative vehicle technolo-
gies which attempt to reduce or remove factors that lead to crash in the first place.
These technologies, known as advanced driver assistance systems, include antilock
brakes, adaptive cruise control, traction control, lane departure warnings, blind spot
monitors, fatigue detection, and forward collision warning systems, to name a few.
Even with advancements in road safety programs and vehicle technology the majority
of accidents can be attributed to human error [8]. There is a movement to remove the
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driver from the vehicle altogether, and so replace the human driver with a computer
system, thus making the vehicle autonomous. Given the complexity of this task, the
standards board Society of Automotive Engineers (SAE) International outlines five
different levels of autonomy in SAE J3016 [9]. Level 0 involves no automation whatso-
ever, and is completely driven by the human driver. Level 1 is driver assistance where
one or more systems such as acceleration and braking is controlled by the computer,
but all else is up to the human driver, including monitoring of other vehicles. Level
2 describes partial automation where the computer system has complete control in a
very limited situation, such as lane keeping, and the human driver is expected to take
over at a moment’s notice if requested. Level 3 describes partial autonomy, where the
system is expected to monitor all surrounding vehicles on the road. Vehicles at level
3 are able to perform manoeuvres such as lane changes and traffic light navigation
without human intervention. At this level, a take over by a human driver is still
available upon request. Further levels describe a car that can fully navigate and drive
a road without any human intervention, in either a limited road area (level 4) or all
road areas (level 5). At level 5 the vehicle has no need for human controls such as
a steering wheel or brake as it is expected to perform all operations by itself. For
simplicity vehicles with any level of autonomy will be referred to as an ‘autonomous
car’ in this thesis, and not just level 5 (fully autonomous) vehicles.
Given the average age of consumer vehicles on Australia’s roads is 9.8 years, there is
going to be considerable overlap between when autonomous cars are first produced
and when they are the only cars on the road. Optimistic predictions still have a
majority of human driven vehicles over the next 30 years [10]. As such there is a need
for vehicles to determine the intention and predict the path of other vehicles, so that
they may interact safely. Technically speaking, methods for vehicle interaction are
defined in the road rules. These rules define which vehicle must give way to others and
defines the order in which vehicles should pass through an intersection. However, in
practice these rules are not strictly adhered to, as human drivers have a more relaxed
interpretation of these rules. Behaviours such as unsignalled lane changes, aggressive
merges, or cutting corners are quite common on the road, and experienced human
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drivers have an intuition of what other vehicles are going to do. This thesis aims to
capture this level of human intuition into a model that is usable by a computer, to
aid in all levels of autonomous driving. The collection of intelligent vehicles used for
autonomous car research at the Australian Centre for Field Robotics (ACFR) can be
seen in Figure 1.1. The vehicle shown in Figure 1.1a is used for studying full speed
traffic patterns, and data from this vehicle will be used extensively throughout this
thesis. The real time tracking data can be seen in Figure 1.1b and a sample of some
of the data used in this thesis can be seen in Figure 1.1c. The electric vehicle seen in
Figure 1.1d is used for low speed fully autonomous testing.
A simplified processing loop of an autonomous car is depicted in Figure 1.2. The
process begins with sensing, as this is how the vehicle is able to gather data about
the environment it is in. This describes which type of sensors are being used, such as
camera, lidar or radar, and these sensors require an appropriate calibration. This raw
sensor data is then passed to a perception system, which is able to identify objects
and features in the scene, such as lane markings and other vehicles. Parallel to this
is a localisation system, which is able to determine the position of the autonomous
vehicle on a map. The perception data is then passed to a scene understanding
module. This module is able to understand the surrounding scene and predict what
the scene will look like in the near future based on context. This includes predictions
such as: "A pedestrian is waiting at a crosswalk, therefore they are likely to cross
the road." or "A vehicle is slowing down and moving to the outside of the lane as
it approaches the intersection, how likely is it that this vehicle will turn into the
side street?". This thesis will focus on scene understanding techniques, as it will
present methods for vehicle intention and path prediction. The mission planner is
then able to incorporate these predictions into a path planning algorithm that allows
the autonomous vehicle to reach its intended destination while interacting with traffic.
Finally, the mission planner sends commands to the vehicle’s actuators, namely the
engine, brakes and steering wheel which allow the vehicle to drive.
Recent works in vehicle prediction have focused on vehicles in areas with significant
infrastructure. This could be a multi-lane highway, or an intersection with traffic
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Figure 1.1 – The research vehicles used at the ACFR. Figure 1.1a shows the Lasercar,
described in Section 3.4.1. The live tracking software can be seen in 1.1b. A sample
of data collected for use in this thesis is shown in 1.1c with vehicles depicted as
coloured rectangles, and their tracks shown as coloured lines. The second vehicle
shown in Figure 1.1d is used in low speed autonomous testing.
signals and dedicated turning lanes. A significant proportion of accidents occur at
intersections, of which 84% can be attributed to either recognition or decision error of
a driver [11]. Whilst predicting driver intention at signalled intersections is currently
an unsolved problem, there are considerable behaviour cues that exist because of the
infrastructure. Vehicles in a turning lane at a set of traffic lights are near guaranteed
to make the indicated turn, for instance. This thesis will focus on smaller, suburban
intersections that do not have traffic signals and have only one lane. This makes
prediction significantly more difficult as it cannot be based on traffic light phase, or
Introduction 5
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Figure 1.2 – A simplified version of the processing loop that an autonomous car uses
to sense, perceive and interact with its environment.
which lane the vehicle is in. These types of intersections are commonplace, and require
significantly more driver interaction, as there are no traffic lights to dictate right of
way or to demonstrate intent. As these intersections require human interaction, there
is a tendency for road rules to not be strictly complied with, which can exacerbate
assertive behaviour. Driving through these intersections is second nature for a skilled
human driver, and is mostly based on an innate sense of intuition about the behaviour
of other drivers. These intersections with such complex driver behaviours make an
excellent challenge for any intelligent inference algorithm. The work of this thesis aims
to capture this human intuition in a computer model for use in autonomous vehicle
path planning and decision making. If a method can solve these highly dynamic
scenes there is a high likelihood the method is transferable to more orderly scenes,
such as highway lane keeping and lane change prediction.
There are a number of implementation constraints than need to be followed for the
system to be practically deployed on an autonomous vehicle. These constraints are
used through the thesis to ensure that the algorithms therein are able to be success-
fully deployed. Firstly, the system must be fast enough to operate in real time, as
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this is necessary for real time control. Secondly, the system may only use data that
is available through on-board sensors and equipment. It must also not rely on data
that exists in the future to run analysis about events in the present. Finally, the
system should be generalisable, that is to say the solution should not be limited to
one particular area.
Multi-Modality
This work focuses heavily on a multi-modality problem. In this thesis, the term
’multi-modality’ refers to multiple trajectory states of a vehicle. That is to say, when
a vehicle traverses an intersection it typically may turn left, right or continue straight
ahead. It cannot travel in the average of left and straight turns, as this would lead the
vehicle to collide with the sidewalk. This is different to the typical use of multi-modal
in similar works, which refers to different sensor modalities such as a combination of
vision and lidar.
1.1 Contributions
The main contributions of this thesis are as follows:
• An analysis of current intention and path prediction techniques, as well as a
study of the datasets available for this problem is presented in Chapter 2.
• From the analysis, a data driven approach was appropriate given the high di-
mensionality of the problem. There are no publicly available datasets suitable,
so a number of naturalistic datasets were collected for use in this thesis and are
presented in Chapter 3. A description of the data capture vehicle is also pre-
sented. At the time of writing, these datasets are the largest known collection
of tracked vehicles passing through a specified set of unsignalised intersections.
Overall, they equate to over 60 hours and over 23,000 tracks of vehicle data of
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naturalistic human drivers traversing five different roundabout style intersec-
tions in Sydney.
• Data wrangling and preprocessing techniques used in preparing the dataset
for algorithm testing is presented in Chapter 3. In addition, a comprehensive
analysis of this data is presented, such as manoeuvre frequencies, as well as
speed and heading profiles.
• A novel application of RNNs for manoeuvre classification of the ego vehicle is
provided. A method using LSTM based RNNs is presented in Chapter 4 for
predicting the intent of drivers at intersections using manoeuvre classification.
• An extension of this technique for predicting the intention of external vehicles
is provided in Chapter 4, which allows this system to be used with a lidar based
object detection and tracking system.
• A real-time parametric model for producing vehicle path prediction with uncer-
tainty is presented in Chapter 5. This model generates output that produces
multi-modes that are discrete, each with uncertainty. Modifications to tradi-
tional sequence-to-sequence loss functions are presented. The modes generated
by the model are not hand labelled, but instead learned from the data. In ad-
dition, proof of generalisability to similarly sized intersections is provided using
the presented datasets.
Source code used for data wrangling, model training / testing, graph and table gen-
eration can be found at: https://github.com/azyner/radip
The datasets used in this thesis have been made publicly available at:
http://its.acfr.usyd.edu.au/datasets/
1.2 Outline
The remainder of the thesis is outlined as follows. Chapter 2 presents a survey of
similar work in driver intention prediction, and gives a background on Recurrent
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Neural Networks. Chapter 3 describes why collecting a new dataset was necessary.
It then introduces the datasets collected for this thesis, and presents some analytics
about the collected data. Chapter 4 presents methods for driver intention prediction
through the use of classification. Chapter 5 introduces a driver intention and path
prediction model that is multi-modal and includes uncertainty. Chapter 6 summarises
the thesis, presents a conclusion, and suggests future work.
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1.3 Publications
The following works were published in the process of writing this thesis:
Alex Zyner, Stewart Worrall, and Eduardo Nebot. "Long short term memory for
driver intent prediction." Intelligent Vehicles Symposium (IV), 2017 IEEE. IEEE,
2017.
Alex Zyner, Stewart Worrall, and Eduardo Nebot. "A Recurrent Neural Network
Solution for Predicting Driver Intention at Unsignalized Intersections." IEEE Robotics
and Automation Letters 3.3 (2018): 1759-1764.
Alex Zyner, Stewart Worrall, and Eduardo Nebot. "Naturalistic driver intention and
path prediction using recurrent neural networks." Accepted, pending publication with
Transactions on Intelligent Transportation Systems, IEEE (2019).
Alex Zyner, Stewart Worrall, and Eduardo Nebot. "ACFR Five Roundabouts Dataset:
Naturalistic Driving at Unsignalised Intersections." Accepted, pending publication
with Intelligent Transportation Systems Magazine, IEEE (2019).
Chapter 2
Background
2.1 Introduction
Driverless car research is nearly as old as passenger vehicles themselves. The first pub-
lic demo of a "phantom motor car" was in 1926 by the Achen Motor company [12],
which was a radio controlled vehicle driving public streets in Milwaukee, Wisconsin
USA. Later in the 1950’s a lane guidance system based on detector circuits embedded
in the street was developed by RCA labs [13]. This was adopted by General Motors
for use in their prototype vehicle ‘Firebird’ in the 1960’s. This technology was never
released for consumer vehicles, as it required major changes to infrastructure. Later
in 1995, Carnegie Mellon University’s Navlab Project achieved semi-autonomous nav-
igation, where the steering was computer controlled, and the accelerator and brakes
human controlled for safety reasons [14]. In the same year, a team from Bundeswehr
University Munich achieved an autonomous vehicle trip of 1,590 km of highway be-
tween Munich and Copenhagen using a modified Mercedes-Benz S-Class, with a mean
time between human takeover of 9 km [15]. Although there is still significant research
to be done in the area of highway modelling, there are other driving scenarios that
present very complex challenges worthy of study. Navigating intersections requires
a driver to not only be aware of the infrastructure and lane markings, but also the
driver must infer the intention and path of vehicles in the vicinity. Thus, a driver
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needs to be aware of other vehicles that are not only driving in the same direction,
but also oncoming traffic, and traffic on the intersecting roads. The next section will
detail methods used for driver and vehicle prediction, which is a critical component
for safe driving. The last section in this chapter, Section 2.3 presents background for
Recurrent Neural Networks, a method that is prominent in the works presented in
this thesis.
2.2 Related Works
Although the prediction of driver behaviour on the road has been widely studied, it
is still an open problem. There are several approaches used in making predictions
on driver behaviour. These areas are loosely grouped into physical based models,
manoeuvre models, and path prediction models. These prediction techniques can be
applied to the ego vehicle, that is the vehicle being driven, or externally observed
vehicles, tracked using a variety of sensors.
Physics Based Models
Physics based models use kinematic or dynamic models to represent and predict
vehicle movement. These approaches will represent the vehicle state with a physical
based model, including parameters for speed, heading and acceleration, and then make
predictions based on propagating this model forward in time. Popular approaches
include a constant turn rate and velocity (CTRV) [16], filtering techniques applying
Switching Kalman Filters [17], or Monte Carlo simulation [18] methods. These types
of models are generally limited to very short term prediction (under one second) [19].
Manoeuvre Models
Manoeuvre based models make the assumption that the actions of the driver is limited
to a set of manoeuvres. Given that there are only a finite set of destinations at an
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intersection, these approaches will classify a vehicle by its destination, and sometimes
by the origin-destination pair. Once the destination is predicted, the appropriate
manoeuvre (e.g. turn left, turn right, change lanes) can de determined. This allows
the rest of the vehicle’s motion to be predicted, as it should match the manoeuvre.
A variety of algorithms have been tested for classifying driver behaviour into ma-
noeuvres, including multi-layer perceptrons [20], support vector machines [21] [22],
relevance vector machines [23], conditional random fields [24], Bayesian networks [25]
[26] [27], and hidden Markov models [28] [29] [30]. The use of support vector ma-
chines [31] and Bayesian regression [32] has also been explored for large (>20 metres
in diameter) roundabouts. Most of the existing works generally rely on tracking data
taken from the ego vehicle. Other works focus on adding sensors to the internal
cabin of the vehicle, such as a camera pointed at the driver. This allows analysis
of the driver’s attention, and use of that as input to a prediction model. Roth et
al. [33] use this information as the input to a dynamic Bayesian network to predict
stopping behaviour, while Jain et al. [34] include head pose as input to an RNN for
manoeuvre prediction. Other internal sensors are also used, such as hand and brake
pedal cameras [24]. However, adding these sensors to consumer vehicles is costly and
impractical.
The first half of Chapter 4 explores the feasibility of using LSTM based RNNs for
manoeuvre prediction at a suburban, single lane unsignalized intersection. It focuses
on analysing multiple, consecutive time steps of data and classifies a vehicle by its
predicted destination. This allows for analysis of how early an accurate prediction
can be made. The solution runs in real time, requiring about 60 milliseconds of
compute time. Only vehicle state information is used in the prediction, specifically:
GPS location, heading, and speed. These works rely on vehicles being outfitted with a
dedicated short range communication radio, so that the vehicles may then broadcast
the driver’s intent to neighbouring vehicles. As there will be vehicles without this type
of technology on the road for the foreseeable future, it is necessary for an intelligent
vehicle to infer intent about neighbouring cars. This data could be collected by a
smart intersection which uses overhead cameras or overhead lidars [35]. An LSTM
2.2 Related Works 13
based solution is presented by Phillips et al. [36] that focuses on large, multi lane
intersections in the US., using features such as speed, which lane the car is in, and
information about the surrounding six vehicles.
An intelligent vehicle will not be able to solely rely on smart infrastructure to gather
information as not all intersections will be equipped with such features. So the system
must be able to infer intent of surrounding vehicles using on-board sensors alone.
Muffert et al. [37] present a stixel based stereo vision solution at a large urban
roundabout, using a time-to-collision based metric. A similar method is used by
Barth et al. [38] focusing on a turn-across-lane scenario using both real and synthetic
data. Using the KITTI dataset, Khosroshahi et al. [39] present an LSTM based
method to classify tracks through a signalised intersection, as recorded by lidar data.
The data used is very limited as only 49 tracks were used. This method summarises
the track into a collection of features at even intervals, and the entire collection is
fed into the model at once. This includes data for the endpoint, which prevents this
model from being predictive.
There is little focus on less structured, single lane, unsignalized scenes. The latter
half of Chapter 4 details a data-driven method for determining driver intention at
one such intersection, using data collected with a lidar based tracking system.
Path Prediction
Predicting the manoeuvre, and therefore the destination of a vehicle is helpful, but
it would be far more useful to predict the entire trajectory of the vehicle. Having an
estimate of where surrounding vehicles are going to go allows an autonomous vehicle
to plan around those vehicles. Path prediction models attempt to produce a future
trajectory of a vehicle given some data on the vehicle’s past. Often, physical based
kinematic or dynamic models are used in conjunction with switching Kalman filters
[17], Monte Carlo simulations [18], or variational Gaussian mixture models [40]. These
methods will output a single prediction proposal, and give a measure of uncertainty.
A manoeuvre recognition system can be combined with a Gaussian process based
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path predictor to allow multi-modal prediction [41]. More recently, there has been a
focus on data driven approaches for this task, as there has been recent advances in
hardware designed for deep learning.
A commonly used dataset for this work is the NGSIM highway datasets, US-101
and I-80 [42]. This dataset was collected in 2005 using multiple overhead cameras
observing sections of highway. This data was taken over three sections of 15 minutes
each and contains trajectories of roughly 5000 vehicles. Visual tracking techniques
were used to extract vehicles trajectories from the image data at a rate of 10Hz.
Given the nature of tracking vehicles from a distant camera, the data suffers from
considerable tracking noise [43], and even with aggressive filtering and correction
techniques, significant problems still exist, such as multiple collisions [44] that do not
exist in the real-world scene. We overcome these limitations with a modern data
collection vehicle, as later described in Section 3.4.
Using the NGSIM dataset, Morton et al. [45] use an LSTM based RNN to predict
the acceleration profile of drivers over a ten second window. Using the acceleration
profiles to determine velocity and therefore position is useful, but it does not include
any other manoeuvres, such as lane changes. They extend their model using gener-
ative adversarial networks [46] to produce full trajectories. To allow this model to
incorporate the movement of surrounding vehicles, the authors simulate lidar returns
derived from vehicles in the NGSIM dataset. The lidar is approximated by a single
beam spaced out at 20 even intervals, and it is assumed that this beam is perfectly
horizontal, centred at the vehicle centre.
Vehicles paths on highways can also be predicted using an occupancy grid. By using
an embedding layer before the RNN, Kim et al. [47] encoded vehicle positions using a
one-hot map. To predict the vehicle’s locations at different time horizons (0.5 seconds,
1 second, 2 seconds), an entirely new network is trained for each horizon. The data
used in these experiments is captured using Delphi long range radars, and consists of
1325 vehicle tracks. The work is extended by Park et al. [48] to use a encoder-decoder
RNN, allowing for a single network to produce the target vehicle location prediction
for all time horizons. This particular network configuration allows beam search [49]
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to be used, which increases the output search space of the network, which in turn
aides model accuracy. The occupancy grid encoding configuration does not allow for
the similarity of neighbouring cells to be properly represented, and so this must be
learned by the network.
The work by Deo et al. [50] uses a variational Gaussian mixture model combined
with a hidden Markov model. This method generates a prediction of the manoeuvre
the observed vehicle will perform, and then uses the variational Gaussian mixture
model to produce a prediction of the path the vehicle will take, with uncertainty.
This method is validated on a dataset collected by the authors using a vision based
system. A mere 48 tracks are used for training sequences, which are then inflated
with data augmentation techniques. Four tracks are used for the evaluation dataset,
and are human annotated.
Multi-modal Path Prediction
The future path of a vehicle can be described as a multi-modal problem. That is to say,
there are multiple modes (destinations) a vehicle can take an an intersection, but the
combination of these modes is not guaranteed to be another valid solution. As such, a
single path with uncertainty is inappropriate, so multiple possible predictions must be
proposed. Recently there has been an upsurge in the use of recurrent neural networks
used for trajectory prediction. These data-driven models build off of the work from
Alex Graves [51] that was produced for handwriting generation. This model is a
sequence-to-sequence model that includes a mixture density network (MDN) output
layer, which allows the model to produce a probability distribution. The probability
distribution is represented by a sum of weighted Gaussians, usually on the order
of six to twenty. The output distribution can then be multi-modal i.e. there are
multiple distinct peaks in the output distribution. This in turn, allows for multi-
modal trajectory prediction, as there may be more than one possible path for a
vehicle to take but the combination (by averaging or otherwise) of multiple paths
does not necessarily produce a valid new path. Multi-modality and mixture density
networks will be discussed in length in Section 5.5. The original method presented
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by Graves trained the model against the next time step during model training. To
produce data at the next time step, a single sample is taken and fed as the ‘ground
truth’ for the next sample, and so on in a feed-forward fashion. Doing so collapses
the multi-modality of the output distribution and the model only produces a single
path. The output predicted in this model is the change in position, which needs to
be added to the previous data to get the next co-ordinate in the path.
A modification of this technique that incorporates the movement of surrounding
agents, Social-LSTM, was produced by Alahi et al. [52]. This is the LSTM-MDN
technique applied to pedestrian movement, with an added social convolutional layer
that allows agents to determine intent of other agents. However, this solution only
produces a single mode, as instead of using a mixture density network the authors
chose to use a single bi-variate normal distribution. This is equivalent to a MDN with
a single Gaussian.
It is significantly more useful to not just predict a single trajectory with uncertainty,
but to predict all the possible manoeuvres that an agent may take, and assign each
a probability. This allows the mission planner to consider all possible trajectories, to
make a better informed decision. Deo et al. [53] improve on their previous work by
using this Social-LSTM scheme combined with a manoeuvre classifier. This classifier
is trained to predict manoeuvres in the set of [lane change left, lane change right,
keep lane], combined with [keep speed, reduce speed]. By training one network per
manoeuvre class, they are able to produce a system that produces one trajectory per
possible manoeuvre, and are ranked by the classifier.
Conditional variational autoencoders for trajectory prediction are another technique
that have been adopted from simulated handwriting. The work of Google Sketch-
RNN [54] adds the MDN layer to a variational autoencoder to reproduce drawings. A
variational autoencoder is a type of network that is able to learn to reproduce patterns.
The variational input allows a level of stochasticity to be introduced, which in turn
allows for different drawings to be produced. A conditional variational autoencoder
[55] allows a variational autoencoder to be conditioned on an input. Using this
model, the trajectory of an agent can be predicted by conditioning on the agent’s
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path. This technique has been recently adopted for use in vehicle path prediction
and vehicle interaction modelling. Schmerling et al. [56] use this model to plan a
vehicle’s behaviour based on sample data taken from a human-in-the-loop simulator.
By sampling multiple times from the conditional variational autoencoder, a collection
of trajectories can be produced, however these are not ranked. The mean and variance
of this population of trajectories is used to compute uncertainty. A modification of
conditional variational autoencoders to rank these outputs is produced by Lee et al.
[57]. Their work ‘DESIRE’ is tested on both a subsection of the KITTI dataset and the
Stanford Drone dataset, demonstrating the transferability of these techniques between
vehicle and pedestrian prediction, given sufficient data. Although their prediction
output appears to be multi-modal, it is unclear how many times the network needs
to be sampled from to expose all the modes in the prediction. While these samples
may be ranked, uncertainty of each prediction is not given.
Chapter 5 will present a method for predicting the path a vehicle. The method is
able to produce multiple modalities from a single run of the network, so it is able
to be run in real time. Each of the modalities has uncertainty, and these paths are
ranked according to their probability. The number of modalities is not hand crafted,
so there may be vehicles that only have two possible modes (such as go straight, turn
right) given their speed during the intersection approach. This method is validated
at a suburban roundabout, a kind of unsignalised intersection. Predicting vehicles
at an unsignalised intersection introduces significant complexity, as is not as highly
structured as a highway environment, and there are no traffic signals to dictate which
vehicles must give way.
Deep networks have also been shown to be useful in vehicle path planning. However,
as these methods involve interacting with the scene, gathering data and validating
the system is extremely difficult. These works typically will use full simulators [58]
[59], human in the loop simulators [56], a tightly controlled test course, or some
combination of all [60]. Validating the use of simulators is difficult when modelling
real-world scenarios that involve risk as there is no equivalent risk present in the
simulator [61]. Simulators which are closed source are even harder to validate, as often
2.2 Related Works 18
details of how the synthetic data is generated are omitted. Without this information
there is no way to tell if the scenarios generated by the simulator are realistic, and so
it does not give any real-world performance indication of the algorithm under test.
Given that the vehicle prediction problem is still largely unsolved, and the difficulty of
validating a decision making system, these works are outside the scope of the thesis.
Prediction Scenarios
The prediction of driver behaviours on highways have received significant attention
during the past few years. This is not the case for intersections, even though these
areas account for a large proportion of accidents — around 40% [11]. There are a
few publicly available datasets that cover these scenarios that are widely used. Nev-
ertheless, they all have fundamental drawbacks when being considered for testing
algorithms deployed on an autonomous vehicle. One such dataset is the Ko-PER
project, but this is taken from an overhead perspective to simulate smart infrastruc-
ture [35]. Overhead sensors do not capture the sort of perspective issues on-board
sensors would, and this dataset does not include tracking information, only sensor in-
formation. As previously mentioned, NGSIM datasets Lankershim and Peachtree are
also often used, and this is data collected from an overhead camera passed through
a visual tracking algorithm. The NGSIM dataset contains significant tracking errors
[44], and is only 45 minutes of data per scenario. For data that is taken onboard a
vehicle, it is common to take data annotations from KITTI and use that in lieu of an
actual tracking algorithm, further abstracting the solution away from a practicable
pipeline [39]. The use of human annotations assumes that a tracking system that is as
good as a human (with infinite labelling time) is available, which is generally not the
case. Most of these datasets are of a structured intersections with easily visible lane
markings and traffic signals, and there is little focus on unstructured, unsignalised
settings. A more in depth survey of recent datasets will be presented in Section 3.2.
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2.3 Recurrent Neural Network Background
The works in this thesis make use of recurrent neural networks (RNNs). To under-
stand RNNs, first standard neural networks need to be described. This section will
describe simple neural networks, deep neural networks, recurrent neural networks,
and touch on batch optimisation and hyper-parameter selection. Neural networks are
a data driven technique, and in recent years have become popular, in part due to
an increase in available data, as well as optimisations in computer hardware. These
networks have been used to solve a plethora of problems, such as image classifica-
tion, text generation and object detection. The fundamental building block of a deep
network is a single perceptron, which is explained in the next section.
2.3.1 Simple Neural Networks
Figure 2.1 – A single perceptron, with three inputs. [62].
A neural network consists of several artificial neurons (aka perceptrons) connected as
nodes in a graph. Each of these nodes will have an output activation a according to
the function:
a = f(
N∑
i=1
Wixi + b) (2.1)
where N is the number of inputs, W is a vector of weights, and b of biases, which are
learned parameters of the model. This is then wrapped in an activation function f
to increase the complexity of the model as it adds non-linearity. Common examples
of the activation function include tanh, sigmoid, or Rectified Linear Unit. However,
a single neuron is not particularly useful as it is too simplistic to learn higher level
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Figure 2.2 – A basic multi-layer perceptron. Here many neurons are combined to form
layers, and many layers are combined to form the final network. Image sourced
from [62].
functionality. Instead, these neurons are often bundled together in layers, and these
layers are stacked to form a multi layer perceptron, seen in Figure 2.1. A multi layer
perceptron is a basic form of deep neural network (DNN) where each layer is fully
dense — that is all nodes from one layer are connected to every node of the previous
layer. There are three types of layers that are typically addressed, these are the input
layer, the hidden layer, and the output layer. The input and output layers are self
explanatory, and the hidden layers are all the layers in the middle that do not get
directly exposed to the input or output data. A simple multi-layer perceptron can be
seen in Figure 2.2. DNNs are trained to be used as large non-linear functions, and
typically are trained to solve either regression or classification problems. Regression
problems are where the model is attempting to produce a single output as a floating
point number, an example of which is estimating the price of a certain share given
historical data. Classification problems are where the model assigns a single label to
the input data from a given set of labels, an example of which is sorting skittles by
their colour.
These networks are trained through an optimisation process known as back-propagation.
A DNN is first initialised with random weights, and inference is run on the network
by inputting a training sample. This will then propagate data forward through the
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nodes until a final solution is produced. This solution will be compared to the ground
truth data, which is the correct label for this input data. This produces the error of
the network, which is generated by some loss function — typically cross entropy loss
for a categorisation network. By differentiating through each layer of the network, a
gradient can be found, allowing the optimiser to update the weights of the network
for this training example. This is repeated for every sample in the training set. As
with all optimisers, this is done with a very small step size. If the step size is very
large, weights can inflate and the model will not converge. To speed up the training
process, multiple samples can be used as training data at once, in a process called
batching where the update weights are summed.
Another aspect to DNNs are hyper-parameters. There are many parameters used
in both the model definition and the training, and values for these parameters need
to be found. Some of these parameters include: the number and type of layers, the
width of each layer, the learning rate, the optimiser, and the batch size. While some
parameters have little influence to the final result such as the batch size, others need
to be tuned. This is mostly done through a grid search, where each value is tried in
turn, and the final performance of each network compared. Bayesian optimisers exist
to optimise the hyper-parameters, but in practice these often under-perform when
compared to an expert grid-search.
Other types of layers found in DNNs include the convolutional layer, which allows the
network to learn specific gradient patterns. Some layer types are not learnt, such as
drop-out. This is a type of over-fitting prevention technique, where during training,
a random sample of neurons are set to zero, as to have no activation. This prevents
the network from only looking for a specific feature, but instead enforces the solution
to be a combination of some features, by deleting some features randomly.
2.3.2 Recurrent Neural Network Layouts
Standard neural networks will have one input, and one output. Instead, a recurrent
neural network can have multiple inputs, and multiple outputs by re-running the
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Figure 2.3 – A basic recurrent neural network
network on the new data, while maintaining some internal data between the two
network runs. The weights of the neurons remain the same, but the activations differ
because the input data differs, and there is state information that is retained. This
can be thought of as having a ‘flip-flop’ inside a neural network — these networks can
store and act on data that happened an arbitrary length of time ago. In this way, a
single RNN layer has two inputs and two outputs, with one set in data and the other
in ‘time’. The use of the word ‘time’ and ‘time-steps’ is loose, in this context it refers
to a single recurrence of the network, and describes traversing any sequence: be that
words in a sentence, instructions in a program, or frames in a video, for example.
An ‘unrolling’ of an RNN in time can be seen in Figure 2.3. Here the network has one
input xt and one output ht per time-step. The weights of the recurrent network A
remain the same across time steps, but the activations differ as the internal memory
changes over time, and the input differs over time.
There are many layouts an RNN can have, which can be seen in Figure 2.4. The
first one is the most basic, and it represents a typical DNN, with one input, and
one output. The next type depicted is a one-to-many network, where the output is
a sequence, and the input is a single data sample. An example of this is an image
caption generator where a single image is served as input to the network, and the
network produces a sentence — a sequence of words. This sentence has no fixed
length, the network runs until the ‘end of line’ character is produced by the network.
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Figure 2.4 – Several different layouts of RNNs
The third network shown is a many-to-one configuration. Chapter 4 explores this
type extensively by categorising the track of a moving vehicle. The next two types of
RNN are both many-to-many. The first is where a whole sequence is input before a
sequence is output, which is the format of the language translator presented in [63].
The final example is where there is an output for every input during the sequence,
an example of which is video classification that may change as the video progresses.
2.3.3 Recurrent Neural Network Cells
Using standard dense layers in a recurrent configuration does not work very well.
This problem is similar to why very deep networks fail, there is an issue known as
the vanishing gradient problem. There are many layers that back-propagation needs
to update and these gradients diminish for every layer it passes through, resulting in
that they converge to zero rather quickly. To solve this problem a new network cell
type needs to be used, and the most common one is the LSTM module.
There are four components to an LSTM [64], the input gate it, the output gate ot,
the forget gate ft, and the cell ct. These can be seen in Figure 2.5. The input gate
controls whether input data is stored in the cell. The output gate controls if the data
in the cell is passed to the LSTM output ht. By retaining information in the cell,
activations can be maintained between time-steps, and are influenced by the input
gate and the forget gate. This allows the LSTM module to hold information for an
arbitrary amount of time, as the derivation of the cell contents is constant, which
allows the gradients to propagate through every layer in the network. This can be
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Figure 2.5 – A single cell of a long short term memory module. [51]
thought of as an electrical ‘flip-flop’ in a neural network. Mathematically they are
also similar to skip connections used in very deep networks.
There are many other types of cells that also solve the vanishing gradient problem
such as the gated recurrent unit [65], or modified LSTMs: such as the hyper-LSTM
[66], and batch normalised LSTM [67]. In practice, the type of recurrent module used
becomes another hyper-parameter for the system.
Chapter 3
Datasets: Collection, Analytics and
Preprocessing
3.1 Introduction
Datasets are critical for the evaluation of a particular method. Significant care must
be taken to ensure the data collected allows for proper representation of the problem
to be solved. Only after verifying that the data properly encapsulates the problem
can the method under test be assessed for suitability of deployment. To properly
represent the problem, the data must be collected as close to the scenario where the
algorithm is deployed as possible.
In regards to studying traffic patterns relevant for autonomous vehicles, a good
dataset is taken in situ — it is taken on a real vehicle, on public streets. This is
because data collected this way best matches the perspective of the use-case. If the
algorithm is to be used with on-board vehicle sensors, there is no guarantee that
this algorithm will perform similarly if the dataset used for algorithm training and
validation was collected using overhead sensors. Although we may expect the use of
intelligent infrastructure to supply data to individual vehicles in the near future, there
will still be a majority of intersections without any such system. Ideally collected data
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is completely naturalistic, the driver should be comfortable in the vehicle such that
they drive the way they normally do. Furthermore, data that is representative of the
problem should be collected publicly, where the public are driving their own vehicles,
and are not aware of the dataset being collected. Only then can the dataset capture
nuances in driver behaviour, such as negligent driving, speeding, or assertiveness.
Corner cases such as these can be more commonplace than one would expect, and
all sorts of driver behaviours must be accounted for if autonomous driving is to be
achieved.
Given the difficulty of collecting data, some works have instead chosen to use a sim-
ulator to create synthetic data of the scenario. This can range from a simple custom
written simulator, or a more advanced off the shelf product like IPG CarMaker [68].
Methods that use a custom written simulator usually provide little detail in how the
simulator was written, which makes it difficult to understand how well the model per-
forms. Works that use synthetic data usually assume some level of perfect knowledge
from the scene, that is usually impossible to acquire in real-world scenarios. One
such example is the assumption of perfect localisation, where the ego vehicle’s loca-
tion is not influenced by GPS inaccuracies, which are quite common in urban areas
due to the urban canyon effect [69]. Another common assumption is perfect tracking
information, where there is no noise in the location estimate of other vehicles and
there is perfect re-association when a target is lost due to occlusion. A third common
oversight is assuming a perfect perspective of all the agents in the scene, but in reality
it is impossible to observe everyone in a scene from a moving vehicle, as there are
occlusions from other vehicles.
There is no guarantee a method that performs well on simulated data without incor-
perating these types of errors will perform well in a real-world scenario. Simulators
also do not properly capture the driving style of humans, there is no guarantee that
the way the simulator drives the vehicle is similar to how a human would drive one.
Speeding, negligent driving, failure to yield are all common on the road today, and
these corner cases are rarely represented in a simulator. Some works use a driving
simulator to capture the actions of human drivers [56]. Validating the use of human-
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in-the-loop simulators is difficult when modelling real-world scenarios that involve
risk as there is no equivalent risk present in the simulator [61].
The dataset must also be sufficiently large to properly analyse the performance of
the method under test. It is necessary to split this data into training and test sets
such that the dataset used for algorithm validation is completely separate from the
dataset used in training. If the dataset contains very few samples (less than 150) and
is split in a 4:1 ratio for training and test, this leaves only a handful of samples in
the test set, which diminishes the precision of the reported algorithm performance.
After presenting a review of driving datasets this chapter will outline three datasets
that are used in this thesis. The first, the ‘Naturalistic Intersection Driving Dataset’
was a collection of 198 traversals of an unmarked T-intersection in urban Sydney
collected by Bender et al. [70]. The next two were collected by the author using a
vehicle fitted with an Ibeo lidar detection and tracking system. The second dataset
is of 8,292 vehicles traversing a T-style single lane roundabout in suburban Sydney.
This dataset contains approximately 20 hours of data collected over 2 days and con-
sists of naturalistic trajectories of public vehicles passing by during this time. This
incorperates data collected at different times of day and very different traffic condi-
tions. The third dataset expands this collection considerably by adding four more
intersections, all of which have four exits. This leads to a collection of over 23,000
vehicle tracks at unsignalized intersections taken over 60+ hours.
Roundabouts are used as a test case for the works in this thesis. These small unsignal-
ized intersections involve highly variable manoeuvres and are significantly more com-
plex than the vehicle manoeuvres that occur on highways and in other structured
environments. A dataset sufficient to study these aspects was not publicly available,
and so collection of data was essential for this thesis.
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3.2 Related Works
Driver behaviour at intersections has been a widely researched topic for some time.
There are many available datasets that focus on intersections in several countries.
One such popular dataset is the Next-Generation Simulation (NGSIM) [42] dataset
that includes 45 minutes of tracking data of two multi-lane highways, and two multi-
lane intersections in the United States. The dataset includes the position and speed
of vehicles as computed by a visual tracker from several overhead cameras. Whilst
this data may be commonly used, the quality of tracking information is poor. This
dataset contains as many as 747 collisions [44] when considering the raw data which
did not occur in real life. The scope of NGSIM is also quite narrow as it only contains
45 minutes of data per scene and focuses on large road infrastructure in the United
States.
Other datasets that focus on intersections exist, such as The MIT Trajectory Dataset
[71], The MIT Traffic Dataset [72], the Computer Vision and Robotics Research Tra-
jectory Analysis dataset [73], the Queen Mary University of London Junction Dataset
[74], the Ko-Per project [35], the Karsruhe Institute of Technology intersection dataset
[75], the Urban Tracker dataset [76], and the Idiap traffic junction dataset [77]. All
of these datasets contain colour imagery from overhead traffic cameras, and are often
of a low resolution (480x720, or even lower 288x360). Some datasets contain multiple
overhead views and lidar scans. Ground truth annotations of selected sections of the
data is available, but often not for the whole dataset. Moreover these datasets only
contain raw sensor data. The output of a tracking solution is not available. The user
must implement a tracker if trajectory data is desired. With the exception of the
MIT Trajectory Dataset which is of a carpark, all other datasets focus on multi-lane
intersections with traffic signals.
Instead of using overhead sensors, there is a recent uptake of published datasets
of data taken from sensors onboard vehicles. These vehicles are then driven many
hours across a wide variety of scenery and locations. A widely used dataset is The
KITTI Vision Benchmark suite [78] — which has been extended to include other
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sensor modalities such as a 64 beam Velodyne lidar, stereo cameras, GPS and an
inertial measurement unit (IMU). Similar datasets that focus on driving sensor-laden
vehicles include the Udacity dataset [79], comma.ai’s dataset [80] and Brain4Car’s
dataset [81]. All of these are of vehicles driving through different cities with KITTI
focusing on European cities, while the other are mainly of the San Francisco bay area.
They cover a wide variety of different roads and traffic scenes, but do not stay in one
place. This makes it difficult to study specific intersections in these datasets on a case-
by-case basis, as there is very little data at each intersection. To study behaviour of
nearby vehicles at an intersection it is possible to isolate different sections of these
datasets. This allows analysis of vehicle trajectory and motion patterns at different
intersections. However, each of those intersections has to be labelled and the ego
recording vehicle does not stay at each intersection for a considerable amount of time.
This makes the return on annotation investment very low. In addition these datasets
do not have tracking data, only raw sensor data so a tracker must be implemented.
More commonly, the subset of the dataset with ground truth annotations is used
in lieu of a real-time tracker. Other large datasets exist, such as Apolloscape [82],
CityScapes [83], and the more recent UC Berkeley BDD100k [84], but these only
contain camera information, and any depth information is limited to that collected
from a stereo camera.
There are no available datasets that contain large amounts of data of naturalistic
vehicles at an intersection from the perspective of an autonomous vehicle. Collect-
ing data at ground level instead of overhead introduces occlusion errors which can
be a major source of tracking errors. The available datasets for intersections focus
on areas that have considerable infrastructure, such as multi-lane roads, highways
and traffic lights. Smaller, unsignalised intersections that are common in suburban
neighbourhoods are not often studied. These intersections have no strict ordering of
vehicles as there are no traffic signals, so there is considerable negotiation between
vehicles at these locations. Often drivers are assertive at these intersections, and can
fail to give way to other vehicles when necessary in order to get ahead of others at
the intersection. Drivers may slow down and move to the centre when turning across
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other lanes — a right turn in Australia. Others may unnecessarily move to the centre
of the road before turning left as if they were towing an invisible trailer. To study
behaviours such as these it is necessary to collect a large amount of naturalistic data
focused on unsignalised, single lane intersections.
3.3 Dataset 1 - Naturalistic Intersection Ego-Motion
Driving
The first dataset used in this thesis considers the ego vehicle information and was
collected by Bender et al. [70]. A brief description is included for completeness as it
is used in Section 4.2.
This dataset, known as the Naturalistic Intersection Driving Dataset, consists of
198 paths travelled through an unmarked T shaped intersection, as driven by three
different drivers. A satellite view of this intersection can be seen in Figure 3.1. This
set consists of 6 possible manoeuvres. From each of the three approaches, there are
two different turns a driver may take, thus creating six different manoeuvres. Each
driver was instructed to perform each manoeuvre 10 times. A driver will behave
differently depending on their intended manoeuvre — this can manifest in a different
trajectory, velocity profile, or changes in heading. The aim of this dataset is to capture
the potentially subtle cues based on the way a driver approaches an intersection. This
allows a model to analyse a combination of kinematic features and location context
to model the intended destination, as executed by a manoeuvre.
Each manoeuvre a driver can take has different characteristics leading up to the
intersection. For instance, a driver turning across traffic will slow down and move
to the centre of the intersection. The driver may have to come to a complete stop
to give way to other traffic. A driver making a close turn will generally move to the
outside of the road and slow down in preparation for the turn. A driver continuing
straight will most likely do none of these things, and maintain speed and heading.
These subtle differences in driving behaviour are the features that are exploited in
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this classification algorithm, so that an intelligent vehicle can predict the intentions
of its driver, and potentially transmit that to other vehicles connected via dedicated
short range communication (DSRC).
3.3.1 Data Preparation
The position data for the vehicle was recorded at 10 Hertz by a global navigation
satellite system (GNSS). Speed was recorded using the vehicle’s wheel encoder, and
inertial data was recorded via an IMU. All this data was fused via an extended
Kalman filter, and used as input into the model.
Each recorded vehicle path is bounded by a 60 metre box relative to the centre of the
intersection. This data is visible in Figure 3.2. This distance is sufficiently far enough
to consider that the driver has not committed to a particular manoeuvre through an
intersection. Within the intersection, a reference line is used. This reference line
represents the place at which a driver has committed to a particular manoeuvre. As
the chosen intersection has no road markings, this line does not represent any mark
on the road, but it is used as the nominated start of the intersection. This line is
located at as a distance of 20 metres from the centre of the intersection.
3.3.2 Data Preprocessing
To arrange the data in such a way that it may be analysed by a real-time model, the
mathematical sets of notation that are used throughout the thesis must be defined.
It begins with the set of all collected tracks,
V = [V1, V2, V3, ..., VN ] (3.1)
where each member Vi contains all the data of one vehicle track passing through the
intersection, that is one driver performing a single manoeuvre. Here N is the total
number of tracks in the set, in this case 198. As previously mentioned, these tracks
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Figure 3.1 – Satellite view of the intersection showing the route the vehicle took in
blue, and the outer bounds of the intersection in red.
Figure 3.2 – The isolated intersection, showing the mean trajectory for all 6 manoeu-
vres. The legend at the top is in the format [origin-destination]. The reference
line, at the 20m mark, is shown in green.
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are made by gating the GPS traces in space, which means that all tracks in V have
different total travel distances. Secondly, these tracks consist of recordings taken at
regular 10 Hz intervals, so these tracks do not have the same duration either, as one
manoeuvre may have taken more time to execute than another. Thus each track Vi is
of length T time steps, and contains the data for all times t: x, and the destination
of the vehicle c as,
Vi = {(x1,x2,x3, ...,xT )j,dj, cj}Nj=1 (3.2)
The data at each timestep xt contains what was recorded from the vehicle at that
particular instant,
xt = (xt, yt, θt, vt) (3.3)
namely position co-ordinates x and y in metres, speed v in metres per second, and
heading θ in radians.
The co-ordinates used for position have been rotated such that the main axis of
the T junction fits horizontally, and is therefore parallel to the x axis. Each data
point will have some metadata associated with it, such as distance travelled from the
intersection reference line d, which may be negative if the vehicle is still approaching
the intersection. Thus d is the collection of distances for each data point in x and so
they are equal in length. This is not included in the set of x as it is not possible to
exactly compute d until after the vehicle has passed the reference line, and is therefore
not included as input training data. Instead it is kept as metadata for results and
analysis.
To pass this data into a classifier, the data needs to be cut into sequences of length
k. This is done via a sliding window approach,
S = {{(xw−k,xw−k+1,xw−k+2, ...,xt),dw+k, cj}Tw=k+1}Nj=1 (3.4)
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such that S becomes the set of all possible track snippets of length k, and contain
the destination cj for that track, and the most recent distance dw+k. The collection
of x’s in the set of S is denoted as:
Xt = (xw−k,xw−k+1,xw−k+2, ...,xt) (3.5)
and is referred to as the observation set. This set becomes the input to the classifica-
tion model defined in Section 4.2. The destination class cj becomes the label for the
data sample.
3.3.3 Gradient of Difficulty
A full track of a vehicle consists of data during the approach of the vehicle to the
intersection, data when the vehicle is traversing the intersection, and data after the
vehicle has left the intersection. If the chosen track snippet time t is after the vehicle
has left the intersection, predicting their intent has become trivial as their intent has
already been demonstrated. If the snippet contains observations that are well before
the vehicle has approached the intersection, the driver of the observed vehicle may
not have even decided which direction they will turn, which makes accurate intention
prediction impossible. In this way, the problem becomes easier over time as there is
a gradient of difficulty that exists from impossible to trivial. The distance travelled
d from the intersection reference line is used to quantify this property.
3.4 Dataset 2 - Naturalistic Vehicle Tracking at a
Unsignalised Intersection
The previous dataset allows for analysis of the ego vehicle, which is the car being
driven that is fitted with sensors. However, since there is more than one vehicle on
the road, it is necessary to analyse the surrounding vehicles to properly understand
3.4 Dataset 2 - Naturalistic Vehicle Tracking at a Unsignalised Intersection 35
what is happening in the scene. The methods applied to the previous dataset would
require broadcasting the vehicle state variables using vehicle to vehicle communica-
tions to work. While there is a standard for this (802.11p) and there are consumer
vehicles that have adopted this technology such as the 2016 Mercedes E-Class, the
majority of vehicles on the road will not have this kind of technology for the foresee-
able future. Instead autonomous vehicles will require a perception system that is able
to recognise and track surrounding vehicles on the road. This allows for a vehicle to
understand the scene and interact with other vehicles. The dataset presented in this
section is a collection of data from a lidar based detection and tracking system, and
is representative of the kind of data an autonomous vehicle is expected to have access
to. To collect this data a new capture platform is necessary as external perception is
required to observe other vehicles. Before describing the dataset that was collected,
it is necessary to describe the platform used to capture the data.
3.4.1 Data Collection Vehicle
The data collection vehicle, hereby referred as ‘The Lasercar’, was delivered in 2016
and is depicted in Figure 3.3. This vehicle is a Volkswagen Passat station wagon that
was outfitted with a lidar based Ibeo.HAD Feature Fusion detection and tracking
system provided by Ibeo Automotive Systems GmbH [85]. This system uses 6 Ibeo
LUX 4 beam, 25 Hz lidar scanners to identify road users at a range of up to 200
metres, and has an on-board computer for classification and tracking in real time. A
further two SICK lidars are fitted to the top of the roof and are used for infrastructure
mapping. Data from those two sensors will not be used in this work. The system is
also fitted with webcams for visual confirmation of the data for debugging purposes.
The tracking computer in the vehicle allows for real time estimates of road users.
This includes an estimated classification of the road user into the set of [bike, car,
heavy vehicle, pedestrian], as well as a class confidence. Data about these road users
include x/y relative and absolute positioning (metres), velocity (metres per second),
heading (radians) and size (width and height of bounding box in metres). Due to it
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being a lidar only based system, it cannot observe or record vehicle indicator status,
so all experiments are performed without this cue. In addition this system cannot
record any identifying features of a vehicle such as the license plate number. This
data is recorded at a rate of 25 Hz. The outfit of sensors on this vehicle is similar to
systems an autonomous vehicle is expected to have.
3.4.2 Australian Roundabouts and the Intersection Chosen
The roundabout is commonly used in Australia as an unsignalised intersection due to
its high throughput in medium to low traffic areas. Australian roundabouts have a
number of design features that make them very different from European roundabouts.
Australian roundabouts are tangential, as opposed to European which are radial.
These differences can be seen in Figure 3.4. A European radial roundabout forces
each driver entering the roundabout to turn sharply, thereby abating their vehicle
speed. Tangential roundabouts encourage speed, and are coupled with good visibility.
These roundabouts are often quite small, with the centre island being 10 meters in
diameter, as they are space limited. An artefact of the small size and high visibility
is that the negotiation between drivers is mostly done during the approach. The road
rule pertaining to roundabouts is such that a driver entering the roundabout must give
way to any vehicles already on the roundabout. There is no strict definition of which
manoeuvres have precedence over others, as the vehicle that enters the intersection
first has right of way. Thus, the gap acceptance model used in other works for a
"turn across lane" manoeuvre (a right turn in Australia, left in Europe/US) does
not translate well. Assertive behaviour is commonplace at these intersections, as
many drivers will not slow their speed to assert their ordering in the roundabout,
even though it may be contrary to the road rules. An experienced human driver can
recognise these traits and be able to accommodate them, and so safely navigate the
intersection. These highly dynamic scenes result in a challenging test scenario for
driver intention and path prediction tests.
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Figure 3.3 – The Lasercar. Here the front sensors can be observed, which are a Ibeo 4
beam lidar and a prototype lidar. On the right of the front bumper the side lidar
is visible. There are three more lidars in a similar position along the back bumper
of the vehicle for a 360 degree coverage.
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Figure 3.4 – A European style radial (left) and an Australian tangential (right) round-
about, diagram reproduced from [86]. The tangential roundabout encourages speed
as the driver’s path is straighter than the radial roundabout. Tangential round-
abouts are typically coupled with high visibility during the approaches.
3.4.3 Leith Croydon Dataset Collection
The dataset described in this section, the ‘Leith-Croydon’ Dataset, was collected
by the author in July of 2017. This dataset consists of 8292 vehicles traversing a
single lane roundabout, which is a popular style of intersection that does not need
traffic signals in suburban Australia. This particular roundabout was chosen as it
provided good visibility to all approaches from a close parking spot. In addition,
there was nothing above the curb or on the roundabout to impede sensor visibility,
as the Lasercar’s lasers are quite low on the bumper. This arrangement can be seen
in Figure 3.5. To gather large amounts of data in minimal time the vehicle needed to
be parked. Constantly driving around the roundabout is time consuming resulting in
a low data return on time spent collecting data.
Parking near the exit of the roundabout, as opposed to next to an entrance was delib-
erate. This prevents major occlusions from vehicles following behind other vehicles.
For metadata purposes, specifically assigning a vehicle a destination class, it is nec-
essary to observe the vehicle traverse the entire intersection from before they enter
to after they leave. If the recording vehicle is parked near an entrance, the car fol-
lowing the one that has just entered the intersection would move forward, completely
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Figure 3.5 – The data collection vehicle, parked at the roundabout featured in the
’Leith-Croydon’ Dataset.
obstructing the view of the intersection. By parking near the exit these occlusions
are avoided as the next car in the queue in no longer between the Lasercar and the
intersection. This allows the data to mimic the ground level perspective of a ve-
hicle approaching the intersection and include the resulting occlusions and tracking
anomalies in the dataset.
A sample of the output view from the Ibeo capture system can be seen in Figure 3.6.
Here the Lasercar is located in the top right of the diagram, as denoted by a white
square, with red and green axes labels indicating the positive x and y directions.
Around this location are six different coloured ‘V’s. Each of these indicate the field of
view for each of the six lidar sensors. The white grid is set to a 10 metre separation.
The thick red line below the Lasercar is the two SICK laser sensors, which are not
useful for this experiment. The scattered red, yellow green and blue lines indicate the
point cloud return form the Ibeo lidars, and represent different levels on the 4 beam
scan. The output of the tracker can be seen as green boxes, indicating the bounding
boxes of detected vehicles. Their appropriate class and velocity are added as labels
in green text. The approximate centre of the roundabout has been annotated as a
white circle, and the direction of north is visible at the top.
A full diagram of the recorded intersection can be seen in Figure 3.7. Remember
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Figure 3.6 – Sample data collected from the Ibeo Capture System. Each of the 6
lidars can be seen surrounding the vehicle, located in the top left of the Figure.
The 110 degree field of view for each lidar can be seen as a coloured ‘V’. Point
returns are labelled in green, yellow, blue and red depending on which line of the
scan detected a hit. Tracked vehicles are labelled in green. The direction of north
is denoted, and the location of the roundabout in this study has been manually
annotated with a white circle.
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Figure 3.7 – Diagram of the intersection studied. Note that this is a left hand drive
road, so vehicles traverse the roundabout in a clockwise fashion. Conflict points,
the points of collision between a vehicle on the roundabout and a vehicle entering
the roundabout, are marked with a red square.
that this is an Australian roundabout, vehicles traverse in a clockwise fashion, and
drive on the left hand side of the road. This particular intersection has considerable
amounts of concrete infrastructure devices used to influence drivers’ movements. The
appropriate intersection entrance line is shown in blue. If a vehicle approaching from
that direction crosses this line, it has committed to entering the intersection. The
conflict points for these approaches are shown in red, these are the locations that
if an entering vehicle failed to give way, it would collide with traffic already on the
roundabout. This particular roundabout is a T junction, there is no entrance to the
lower side of this diagram. Also note that the direction of north is towards the left
hand side of the diagram, which is different to north in the previous Figure 3.6 of the
Ibeo capture system.
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3.4.4 Dataset Findings
These vehicle tracks were recorded over 2 days, and consist of 20 hours of naturalistic
traffic passing through the area. This has resulted in the collection of 8292 vehicle
tracks passing through the intersection. To the author’s knowledge, this is the largest
dataset collected from onboard vehicle sensors for an intersection study at the time of
collection. It was later augmented by the dataset described in Section 3.5. A plot of
1000 of the labelled tracks over the satellite view can be seen in Figure 3.8. Here the
tracking noise from this system can be easily seen, and is more noticeable in the path
of vehicles exiting to the left of the frame, as well as the top of the frame. Occlusion
problems can be seen as well, as vehicles approaching from the top are obscured by a
fence until they are almost entering the intersection. This is a limitation of the data
collection, it is impossible to park the car legally and have significant visibility down
each road.
The overall class distribution can be seen in Table 3.1. The collation of all tracks
recorded is visible in Figure 3.8, where the car is parked at position (0,0). Due to how
the car was parked on the side of the road, some of the vehicles being tracked were
occluded by another vehicle leaving the intersection. This makes labelling difficult,
as the vehicle needs to be observed leaving the intersection to properly label the
training data. For this reason, partial tracks were discarded. The total count for
each class is presented in Table 3.1. Vehicles making U-Turns were discarded in this
dataset as there were very few samples of this manoeuvre (< 20) as compared to other
classes. Speed profiles for each class are presented in Table 3.2. This data is then cut
into track snippets for model training as described in Section 3.3.2. The prediction
algorithms described later in Chapters 4 and 5 will only need a partial track as input
data at run time.
3.4.5 Data Preprocessing
The data collected includes everything recorded by the vehicle, though not all of
it is appropriate for the purposes of testing the algorithms in Chapters 4 and 5. In
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Figure 3.8 – An overlay of 1000 of the recorded tracks at the intersection studied.
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Table 3.1 – Summary of data collected at the roundabout, grouped by origin and
destination classes.
Origin Destination
East North South Total
East 0 2588 385 2973
North 2705 0 607 3312
South 1230 777 0 2007
Total 3935 3365 992 8292
Table 3.2 – Table of the average speeds of each class, and their transition through the
intersection
Origin-Destination Average Speed (kph) Std. Dev (kph) Turn
East-South 17.20 2.54 Left
East-North 18.99 3.89 Right
North-South 29.54 6.15 Straight
North-East 22.32 5.40 Left
South-North 25.87 8.46 Straight
South-East 20.43 5.91 Right
addition, there is some metadata that needs to be computed to better quantify results,
which is also used for class balancing during RNN training. The data collected from
the vehicle is as follows: a class estimate in the set of [unknown, bike, car, heavy
vehicle, pedestrian], an identity number in the range 0-255, the age of the track in
timesteps, a measure of the vehicle centroid relative to the ego vehicle, the vehicle’s
heading, speed, and a label if this is a static or dynamic object.
Firstly, notice that the ID parameter is only 8 bit, so it can only have 255 different val-
ues. This detection and tracking system can track almost 200 simultaneous objects,
which means that ID’s get recycled very quickly, sometimes within one second. This
can be one of those ‘gotcha’ moments when dealing with data wrangling of freshly
collected data: the ID parameter is not unique, and cannot be used as an identifier
alone. In fact, there is no static information for each packet that is consistent, the
unique identifier has to be computed as a combination of ID and object age (specif-
ically, the spawn time of the object). This problem is easy to deal with, but these
problems can be hard to find. So the first step of preprocessing is ID disambiguation,
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which in this case is making a true unique identifier for each tracked object. In run
time this is not a problem because there are no duplicate ID’s, but when dealing with
hours of log file data these records need to be disambiguated.
Next, all stationary objects are removed using the static / dynamic object flag. This
removes a significant proportion of the data. Similarly, pedestrians and cyclists are
removed, as there were relatively few samples of these and they are not the focus
of the study. Often, a vehicle begins as the ‘unknown class’ before the system sorts
them into an appropriate class, so these cannot be rejected until their final class is
determined by the object tracker.
The next step is to sort this collection of vehicle tracks into entry / exit pairs for
metadata purposes. The entry or exit location of the vehicle is not used in any
algorithm in this thesis, as we do not know the ‘goal’ destination of the vehicle until
it travels there, so that information cannot be used in a predictive model. Each
intersection entry and exit is manually annotated as a bounding box. For a vehicle
to be sorted, it must enter an entrance box, and then enter an exit box. If the system
loses tracking of a vehicle before it can be assigned an exit (usually due to occlusion)
that vehicle is removed from the dataset as the prediction horizon is too short to
be useful. Thus, for each intersection, only the entrance and exit for each approach
needs to be manually annotated, which then allows for all tracks in the dataset to be
labelled by their entrance and exit.
Finally, the metric ‘distance travelled from intersection entrance’ is calculated. The
point on each track where the vehicle enters the intersection is found, and then a
cumulative distance travelled is calculated from this point. This number may be
negative, as it means the vehicle has not yet entered the intersection. This distance
metric d is then used for speed and heading analysis, as well as model performance
analysis.
Mathematically, the data preprocessing after these corrections and alignments have
been made is the same as for Dataset 1 in Section 3.3.
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Figure 3.9 – Heading profile of all tracks, grouped into the six classes in ‘origin-
destination’ pairs. The x axis is distance travelled relative to the intersection
entrance. Mean heading is plotted as a solid line. Standard deviation is not visible
in this graph due to its scale.
Figure 3.10 – Speed profile of all tracks, grouped into the six classes in ‘origin-
destination’ pairs. The x axis is distance travelled relative to the intersection
entrance. Mean speed is plotted as a solid line. One standard deviation is depicted
as a dashed line.
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3.4.6 Analytics
The average speed and headings for each class can be seen in Figures 3.9 and 3.10.
Comparing the heading of the two track classes that start in the north, they begin to
visibly diverge within 2 metres of the intersection entrance (denoted as the 0 metre
mark). The speeds diverge as well, however it takes significant distance for the one
standard deviation line of each class to diverge, which occurs at the 6 metre mark. As
these two classes are a short left turn, and a straight ahead, it is expected that tracks
in these two classes diverge very early into the intersection. Track classes that begin
in the east also diverge quite quickly in heading, as this is comparing a short, left
turn and a longer right turn. The speed profiles of each class never diverge past one
standard deviation. Finally, the tracks that begin in the south are the most ambiguous
case, as these classes take significant distance to become statistically different from
one another. After about 11 metres of travel, the headings separate, and the speeds
also become distinct from one another. This dataset can be downloaded at the
following website: http://its.acfr.usyd.edu.au/datasets/
3.5 Dataset 3 - Multiple Intersection Naturalistic
Capture with Generalisability
The previous dataset allows for the analysis and modelling of vehicles traversing
through a typical suburban intersection. However, with only data from a single inter-
section, it is impossible to prove that any model derived from this data is generalisable.
There is no proof that a model made using data from a single intersection can be used
on any other intersection. A model that can only be used on a single intersection is
not particularly useful, and so it is necessary to collect data from several intersections
to allow a generalistic model to be designed and validated.
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3.5.1 Data Collection
A total of five different roundabouts were studied as part of this dataset. These were
chosen from a set of 29 different intersections that were scouted for this purpose.
After including the previous dataset into this one, the four additional intersections
were chosen based on the following criteria:
• Four way intersection — The intersections must have four entrances and exits.
This is because a method used for 4 way intersections can be generalised down to
T junctions (3 way), but the reverse is not guaranteed. This type of intersection
is rare, and T junctions for roundabouts are significantly more common in
Sydney.
• Approximately even traffic balance — The intersection must have a somewhat
even traffic balance, which allows for a class balance in the dataset. Often round-
abouts lead to side roads, or infrequently used col-de-sacs. Recording data from
these intersections makes it difficult to capture these infrequent manoeuvres.
• Good visibility — The data is being captured while the vehicle is parked, as this
allows for significantly faster data capture. There are a number of impediments
when trying to achieve good visibility of the roundabout from a parked position.
The side of the road is often sloped, which means that horizontal lasers will often
point to the sky when they would have been level when driving down the middle
of the street. Similarly, a change in road gradient can reduce visibility, as can
a significantly raised roundabout in the centre of the intersection. Obviously,
having property fences or other features near the vehicle will also obscure vision.
These problems were confirmed visually by checking the Ibeo capture preview
program after parking.
• Ability to acquire closest legal parking spot — Even at early hours of the morn-
ing, getting the spot that allows for full visibility of the intersection can be a
challenge. If the Lasercar is parked too close to the roundabout, it could influ-
ence driver behaviour as the car may become a mild traffic hazard. But there
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also needs to be some guarantee that no other vehicle will park between the
Lasercar and the intersection — legally or illegally.
• All day parking — The ability to park at the location all day without a permit
was also desired. Permits can take significant time to acquire, and can be council
specific.
Data was collected at each intersection over the course of approximately 14 hours.
This is sufficient to capture the morning and afternoon peak periods. Traffic during
these peak times accounted for about 80% of overall traffic throughput for each in-
tersection, so it was important to capture both AM and PM peaks. Cars entering
the intersection from the approach the recording vehicle was parked on, and those
approaching from directly opposite the intersection were used, as the recording ve-
hicle had significant (50 metres +) visibility down both of these roads. In practise
a vehicle driving on the street has more visibility down side streets than a parked
vehicle does, so vehicles recorded approaching the intersection from side streets were
omitted. The ‘Leith-Croydon’ dataset from the authors previous work was included,
but note that vehicles approaching from the east were omitted because of lesser vis-
ibility down that approach from where the recording vehicle was parked. A satellite
view of each intersection, where the Lasercar was parked, and the vehicle approaches
studied can be seen in Figure 3.11. Here, the two intersection approaches studied
are labelled in blue. The other approaches were not studied due to visibility reasons.
The location of the Lasercar during recording is marked in red. Finally, the reference
frame for each approach, as described in the next section, is labelled in black.
3.5.2 Common Frame of Reference
Now that data from several intersections has been collected, a static reference frame
does not describe the data properly. The previous dataset used a static co-ordinate
system centred around the vehicle, but this is no longer consistent between inter-
sections, and is impractical from a real-time implementation point of view. So, a
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(a) (b)
(c) (d)
(e)
Figure 3.11 – Satellite views of each of the five roundabouts in the dataset: Queen-
Hanks 3.11a, Leith-Croydon 3.11b, Roslyn-Crieff 3.11c, Orchard-Mitchell 3.11d,
and 3.11e Oliver-Wyndora. Here only the two entrances that are most visible from
the data collection vehicle are used, and these are shown via a blue arrow. The
origin of the reference frame for each approach is depicted via black arrows. The
red square is where the data collection vehicle was parked. Note that there is no
lower exit for the Leith-Croydon intersection 3.11b, so vehicles may travel straight,
or turn to use the exit at the upper side of the figure.
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Figure 3.12 – A diagram of a typical single lane urban roundabout. Here, all the
recordings are normalised such that each vehicle enters from the bottom of the
diagram. The intersection entrance line is the black line the vehicle crosses when
entering an intersection, in the lower half of this diagram. The origin of the coor-
dinate frame is marked in the lower section of the diagram.
common frame of reference needs to be defined. Thus the classes for these vehicle
tracks is no longer categorised by absolute destinations in the set of [north, south,
east], but instead relative manoeuvre descriptors: [left, straight, right, u-turn].
The reference frame for this data is such that the origin lies at the centre of the
approach road, which is generally where a ‘give way’ sign is placed to mark the
intersection. Each vehicle begins travelling upwards, from the bottom of the frame
towards the origin. The centre of the roundabout then lies approximately 8 meters
above the origin. This alignment allows for a common reference for all observed
vehicles, and remains in Cartesian coordinates. In other works such as those focusing
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on multi-lane roads or highways it is common to use Frenet coordinates [87]. This
coordinate system defines a vehicle’s location as being in a certain lane and then uses
lateral and longitudinal coordinates within that lane. This system cannot be used
for the dataset outlined here as there are no clear lane markings and the distinction
between the entrance lane and the centre, circular lane is ambiguous. A diagram
representing the coordinate system and possible paths through a roundabout can be
seen in Figure 3.12.
3.5.3 Data Preprocessing
The data preprocessing for this dataset differs slightly from the process described in
Section 3.3.2. The model using this data is a predictive model which is described in
Chapter 5, and so the data wrangling techniques need to be modified to fit this new
format. Specifically, training the model requires both a track snippet of length h to
be used as observation data, as well as the consecutive snippet of length p, which is
used as the target for the model to predict (i.e. the ground truth). Thus the data
described at time t consists of a history snippet of length h, a prediction snippet that
is of length p, the class c and the distance to or from the intersection reference line
at time t: d.
Therefore, for this dataset, the set of all training samples S becomes:
S = {{(xw−h,xw−h+1,xw−h+2, ...,xw), (yw+1,yw+2, ...,yw+p),dw, qw, cj}T−1w=h}Nj=1
(3.6)
with data point existing in the future as
yt = [xt,yt, θt,vt] (3.7)
Here, the observation set Xt is carried over as per Equation 3.5. As this dataset is
used for a path prediction algorithm in Chapter 5, the data labels y are no longer a
category, but instead the future path of the vehicle. So the prediction set becomes
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Yt = (yt+1,yt+2, ...,yt+p) (3.8)
The class label c for track j remains the same, and is used for training class balancing.
The distance parameter d is also carried over. Due to data length alignment issues
described in the next section, a new parameter needs to be introduced: q. This is a
padding vector of the same length as the prediction horizon, and denotes whether or
not the current time is padding data or real data.
3.5.4 Length Alignment
An interesting property of a roundabout is that the time a vehicle is present on a
roundabout is influenced by the manoeuvre that vehicle is performing. That is to
say left turns are significantly shorter in distance and time than right turns. This
is true for all intersections, but significantly more so for a roundabout due to its
circular nature. This means that no one fixed prediction time horizon p can properly
represent the path a vehicle may take for all turns. Given that the predictive model
needs a fixed time horizon for batch training purposes, all of these track snippets
need to be of the same length. If a track snippet at a particular time does not have
enough future data to meet the length requirement, it is padded with the last known
position of the target vehicle. This technique is quite common in computer science,
and is referred to as edge padding. The value of q is either true or false depending
on if the data for value yt is padding or not. There is no case where data in the
observation set Xt would be padded.
3.5.5 Dataset Findings
The overall class balance for all intersections can be seen in Table 3.3. A profile
of the headings and speeds can be found in Figures 3.13 and 3.14. Note that the
groupings are different as compared to the previous two graphs in Section 3.4, as
these are now grouped by relative manoeuvre in the set [left, straight, right, u-turn]
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Figure 3.13 – Heading profile of all tracks, grouped into the six classes in ‘origin-
destination’ pairs. The x axis is distance travelled relative to the intersection
entrance. Mean heading is plotted as a solid line. One standard deviation is
depicted as a dashed line.
Figure 3.14 – Speed profile of all tracks, grouped into the six classes in ‘origin-
destination’ pairs. The x axis is distance travelled relative to the intersection
entrance. Mean speed is plotted as a solid line. One standard deviation is depicted
as a dashed line.
3.5 Dataset 3 - Multiple Intersection Naturalistic Capture with Generalisability 55
Table 3.3 – Summary of Collected Data
Intersection Left Straight Right U-Turn Total
Queen-Hanks 466 5110 155 13 5744
Leith-Croydon 2577 1356 1237 16 5186
Roslyn-Crieff 183 3000 69 10 3262
Orchard-Mitchell 1716 1825 217 10 3768
Oliver-Wyndora 374 5347 222 9 5952
Total 5316 16638 1900 58 23912
instead of origin destination pair. Here it can be seen that these different manoeuvres
have a very similar profile in both speed and heading before entering the intersection.
Vehicles travelling straight do not have to slow down to move around the roundabout,
and so if these vehicles do not have to give way to any other traffic they do not have to
slow down at all. Thus the speed profile of vehicles travelling straight can distinguish
them from others at the intersection reference line, denoted at a zero metre mark on
the diagram. However, this is not always certain as the standard deviation spread
allows for significant overlap between the speeds of all these classes. The vehicles
making any sort of turn at the intersection have to slow down and so their speed
profiles appear very similar, as expected.
The heading profiles can be observed in Figure 3.13 and the headings are relative to
the angle of the road at which the vehicle entered the intersection. Here, the vehicles
turning left are the first to deviate from the remaining manoeuvres. This is to be
expected, as vehicles turning left stay in the intersection for the shortest amount of
time. The next shortest are the vehicles travelling straight, followed by those turning
right, and finally those performing a u-turn. This ordering is expected as this reflects
how long a vehicle must stay in a roundabout to perform a particular manoeuvre.
Data Summary
The overall class split for each of the five intersections can be found in Table 3.3.
The intersection ‘Oliver-Wyndora’ was used for the test dataset, as it has the largest
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Figure 3.15 – The tracked path of a single vehicle turning right at the intersection.
Here there was significant visibility of the vehicle during the approach, and the
overall quality of the track is good, as it contains very little jitter in its motion.
amount of samples in the smallest class for a four-way intersection — those turning
right. Using a whole intersection for the test set allows for generalisability tests of
the proposed method, as the test data is completely unseen during training.
3.5.6 Erroneous Data
A dataset this large would not be without anomalies, and so a brief collection of some
undesirable characteristics of this data is presented in this section. For reference, a
single vehicle tracked well can be seen in Figure 3.15. This vehicle is turning right
at the roundabout. The Lasercar had good tracking visibility of its approach, and
there is not a significant amount of noise along the track. In comparison, anomalous
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(a) (b)
(c) (d)
Figure 3.16 – A sample of some of the corner cases for this dataset. The first recording
in Figure 3.16a is a vehicle turning right with significant tracking noise. Figure
3.16b shows a vehicle that has stopped near the entrance of the intersection, and
there is tracking noise during this time. The third image, Figure 3.16c shows
a vehicle heading towards the sidewalk which is not possible for a full size car,
suggesting it could potentially be a mis-classified bicycle. The final vehicle, shown
in Figure 3.16d is of a large truck or bus driving directly over the top of the
roundabout.
3.6 Conclusion 58
recordings can be seen in Figure 3.16. The first vehicle, seen in Figure 3.16a, is of
a vehicle also turning right, but this track contains significant tracking noise. This
can occur due to poor visibility and occlusions. There may be other factors as well,
such as an oddly shaped bumper which would cause the size approximation to fail
leading to noise in the centroid tracking. An example of a vehicle like this may be
the Australian ‘ute’, which is quite common. It does not have any bumpers around
the rear of the vehicle, only a utility tray (hence the name ‘ute’). The lidars would
then not see a square vehicle as the bumper level lidars on the Lasercar would only
observe the rear wheels, suspension, and differential. The third case, seen in Figure
3.16c appears to be a vehicle crossing directly in front of another exit and then
heading for the sidewalk. There is a good chance that this vehicle is a bicycle that
is departing the road for the sidewalk. Finally, the fourth case in Figure 3.16d is of
a vehicle completely ignoring the intersection guidelines. This is a bus or large truck
that is too long to actually travel around the roundabout properly, as the intersection
is only 15 meters or so across. Large vehicles are legally allowed to drive directly over
the intersection, and not follow the regular route smaller passenger vehicles take.
3.6 Conclusion
This chapter presents several new datasets for use in intelligent vehicle algorithm ver-
ification. By collecting the data with a state-of-the-art lidar detection and tracking
system onboard a vehicle these datasets mimic the perspective of a vehicle driving
on the road, and so captures the correct tracking distortions due to occlusions or
otherwise. The two datasets presented consist of over 23,000 vehicles traversing five
different roundabouts, resulting in over 60 hours of data. These roundabouts were
chosen as they represent a very difficult prediction scenario as intention cannot be
deduced by which lane a vehicle is in, or by reading the traffic lights. Instead, the
driver’s behaviour must be predicted using movement characteristics such as speed
and heading. Analytics are provided for the data, including a table of frequency
analysis. Speed and heading profile graphs are also included to illustrate the charac-
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teristics of vehicles as they traverse the intersection. The datasets introduced in this
chapter will be used as the testbeds for the driver prediction algorithms in Chapters 4
and 5. The use of five different intersections with a common frame of reference allows
for proof of generalisability of the method introduced in Chapter 5 across intersec-
tions of a similar structure. Overall the datasets described in this chapter contain a
comprehensive collection of driver behaviours at roundabouts, and make an excellent
case study for driver intention and path prediction.
Chapter 4
Driver Intention Prediction
4.1 Introduction
The previous chapter presented the types of data intelligent vehicles are expected
to have access to when travelling on the road. Using these datasets, models can
be developed to improve road safety through a number of predictive mechanisms.
A major component of these systems is the ability to infer the future intentions of
drivers and to predict the likelihood of potential collisions. Human drivers are able
to estimate the future trajectory of other vehicles from a combination of potentially
subtle cues - the combination of the various kinematic properties and the position
of the vehicle on the road relative to the lane. Being able to reproduce this driver
intuition in a computer model is still an open area of research.
There are a limited number of ways a vehicle may pass through an intersection.
Typically, when a driver approaches an intersection, they will exit the intersection
through any of the available streets. A driver will perform a manoeuvre from a set,
typically containing [travel straight, turn left, turn right]. If this manoeuvre can
be predicted early, the rest of the vehicle’s path can be inferred as it should match
the manoeuvre. This chapter will focus on a model for predicting driver intention
using manoeuvre classification. Datasets from Chapter 3 will be used for training
and validation of these methods. Two experiments are detailed in this chapter. The
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first is ego motion prediction. Being able to predict the motion of a human driven
vehicle using onboard sensors allows for DSRC enabled human driven vehicles to send
messages to autonomous vehicles. Experiment 2 is of significant practical importance
since it uses perception data from a Lidar detection and tracking system fitted onboard
a vehicle. This would allow an autonomous vehicle to understand the intentions of
surrounding human driven vehicles with no extra equipment required in the other
vehicles. This is especially valuable as currently available vehicles without vehicle to
vehicle communication capabilities are expected to be on the road for the significant
future, and an autonomous vehicle needs to be able to interact with these vehicles.
4.1.1 RNNs for Manoeuvre Detection
Recurrent neural networks make an ideal tool for modelling sequential data that orig-
inates from a dynamic system where context from history is important, as the unique
architecture of an RNN can be used to match that of the input logging data. The
number of recurrent steps in the RNN can be set to the same number of steps in the
input sequence. This allows consistency between network time-steps and data time
steps, such that a recurrent step in the network equates to a real-world time in sec-
onds proportional to the data sampling frequency. This allows temporal consistency
across time steps without any feature pre-processing.
4.1.2 Classification RNNs
The data used for this style of network takes the form described in the previous
chapter, namely Equation (3.4). Here the length of the input data k is set to be
equal to the length of the number of recurrences in the RNN. An example diagram
for a sequence length of 5 can be seen in Figure 4.1. This allows for the data at each
timestep to be input to a copy of the same network input layer, thereby enforcing
consistency across these layers. After k number of time-steps have been input into
the RNN, the output layer of the RNN is connected to a final dense layer to reduce
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its output dimension to match that of the number of categories in the classification.
The output of the network is denoted as Yˆ :
Yˆj =
exp
(
Yˆ ′j
)
∑M
j′=1 exp
(
Yˆ ′j′
) =⇒ Yˆj ∈ (0, 1), ∑
j
Yˆj = 1 (4.1)
which is an estimate of the ground truth Y . This parameter Y is a one-hot encoding
of the correct class c from Equation (3.4), that is to say it is a vector of length equal
to the number of classes, containing a 1 in the location indexed by the correct class,
and a 0 for all other locations. To enforce the constraint that the elements in Yˆ
must sum to one, contain only positive values, and keep their relative intensities in
an exponential scale for loss generation, the softmax function is applied. The final
class chosen from the network: cˆ
cˆ = argmax (Yˆ ) (4.2)
is the one with the highest intensity. The loss function used for this classification task
L = −∑
i
(Yi log (Yˆi) + (1− Yi) log (1− Yˆi)) (4.3)
is cross entropy loss. This trains the network to output a strong signal in a class it is
confident in, while producing negligible weight for those that it is not.
4.1.3 Model Validation
With small datasets, statistical classifiers are typically tested using a method known
as k-fold cross validation. This is where the data is split into k different parts, and
the model is trained k times. For each training set, k− 1 parts are used for training,
and the final part is used for testing. This is repeated such that each part in the fold
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is used for testing, and the final results are presented as the average results across all
sets.
For this particular dataset, each data point xt in the set of all track snippets S from
Equation (3.4) is not unique. This is because the samples are generated from a sliding
window, so training samples Xt that are adjacent in t share data. So, it is important
to note that during cross-fold validation the training and test sets must be split up
track wise. That is to say that the splits must be chosen such that samples from
every vehicle track Vj only exist in a single part. If this is not the case there is data
leakage between the training and test sets, which invalidates the independency of the
test.
4.2 Experiment 1 – Proof of Concept
To explore the feasibility of using RNNs to predict driver intent at intersections,
an experiment was conducted using the Naturalistic Intersection Driving Dataset as
described in Section 3.3. This data was recorded from the ego vehicle, at a rate of
10Hz using wheel encoder and GPS data.
4.2.1 Model Architecture
The network style can be be seen in Figure 4.1 for a sequence of length 5. Remember
that at each timestep there is an entire copy of the weights and biases in the network.
Given different input data, the activation values at each step are different, and only
at the last step is the output value considered. For a better visual understanding,
the network is ‘unrolled’ in this diagram, so that the activations at every step can be
visualised. During training all steps in the network need to be held in memory for
back-propagation to work. At inference time, only one step needs to be considered
at once, with new values overwriting the old ones as they are computed.
The input to the model is a sequence of data Xt, as defined in Equation 3.2. This
data gets split during model inference so that one timestep of data xt is input to one
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recurrence of the network, such that the length of the network matches the length of
the input data sequence. The features that make up an observation xt are defined in
Equation 3.3 and are repeated as follows: vehicle co-ordinates in easting and northing,
speed of the vehicle, and heading relative to North. The vehicle co-ordinates are
measured in metres, and the origin is defined as the centre of the intersection. Speed
is measured in metres per second, and is collected by the vehicle’s wheel encoder.
The heading of the vehicle is in the range [0,360] degrees as this matches the unit
used in ‘Dataset 1’ which was the data used for this experiment and is described in
Section 3.3. The output of the model matches the format of the target data labels c
which are the different destinations of the intersection: [east, west, south].
For this experiment, the recurrent layers of the network have been stacked as is typical
in the use of RNNs [51]. Figure 4.2 depicts a single step of an RNN with a 3 level
stack of LSTMs. The shape of each layer is shown as well, with labels F, N, and C
denoting the input shape, the shape of the recurrent layers, and the output shape.
The input and output shapes are fixed to the number of input features (i.e. the size
of xt) and number of output classes (the size of cj). The exact parameters for the
number of stacked LSTMs, as well as hyperparameters F, N and C were determined
experimentally, and are listed in Section 4.2.2.
The code used to generate the model was written in TensorFlow [88], and trained
on a GPU. The system was validated using 5 fold stratified cross validation, leading
to an average training time of 30 minutes per fold, on a single Nvidia GTX 1080.
This model is compared to the results of Bender et. al. [70], which uses a quadratic
discriminant analysis (QDA) model to predict the manoeuvre on the same dataset.
4.2.2 Training
The system is trained using mini-batches of size 128, with 3 LSTM layers of size 112,
with a sequence length of 3. These parameters were chosen via a grid search after
considering the results of the cross validation. The LSTM layers are interconnected
with peephole connections [89], which was compared to an LSTM without. The
4.2 Experiment 1 – Proof of Concept 65
Input
Layer
Input
Layer
Input
Layer
Input
Layer
Input
Layer
t−4 t−3 t−2 t−1 t0
RNN RNN RNN RNN RNN
Output
Layer
Figure 4.1 – Diagram representing a RNN of length 5, that is given data for time t.
Here the model takes a sequence of length 5 that ends at the nominated time-step
and outputs a class in the range [east, west, south].
Input Layer. Dense. Input shape [F]
Output Shape [N]
LSTM, Input shape [N], Ouptut shape [N]
LSTM, Input shape [N], Ouptut shape [N]
LSTM, Input shape [N], Ouptut shape [N]
Output Layer. Dense. Input shape [N]
Output Shape [C]
Figure 4.2 – Diagram that depicts the individual layers of the RNN. F = number of
features. N = number of nodes in RNN. C = Number of classes (3 [east, west,
south])
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optimiser used is RMSprop [90], with a decaying learning rate, starting at 0.001.
4.2.3 Metrics
The metric used for quantifying the network was different to the method used as
loss either in the train or test set. Specifically, the experiment is quantifying the
performance of the algorithm based on the distance travelled in the intersection. As
such, during model scoring, all track snippets for every 1 metre travelled from or to
the reference line are collated and tested against. This allows a profile of the models
predictive accuracy against d to be created, with an emphasis on the earliest point
the model achieves and maintains 100% accuracy for the remainder of the vehicle
track.
As the LSTM network requires sequential data, the sequence of length k that ends at
the specified distance d is used. For the QDA model, a single sample of data at the
specified distance is used which equates to xw+k for the specified dw+k of Equation
(3.4). This ensures that the LSTM network is not given data that occurs later in the
sequence than the data given to the QDA, allowing for a fair comparison.
4.2.4 Results
The graphs in Figures 4.3, 4.4, and 4.5 depict the average results over the 5 fold cross
validation, split by the origin of the track. The x axis of the graph is metres from
the reference line, which is set 20 metres from the centre of the intersection. The
intersection is a T junction, so a driver may only make one of two manoeuvres when
approaching the intersection. This means that the classifier should have at least a
50% accuracy at the start of the track, well before the driver has started executing
the manoeuvre. Remember that this dataset was taken in Australia, where vehicles
drive on the left side of the road.
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Figure 4.3 – Accuracy of both the QDA classifier and the LSTM based RNN, when
vehicles approach from the east. Vehicles approaching from the east do not have
to give way to any other traffic, making this approach difficult to classify.
4.2.5 Eastern Origin
The eastern origin allows the driver to go straight ahead or make a close, left turn.
If there are no cars in front, a driver may proceed straight through the intersection
without slowing, potentially travelling at the speed limit. If a driver is turning left
they are not required to give way to any other traffic in the intersection, so a driver
has no reason to come to a complete stop. As seen in Figure 4.3 the results between
the QDA model and the LSTM network are very similar as both models approach
100% accuracy at approximately the same distance from the reference line (7 metres).
4.2.6 Western Origin
A driver approaching from the western origin may turn right or continue straight
ahead. Again, if the driver is travelling straight ahead they have no reason to slow
the vehicle. As the turning manoeuvre is across traffic, the driver may have to slow
down and give way to oncoming vehicles when turning right. In some cases, the driver
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Figure 4.4 – Accuracy of both the QDA classifier and the LSTM based RNN, when
vehicles approach from the west. Vehicles approaching from the west may have to
give way to oncoming traffic when making a right turn. This decrease in speed is
an early indicator, which allows both models to classify relatively early.
Figure 4.5 – Accuracy of both the QDA classifier and the LSTM based RNN, when
vehicles approach from the south. Here the LSTM method outperforms the QDA
method quite early in the approach, however both converge to 100% at approxi-
mately the same distance.
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has to come to a complete stop to let other traffic traverse the intersection first. This
is very apparent in the speed profile during the approach. Figure 4.4 shows the
classification results for vehicles approaching from the west. Both models pick up on
this fact rather early, and approach 100% accuracy in manoeuvre classification at 6
metres past the reference line.
4.2.7 Southern Origin
Vehicles approaching from the south must turn either left or right, they cannot con-
tinue forward due to the nature of the T intersection. So, a vehicle approaching from
this direction needs to slow down to make a turn. A driver turning either left or
right may also have to give way to traffic, so the vehicle may come to a complete stop
performing either manoeuvre. The results are shown in Figure 4.5, and the LSTM
network clearly outperforms the QDA in early predictions. The LSTM network has
a 70% accuracy very early in the approach, at around -30 metres to the reference
line, compared to the QDA’s 50% accuracy. However, the LSTM network takes more
distance to reach a completely accurate estimate than the other two origins, which is
most likely due to the speed profile being very similar between left and right turns.
Both the QDA and the LSTM techniques take 12 metres past the reference line to
achieve 100% accuracy. As the reference line is 20 metres before the centre of the
intersection, this is roughly two car lengths before the intersection centre.
4.2.8 Discussion
Classifiers are only able to make useful predictions when the data is notably separate.
The earliest point at which each classifier can correctly predict the manoeuvre is
identified, and used as a comparison. The QDA classifier is given a single time step of
data, while the LSTM network is given multiple, consecutive time steps. Although the
east and west origin results appear similar, the LSTM network has a clear advantage
for vehicles in the southern approach. For the southern approach the driver is forced
to slow the vehicle and make a turn. This makes the classification significantly more
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difficult as the speed profile of both turns are very similar. Having improved results in
this area shows promise that the LSTM has advantage in more complicated scenarios.
4.3 Experiment 2 - Prediction of Observed Vehi-
cles
The previous experiments demonstrate the capability of Recurrent Neural Networks
for categorising and predicting the intention of the driver of the ego vehicle. That is
to say the vehicle being driven can make predictions about its own driver. This has
limited uses, as each vehicle on the road would require this system and a vehicle to
vehicle communications system to be practical. As the average age of Australian road
vehicles is 10.1 years [6] it would take well over a decade before there is significant
coverage of vehicles with this communication system, and significantly more time for
99.9% coverage.
It would therefore be significantly more useful if the system could predict the in-
tentions of other road users, surrounding the ego vehicle using a perception system
instead of communication. This would allow an autonomous vehicle to better inte-
grate into a city that is primarily driven by human drivers, driving vehicles that do
not have any sort of vehicle to vehicle communication. The data described in Section
3.4 was collected to explore this problem. This next section expands on the method
in the previous Section 4.2. Specifically, it investigates the models usefulness for pre-
dicting the intentions of surrounding road users that are tracked using a lidar based
detection system, avoiding the need for vehicle to vehicle communication. Moreover,
the training methods are expanded, and an ablation study on the amount of data
necessary for an accurate prediction is presented.
4.3.1 Very Large Dataset
The dataset collected in Section 3.4 is, to the best of the author’s knowledge, the
largest dataset of naturalistic vehicles travelling through a single intersection at the
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time of collection. There are a number of differences dealing with big and naturalistic
data that differs from the manually collected dataset described in Section 3.3. Namely,
because this data is naturalistic, there is significant class imbalance in the data, as
some manoeuvres were more popular than others. This next section describes some
techniques introduced to deal with training a network given this kind of data.
When there is significant data, it becomes impractical to use cross validation for
scoring a classifier. This is because these models often take significant time to train.
Instead, the data is split into training, validation and test sets. These datasets were
split in a ratio of 55:20:25 and split in such a way that there is an even distribution of
each destination class in each set. As per before, the split is done track wise to avoid
data leakage between datasets through overlapping samples. The following sections
describe techniques that assist model training with such a dataset.
4.3.2 Training Dataset
The validation dataset is to be used as an indicator for when the model converges, and
if the model is overfitting. Overfitting is where the network has a better performance
on the training set than on the unseen validation set. This is undesirable as having
poor performance on the unseen set means that the model will not perform very well
on new data. This is often due to the model picking out some features that only exist
in the training set. Because there is a class imbalance in the dataset, it is necessary
to re-balance the data during training. This is to avoid a statistical overfit — if there
are more people performing a certain manoeuvre it is possible for the system to bias
the classification towards most popular outcome. This is to be avoided as it increases
the false negative rate for less common manoeuvres. To re-balance the dataset an
oversampling technique is used, where the least popular class is weighted more highly
during random batch selection.
The optimiser used in this experiment, ADADELTA [91] can be very sensitive to
the learning rate used. A learning rate too low will converge on a local minima and
therefore be overfit. A learning rate too high may fail to converge, or not properly find
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the global minimum. So the learning rate is lowered over time, a technique known
as learning rate annealing. The learning rate is fixed until the loss on the training
set plateaus, and then it is reduced by a factor of 10. This allows the optimiser to
converge properly on the global minimum. The effect of this step decay can be seen
in Figure 4.7 at the 26000 step mark, where the validation and training loss decay
sharply.
Data Scaling
Input data scaling is a training assist technique which works by equalising the gradient
magnitude across input features. This is very important for optimiser performance,
and therefore network performance. By balancing the magnitudes across the input
features the gradient descent can search across all features equally. If this was not the
case, the optimiser would concentrate on certain features first, and may not be able
to properly incorporate features that exist at a vastly different scale. To alleviate this
condition, the input parameters are normalised at a feature level using the mean and
standard deviation of the data in the training set. These parameters are saved with
the network.
4.3.3 Validation Dataset
The validation dataset is used as an indicator of the performance of the model during
training. The loss between the training dataset and validation dataset is compared
during training. If they converge significantly this is a signal for overfitting, where
the model has found some feature in the training set that does not exist generally.
This results in poor overall model performance. A training graph that shows signs of
overfitting can be see in Figure 4.6.
The network is trained until the validation loss plateaus. The best model is then
selected from a model checkpoint that had the best validation score. This is the
model that is then used for testing.
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There are a significant number of parameters in this model that do not have a formal
method for picking their value. These hyperparameters are chosen using a grid search.
Each of the parameters are given a minimum and maximum value, and the model
is trained using a random set of these values. This training can be cut short if the
model is performing badly. After training a large amount of models, the final model
is trained using the hyperparameters taken from the model with the best validation
loss scores.
4.3.4 Test Dataset
The test set is used at the very end of the process and is used for reporting the final
performance of the model. No oversampling techniques are used, and each data point
in the test set is used only once, as this allows for proper performance evaluation of the
model given the dataset. Similar to the first experiment, the goal is to figure out how
early these models can determine the destination of a vehicle. To properly explore
this, the tests are performed at 0.5 metre intervals, of distance travelled from or to
the intersection reference line. The test set data is completely unseen and consists of
2074 vehicle tracks which allows for a significant level of precision on the test scores.
4.3.5 Model Architecture
The RNN model in this experiment is used to interpret time series data about an
externally observed vehicle. We do this by having one recurrence of the network per
time-step, and after a chosen number of time-steps we allow the network to make a
prediction. A diagram of this network format can be seen in Figure 4.8.
The input features of the model are those that exist in xt from Equation 3.3: x /
y position relative to the recording vehicle, heading in radians, and speed in metres
per second. The data is normalised over the entire training set on a per-feature basis,
and then input directly into the network. The first layer of the network is a fully
connected layer, followed by a three level stack of recurrent layers. The recurrent cell
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Figure 4.6 – A plot of the loss of a recurrent neural network during training. The
blue line is the training loss, and the red line is the validation loss. This model
shows significant signs of overfit, as the two losses diverge significantly after 10,000
training steps.
Figure 4.7 – A plot of the loss of a recurrent neural network during training. The blue
line is the training loss, and the red line is the validation loss. This model shows
no signs of overfit, as the two losses match each other. The step at 26000 training
steps is where the optimisation learning rate was lowered.
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Figure 4.8 – Diagram representing a RNN of example length 5, that is given data
for time t. Here the model is input with a sequence of length 5, that ends at the
nominated time-step t, and outputs a class in the set [east, north, south]. The
first layer consists of a single fully connected (FC) layer. The next layers are
three recurrent layers represented in green. Here the horizontal links represent the
hidden layer transition between timesteps of an LSTM. The dimension of each
layer is shown in square brackets.
chosen for this network is an LSTM with peephole connections [89]. A dropout value
of 0.5 was used on the inter-layer connections only, and not the recurrent connections
[92] to aid in overfitting prevention. After applying a softmax classifier, the output
of the network picks one of the three destinations of the intersection: east, north and
south. The overall goal of the model is to correctly predict the destination as early
as possible.
The network used in the analysis has the following parameters, which were found
using the previously mentioned hyperparameter search. Three recurrent layers are
used, each of 512 nodes width. A single dense layer is used as an input layer, of
width 256. ADADELTA [91] training was used, with a learning rate of 0.03. We split
the dataset into 4560 tracks for training, 1658 for validation of hyperparameters, and
2074 for final testing. To investigate how much data the network needs to perform
well, three lengths for the input data were chosen: 5, 15, and 25 time-steps long.
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These correlate to 0.2, 0.6 and 1 seconds of data. The networks are trained and
tested completely independently from each other. Each network was trained on a
single Nvidia Geforce 1080 GPU, and no network took longer than 6 hours to train.
After training, running inference on the network takes 60ms, which makes it feasible
for real-time deployment. The network was written in Tensorflow [88].
4.4 Results
The graphs in Figures 4.9-4.11 display the results of the algorithm used to predict
the destination of a vehicle on the roundabout. The three lower line charts are split
by origin of the vehicle, and the x axis represented distance travelled to or from the
intersection entrance. Here, results from RNNs of lengths 5, 15 and 25 are displayed.
Plotting the accuracy relative to the distance travelled was chosen as it readily demon-
strates the gradient of difficulty of the problem. A car that is far from approaching
the intersection gives little to no indication of the destination, while it is trivial to
determine the destination of a car that is already at its destination. Moreover, explic-
itly using a physical unit (meters) allows for direct comparison between turns in the
intersection, without having to scale each manoeuvre differently to align manoeuvre
lengths, which is not feasible during real time deployment.
The three upper topological charts display these results for the RNN with a length
of 15 steps. Here the result is displayed as an overlay on the map, to better visualise
where the conflict points and accuracies lie. The results are displayed as a colour
on the average path for that origin/destination pair, with yellow corresponding to
high accuracy, and blue low accuracy. The conflict point for that particular entrance,
which is the point of potential collision between traffic on the roundabout, and traffic
incoming to the roundabout is displayed in red. Overall the network behaves exceed-
ingly well, having an excellent classification accuracy well before any conflict points
in the intersection.
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Figure 4.9 – Results of the classification model on drivers approaching from the east.
The upper figure is a plots of the average track traversed for that origin-destination
pair. The tracks are coloured by accuracy of the 15 step RNN, the lighter (or
more yellow) the colour, the more accurate the result. A red square indicates
the appropriate conflict point. The lower figure is a plot of accuracy vs distance
travelled relative to the start of the intersection. Each of the three different lengths
are plotted in these figures. The red line on this graph indicates the position of
the conflict point for that origin.
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Figure 4.10 – Results of the classification model on drivers approaching from the
north. The upper figure is a plots of the average track traversed for that origin-
destination pair. The tracks are coloured by accuracy of the 15 step RNN, the
lighter (or more yellow) the colour, the more accurate the result. A red square
indicates the appropriate conflict point. The lower figure is a plot of accuracy
vs distance travelled relative to the start of the intersection. Each of the three
different lengths are plotted in these figures. The red line on this graph indicates
the position of the conflict point for that origin.
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Figure 4.11 – Results of the classification model on drivers approaching from the
south. The upper figure is a plots of the average track traversed for that origin-
destination pair. The tracks are coloured by accuracy of the 15 step RNN, the
lighter (or more yellow) the colour, the more accurate the result. A red square
indicates the appropriate conflict point. The lower figure is a plot of accuracy
vs distance travelled relative to the start of the intersection. Each of the three
different lengths are plotted in these figures. The red line on this graph indicates
the position of the conflict point for that origin.
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4.4.1 Eastern Origin
Here the vehicles are either making a close, left turn or a long right turn. The
heading profile of each vehicle path makes it immediately obvious as to the vehicle’s
destination, and all three classifiers reach 99% at 4 metres travelled, giving about
1.6 seconds lead time before reaching a conflict point when considering the average
speed travelled. This can be seen in Figure 4.9. The RNN of length 5 achieves this
accuracy slightly earlier. This is because the shorter RNN needs less data to produce
a result, and so by the time the vehicle was tracked by the ego vehicle’s sensors,
it was fairly clear where the vehicle was going. What makes this set particularly
interesting is the fact that the shorter RNN classifier loses accuracy at around 22
metres distance. This is because the vehicle’s profile closely matches that of a south-
to-east traveller, especially in speed. Longer observations do not suffer from this
shortfall, as the network is able to remember past positions, and so it would have
better information about the vehicle’s origin. It is also interesting to note that longer
observations did not need to see the explicitly observe the vehicle’s origin point to get
the correct classification. This information may not be available to a vehicle driving
on the street as it approaches the intersection, so showing strong performance without
explicit knowledge of the vehicle’s origin demonstrates the utility of this method for
intelligent vehicles.
4.4.2 Northern Origin
Cars travelling from the north are either making a short, left turn, or are continuing
straight. Drivers passing straight through the intersection can maintain speed through
the intersection. Results for drivers approaching from the north can be seen in Figure
4.10. The networks can easily pick up on this, with all three giving 95% accuracy
at the intersection entrance and 99% accuracy at 5 metres distance, well before the
nearest conflict point at a distance of 14 metres. Given the average speed, this is
approximately a 1.3 second lead time before any potential collision.
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4.4.3 Southern Origin
Vehicles approaching from the south may either continue straight, or make a large
right turn as seen in Figure 4.11. The longer classifiers here show much greater
accuracy earlier compared to the RNN of length 5. The 15 and 25 time step classifiers
converge to an accuracy of 99% at 16 metres travelled, which is when the vehicle would
pass the first exit. This is well before the nearest contact point at approximately 22
metres distance, giving around a 1.3 second lead time when considering the average
speed of the vehicles.
4.4.4 Overall Performance
The system as a whole produces very promising results, with all classifiers producing
a very high accuracy well before any potential conflict point. There is evidence that
networks fed with more history perform better, but there is diminished returns after
about 0.6 seconds, which correlates to a network length of 15 time-steps for this
system. That is to say, the system produces its best results with only a 0.6 second
track of a vehicle, allowing for a vehicle’s intention to be recognised with only a very
short observation.
4.5 Conclusion
This chapter presents RNN based methods for predicting driver intention at intersec-
tions. The first experiment demonstrates results of using an LSTM based classifier to
predict the destination of vehicles approaching an unmarked T junction and compares
its results with that of prior work, namely that of QDA. Unstructured intersections
are a focus of this method as they are significantly more complex than structured
ones. On unstructured intersections, intention cannot be inferred from the existence
of a turning lane or the state of traffic lights, because no such infrastructure exists.
The first experiment focuses on data that is attainable from the ego vehicle — the
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one being driven. Specifically, the data used is normalised latitude and longitude,
as well as speed and heading obtained via a filtered GPS / IMU / wheel encoder
combination. This allows a vehicle to transmit its driver’s intention via vehicle to
vehicle radio communication.
The second experiment in this chapter extends these techniques to data that is col-
lected using a state-of-the-art lidar based detection and tracking system. A vehicle
equipped with this system will be able to infer the intention of surrounding vehicles,
even if those vehicles are not equipped with vehicle to vehicle communication. A
dataset presented in the previous chapter was used for algorithm validation, consist-
ing of 8,292 vehicle tracks at a roundabout. The data fed into the model was the
output of a tracking solution, which provided the x and y location of the vehicle as
well as speed and heading. Several different lengths of RNN are compared in the
results. The work in this chapter demonstrates the quality of RNN based driver in-
tention prediction models, which have great potential to aid in autonomous vehicle
decision making by providing knowledge of the surrounding scene.
Chapter 5
Driver Path Prediction
5.1 Introduction
Chapter 4 presents methods to predict the intention of a driver, namely the destina-
tion they will take at an intersection. This then allows the inference of their path,
as that vehicle must perform a specific manoeuvre to get to its chosen destination.
However, it is much more valuable for the prediction to be represented as a whole
path, rather than just a destination. This prediction also requires uncertainty, as
considering uncertainty is necessary for any autonomous decision making process. As
the problem case is an intersection, the paths that a vehicle can take are strictly
multi-modal. This is to say there are a finite set of manoeuvres a vehicle can take
at an intersection, such as turning left, turning right or going straight. As such, the
multiple modes of the predictive model match the multiple possible exits a vehicle
can take at an intersection. There are a finite set of modes to consider as a vehicle
cannot make some combination of turning left and travelling straight, as this would
result in a vehicle leaving the road area.
This chapter introduces a new method for driver intention and path prediction. This
method produces multiple hypothesis (aka modes) for the prediction, each with un-
certainty. These predictions are ranked according to probability. The number of
modes is not strictly defined, but instead learned from the data. A sample of this
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Figure 5.1 – Predictions of the next 5 seconds after a vehicle has entered an inter-
section. Here, each mode of the output is shown as a path in white, and the
probabilities as a heatmap. The 0.5 seconds of observation data are shown in
green, and the ground truth is in blue.
output can be seen in Figure 5.1. Here the ground truth is shown in blue, the ob-
servations are in green, and the predictions are in white. The associated probability
density for the predictions are shown as a heatmap, with a colder colour being less
probable. These predictions are achieved with a sequence-to-sequence RNN coupled
with a mixture density network (MDN) output layer. The outputs are then grouped
using a presented clustering algorithm, which allows for the output heatmap of the
MDN to be clustered into discrete modes. To generate all of this requires a single
pass of the RNN, which allows this system to operate in real time. The method is
validated across a very large dataset containing five different intersections, allowing
for proof of generalisability.
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Figure 5.2 – The problem in a graphical format. Here we have the path of a vehicle
traversing an intersection. The problem is to predict the path of a vehicle just as
it enters the intersection. Thus, the input to the model is the previous observable
path of the vehicle, shown in green. The ground truth of the problem, which is the
future path of the vehicle, is shown in blue.
5.1.1 Problem Definition
The path of a single vehicle travelling through an intersection can be seen in Figure
5.2. For a given time t, the green path is the observed history of the vehicle, and
the future path of the vehicle is shown in blue, which is the ground truth. The
problem address in this chapter is as follows: given the observed state of a vehicle at
an intersection, predict the future trajectory of the vehicle.
However, predicting the exact path is impossible as there will always be some error in
the prediction. It is also not particularly useful without some level of confidence on
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the prediction, as most higher level navigation systems need to be able to analyse the
uncertainty of the prediction to make decisions. So models that are able to produce a
probability distribution over the future path of a vehicle are significantly more useful.
Moreover, because the behaviour of a vehicle at an intersection is inherently multi-
modal, a corresponding prediction algorithm should be able to predict one path per
possible mode, given the observation data.
5.2 Recurrent Neural Networks for Sequence Gen-
eration
In Chapter 4 the notion of using a recurrent neural network to categorise data was
introduced. To solve the problem of path prediction, the model is adapted to produce
a full prediction sequence of the vehicle’s future trajectory. In this way the network
is able to produce a sequence that is discrete in time, but continuous in space. The
concept of using a recurrent neural network to generate a path sequence is not new,
with previous works including handwriting generation and sketch drawings. There
has been limited application in an intelligent vehicle context, with some work on
pedestrian path prediction and predicting vehicle trajectories on highways. None of
these works have used the architecture to produce multiple hypotheses over the future
trajectory of the vehicle, instead producing a single track with uncertainty. Existing
methods such as the conditional variational autoencoders [56] will produce a single
sample, and these networks are run many times to produce differing predictions. Deo
et al. [53] used a classifier to detect modes and trained a whole separate RNN per
mode. It is entirely possible to have an algorithm that will produce multiple modes,
where the number of modes is not fixed from a single inference of the network. These
modes can be ranked for probability, and each have uncertainty. This method will be
described in the following sections.
The differences in the network presented here as compared to the one in Chapter
4 are two-fold. Firstly, the network style needs to be expanded to a many-to-many
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Figure 5.3 – Diagram representing a RNN with an input data sequence length of 5,
and an output sequence length of 5. Here the input data is depicted in blue, and
the model output is depicted in red. The recurrent neural network is shown in
green, remember that each node is a complete copy of the RNN, as they share
weights, but not activation, as each node has different input data.
network, as seen in Figure 5.3. This style of network will accept a sequence of input
data, and create a full sequence of output data. This output sequence does not need
to have a fixed length. The section of the recurrent neural network that reads in data
from the vehicle tracker will be referred to as ‘observation time’ and the section that
predicts the vehicle state will be referred to as ‘prediction time’. The second difference
is that the network is no longer categorising the input data, but instead predicting
a set of continuous variables i.e. the vehicle state. To solve this problem the output
of the neural network needs to be modified to produce a probability estimate of the
vehicle’s path. This output style is known as a mixture density network, which will
be described at length in the next section.
Dynamic Data Scaling
For a neural network to function properly, the input data should be normalised.
This is also true of most statistical techniques, and is usually done once during the
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data preprocessing step. For easier integration into real-world data, it is possible to
implement this as the very first network layer, as opposed to performing normalisation
as a data preprocessing step. This is achieved by using weights and biases that are
fixed in the model as the normalisation parameters. The final output is then scaled
back to real-world units using the same parameters. These parameters are generated
using the training data only, and saved with the network. Thus the input to the
network is xt and the output of the network is yˆt, where:
xt =
xt − µx
σx
(5.1)
The values for µx and σx are determined for each element in x in the training set, and
then are fixed as the first layer of the network. These methods are often overlooked
when dealing with data that does not have a metric (such as handwriting) as the data
scaling is done at a dataset preprocessing level, and not at run time.
5.3 Mixture Density Networks
Instead of producing a single output variable, which is the common output of a re-
gression model, it is possible for a neural network to produce a full probability density
function over the prediction. This is achieved by having the neural network output
a probability density function that describes the probable locations of the output
data. This probability density is represented by a summation of several Gaussian
distributions in a mixture model.
5.3.1 Gaussian Mixture Models
Amixture model is a statistical technique of combining several base models to describe
the probability distribution of a random variableY. There are many different types of
statistical models that may be used in a mixture model, but as the data is continuous,
it is best described through a Gaussian mixture model (GMM). A GMM consists of
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a set of many Gaussians, each with a relative weight that are summed together to
create a probability density function. Mathematically, a GMM that describes single
dimensional data is represented in the form

pi1 µ1 σ1
pi2 µ2 σ2
. . . . . . . . . . .
pin µn σn

where µi describes the mean, σi describes the standard deviation, and pii describes the
relative weighting of the ith Gaussian. The number of Gaussians, n is a fixed integer
that describes how many Gaussians are used in the mixture, and has to be chosen
manually. A one dimensional GMM can be seen in Figure 5.4, where two Gaussians
are used in the mixture to provide a reasonable fit of the data.
Figure 5.4 – One dimensional GMM. Here the population of x in blue is modelled
with two Gaussians, in red and orange., which are summed to create the final
distribution in green.
This technique can then be extended to two dimensions, as this is useful for describing
data that exists in two dimensions, such as co-ordinates on a geographical map. The
mathematical representation for two dimensions is as follows:
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
pi1 µx1 µy1 σx1 σy1 ρ1
pi2 µx2 µy2 σx2 σy2 ρ2
. . . . . . . . . . . . . . . . . . . . . . .
pin µxn µyn σxn σyn ρn

where pi remains the relative weight of Gaussian i. Here µ and σ have been expanded
to two parameters each in dimensions x and y. A final parameter, ρ is introduced,
as this describes the correlation of the data between dimensions x and y. Mathe-
matically, this is the same as having a full 2 dimensional covariance matrix, as a
covariance matrix is symmetric. Graphically, this describes the shape or angle of that
specific Gaussian in the mixture. All Gaussians in the mixture are independent of
one another, with the pi parameter describes their relative intensities. An example of
a two dimensional GMM fit can be seen in Figure 5.5.
The parameters of a GMM are typically found using some statistical model fitting
technique such as expectation maximisation. Instead in this work the parameters of a
GMM will be produced using a RNN, as this allows for much greater dimensionality
of the data that influences the parameters. Using an RNN also allows for sequential
data to be used efficiently. The method for using a GMM as an output function for
a DNN is referred to as a MDN layer.
5.3.2 Mixture Density Network Layer
To insert a mixture density network layer into a neural network, the outputs of the
final dense layer must be modified to fit the parameters of an MDN, in this case
using a mixture of Gaussians. For this use case, the absolute scale of the output
distribution is important and must be preserved. This allow the output of this model
to be directly interpreted in real world units in an engineering context, in this case
meters. Previous works such as Graves [51] and Google Sketch RNN [54] do not have
these parameters, as co-ordinates for handwriting do not have set units. While a
regular Mixture Density Layer is used in similar works in path prediction [52] [57],
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Figure 5.5 – Two dimensional GMM. Here the population is modelled by the sum of
three Gaussians.
these works predict the future position as a delta position – the step change from the
last position. This is effectively a velocity, normalised by the step-size. The use of a
scaling layer allows the position of the vehicle to be predicted directly. This allows
the system to produce a strong multi-modal output, as described later in Section 5.5.
The mean and standard deviations of each dimension must be re-scaled to keep the
output data in metric units. This is done using the parameters µs and σs found for
each dimension during the normalisation process in Section 5.2. Without this scaling,
the output of the network fails completely, as the typical activation functions used
such as sigmoid have trouble giving output beyond the range of [-2, 2], and the data
exists in the range of around [-40, 40]. This makes dynamic data normalisation a
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critical component of this technique.
The output of the final dense layer of the network, yˆ takes the form:
yˆ = {pˆij, µˆxj, µˆyj, σˆxj, σˆyj, ρˆj}Mj=1 (5.2)
where M is the total number of Gaussians in the mixture. Each of these parameters
are currently unprocessed from the output of the neural network and typically exist
in the space of approximately [−2, 2], depending on the activation function used for
the previous layer. This range is invalid for most Gaussian parameters, so some
conditioning needs to occur for these parameters to fit a GMM.
As pi describes the relative weight between Gaussians in the mixture, it falls under
a discrete distribution, as there are a fixed number of Gaussians. All pi’s are passed
through a softmax function to enforce the constraint that the sum of all pi’s equals
one. This constraint is necessary for the set of all pi to be treated as a discrete
distribution.
pijt =
exp (pˆij)∑M
j′=1 exp (pˆij′)
=⇒ pij′ ∈ (0, 1),
∑
j
pij = 1 (5.3)
Each µ is up-scaled by using the normalisation parameters and reversing the normal-
isation process.
µj = σsµˆj + µs =⇒ µj ∈ R (5.4)
Similarly, the scale is removed from σ. An exponential function is used to enforce the
constraint that σ is positive.
σj = σs exp (σˆj) =⇒ σj > 0 (5.5)
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The correlation co-efficient must exist in the space of [-1,1], so a tanh function is used.
ρj = tanh(ρˆj) =⇒ ρj ∈ (−1, 1) (5.6)
Finally, the output probability density function for the MDN layer y, given some
network layer output yˆ is the weighted sum of all the probability density functions of
all the Gaussian mixtures.
P (y|yˆ) =
M∑
j=1
pij N (y|µxj, µyj, σxj, σyj, ρj) (5.7)
where the probability density function of a two dimensional Gaussian is as follows:
N (y|µx, µy, σx, σy, ρj) = 12piσxσy
√
1− ρ2 exp
[ −Z
2(1− ρ2)
]
(5.8)
with
Z = (yx − µx)
2
σ2x
+ (yy − µy)
2
σ2y
− 2ρ(yx − µx)(yy − µy)
σxσy
(5.9)
Loss
The loss for the MDN reconstruction:
L(x)MDN = − log
∑
j
pijN (y|µx, µy, σx, σy, ρj) (5.10)
is the probability that the ground truth could be sampled from the output MDN
distribution. This translates to the magnitude of the probability density function
at the co-ordinates described by the ground truth. During training, this enforces
that the network will maximise the probability of the output function at the target
variable. A log function is applied for derivation simplicity, and the negative is used
to swap a maximisation problem into a minimisation one, which is the standard for
network training.
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5.3.3 Variable Prediction Length
The previous section described how to get a probability distribution out of a neural
network, but now we need to deal with the fact that not all prediction sequences
are the same length. Due to the nature of roundabouts, vehicles turning left stay
in the intersection for a considerably shorter amount of time as compared to those
travelling right, or straight. A comparison of the 95th percentile of sequence lengths
can be found in Table 5.1. The 95th was used instead of the maximum as the max
length for each manoeuvre was an outlier, usually a vehicle that has stopped on the
intersection for some reason. Here, recordings of vehicles turning right can be upwards
of 4 times longer than those turning left. To deal with this problem, track padding
needs to be introduced.
Right Straight Left
95th Length
Percentile
25Hz Time
Steps 208 91 55
Seconds 8.3 3.6 2.2
Table 5.1 – A table comparing the lengths of 95% of all the tracks turning in a
particular direction.
Each track is padded up to the length of the RNN output sequence. This allows all
tracks to be used for training the RNN, with some amount of padding data. The
padding data used is the last valid data point. This allows the network to learn to
nominate the ‘last known position’ of a vehicle before it has left the scene. Along with
the data, a binary padding logit is introduced, and is trained against. This allows the
network to nominate whether or not the vehicle has left the scene.
This is important, as if this padding was not included and trained against, the network
could commonly produce a track that would produce the most probable outcome at
that particular sequence length: between time-steps 0 and 55 the vehicle is turning
left, between 55 and 91 going straight, and between 91 and 208 turning right. This is
not desirable, and using padding logits to force the network to terminate a prediction
trajectory alleviates this problem.
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The loss function must then be modified to include these padding logits. The network
output is modified to include a binary logit qˆt that is softmax’ed to predict if the data
at a time-step t is padding or real data. Additionally, the parameter q used in training
data is the ground truth of qˆt.
yˆt =
(
qˆt, {pˆi(j)t , µˆ(j)t , σˆ(j)t , ρˆ(j)t }Mj=1
)
(5.11)
Cross entropy loss is used to train this binary classifier.
L(x)CE = −(q log (qˆ) + (1− q) log (1− qˆ)) (5.12)
The mixture density network loss is then modified to include a scaling hyperparameter
β. This parameter balances the loss between real data, and the ‘last known position’
during padding data, as these two losses are unitless, and may have significantly
different magnitudes.
L(x)MDN = − log
∑
j
pi(j)N (y|µ(j)x , µ(j)y , σ(j)x , σ(j)y , ρ(j))

1 if q = 0
β otherwise
 (5.13)
Finally, the total loss of the network is the sum of cross entropy loss for padding, and
the MDN loss. A scaling hyperparameter, α is introduced to balance these losses.
L(x) =
T∑
t=1
(L(x)MDN + αL(x)CE) (5.14)
5.4 Different Training and Architecture Styles
Using a MDN, we can now approximate the locations of a vehicle for a particular
timestep. However, we do not want to produce a prediction for a single timestep.
Instead a whole trajectory is desired as this allows for a full sequence to be generated.
There are several different architectures that can be used to generate a sequence using
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RNNs, and this section will describe these architectures.
Previous works have only used the data at time-step t1 for training. Specifically this
means that at training time only a single time-step is produced, and the loss is gen-
erated for a prediction sequence of length one. At inference time, the model is run
for one timestep, and a single random sample is drawn from the output distribution.
This single random sample is then used as input for the next timestep, producing a
network that can feed-forward as many timesteps into the future as necessary. The
feed-forward is terminated when the output padding logit becomes true. For concise-
ness, this architecture training and inference style will be referred to as Recurrent
Neural Network - First Loss only (RNN-FL) and is used as a LSTM baseline. The
training style can be seen in Figure 5.6b and the inference style in Figure 5.6a. This
is the technique used by Graves [51] in handwriting. The paper presented by Alahi et
al. [52] suggest that they use the whole prediction sequence for training in equation
(4), however the code provided on their website [93] only uses t1 for training.
It is entirely possible to do the random sampling at training time. As the next input
is a random sample, the gradients do not propagate through the sampling section, but
still propagate through the hidden layers of the RNN to allow for training to occur.
This allows for the network to learn patterns in the data that might occur many time-
steps in the future, based on some movement in the past: a vehicle slowing down to
turn right for example. As the network only produces an estimate for the x and y
co-ordinates, but requires heading and speed for input, these two extra parameters
can be generated by comparing the new sample with the data one timestep previous.
This style of network can be seen in Figure 5.7a, and the training configuration in
Figure 5.7b.
Another method for training is to feed in the ground truth at training time. This
would feed the ground truth to the section of the RNN that is producing the prediction
sequence at training time, and then perform random sampling at runtime [94]. This
training technique was not investigated. Primarily, this was to avoid implementation
mistakes by enforcing data isolation between the input and output stages. This
ensures that the network couldn’t possibly be inadvertently fed with ground truth
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Figure 5.6 – The RNN-FL model at inference time 5.6a and training time 5.6b. Here
only the next step in the sequence is used during training. During inference, a
single random sample y′t drawn from yˆt is used as input for the next recurrence.
Note that this method is the same as RNN-FF during inference, but the different
training styles produces different results.
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Figure 5.7 – The RNN-FF model at inference time 5.7a and training time 5.7b. Here
the full length of the training sequence is used, and the input to the model during
the prediction stage is a single random sample y′t drawn from yˆt.
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Figure 5.8 – The RNN-ZF model at inference time 5.8a and training time 5.8b. Here
the full length of the training sequence is used, and the input to the model during
the prediction stage is a dummy variable: zeros.
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data during inference.
Finally, for reasons that are well explained in Section 5.5, it became apparent that a
single random sample is not beneficial as input to the RNN as the input was being
ignored at the prediction stage. Instead at prediction time the network is fed with
zeroes, to signify the transition between observation time and prediction time. This
model can be seen in Figure 5.8a and the training configuration in Figure 5.8b, and
is referred to as RNN Zero Feed (RNN-ZF).
5.5 Multi-Modality
As previously mentioned, to recurse an RNN model forward, a single random sample
is taken and used as input for the next sequence. For text generation models, this
would be a selection for the next word in the sequence, or for handwriting prediction
it would be a single state in x and y. However, the data for vehicles at intersections
is very strongly multi-modal. A multi-modal regression problem is one where there
are several valid solutions, but the average of these solutions is not guaranteed to be
another valid solution. In the context of an intersection, it is valid to turn right, or
travel straight, but it is not valid to drive between these two roads, as the vehicle
would start to drive on the footpath.
5.5.1 Treating These Sequences as Unimodal
The strong multi-modal nature of the problem can be seen in Figure 5.9. Here there
is a split of probability between the three valid manoeuvres a vehicle may take at an
intersection: left, straight and right. Taking a single random sample, which is the
standard technique used in LSTM models such as by Graves [51] or Alahi et al. [52]
and using that as the predicted path does not generate a valid solution, and the result
can be seen in Figure 5.10. Because all three modes in this solution are considered
at the same time, the single random sample will often jump between these three
distinct states. This results in a path that includes highly erratic movement that is
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Figure 5.9 – The output distribution of the RNN-FF algorithm. Here the probability
for all time steps is shown as a heat map, with hotter (more yellow) having a higher
probability. The observation data is shown in green, and the ground truth in blue.
very obviously not physically possible for a passenger vehicle. However, the output
distribution itself quite clearly depicts three modes, so these must be isolated from
each other to create a valid trajectory for the prediction. The clustering algorithm
that achieves this is described in the next section.
5.5.2 Multi-PAC
Because the output probability distribution has become multi-modal, it needs to be
clustered into its modes to form a comprehensive solution. This section describes a
method for this clustering technique, dubbed the Multiple Path Adaptive Clustering
algorithm (Multi-PAC). The output distribution is a collection of two-dimensional
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Figure 5.10 – The output distribution of the RNN-FF algorithm, for the same data
as seen in Figure 5.9. In this figure the single random sample is shown as a path in
red. The probability for all time steps is shown as a heat map, with hotter (more
yellow) having a higher probability. The observation data is shown in green, and
the ground truth in blue.
Gaussians, each with a relative weighting, and an assigned time-step.
There are several observations about the data that can be made, that differentiate
this problem from other clustering problems. Firstly, the clustering is necessary as
there is no guarantee that the ordering of the Gaussians in the mixture between
timesteps is consistent. For example, the first Gaussian in the mixture might indicate
a left turning probability, but in the next timestep it might be indicating a straight
travelling probability. Secondly, there is a strict hierarchy between Gaussians, as each
of them were generated to exist at a specific timestep only. Finally, the Gaussians are
weighted so some have more importance than others. Some Gaussians may overlap
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Algorithm 5.1: Multi-PAC
1: Ignore all mixes with pi < (τ/nmixes)
2: Run DBSCAN on mix centroids for each timestep
3: Declare nodes for each of the cluster outputs from DBSCAN
4: Construct a tree from these nodes
5: Declare the centroid of each node as the member’s average in x and y weighted
by pi
6: Assign children to the closest parent based on Euclidean distances of centroids
7: Return a list of all paths from root to each leaf. These are the multiple modes of
the model
others, as there are more Gaussians than there are possible modes in the solution.
The algorithm used to achieve this multi-modal clustering is presented in Algorithm
5.1. First, any Gaussians with a weight below a certain threshold τ are rejected, which
filters out some noise. This data is different in that noise points have a low weight,
and are not just single points sufficiently far from other points, which is typical of
the data traditionally used in density-based spatial clustering of applications with
noise (DBSCAN). Then DBSCAN [95] is run for each of the mixtures in each time
step, with the minimum number of nodes per cluster set to one. This clustering
technique was chosen as the number of nodes is not known, so k-means clustering or
otherwise could not be used. DBSCAN treats all nodes with the same importance,
and only does noise rejection via cluster size. This is not desirable as the noise values
in this data have a low weight, as opposed to a low cluster size. The minimum
number of nodes per cluster was set to one to disable the noise rejection feature of
DBSCAN, in favour of using the previously mentioned τ Gaussian weight threshold.
Each cluster node is assigned a centroid based on the weighted average of the means
of each Gaussian.
At this point, we have a set number of clusters per timestep. As there is a strict
ordering in these clusters in time, we can construct a tree of these nodes, where the
depth of each node in the tree is set to it’s timestep value. Nodes are then assigned a
parent based on the closest distance between centroids. If a parent has two children,
a new path is spawned. If a parent has no children, and is therefore a leaf, the path
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(a) (b)
(c) (d)
Figure 5.11 – Here are four figures depicting the stages of Multi-PAC. First, a subset
of the predicted data is presented in 5.11a, where the timesteps are presented in
the order of red, blue and black. Here the centroids of Gaussians are labelled
with ‘X’s denoting strong Gaussians and ‘O’s denoting weak ones. Figure 5.11b
depicts the filtering stage, where weak Gaussians are removed. The next step is to
group these together at a timestep level using DBSCAN, with the result depicted
in Figure 5.11c. Then, nodes are assigned parents based on the closest member in
the previous timestep, and this is shown using an arrow pointing from parent to
child in 5.11d. The final result is then all direct paths from the root node to each
leaf.
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is terminated.
Finally, we can return all paths from leaves to the root, and these are the multiple
modes of the predicted trajectory. As these modes are a sum of weighted Gaussians,
they can be compared by summing the total probability for each path, normalised by
the length of each path. This allows a strict ranking of each path. This can be seen
graphically in Figure 5.11.
5.6 Metrics
Metrics are used to score how well particular techniques can solve a problem. The
right choice of metric is critical, as this is the score that validates how well the solution
has solved the problem at hand. This makes metric selection as important as data
capture, as both need to properly encapsulate and represent the problem being solved.
A metric that represents the problem well is monotonic — if the metric decreases,
that solution should always be better than those with a higher metric score.
A good metric is intuitive, giving results in real-world units. This differs from a deep
learning model’s loss function, as this number is unique to deep learning and is often
unit-less. Often used in machine learning models is a unit-less measure where lower
is better, but these measures can be hard to understand as they have no grounding in
intuition. Commonly used for track prediction algorithms is a measure in Euclidean
distance, which is included in the results. This could be the average of all errors at
each time step, or a single error at a particular time, e.g. 2 seconds. However, this
metric will penalise misalignments in time and space equally, that is to say it will
penalise a prediction that may have produced an incorrect speed profile (but a correct
destination) with the same magnitude error as a prediction with a correct speed, but
incorrect destination. This is especially true for longer (2+ seconds) prediction times.
This is because at a particular time, both of these predictions are the same distance
away from the ground truth. Consider Figure 5.12. Here the ground truth is depicted
in blue, and two different predictions are shown in red and black. The black prediction
has the correct manoeuvres, but it has an incorrect speed. The red prediction has
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Figure 5.12 – An example of two very different manoeuvres (one in red, and one in
black) given the same penalty using the horizon metric and the shown ground truth
(in blue) when given the observation path (in green).
both an incorrect manoeuvres and an incorrect speed. The red prediction is considered
much worse than the black prediction as it has predicted the wrong destination for the
vehicle, and so any decision made on such a prediction is likely to cause undue risk.
However, by Euclidean error measure, they have approximately equal error. This
demonstrates how only considering the Euclidean error is not truly representative of
the problem.
In addition to Euclidean error, the modified Hausdorff distance (MHD) [96] metric is
included. An example of MHD can be seen in Figure 5.13. This metric does not take
into account misalignment in time, but only in space. For each point on one track,
it finds the closest point on the other track. The error returned is the worst case of
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these matched points. Some temporal misalignment will also occur as some tracks
will be longer or shorter than the ground truth, but this is negligible when compared
to a Euclidean measure.
Figure 5.13 – An example of the MHD metric between two lines. This metric is a
combination of the longest distance between a point on the blue line and any point
on the green line, and vice versa.[97]
5.6.1 Statistical Metrics
Often overlooked is a statistical analysis of the results. The aforementioned metrics
will provide one number per track, resulting in a very large collection of scores. Simply
returning the average of all scores does not truly represent the model’s behaviour, as
it does not take into account standard deviation, outliers, or bias. As a considerably
large dataset was taken, it allows the worst 5% and even the worst 1% of values to
be analysed. When the test intersection ‘Oliver-Wyndora’ is considered, this leaves
11 samples for 5%, and 2 samples for 1%, for the right turn category, which are still
useful figures. All three of these metrics: mean, worst 5% and worst 1% are presented
in the results.
5.7 Experimental Setup 108
5.7 Experimental Setup
This next section describes in detail the experimental setup including the methods for
testing, the training of the model, and other algorithms that were used for baseline
comparisons.
5.7.1 Testing Modality
All results were only considered at the point the vehicle crosses the reference line,
and therefore have entered the intersection. Note the background in the figures is for
illustrative purposes only as this data was taken at five different roundabouts, and so
there is a slight misalignment between the depicted interaction and the actual one.
An entire intersection — ‘Oliver-Wyndora’ was used for the test dataset, with the
other four used for training. The split between training and validation data was done
on a track basis so there was no possible data leakage through overlapping snippets.
This split was 4:1 training to validation data.
Gradient of Difficulty
As explored in previous Section 3.3.3 when dealing with categorisation of driver in-
tention, there is a phenomenon with regards to the data referred to here as a ‘gradient
of difficulty’. Consider a single vehicle passing through an intersection. If the vehicle
is far from entering the intersection, the driver has not committed to any particular
manoeuvre in that intersection. In rare circumstances, the driver themselves may
not even know which direction they are going to turn yet. At this time, predicting
their destination is impossible, as the driver may not even know. If we then con-
sider a vehicle that has just left an intersection, predicting their destination is trivial
— they’re already there! As such, there exists a difficulty curve from impossible to
trivial that exists in the dimension of distance travelled through an intersection. To
normalise this, all prediction tests are done at the point where the vehicle passes the
intersection entrance, and have therefore committed to entering the intersection.
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Stopped Vehicles and Interactions
A vehicle may stop before entering the intersection. If this is the case, it is extremely
difficult to give a long term prediction of where they are going based on position
and speed alone. The recording vehicle has no way of collecting indicator status, as
this is a rather difficult imaging problem. Even if indicator status could be captured
visually, there is no way of capturing occluded indicators, such as those on the other
side of the vehicle. However, if a car has stopped, it is at minimal risk of collision
with any other vehicle on the road, and so predicting that car will remain stopped is
a fairly safe assumption.
Of course, at intersections there is a considerable amount of vehicles interacting with
each other. These experiments are focused on the vehicles that are freely moving
— that is they are controlling their speed and position of their own accord and not
because they are either giving way or following the speed of the vehicle in front. Even
a vehicle slowing down can be predicted for because of their speed profile. As the data
was collected by a vehicle parked on the side of the road, it was not guaranteed that
the entire scene could be captured due to occlusions. Thus there is no guarantee that
the entity the target vehicle is interacting with is in the dataset. These occlusions
do not occur when the recording vehicle is driving in the scene, but this significantly
limits the capture rate of the data. So to maximise the number of vehicle captured
against the amount of effort and time needed to capture the dataset, the vehicle was
parked near an intersection and recorded data passively.
The social links in S-LSTM [52] were not investigated for two reasons. First, as
previously mentioned, the data captured is not a complete representation of the scene,
as there are significant occlusions. Thus, there is no guarantee what the vehicle is
interacting with exists in the dataset. Secondly, the code from that particular paper
was not provided, and code suggested by the authors was an incomplete reproduction,
as already mentioned in Section 5.4. In addition, a more recent paper [98] that shares
the same authors states that "...in our experiments S-LSTM does not outperform
LSTM. We tried out best to reproduce the results of the paper [52]". Thus, as the
original authors of the paper cannot reproduce their own results, this method was
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not investigated.
5.7.2 Model Training
The model is trained against the training dataset consisting of every possible track
snippet in S from equation 3.6. For this model, all the data was sub-sampled by
2 such that the data rate occurs at 12.5 Hertz. This was done for model simplic-
ity. The input sequence length h was chosen to be 7, which represents 0.56 seconds
worth of data. This was chosen as the results from Section 4.2.4 state that this is
enough data to provide good classification results, and so it is enough data to prop-
erly represent the vehicle state. The prediction length p for this model was set to
60 steps, which represent 4.8 seconds of data after sub-sampling. This length was
chosen as it sufficiently long to separate vehicles that turn right from vehicles that go
straight, using the observations in Table 5.1. The loss function is the probability that
the ground truth could be sampled from the output Gaussian mixture distribution,
which is combined with a cross entropy loss of whether the data at that timestep was
padding or not, as set out in Section 5.3.3. During training, the input data was class
balanced using an oversampling technique. This prevents the network from simply
giving a best guess based on the most common manoeuvre. Oversampling simply as-
signs more probability to a track in a smaller class to be picked for the batch training
set, such that all classes have an even number of samples in the batch.
The hyper-parameters were tuned using a grid search. A Bayesian optimiser [99] was
also used, but did not exceed the results of the grid search. The set of parameters
with the best loss on the validation set were used for final testing and comparison.
Adam [100] optimisation was used with 0.00005 learning rate that would exponentially
decay over 12 hours to a final value of 0.000001. This decay helps to speed up training
slightly, with little performance loss for the final network. The network used a triple
stacked hyper LSTM [66]. This was compared to a regular LSTM [64], and an LSTM
with a batch normalisation layer [67]. The final width used for this layer was 256,
and a stack of three hyper LSTM layers were used in recurrent nodes. The input
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batch size was set to 100, as this was enough to fill a moderate amount of RAM
available on the GPU for training. The number of mixtures in the MDN layer was
set to 6, as this sufficiently larger than the number of modes apparent in the data.
The parameters for Multi-PAC are a threshold of 0.5, which basically states that any
Gaussian with a weight lower than half its equal share (e.g. 1/12 for a threshold of
0.5 with 6 mixtures) is ignored to reduce noise in the final clustering. The DBSCAN
parameters in Multi-PAC are minimum cluster size of one, which disables any noise
removal features in DBSCAN as they are achieved through the thresholding. The
other DBSCAN parameter, the maximum distance between two points was set to
2 metres, as this was a good distance to quite clearly observe different modalities
in the data. Two metres is the width of most roadworthy vehicles, so it makes an
appropriate cluster distance. The loss function balance parameters were chosen by
grid search and found to be 1.0 for α and 10.0 for β. The four intersections used for
training data were split into a 4:1 training / validation split, and the model checkpoint
used was the one with the best loss on the validation set. The TensorFlow [88] library
was used for implementation, and Python was used for all the preprocessing, batch
handling, and testing.
5.7.3 Baseline Comparisons
To properly convey the performance of this method, it needs to be compared with
other possible methods to solve this problem. It was difficult to find readily available
techniques that were not based on physical trackers. Authors of similar works were
contacted, and they were either unable or unwilling to share the code that they used
in their respective papers. The following models are used as a baseline:
• constant velocity (CV) - The vehicle’s velocity is assumed constant for the
entirety of the prediction stage. The most recent 5 time-steps (0.4 seconds) are
averaged and used as the constant velocity.
• constant turn rate and velocity (CTRV) - The vehicle’s turn rate and velocity
are assumed constant.
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• constant turn rate and acceleration (CTRA) - The vehicle’s turn rate and ac-
celeration are assumed constant.
• Gaussian process (GP) - A Gaussian process regression model was used to pre-
dict the whole output sequence Y given the input sequence X. Due to memory
constraints, only 4000 track snippets could be used for training the model, which
is a typical problem with Gaussian process regression models. These were cho-
sen randomly, as a properly implemented importance sampling method was not
readily available. The particular implementation of GP regression was the GPy
library [101].
5.8 Results
The results are presented in Tables 5.2, 5.3, 5.4, and 5.5. These are grouped by the
vehicle’s destination to better illustrate how each method handles vehicles travelling
in particular directions, as well as handling the large class imbalance when considering
all tracks at once. A sample of each class is presented in Figure 5.14, as well as a
failure case. The running time of this algorithm is about 260 milliseconds, with about
200 milliseconds being run for the RNN and 60 milliseconds for the clustering. It is
feasible that this running time could be brought down using smaller networks, but
this was not investigated.
5.8.1 Quantitative Results
The results of the models and the baseline comparisons are presented in Tables 5.2,
5.3, 5.4, and 5.5. For the RNN-FF model, the most likely path is presented as
‘selected’, as well as the path with the lowest error, depicted as ‘best’ in the Tables.
This highlights whether or not the model had completely missed the proper prediction,
resulting in a false negative. Note that the horizon time for Tables 5.3 and 5.4 is 1.2
seconds, as this is the time for a track where the divergence between vehicles travelling
5.8 Results 113
Table 5.2 – Cumulative Results
All tracks
Metric CTRA CTRV CV GP RNN-FFBest
RNN-FF
Selected
RNN-ZF
Selected
RNN-FL
Selected
MHD mean 2.66 2.65 2.04 1.11 0.71 0.83 0.93 6.63
MHD worst 5% 7.28 8.25 4.01 3.77 1.76 2.09 2.16 8.04
MHD worst 1% 10.36 10.44 9.07 5.79 2.74 5.74 5.95 8.56
Euclidean mean 2.94 2.95 2.30 1.45 1.18 1.34 1.45 7.32
Euclidean worst 5% 9.13 9.45 5.01 4.43 2.80 3.37 3.80 8.76
Euclidean worst 1% 11.58 11.99 10.44 6.57 4.31 6.48 6.58 9.26
Horizon 2.8s mean 8.03 7.98 6.34 4.70 3.14 4.00 4.13 13.44
Horizon 2.8s worst 5% 17.18 15.79 11.23 9.31 7.77 9.66 9.54 17.28
Horizon 2.8s worst 1% 21.64 20.59 14.25 14.00 9.80 13.54 15.00 18.05
Table 5.3 – Results Grouped by Left Turning Vehicles
Left turns only
Metric CTRA CTRV CV GP RNN-FFBest
RNN-FF
Selected
RNN-ZF
Selected
RNN-FL
Selected
MHD mean 1.71 1.67 2.39 1.41 1.01 1.18 1.04 3.60
MHD worst 5% 3.65 3.73 3.61 2.76 2.47 3.05 2.67 4.23
MHD worst 1% 5.99 5.28 4.79 4.10 3.27 3.65 3.73 4.59
Euclidean mean 1.85 1.79 2.49 1.54 1.41 1.48 1.32 3.76
Euclidean worst 5% 4.54 3.94 3.86 3.08 3.40 3.53 3.27 4.43
Euclidean worst 1% 6.12 5.61 4.83 4.28 3.89 4.14 4.32 4.96
Horizon 1.2s mean 2.25 2.18 3.05 1.85 1.63 1.70 1.36 4.69
Horizon 1.2s worst 5% 4.00 3.72 4.49 4.06 5.10 5.28 4.29 7.04
Horizon 1.2s worst 1% 9.02 7.69 5.52 5.05 6.12 6.16 5.36 7.81
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Table 5.4 – Results Grouped by Vehicles Travelling Straight
Straight tracks
Metric CTRA CTRV CV GP RNN-FFBest
RNN-FF
Selected
RNN-ZF
Selected
RNN-FL
Selected
MHD mean 2.53 2.49 1.79 0.94 0.68 0.78 0.90 6.85
MHD worst 5% 5.93 5.50 2.88 2.60 1.48 1.90 1.98 8.04
MHD worst 1% 10.24 10.21 4.51 5.07 2.55 5.81 6.07 8.57
Euclidean mean 2.75 2.73 2.02 1.29 1.14 1.29 1.42 7.59
Euclidean worst 5% 6.99 6.10 3.76 3.35 2.67 3.15 3.70 8.78
Euclidean worst 1% 11.08 10.88 5.63 5.64 4.28 6.48 6.60 9.27
Horizon 1.2s mean 2.06 2.08 1.50 1.03 1.05 1.17 1.32 7.13
Horizon 1.2s worst 5% 4.94 4.81 2.82 2.45 2.25 2.79 3.03 10.55
Horizon 1.2s worst 1% 11.81 11.56 4.28 4.33 3.66 4.93 5.82 11.88
Table 5.5 – Results Grouped by Vehicles Turning Right
Right turns only
Metric CTRA CTRV CV GP RNN-FFBest
RNN-FF
Selected
RNN-ZF
Selected
RNN-FL
Selected
MHD mean 7.34 8.00 7.18 4.56 1.15 1.48 1.51 6.63
MHD worst 5% 11.82 11.58 10.67 6.62 2.76 3.78 3.84 8.26
MHD worst 1% 18.27 13.55 11.36 7.83 3.34 6.11 6.13 8.57
Euclidean mean 9.05 9.84 8.46 5.15 1.90 2.21 2.28 7.17
Euclidean worst 5% 14.87 15.84 12.62 7.29 3.80 4.96 5.17 8.90
Euclidean worst 1% 20.51 17.92 13.36 8.75 5.13 6.90 6.79 9.13
Horizon 2.8s mean 9.76 10.59 8.80 5.76 2.12 3.28 2.96 8.85
Horizon 2.8s worst 5% 16.54 18.87 13.86 8.77 5.38 8.49 8.10 10.91
Horizon 2.8s worst 1% 21.83 21.91 16.07 11.63 6.89 9.26 8.84 11.22
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straight and turning right is apparent. Similarly, a horizon time of 2.8 seconds was
chosen for Tables 5.2 and 5.5 for the separation of vehicles turning right and travelling
straight ahead.
The most likely path the RNN-FF model proposed outperforms all baselines, espe-
cially for vehicles turning either left or right. One intersecting outlier for this is the
MHD results for the worst 5% and 1% of vehicles turning left. Remember, the MHD
metric penalises tracks that are dissimilar in space, but not in time. In these cases,
the RNN-FF algorithm has proposed that the vehicle is making a different turn, and
the prediction differs greatly from the ground truth. Some of the GP output was
the average of two tracks, which was not a valid direction of travel for this intersec-
tion. But given that its proposal is closer to the ground truth, it scores higher for
this metric, even though the proposed vehicle trajectory was invalid. Even consider-
ing these cases, the best scoring path the RNN-FF model proposed outperforms any
baseline, demonstrating that the ground truth was contained in the multi-modal set
of predictions, albeit with a lower probability.
5.8.2 Qualitative Results
Figure 5.14 shows the performance of the chosen RNN-FF model and the baseline
models. The multiple paths the RNN model has predicted are depicted in white,
the observations in green, and the ground truth of the vehicle in blue. The ground
truth spans for about six seconds. Here is where the multi-modal nature of the
output distribution can be clearly observed. For the vehicle travelling straight, in
Figure 5.14c, there is still some probability that the vehicle will travel left, and so
the model has produced a second hypothesis to convey this. Note that the most
confident prediction is still straight ahead, which is the correct prediction. This
model behaviour can also be seen in Figure 5.14a, where a vehicle is turning left. The
final case presented is where a vehicle had come to a complete stop, which makes for
a very difficult prediction. Here the algorithm produces significant uncertainty for all
directions. The amount of noise that exists in the data can also be seen quite clearly
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(a) (b)
(c) (d)
Figure 5.14 – Results from four different vehicles travelling in different directions: left
5.14a, right 5.14b, straight 5.14c, 5.14d. Here the output of the RNN-FF network is
shown as a heatmap, and the multi-modal clustered output is shown in white. The
baseline models are also depicted. In the final figure 5.14d, the vehicle has stopped
before entering the intersection, which makes intention prediction very difficult.
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(a) (b)
(c) (d)
(e)
Figure 5.15 – Results of a single vehicle turning right at several different distances
travelled past the reference line. The distances are: 5.15a: -5 metres, 5.15b: 0
metres, 5.15c: 5 metres, 5.15d: 10 metres 5.15e: 20 metres. This sequence of
diagrams demonstrates how the distribution converges to the final solution when
enough time has passed to make the vehicle’s intention obvious.
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here, with significant jumps in the ground truth data.
A single vehicle traversing the intersection can be observed in Figure 5.15. When a
vehicle is far from the intersection, the driver has not yet committed to taking any
particular manoeuvre at the intersection. In this case, all manoeuvres are possible,
and the prediction algorithm suggests three possible paths, seen in Figure 5.15a.
Once the driver enters the intersection, it is travelling too quickly for a left turn to be
feasible, and the algorithm weights the right turn more heavily, seen in Figure 5.15b.
The model shows stronger confidence in a right turn after the vehicle has travelled 10
metres past the intersection entrance, depicted in Figure 5.15c. As this test data is
on a completely different intersection than those in the training set, misalignments in
the data exist, and this becomes visible in Figure 5.15d. Here, the algorithm is still
predicting a right turn, but the exit is not exactly where it was in previous sequences.
This bias is corrected for with slightly more data, as seen in Figure 5.15e.
5.8.3 Ablative Results
The RNN-FL model produced the worst results, matching scores to that of the CTRA
model. This demonstrates the need to do complete forward path prediction at training
time, instead of using loss on the first time-step. Interestingly, the differences between
the RNN-ZF model and the RNN-FF model were minimal. This suggests that the
network begins to ignore input data after a set number of recurrences, as this single
sample becomes incredibly noisy jumping between multiple modalities. Thus the
RNN is only conditioned on the input for the first few time-steps. This phenomenon
could only occur if the observation length remained constant. What is interesting is
that the RNN-FF model shows slightly better performance than the RNN-ZF model,
inferring that the sampling might aid in model training at early stages of training.
This could also be attributed to hyper-parameter selection noise, as further hyper-
parameter searching may have yielded better performance results for both models.
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5.8.4 Generalisability
The dataset used for testing the model was completely unseen during training, it was
‘held-out’ of the training set. This shows that the model produced on this data is able
to be used in intersections it has not been trained on, and so shows significant potential
to scale to other intersections that have a similar layout. Whilst this roundabout
format is common in Australia, there are still other intersection styles to consider.
By grouping intersections with a similar layout together, and training a network per
layout, a library can be generated. This library could then be used as a lookup
when associated with intersections in a global map context. Whilst it has not been
explicitly proven that this model works on other intersection layouts, the evidence
that it is generalisable on such a highly dynamic and unstructured intersection as the
roundabout shows great promise to be used on other intersection types.
5.8.5 Corner Cases
There are of course some edge cases that exist when the methods are tested against a
dataset of over five thousand samples, and a selection of these are presented in Figure
5.16. The first case, Figure 5.16a depicts a vehicle that does not appear to travel
legally according to the infrastructure at the intersection, as it travels directly over
the centre of a road entrance. This could be a cyclist that is leaving the road to enter
onto the sidewalk. It is also possible this is a complete tracking error. Either way,
none of the methods correctly predict the action of this vehicle. The rear camera of
the Lasercar was not set to record and as such it is impossible to know what this
recording is. The second case is of a slow travelling vehicle which begins to perform
a left turn, but eventually travels straight over the intersection. None of the methods
correctly predicted this behaviour. The slow moving nature of this car allows it
to change direction easily which makes prediction difficult. The third vehicle is one
which has stopped before entering the intersection. This makes prediction impossible,
as a stopped vehicle makes no indication through movement speed or direction as to
which exit it will take. However, a stopped vehicle is much safer than a vehicle
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(a) (b)
(c) (d)
Figure 5.16 – Several results of corner cases and failure cases. In Figure 5.16a the
vehicle has passed over the centreline of one of the intersection approaches, and
could possibly be a cyclist leaving the road. In Figure 5.16b all methods had chosen
a left turn, which is incorrect. There is also some noise present from the clustering
algorithm, but with very low assigned probability. The third Figure, 5.16c depicts
a vehicle that has come to a complete stop, so it is appropriate that the prediction
algorithm assigns relatively equal probability to all possible cases. The final Figure,
5.16d contains a vehicle that is very close to the left of the road. This is actually
an alignment error that exists with this intersection.
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travelling at speed. This case is not strictly a failure, as the algorithm has suggested
all destinations which is appropriate for a vehicle that is impossible to predict. The
final case is an error with the dataset, and not an error with the algorithm itself.
Looking back at Figure 3.11e, which is the intersection used as the test set, it can
be observed that the two entrances are not co-linear with the roundabout centre.
Instead, both entrances are offset slightly to the left. None of the vehicles in the test
set were observed during training, so this kind of offset is unexpected. This offset
gives a slight left shift to all vehicles, so it can easily make a vehicle turning right
appear to be on that is travelling straight, or even turning left. This could be adjusted
by better intersection alignment, data augmentation, or gathering more data. These
corner cases are the worst case results, and are not representative of the algorithm’s
performance as a whole, which accurately predicted the correct track the majority of
the time.
5.8.6 Real Time Performance
The network was analysed for real-time performance during inference using a Nvidia
Geforce 1050ti and a Intel 4 core, 8 thread 4770 processor. Results for running infer-
ence on the GPU and CPU were very similar, at 260 milliseconds and 270 milliseconds
respectively. This makes it already feasible for real time prediction. However, an in-
vestigation into how small the network can be to achieve the same results, which
would decrease the runtime.
5.9 Conclusion
This chapter has presented a novel method for predicting a driver’s intention and path
at an intersection. The method is able to produce multiple predictions in a single
run of the algorithm, and each of these predictions has uncertainty associated with
it. This is important because autonomous path planning algorithms need to consider
uncertainty to make decisions. The multi-modality of the network is not tied to hand
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crafted manoeuvres, but instead learned from the data. This gives the algorithm great
potential to be applied in other areas such as pedestrian modelling where a complex
system has significant influence from past events, and has a strict multi-modal future.
The case study for this algorithm is a vehicle traversing an intersection, where there
are different modes of traversal (such as turning left and going straight) but the
combination of these two modes would mean a vehicle drives off the road onto the
sidewalk, which is clearly infeasible. The model itself is a combination of a mixture
density output layer applied to a recurrent neural network. A scaling layer was used to
ensure the predictions to stay in absolute position measurements, instead of velocity
or delta positions. The loss function is modified to incorporating a padding section
for varying lengths, but most importantly training over the whole output sequence at
once. This allows the model to output a parametric distribution for each time step,
which is then clustered using the described Multi-PAC method to produce a ranked
list of several discrete output paths, each with uncertainty. The number of output
modes is not fixed, as the driving profile of a vehicle may limit their possible future
paths. All of this is produced with a single pass of the RNN, allowing for real time
use at approximately 4 Hertz on consumer computer hardware. This method was
validated on an extensive naturalistic dataset, with an entire intersection used as the
test dataset. This demonstrates the generalisability of this algorithm to intersections
of a similar structure. The use of multiple individual networks trained for specific
intersection structures would allow a full solution of driver path prediction at all
intersections. The algorithm was tested on 5952 real-world trajectories, which allows
for significant statistical analysis and worst cases to be presented. A series of graphs
is included to demonstrate how the complexity of the multi-modality reduces as a
vehicle traverses the intersection. The final performance of the model is collated into
tables using several different metrics, and it outperformed all baselines. The ability
for this model to produce an accurate, multi-modal predictive output in real time
demonstrates significant potential to be integrated into an autonomous vehicle.
Chapter 6
Conclusions
Autonomous vehicles are still yet to be available on public streets. This is because
there are a number of challenges that have not been overcome to ensure that au-
tonomous vehicles can safely and efficiently drive on public roads. The nature of
urban roadways are particularly difficult, as they contain significant human factors
that make it difficult to predict the actions of human driven vehicles. This thesis ex-
plores reasons why this is still an unsolved problem, and presents methods for driver
intention and path prediction. The thesis focuses on intersections, as this is a very
complex scenario in which to predict the actions of human drivers.
Chapter 3 discusses how currently available datasets are not well suited for evaluating
the performance of an algorithm designed to be deployed onboard an autonomous
vehicle. Two new datasets are presented, collected using a state-of-the-art lidar based
detection and tracking system from Ibeo Automotive outfitted onto a research vehicle,
known as the "Lasercar". This system is akin to what sensor hardware will be available
on autonomous vehicles. The use of a stationary vehicle near the intersection allows
various perspective issues that occur when driving the roundabout to be captured,
such as occlusions. The chapter goes on to provide analytics on the dataset, such as
a frequency of different manoeuvres at each intersection. Speed and heading graph
profiles are also provided to demonstrate the distribution of data as a vehicle traverses
the intersection. The final dataset comprises of over 23,000 vehicles at five different
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intersections, allowing for the generalisability of the algorithms to be studied, as well
as capturing interesting corner cases generally not present in simulated data.
The use of RNNs for intention prediction is explored in Chapter 4. The approach
is to use a classification network to predict the destination of the driver. The first
experiment explores the performance of an RNN based classifier to predict the des-
tination of a vehicle traversing an unmarked T-junction. It uses information that is
available on board a vehicle, namely normalised latitude and longitude, speed and
heading. This allows a vehicle to infer its driver’s intention and transmit that to
surrounding vehicles using DSRC. The second experiment uses an extensive dataset
that was recorded onboard the Lasercar about a small suburban roundabout. This
proves the feasibility of an RNN based driver intention prediction model to be used
with live tracking data, which may be considerably dirty as it contains noise, tracking
disparities, and occlusions. Being able to predict the intentions of surrounding ve-
hicles using data from a sensor and tracking system that is expected of autonomous
vehicles demonstrates the value of this particular algorithm.
Chapter 5 introduces a new algorithm that is able to produce a multi-modal path
prediction of a driver. This technique is able to run in real time and produce multiple
predictions of a driver approaching an unsignalised roundabout. Each of these predic-
tions has an associated probability, so that they can be ranked for likelihood. These
predictions also have an associated uncertainty for the prediction at each timestep.
This method outperforms all baseline models. A demonstration of the generalisability
of this method across similarly sized intersections is presented. Results are presented
and discussed, including an analysis of failure cases. In addition, a demonstration
of how the model converges over time as a vehicle passes through an intersection is
presented.
6.1 Contributions
The specific contributions of this thesis are as follows:
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• A survey of current techniques in the area of driver intention and path predic-
tion, and a comprehensive study of the available datasets for evaluating methods
in this area, which is presented in Chapter 2.
• As there are many contributing factors that influence how drivers act at inter-
sections, a data-driven approach was used, which requires an extensive dataset.
Chapter 3 describes how new data was taken for use in this thesis, which focuses
on capturing data from the perspective of an autonomous vehicle on the ground,
as opposed to an overhead view. At the time of writing it is the largest known
dataset of tracked vehicles through a specified set of unsignalised intersections,
equating to over 23,000 tracked vehicles across five roundabouts.
• A new dataset was collected for use in this thesis, and so appropriate measures
need to be taken so that it may be used in model fitting and evaluation. The
remainder of Chapter 3 presents data preprocessing and wrangling techniques,
as well as analytics on manoeuvre frequencies, as well as speed and heading
profiles.
• A predictive manoeuvre classification of the ego vehicle is presented using a
novel application of RNNs. Chapter 4 details this use of LSTM based RNNs for
predicting the intention of drivers at intersections by determining which turn
the vehicle will take at an unmarked T-junction.
• The second half of Chapter 4 extends this technique to predict the intention of
drivers of neighbouring vehicles tracked by a state-of-the-art lidar based detec-
tion and tracking system.
• A multi-modal path prediction method for drivers at intersections is presented
in Chapter 5. This real-time model produces a number of discrete, multi-modal
output paths, each with an associated uncertainty. The probability of these
paths are relative, so they can be ranked based on probability. This was achieved
through novel modifications of the output function and loss function of tradi-
tional sequence-to-sequence RNN models. The separate modes produced by the
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model are not hand labelled, but instead learned from the data allowing it to
capture unexpected behaviours that exist in the data. Furthermore, proof of
generalisability to similarly sized intersections is achieved through the use of
the extensive datasets presented in this thesis.
6.2 Limitations of Proposed Approaches
While the work presented in this thesis provides strong results, there are a number
of limitations to its performance:
• Location Specific – All trained models presented are specific to Australian in-
tersections, and the models in Chapter 5 are only applicable to roundabouts.
New data is needed to use these networks on other intersection styles.
• Interaction Data – While a strong prediction can be made by observing the
path of a vehicle approaching an intersection, vehicles are still influenced by
the actions of other vehicles nearby. The model in its current form does not
account for neighbouring vehicles, but there is future work suggested to address
this issue.
• Inability to incorporate new sensor modalities without re-training – As with
all trained models, the model is set once the training has finished. If there are
multiple sensor modalities that may prove useful, such as vision to recognise
indicator status, the model needs to be completely re-trained.
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6.3 Future Work
6.3.1 Extension to Driving Scenarios with a Moving Ego Ve-
hicle
The previous datasets are collected with a stationary vehicle parked as close to the
intersection as practically possible. This allows for a large amount of data to be
collected very quickly, but it limits the amount of different scenarios in the dataset.
Over the course of the last year and a half, the Lasercar has been driven to and from
the University on various employees’ commutes, resulting in about 500 recordings.
This dataset is starting to grow large enough that it can be used for several high
density interaction studies, such as highway merging or lane changing. Including this
data shows great potential to improve accuracy of the prediction algorithm. This
would lead to an interesting study on interactions, as it includes all visible cars the
ego vehicle’s driver could see.
6.3.2 Pedestrian Shared Spaces
There are two other research vehicles used at the ACFR, which are much smaller
two seat electric vehicles designed for spaces shared between low speed vehicles and
pedestrians. The asynchronous nature of the interaction of a small, slow moving
vehicle with pedestrians would make this a very interesting application for the data-
driven path prediction algorithm described in Chapter 5.
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