Abstract. We show that nonlinear EIT provides images with well defined characteristics when smoothness of the image is used as a constraint in the reconstruction process. We use the gradient of the logarithm of resistivity as an effective measure of image smoothness, which has the advantage that resistivity and conductivity are treated with equal weight. We suggest that a measure of the fidelity of the image to the object requires the explicit definition and application of such a constraint. The algorithm is applied to the simulation of intra-ventricular haemorrhaging (IVH) in a simple head model. The results indicate that a 5% increase in the blood content of the ventricles would be easily detectable with the noise performance of contemporary instrumentation. The possible implementation of the algorithm in real time via high performance computing is discussed.
Introduction
Linear image reconstruction in EIT has been widely used in medical and process applications, and nearly all of these have been based on approximately uniform distributions of the electrical conductivity in the object under study. Successful applications in medicine have been reported (Holder 1993) although the markedly non-uniform conductivity distribution in the human body, which is not known a priori, means that artefacts produced by the linear imaging approximation are difficult to exclude. It is important therefore to pursue the full nonlinear problem in order to provide robust imaging as well as provide a firm basis for subsequent linear treatments. We have already shown (Blott et al 1998) that effective nonlinear EIT can be achieved when appropriate choices are made to constrain the form of the images sought and have applied the method to real experimental data. In this paper we further demonstrate the properties of our algorithm and apply it to a simple model of intra-ventricular haemorrhaging in the neo-natal head (Zadehkoochak et al 1991) . We conclude with an outline of the potential application of parallel computing in EIT to allow nonlinear reconstruction in practicable time scales.
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Essential properties of EIT reconstruction
In recent years considerable effort has been devoted to devising reconstruction algorithms for electrical impedance tomography that are fast (see for example Pinheiro and Dickin 1997) in order to produce images in real time. In contrast, in this paper we focus attention on the nature of the images produced whilst still demanding that those images can be produced in acceptable time scales. It is crucial to recognize that we are dealing with an inverse problem, that is, constructing a continuous resistivity distribution, with an infinite number of variables, from a finite dataset. Unlike other imaging methods, even large changes in conductivity restricted to a small region in the interior of the body produce only small changes in the measured data. Since the data inevitably contain noise these large but very localized changes in conductivity are undetectable. Another way of putting this is that many images are consistent with a given data set and these differ fairly grossly in the fine details. The image reconstruction method used has to recognize this fact.
A nonlinear reconstruction algorithm aims to construct a resistivity distribution that would lead to the potential differences that are actually observed. The agreement is usually expressed by a particular value of the χ 2 statistic defined by
Here σ i is the error in measurement V i . The agreement between theory and experiment is usually regarded as satisfactory if χ 2 is approximately equal to the number of observations: that is the observations are expected to be not more than one standard deviation in error on average. Some strong prior evidence would be required to accept a prediction that led to a value of χ 2 either much less or much greater than the number of values in the data. We take the measure of random noise σ i as the unavoidable instrumentation noise in making the measurement of the transimpedance, added to which there may be unwanted signals picked up from the environment. In the resulting image there will of course be random and systematic uncertainties arising from the physiology under study (Meeson et al 1996) . It is preferable to deal with this explicitly during subsequent image analysis.
We now need a criterion to select one of the many images that fit the data within the agreed tolerance. An important point is that the decision should be based on some property of the image so that explicit image characteristics are the focus of the reconstruction process. The obvious criterion is to select the image that minimizes or maximizes some property of the resistivity or conductivity distribution. Our rule for defining the EIT image is to minimize image ∂ log ρ ∂x
This gives the image with the least mean square gradient of log ρ, while the Lagrange multiplier λ enables us to constrain χ 2 to equal the number of values in the data. There is no fundamental reason to make a distinction between resistivity and conductivity in the reconstruction. Our use of the logarithm of the resistivity achieves this desirable property, since log σ = − log ρ. This constraint has been used successfully by others including Barber et al (1984) and Adler et al (1996) .
Numerical method
Most of the published algorithms can be straightforwardly modified to minimize expression (2) which is deliberately written using continuous space co-ordinates x and y to emphasize that the solution should not depend on the numerical algorithm. For any realistic signal-to noise ratio the resistivity distribution ρ(x, y), defined by minimizing (2), is a fairly smooth function whose spatial scale is fixed by the patterns of current flow which are intrinsic to the measuring apparatus and the object under study. For computational purposes it is important that the image pixels are small enough so that this intrinsic resolution is achieved and no systematic errors introduced.
Our numerical work has used a standard 2D finite element model (FEM) to solve the generalized Laplace equation (Silvester and Ferrari 1983) . Following other workers we ignore the derivative of the Jacobian which is computationally expensive to calculate. Although the first term in (2) means that the problem is less ill conditioned it is still necessary to add a constant to the diagonal of the matrix of second derivatives to make the iteration stable when λ is large (see Vadász and Sebestyén 1996) . The constant λ is adjusted by trial and error to produce solutions with particular values of χ 2 . The full nonlinear solution relies on calculation of the sensitivity Jacobian, which determines the effects of local changes in the conductivity on the observed measurements. This matrix can therefore be used to determine the local maximum resolution which can be produced by the instrumentation in a specific application. In particular it is possible to exploit self-adapting finite element techniques to ensure that the mesh used for the computation does not itself affect the quality of the image produced: only the quality of the data and the constraints applied determine the resulting image. This constrasts with the approach employed by Cheney et al (1990) . It is imperative that the adaption of the mesh should be performed as the nonlinear solution progresses, not at the outset of the calculation. This dynamic refinement allows the quality of the mesh to be determined by, for example, the local gradient of the conductivity, ensuring that the mesh is tuned to the image which is being reconstructed. A frequent objection to the Newton-Raphson algorithm in its simplest form is that it involves the inversion of a matrix whose size is the large number of image pixels. However, by using the Woodbury formula (Press et al 1992) , it is only necessary to invert a matrix whose size is determined by the number of data values. It is also possible to employ Arridge's adjoint source method (1999) or to use an iterative inversion method. Therefore the use of a locally fine mesh to ensure a high fidelity image is not an impediment to a fast reconstruction. Figure 1 shows the statistically optimal images produced by data from a square pillar test object on a relatively coarse grid. Although the images are true to the data they do not show high fidelity to the generating object, since the gradient constraint smoothes out discontinuities in the object. This is a direct and explicit result of the chosen constraint: other choices will result in different images. The choice of constraint needs to be informed by the kind of image which clinicians find diagnostically useful.
Results from a test object
Intra-ventricular haemorrhaging (IVH) in a simple head model
Our initial application of EIT was to develop a monitor for the onset of intra-ventricular haemorrhaging (IVH) in neonates. We have extended our original, rather coarse, finite element model to represent the main features of the neonatal head (Zadehkoochak et al 1991) , as shown in figure 2. The nonlinear imaging algorithm was run with a number of resistivity values in the ventricular region representing blood content from 0% to 100%. The resulting images for the two extremes of 100% cerebro-spinal fluid and 100% blood are shown in figure 3 . A region data contained a random noise component of 0.1% of the maximum signal, which is achievable with available measurement systems. From the results a blood volume fraction change of 5% is easily detectable. In this application it is an increase in blood which must be detected, so any constant systematic errors in the nonlinear image would be eliminated. Furthermore it is likely that a fast linearized method would be satisfactory for small deviations from the full nonlinear reconstruction.
High performance computing
For the study of IVH, each 20% increment in the resistivity of the ventricular region of interest required three steps of the Newton-Raphson imaging procedure to refit the data. It is possible to improve the performance of the full nonlinear reconstruction using parallel computing. In figure 5 we show some typical results of the speedup of a finite element code (actually used for loudspeaker design!) on cheap commodity processors running Windows NT. Only the most expensive part of the computation is parallelized, and the time taken to execute this part decreases as more processors are added. However an inherently sequential part of the code remains which limits the efficient scalability of the code to between four and eight processors. In the figure we see that good speedup can be obtained using four Intel-based nodes. A total speed up of a factor of 10-20 over the performance of a desktop Intel machine can be obtained by using a small number of fast Alpha-based processors, which benefit from enhanced clock speed and superior floating point performance.
Conclusions
We have shown for successful nonlinear electrical impedance tomography that it is essential to include a measure of image quality, such as smoothness, in defining the reconstruction to be used. With the choice of a logarithmic function the resulting images are invariant to the scale of the resistivities and to the interchange of resistivity and conductivity. A standard finite element approach coupled with a Newton-Raphson solver provides an effective numerical algorithm to solve the full nonlinear reconstruction problem. The simulation of intraventricular haemorrhaging in a simple head model indicates that a 5% increase in the blood content of the ventricles would be easily detectable with the noise performance of currently available instrumentation. We plan in future work to use parallel computing and self-adapting meshes in our finite element code to improve the speed of the nonlinear reconstruction and to obtain optimal resolution for a given signal-to-noise performance. We will apply this improved algorithm to real experimental data. Our constrained nonlinear reconstruction extends naturally to three dimensions.
