The paper presents and emphasizes the behaviour of different goodness-of-fit tests, towards the acceptance of the normality hypothesis. The goodness of fit tests considered are general goodness-of-fit tests -KolmogorovSmirnov, Cramer-von-Mises, Anderson-Darling, and normality goodness-of-fit tests -Lilliefors, Shapiro-Wilk, D'Agostino, Massey, Filliben, Z, Cox. These goodness-of-fit tests are conducted on normally distributed data in order to test the normality of the data. The need for testing the normality of the data appears especially in metrology, for the analysis of the metrological reliability. General metrology uses especially the normal distribution, despite the fact that positive and asymmetrical distributions (e.g. Weibull distribution) are frequently met in the analysis of the metrological reliability. In these cases, it is necessary to perform goodnessof-fit tests in order to ascertain that the normal distribution fits the data. The quality of the results depends on the goodness-of-fit test which was chosen to determine if the normal distribution fits the data best.
Introduction
Goodness-of-fit tests are essential for the quantitative evaluation of a system reliability and maintainability. The most important issue for data analysis is to find the best, or the most appropriate distribution which describes the experimental collected data and goodness-of-fit tests are used to test whether the selected distribution fits the data.
Positive and asymmetrical distributions (e.g. Weibull distribution) are met frequently in the analysis of the metrological reliability. Despite this fact, metrology uses especially the normal distribution and, in these cases, it is necessary to perform goodness-of-fit tests in order to ascertain that the normal distribution fits the data [1] . The quality of the results obtained depends on the goodness-of-fit test which was chosen to test if the normal distribution fits the data best.
The present paper aims to present and emphasize the results obtained by conducting different goodness-of-fit tests on normally distributed data, in order to test the probability of acceptance of the normality hypothesis by the goodness-of-fit tests which were considered: general goodness-of-fit tests -Kolmogorov-Smirnov, Cramer-von-Mises, Anderson-Darling, and normality goodness-of-fit testsLilliefors, Shapiro-Wilk, D'Agostino, Massey, Filliben, Z, Cox. These tests are conducted on normally distributed data grouped in samples of different sizes, in order to test the normality of the data. Their behaviour towards the considered samples, generated according to the normal distribution function is to be studied. The goodness-of-fit tests considered in this research were applied in accordance with the speciality literature [1] [2] [3] [4] [5] [6] [7] [8] [9] . Although in [7] Cox goodness-of-fit test is considered to be adequate for n > 100, it was conducted on small sizes of samples too, in order to analyse its behaviour towards the small sizes of samples. The results are presented in this paper. Goodness of fit tests are applied in researches [10, 11, 12] in order to test the normality of data.
The general goodness-of-fit tests were used in their modified form, according to the situation in which the parameters of the normal distribution are not known and they need to be estimated by [2, 3] :
RECENT, Vol. 19, no. 3(56), December, 2018 174 where xi, i = 1, ... n, are the values in the sample, n is the size of the sample, m is the mean, and  is the standard deviation.
Case Study: Programmed Generation of Normally Distributed Data
In this case study, the considered goodness-of-fit tests were performed on normally distributed data, data being obtained by programmed generation according to the formulas below [4, 5, 6] :
The tests were conducted on samples with different sizes n  {5, 10, 20, 30, 40, 50, 60, 80, 100}, each sample being generated according to the equation (3). Table 1 and Table 2 present the results of the tests in the case the considered samples are normally distributed, being obtained by programmed generation of normally distributed data, the parameters of the normal distribution being m = 0 and  = 1. By analysing the results indicated in Tables 1 and Table 2 , the conclusion is that all the considered goodness-of-fit tests accept the normal hypothesis of the programmed distribution, except for the Cox goodness-of-fit test for parameter b2. 
Case Study: Random Generation of Normally Distributed Data
Two methods were used for random generation of normally distributed data. In the first method used for random generation of normally distributed data, n uniform random variables Qi, i = 1, ..., n, are generated and then, variable t is calculated according to [8] :
Random variables having a normal distribution can be generated by [8] :
where the error (Q) is given by (10) and the constants are given by (11) [8] : 
The second method used for random generation of normally distributed data is the one derived from the central limit theorem. According to this method, random variables having a normal distribution can be generated by [3] :
where Ui, i = 1, ..., n, are uniform random variables.
The tests have been conducted on samples with different sizes n  {5, 10, 20, 30, 40, 50, 60, 80, 100} in each case being considered 2000 samples of each size n. The samples were generated according to the equation (9) or (12), respectively, and the considered goodness-of-fit tests were performed on the samples. Tables 3 and 4 present the results obtained in case the samples were generated according to both equations (9) and (12) -the probability of acceptance, in percentage, of the normality hypothesis by the goodness-of-fit tests which were considered.
The adopted significance level is ad = 0.05. Samples generated according to equation (9) / Samples generated according to equation (12) General goodness-of-fit tests 
Conclusions
The analysis of the results obtained in this research indicates the fact that the probability of acceptance of the normality hypothesis in case of applying the normality goodness-of-fit tests is smaller than the probability of acceptance of the normality hypothesis in case of the general goodnessof-fit tests.
Another conclusion drawn is that, among the normality goodness-of-fit tests, the smallest values for the probability of acceptance of the normality hypothesis are obtained in case the Cox or Filliben goodness-of-fit tests are conducted. The greatest values for the probability of acceptance of the normality hypothesis are obtained in case of application of Z, D'Agostino and Lilliefors goodness-of-fit tests, these values being comparable to those obtained in case general goodness-of-fit tests are conducted.
The results obtained in the research described in the present paper indicate the fact that the probability of acceptance of the normality hypothesis by the goodness-of-fit tests increases with the size of the sample in most cases.
