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With any roughness at the interface of an indirect-bandgap semiconducting dot, the phase of
the valley-orbit coupling can take on a random value. This random value, in double quantum
dots, causes a large change in the exchange splitting. We demonstrate a simple analytical method
to calculate the phase, and thus the exchange splitting and singlet-triplet qubit frequency, for an
arbitrary interface. We then show that, with lateral control of the position of a quantum dot using
a gate voltage, the valley-orbit phase can be controlled over a wide range, so that variations in
the exchange splitting can be controlled for individual devices. Finally, we suggest experiments to
measure the valley phase and the concomitant gate voltage control.
The physics of valleys in Si is complicated, both the-
oretically and experimentally. On the theory side, cal-
culations of the effects of valleys, especially with rough
interfaces, often requires very large atomistic simulations;
those simulations can sometimes make it more difficult to
achieve a simple, intuitive understanding of the underly-
ing physics. In this paper, we present a very simple and
intuitively-appealing framework to understand and cal-
culate the effect of the phase of the complex valley-orbit
coupling in devices with rough interfaces. On the exper-
imental side, the effects of the valleys can be bound up
with spin and orbital effects, thus making effective clas-
sical and coherent control of the devices more challeng-
ing. We propose a simple experimental method (lateral
gate voltages) to both analyze and to control these con-
founding experimental effects when they arise from the
complex phase.
Quantum coherent manipulation of electrons in Si has
been a very active field of study recently[1][2]. The ad-
vantages of Si include low spin-orbit coupling and the
ability to isotopically enrich 28Si, both of which will tend
to reduce the decoherence of spin qubits. In addition, the
integration with CMOS classical circuitry holds the po-
tential for monolithically integrating qubits with control
circuits[2]. Very recent advances in demonstrating quan-
tum coherence include driving single spins in SiGe quan-
tum dots with micromagnets[3][4], single spins in Si/SiO2
quantum dots including Stark-shifted addressability[5],
and a two-qubit gate in Si/SiO2 quantum dots[6].
One complication for quantum control in Si is en-
gendered by the valley degree of freedom; there are
six equivalent positions in the three-dimensional band
structure[1]. Because there is no external control of the
valley quantum number, complications include difficulty
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in well-defined initialization and enhanced spin deco-
herence at valley relaxation “hotspots”[7]. Experimen-
tal measurements of the magnitude of the valley split-
ting between the lowest two valley states include spin-
valley ”hotspots”[8] and valley splitting magnitude tun-
able with electric field[7][9]. The experimental work most
relevant for our study is Shi et al[10], which showed ex-
perimentally a shift in the single-triplet splitting J for
two electrons on a single dot, where J is dominated by
the energy difference between single-particle ground and
excited valley-orbit states in Si/SiGe. In particular, they
measured J as a function of lateral shift using gate volt-
ages; they showed about a 20 % shift, and interpreted it
as coming from the change in single-particle valley-orbit
energies arising from a rough interface (they solved this
for the toy model of a single atomic step).
In the vicinity of an interface, the lowest energy valleys
are typically perpendicular to the interface, and are split
by the valley-orbit coupling, which is defined as
∆ = 〈z|(V + eFz)|z¯〉, (1)
where|z〉, |z¯〉 are the bare valley states centered at kz =
±k0 = ±(0.85)2pi/a0, V is the interfacial potential en-
ergy, F is the applied electric field, and a0 is lattice con-
stant; this leads to eigenstates which are symmetric su-
perpositions of |z〉 and |z¯〉 (see text above Eqn 7), split
by |∆|. We note that, by virtue of the definition, the
coupling is a complex quantity ∆ = |∆|eiφ.
Theoretical predictions of the valley-orbit cou-
pling include predictions of magnitude in perfect
SiGe[11][12][13][14] and SiO2[15][16], magnitude in dis-
ordered interfaces[17][18][19], effects of valley phase
on magnitude[20][21][22], spin-valley interactions[23][24]
and intervalley dynamics at interface steps[25].
In contrast to the magnitude, there has been somewhat
less consideration of the complex phase[20][21][22][15] φ.
In terms of the effect of interface roughness on tunneling,
Shiau et al [26] used an atomistic tight-binding model to
calculate, among other quantities, the intra- and inter-
valley tunneling matrix elements, between lead and dot,
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2as a function of atomic step position and miscut angle;
they also briefly discussed the significance of the valley
phase in preserving valley index under tunneling. Simi-
larly, Gamble et al [18] used a semianalytical expansion
in disorder matrix elements to calculate, among other
quantities, the intervalley matrix element, between two
dots, as a function of atomic step position.
Although the global phase φ for a single quantum dot
or donor has no physical consequence, the phase differ-
ence ∆φ between two quantum dots or donors has great
significance, because matrix elements (such as exchange
splitting[22] and preservation of valley index [26]) be-
tween the two dots depend on ∆φ. As in studies of the
magnitude of the valley splitting, the roughness of the
interface is the crucial device feature; this is because the
Bloch wavefunction is tied to the Si lattice, while the
envelope of the electron wavefunction follows the rough
interface. With d = a0/4 the thickness of a single terrace
step, 2k0d ≈ 2(0.85)(2pi/a0)(a0/4) ≈ 0.42(2pi) [ref[20]].
Thus, not only is the value of φ large, it is also incom-
mensurate with 2pi; this basic fact is the origin of the
large effects discussed in this paper.
The main point of this paper is to present a simple
analytic approach to estimating the effects of interface
roughness on qubit gate operation frequencies through
∆φ and J . We do this by focussing on the valley phase
as an intermediary to calculate the exchange energy for
two electrons in two quantum dots. This occurs because,
as we will show, the exchange splitting J ∝ 1 + cos ∆φ.
Thus, the large value of ∆φ manifests itself as a large
effect on the σz rotation frequency (J/h) for both two
electrons on two dots (2e2d) singlet-triplet qubits and the
two-qubit gate coupling frequency (J/h) for 2e2d single
spin qubits; as we will show, these effects are present
for both interfaces with steps (corresponding to Si/SiGe)
and with random fluctuations (Si/SiO2).
In this paper, we will show (within the effective mass
approximation) i) the derivations of ∆φ based on inter-
face roughness and the dependence of J on ∆φ, ii) results
of simulations of ∆φ for both step and random interfaces,
and iii) the ability to control the coupling phase with
applied gate voltage, by laterally shifting quantum dots.
We emphasize that, in contrast to previous results[26][18]
where tunneling matrix elements have been obtained for
some particular interface roughnesses, the power of the
present work is combining the focus on the valley phase
with the resulting very simple analytical method to calcu-
late the effect on tunneling and valley index preservation
of any arbitrary interface roughness. For comparison, we
note that a full atomistic calculation for a single dot typi-
cally requires 1 million atoms and at least 10 orbitals per
atom[27]; in addition, for multiple dots, the number of
atoms would increase substantially to take into account
both the additional dots and the large volume between
the dots.
We consider two electrons, one in each of two quan-
tum dots (L and R denote the two lateral locations of
the quantum dots), localized in the z-direction by the
combination of interface and accumulation gate voltage,
and localized in the x-, y-directions by lateral gates. For
each dot, the potential is then
VL(x, y, z) =
h¯2
2m∗a2
[
(x− xL)2 + y2
a2
]
+V(x, y, z)+eFz,
(2)
and similarly for position R. The QD has a Fock-Darwin
radius a, with m∗ the Si in-plane effective mass. The
effective mass (EMA) single-electron wavefunction for a
multi-valley system (left dot L and valley z) is
Lz(x, y, z) = φL(x, y)ψ(z)uz(r) e
ik0z, (3)
and similarly for position R and valley z¯; here, ψ(z) is
the envelope function for the z-direction and uz(r) has
the periodicity of the lattice. Then, in the absence of
valley-orbit coupling, the lowest orbital state is
φL(x, y) =
1
a
√
pi
e−
(x−xL)2+y2
2a2 , (4)
and similarly for position R.
Finally, the interface potential is
V(x, y, z) = U0 θ[ζ(x, y)− z], (5)
where ζ(x, y) is the height of the rough interface. With
this interface, we make the assumption that the center-
of-charge of the wavefunction follows exactly: ψ(z) →
ψ(z − ζ). This assumption is justified when the varia-
tion of ζ(x, y) with respect to x, y is not too large (see
Supplement). Combining this with Equations 1, 3, 5, we
obtain
∆D ≈ ∆0
∫ ∞
−∞
∫ ∞
−∞
dx dy |φD(x, y)|2 e−2ik0ζ(x,y), (6)
where ∆0 is the valley splitting in the absence of inter-
face roughness. Equation 6 is simple and appealing: It
shows a simple analytical connection between the inter-
face roughness ζ(x, y) and the valley phase[20]. This sim-
ple result depends crucially on only two assumptions: i)
the electron wavefunction locally follows the rough inter-
face (Supplement A. through C., including particularly
an analysis based on comparing kinetic energy cost to po-
tential energy gain) ); ii) the electron wavefunction con-
tains approximately only the ground orbital state (Sup-
plement D).
Finally we define ∆L,R = |∆L,R|e−iφL,R and ∆φ =
φL − φR. We note that the assumption of pure position
states L and R is equivalent to assuming the Coulomb
repulsion energy is large compared to the tunneling en-
ergy, which is generally experimentally valid. A simple
consequence of Equation 6: If we consider a flat interface
with one step of height d located between the two dots,
because ζ is defined with respect to the underlying Si
lattice, ∆φ = 2k0d, as discussed above.
We now turn to the dependence of exchange energy
on valley phase: After mixing |z〉 and |z¯〉 through the
3valley splitting, the single-particle states are |L±〉 =
1√
2
(|Lz〉 ± eiφL |Lz¯〉, and similarly for R. Thus, the tun-
neling matrix element between lowest-lying states t−− =
t++ = 〈L−|T |R−〉 is
t−− = 12 (〈Lz| − e−iφL〈Lz¯|)T (|Rz〉 − eiφR |Rz¯〉)
= 12 [〈Lz|T |Rz〉+ e−i∆φ〈Lz¯|T |Rz¯〉] = t02 [1 + e−i∆φ],
(7)
where T and t0 are the tunneling Hamiltonian and the
tunneling matrix element in the absence of valley effects,
respectively. Similarly, t−+ = t02 [1 − e−i∆φ]. The ex-
change energy J = 4|t−−|2/U , where U is the on-site
repulsion energy, is thus
J =
J0
2
(1 + cos ∆φ), (8)
where J0 = 4|t0|2/U is the exchange energy in the ab-
sence of valley phase.
Figure 1 shows the results for simulated SiGe interfaces
(horizontal sections separated by vertical steps) for both
random (approximately equal numbers of upgoing and
downgoing steps) and for vicinal (all steps are upgoing)
interfaces. The interfaces were generated by assigning
steps at random lateral positions so as to get a partic-
ular average lateral density, as indicated in the graphs.
As shown, for any roughness, ∆φ is of large magnitude
compared to 2pi, and has no systematic dependence on
tilt or randomness; these facts both occur because, as
discussed above, 2k0d is large for a single terrace step.
Similar to Figure 1, Figure 2 shows the calculation for
∆φ appropriate for a Si/SiO2 interface without and with
vicinal tilt. We generated this interface by i) first gener-
ating a random Fourier transform of variable width ∆λ,
ii) inverse Fourier transforming, and then iii) scaling to
give a total vertical height of about 1.5 nm (equivalent
to the height of 10 random steps in Figure 1a). In Fig-
ure 2a), zero width corresponds to a single correlation
length of 20 nm (sinusoidal roughness), and the largest
width ∆λ = 100 corresponds to a range of correlation
lengths between two and 20 nm. Previous high resolu-
tion TEM and weak localization studies of the Si/SiO2
interface have yielded a range of correlation lengths from
a few nm[28] up to 100 nm[29][30]. We see that, as for the
SiGe interface, vicinal and non-vicinal randomness with
a variety of correlation lengths all lead to large values of
∆φ.
We now turn to considering an experimental control of
∆φ and J , using gate voltages. Since the valley phase in
Equation 6 arises from the vertical height of the inter-
face, at first glance one might think that moving the dot
vertically into the Si substrate might have a strong effect
on ∆φ; although a vertical electric field has strong effect
on the magnitude of the coupling[9]−[21], it has a small
effect on ∆φ[15], at least for a flat interface. However,
due to the strong dependence of the valley phase on the
exact local realization of the interface roughness, using
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Fig 1: Si/SiGe result (emf)
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FIG. 1: Calculation of ∆φ for Si/SiGe interfaces (horizontal
sections separated by vertical steps), for two types of sim-
ulated interfaces: a) Interface is on average horizontal, and
contains upgoing and downgoing steps randomly distributed
with a lateral density as indicated; b) Interface is tilted (vic-
inal), with only upgoing steps randomly distributed as indi-
cated. Insets are sketches of representative interfaces at the
two ends of the ranges of lateral densities. Note that ∆φ is
large for all rough interfaces, because 2k0 a0/4 is large.
a gate voltage to shift the dot laterally can have a large
effect.
Overall, Figure 3 shows this possibility: the upper
panel shows the effect on ∆φ of using a lateral gate
voltage to move both dots laterally with a constant sep-
aration, for both a sinusoidal interface (∆λ = 0) and
random interface (∆λ = 10). Clearly, the phase differ-
ence ∆φ and the concomitant energies are strong func-
tions of the lateral position; this is simply because mov-
ing a dot changes the local interface height, and thus
the phase factor in Equation 6. The lower panel shows
the concomitant effect on the tunneling matrix elements
and on the exchange energy. While the specific gate
voltage dependence is likely impossible to predict in ad-
vance, this Figure shows that there is the hope of oper-
ationally controlling qubit gate frequencies; this experi-
mental control does not depend on our simple analytical
framework[26][18]. In comparing Figure 3 to Figures 1
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FIG. 2: Calculation of ∆φ for Si/SiO2 interfaces: a) Interface
is on average horizontal, and is generated by inverse Fourier
transform of a randomly generated function of variable width.
Larger width yields a more random interface, as indicated by
the inset sketches. b) Similar to a), using a single random
interface and a variable amount of vicinal tilt; ∆d is the vicinal
height difference between the two dots, so that ∆d/(a0/4)
is the height difference in units of equivalent terrace steps
(compare to Figure 1). Note that the interface is not flat at
the left end of both graphs, so that ∆φ is nonzero there.
and 2, we note that the systematic appearance of Figure
3 relies on the fact that the interface in that Figure has a
correlation length approximately equal to the total range
of 20 nm, so that the random structure in ∆φ apparent
in Figures 1 and 2 only appears over the total range of
separation in Figure 3.
How can we test the complex valley phase experimen-
tally? First of all, it appears that the global phase (i.e.,
φL) is not measurable, because there is no physical realiz-
able corresponding to it. We suggest two possible experi-
ments for testing ∆φ directly: i) Measurements of the ex-
change energy splitting J (references [31][32]) in a DQD
could be done as a function of multiple lateral gate volt-
ages in the same way as described above. If J changes in a
systematic way with the lateral position of both dots, this
would indicate the likelihood of valley phase-mediated
modulation of J ; ii) Very recently, valley blockade in a
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FIG. 3: Using lateral gate voltages o control ∆φ and J
by moving one or both quantum dots. Lower panel: J and
t−+ are from sinusoidal interface result in upper plot. In this
simulation, the separation between the dots is held fixed, to
maintain the bare tunneling energy t0 as a constant. Lateral
electric field values are estimated for a parabolic confining
potential that would yield a quantum dot of orbital size 60
nm and energy spacing 1 meV
double quantum dot (DQD), exactly analogous to Pauli
spin blockade[33][34][31]), has been reported[35]. In this
work, an asymmetry in the size of the bias triangles in a
DQD is attributed to blockade in one bias direction due
to the impossibility of inter-valley tunneling. Such valley
blockade depends on ∆φ = 0, and thus the leakage cur-
rent in the blockaded region Ileak ∝ (1−cos ∆φ)/2. Thus,
we suggest examining the leakage current magnitude as
a function of lateral gate voltage.
Also, we estimate as insignificant the magnitude of spin
dephasing (through the dependence of J on ∆φ) due to
charge noise which would modulate the lateral position
of one or both dots: From Figure 3, dJ/dx ≈ 0.1J0/(10
nm), lateral motion dx/dVG ≈ (1 nm/10 mV), and a
voltage noise magnitude ∆VG = 1 µV, we obtain the
noise magnitude ∆J ≈ 10−6J0. Finally, one way of sup-
pressing the complex valley phase effects and of increas-
ing the valley splitting magnitude, would be to make de-
vices with perfectly flat atomically sharp terraces as large
as 10µm[36][37]. However, it is likely that subsequent
growth of SiO2 or SiGe will lead to substantial rough-
ening of such terraces, and thus it appears likely that
these valley phase effects will still be present in typical
quantum coherent devices.
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6Supplementary Information on Whether the
Electron Wavefunction Follows the Interface
In this Section, we will discuss this question as follows:
1. We will give a formal analysis, based on symmetry
arguments, that yields the result that the wavefunc-
tion follows the interface for any interface slope less
than one. This analysis is relevant for the smooth
(Si/SiO2) interfaces considered in this paper.
2. We will give an estimate based on energy consider-
ations, that yields the result that the wavefunction
follows the interface for any interface roughness
with correlation length greater than about 0.3 nm.
This analysis is relevant for both step (Si/SiGe)
and smooth (Si/SiO2) interfaces considered in this
paper.
3. Based on the two analyses, we will present a result
from our simulations where we compare the valley
phase for i) an interface with vertical steps to ii)
an interface with sloped steps, and show that the
valley phase is approximately the same for both in-
terfaces. This result shows that the formal analysis
(item 1. above) is thus also relevant for the step
(Si/SiGe interfaces).
A. Symmetry Arguments
The Schrodinger equation in the absence of interface
roughness is[
− h¯
2∇2
2m
+ V (r)
]
ψew(r) = εψe(r), (9)
where ψe is the total electron wavefunction (represented
as Lz(x, y, z)) in Equation 3 in the main text. The so-
lution to this equation is ψe, 0(r), the solution for a flat
interface.
We wish to examine the effect on ψe when the inter-
face becomes rough, and in particular on the amount by
which the spatial derivatives change. We can define new
coordinates
x′ = x
y′ = y
z′ = z − ζ(x, y).
(10)
The differentials transform as
∂ψe
∂x
=
∂ψe
∂x′
∂x′
∂x
+
∂ψe
∂z′
∂z′
∂x
=
∂ψe
∂x′
+
∂ψe
∂z′
∂z′
∂x
∂ψe
∂y
=
∂ψe
∂y′
∂y′
∂y
+
∂ψe
∂z′
∂z′
∂y
=
∂ψe
∂y′
+
∂ψe
∂z′
∂z′
∂y
∂ψe
∂z
=
∂ψe
∂z′
∂z′
∂z
=
∂ψe
∂z′
.
(11)
The second differentials become
∂
∂x
∂ψe
∂x
=
(
∂
∂x′
+
∂z′
∂x
∂
∂z′
)(
∂ψe
∂x′
+
∂ψe
∂z′
∂z′
∂x
)
=
[
∂2ψe
∂x′2
+ 2
∂2ψe
∂x′∂z′
∂z′
∂x
+
∂2ψe
∂z′2
(
∂z′
∂x
)2]
∂
∂y
∂ψe
∂y
=
(
∂
∂y′
+
∂z′
∂y
∂
∂z′
)(
∂ψe
∂y′
+
∂ψe
∂z′
∂z′
∂y
)
=
[
∂2ψe
∂y′2
+ 2
∂2ψe
∂y′∂z′
∂z′
∂x
+
∂2ψe
∂z′2
(
∂z′
∂y
)2]
∂
∂z
∂ψe
∂z
=
∂2ψe
∂z′2
.
(12)
Thus, the second derivatives in the original coordinate
system are approximately the same as those in the new
system, if
∣∣∣∣ ∂z′∂x, y
∣∣∣∣ 1. In this case, we can immediately
see that ψe(x, y, z) ≈ ψe, 0(x, y, z− ζ(x, y)). In summary,
if the slope of any interface roughness is substantially less
than one, the electron wavefunction will approximately
follow the interface.
B. Energy Considerations
Here, we consider the interplay between kinetic and po-
tential energies. For a rough interface, since the accumu-
lation gate produces a potential well in the z-direction at
the interface and follows conformally the interface rough-
ness, the electron potential energy will be lowered if the
wavefunction follows the interface roughness exactly (Fig.
S2). On the other hand, the more the wavefunction fol-
lows the interface roughness, the larger is the kinetic en-
7ergy increase. For simplicity, we consider only one lateral
direction x.
Thus, we determine the approximate maximum bend-
ing of the electron wavefunction by the constraint
h¯2
2m
d2ψew
dx2
< (V + eFz)ψew (13)
in the effective mass approximation (EMA). Note that,
for this inequality, the normalization of the wavefunction
is present on both sides, so we will suppress the normal-
ization factor.
We define the following parameters:
ψew = φ(x, y)ψ(z) Electron envelope wavefunction in
the EMA.
ζew (x) Height of center of electron wavefunction (as dis-
tinguished from the height of the interface ζ(x)).
[See Figure 4]
ζe0 Amplitude of local bending of electron wavefunction
(assumed to be quadratic).
lce Correlation length of electron wavefunction (as dis-
tinguished from the correlation length of the inter-
face).
U0 Band offset between Si and SiO2, as in Equation 5 of
the main text.
t Vertical thickness of electron 2DEG (inversion layer
thickness).
m Effective mass of transverse electron in Si; m = 0.2me.
6/8/2016 L:\internal\SET_team\Neil\other people's documents\Culcer\valleys 
14_5\figures\15_11 portrait
5
Supple entary S1: center of charge
interface
Possible realizations of e(x)
FIG. 4: Figure S1: Possible realizations of ζew (x); the cor-
rect realization depends on the interplay between kinetic and
potential energy. Bottom curve: kinetic energy term domi-
nates; top curve: potential energy term dominates.
1. Kinetic Energy
To approximate the left-hand side of Equation 13,
we start by assuming that the wavefunction is locally
quadratic:
ζew(x) = (ζe0)(
x
lce
)2. (14)
Following Equation 3 in the main text, the EMA en-
velope wavefunction is
ψew(x, z) = φD(x)ψ(ζew(x)− z). (15)
A good approximation to the z-dependence of the
2DEG is ψ(x, z) = e−(ζew(x)−z)/t (ref [38]). The con-
tribution to the kinetic energy from the roughness of the
2DEG comes only from this part of the total wavefunc-
tion ψew (x, z):
d2ψew
dx2
= ψew[(
ζew
′
t
)2 − ζew
′′
t
]. (16)
With the quadratic dependence of ζew (x), and evalu-
ating at x = lce, we obtain
d2ψew
dx2
≈ ψew(2 ζe0
lcet
)2[1− t
2ζe0
]. (17)
With t/ζe0 ≈ 5 nm / 0.5 nm,
d2ψew
dx2
≈ ψew(−2 ζe0
lce
2t
). (18)
Finally, the left hand side of Equation 13 is
h¯2
2m
d2ψew
dx2
≈ ψew(− h¯
2
m
ζe0
lce
2t
). (19)
2. Potential Energy
We approximate the vertical potential well at the in-
terface as triangular, with the sloped section having a
slope of U0/t. The decrease in potential energy when the
electron wavefunction is bent with a vertical change of
approximately ζe0 instead of flat is thus
(V + eFz)ψew ≈ ψewU0ζe0
t
. (20)
83. Summary
Combining Equations 13, 19, 20, we thus obtain a con-
straint on the minimum radius of curvature or correlation
length of the electron wavefunction
lce
2 >
h¯2
mU0
; (21)
using the values in this section (U0 = 3 eV for Si/SiO2),
we finally obtain lce >≈ 0.3 nm. Given that the typical
amplitude of roughness is less than or of order 1 nm, this
condition is quite similar to that in the previous argu-
ment based on symmetry considerations.
C. Results from Simulations
Figure 5 shows two choices for ζew (x), with the
smoothed one obeying the approximate constraints de-
rived in the last two sections. We simulated the phase
difference, and got the result
∆φsharp = −0.110(2pi),∆φsmoothed = −0.111(2pi). (22)
Thus, the results of a combination of i) two theoretical
constraints on the sharpness of the electron wavefunc-
tion as viewed through ζew (x), and ii) the very small
phase difference for the sharp versus smoothed electron
wavefunctions, demonstrate that our assumption in the
main text (that the electron wavefunction follows the in-
terface roughness) does not present a significant offset in
our results.
D. Using only the Ground Orbital State
In this section, we give the assumption underlying the
use of only the ground orbital state, and discuss the plau-
sibility of this assumption.
For a flat interface, we can identify the eigenstates as
|λz〉 = φλ(x, y)ψ(z)uz(r) eik0z, following Equation 3 in
the main text. Here, λ is the orbital state index, and z,
z¯ are the two possible valley states.
For the full treatment of the rough interface, we would
consider a potential V = Vflat + ∆V , where Vflat is the
potential in Equation 5 in the main text, and ∆V is a
perturbation on the flat interface potential. In this case,
in order to calculate the full eigenstates, we would con-
sider Hamiltonian matrix elements 〈λz|∆V |λ′z¯〉, includ-
ing intra-valley intra-orbital, intervalley intra-orbital,
and intervalley inter-orbital terms. The first two types of
terms, while leading to mixing of the orbital states, will
not affect our results for the valley phase.
However, the last term (intervalley and inter-orbital)
will affect, and in particular will likely make substantially
smaller through statistical averaging, the valley phase.
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FIG. 5: Figure S2: Sharp and smoothed vertical centers ζew
(x) of electron wavefunction, for testing dependence of ∆φ on
the extent to which electron wavefunction follows interface
roughness. a) Full extent of sharp ζew (x) for Si/SiGe sim-
ulated interface; quantum dots are centered at 125 and 175
nm, with dot radius a = 10.4 nm; b) Small region of inter-
face, showing smoothing of the original sharp ζew (x) to give
a slope less than one, or a correlation length greater than 0.3
nm.
The relevant parameter that determines the level of in-
tervalley interorbital mixing is β = 〈λz|∆V |λ
′z¯〉
Eλ−E′λ
.
Thus, the assumption underlying the use of only the
ground orbital states is that β << 1. There are two argu-
ments for believing that this approximation is justified:
1. Theoretical estimate: The numerator of β is ap-
parently less than the valley splitting 〈λz|∆V |λz¯〉,
where |λz〉 is the ground orbital state. Since the
valley splitting gets smaller as the interface rough-
ness increases, while the orbital energy splitting
stays the same, it appears that β will be substan-
tially less than one for a rough interface.
2. Experimental: In terms of results for both magni-
tude of valley splitting and orbital energy splitting
we can point to one group which has measured the
9valley splitting to be between 0.3 and 0.8 meV[7]
and the orbital energy splitting to be as large as 8
meV[7].
E. Files
All pathnames are relative to
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Text: /manuscript/text/Culcer valley phase v 2.tex.
All figures /manuscript/figures/15 11 portrait Culcer
phase figures.pptx.
Fig 1 Main: /manuscript/figures/Delta phi
plots/Step NonVicinal.dat and Step Vicinal.dat
using do plot step vicinal.m.
Fig 2 Main: /manuscript/figures/Delta phi
plots/Sin NonVicinal.dat and Sin Vicinal.dat
using do plot sin vicinal.m.
Fig 3 both panels manuscript/figures/voltage con-
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do plot voltage control.m.
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