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Abstract Aspect-based sentiment analysis (ABSA), a
popular research area in NLP has two distinct parts —
aspect extraction (AE) and labeling the aspects with
sentiment polarity (ALSA). Although distinct, these
two tasks are highly correlated. The work primarily
hypothesize that transferring knowledge from a pre-
trained AE model can benefit the performance of ALSA
models. Based on this hypothesis, word embeddings
are obtained during AE and subsequently, feed that
to the ALSA model. Empirically, this work show that
the added information significantly improves the perfor-
mance of three different baseline ALSA models on two
distinct domains. This improvement also translates well
across domains between AE and ALSA tasks.
Keywords ALSA · AE · Knowledge Transfer
1 Introduction
Owing to the wide proliferation of smart-devices and
internet across the world, opinion sharing over the in-
ternet has become a norm in modern society. This has
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given rise to various social-media platforms like Face-
book, Twitter, Reddit, YouTube, where huge quantity
of opinionated textual data on myriad of topics is being
shared everyday. This is lucrative to large companies as
they can use this data to perform market research, feed-
back gathering, risk assessment, marketing. These tasks
have large and critical implications on their revenue,
resource allocation, investments, and the company as a
whole. As such, making sense of such huge volume of
data warrants scalable and effective opinion mining sys-
tems. It is often convenient and useful to view this data
in terms of sentiment, which requires sentiment analysis
algorithms [1, 2]. These algorithms operate at sentence
level. However, it is often necessary to extract senti-
ment of individual topics/aspects within a sentence. As
an example, if a company bring a new laptop to the
market, they would be interested in user feedback on its
various aspects, like display, battery life, keyboard, etc.
Extracting such fine-grained sentiment calls for aspect-
based sentiment analysis (ABSA) algorithms.
ABSA consists of two stages — aspect extraction
(AE) and aspect-level sentiment analysis (ALSA). As-
pect extraction deals with identifying different aspects
mentioned within a given sentence. One of the promi-
nent approaches to aspect extraction has been depen-
dency parse-tree-based [3, 4]. However, recently several
neural network-based methods have been devised [5,6].
On the other hand, ALSA determines the sentiment
of the extracted aspects within given sentence. [7, 8]
proposed few of the neural network-based method for
ALSA.
The works in [9, 10] argue that modelling relation-
ship between words is key to effective aspect extraction.
As such, we assume that any AE method would learn
these relationships. This is true in case of aspect-level
sentiment analysis also, as the ALSA algorithm needs to
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make correct association between target aspect and its
corresponding sentiment-bearing word. This becomes
even more crucial in case of sentences having multi-
ple aspects. If an ALSA model could get information
on the relationship between the words in the sentence
externally, then we believe it would use this informa-
tion to identify the relevant words for sentiment clas-
sification of the target aspect, which can improve the
classification performance. In other words, load sharing
between AE and ALSA could improve the overall per-
formance of ALSA. This inspires our hypothesis that
the relationships between the words learnt during AE
can aid ALSA to perform better than on its own. To
this end, we learn word embeddings from AE and use
this in ALSA, a form of transfer learning. The hypoth-
esis of the relatedness of AE and ALSA tasks has been
considered by other works [11]. But these works per-
form AE and ALSA tasks consecutively which causes
ALSA performance drop by a large margin because the
performance of ALSA depends on AE performance.
In this paper, we adopt bidirectional long short-
term memory (BiLSTM) and conditional random field
(CRF)-based sequence tagging method [12] for aspect
extraction. Instead of BiLSTM, we feed the sentence
to a bidirectional gated recurrent unit (BiGRU) layer
(see Section 3.3) that propagates contextual informa-
tion among the words. This also establishes relationship
among the words. The output of this BiGRU is fed to
a CRF layer for labeling each word if it is part of an
aspect term. We posit that after training such model,
the BiGRU output corresponding to each input word
would contain information on all the related words. As
such, we pass this BiGRU output as auxiliary word em-
bedding to the ALSA model.
To demonstrate generality, we show efficacy of our
approach on three different ALSA models, namely TC-
LSTM [13], ATAE [14], and IAN [8]. The embeddings
learnt from AE are concatenated to the input words
embeddings (GloVe) of ALSA models. In Section 5, we
show that adding this extra information to ALSA re-
sults in significant performance improvement.
The rest of this paper is structured as follows —
Section 2 mentions various prominent methods of AE,
ALSA, and transfer learning; Section 3 describes our
AE to ALSA transfer learning scheme; Section 4 the
various experiments we performed; Section 5 reports
the results of our experiments and provides interpre-
tation and analysis of those results; finally, Section 6
makes concluding remark by indicating the contribu-
tions of this paper and potential future directions.
2 Related Works
Aspect-level sentiment classification is a fine-grained
text classification problem. Various works [15–21] have
been done on detecting sentence-level polarity with
handcrafted features. Recent advances introduced neu-
ral network-based approaches [1,2,22–28]. Despite such
approaches yielding promising results, these do not
cater to sentences expressing emotions on multiple top-
ics.
The work in [29] uses two target-dependent LSTMs
to model left and right contexts of the target, includ-
ing the target string. To focus on the relevant parts
of a sentence, [7] proposed an attention-based LSTM.
IAN [8] generates the context and target representa-
tions by modelling interaction between them using at-
tention.
Aspect extraction is a crucial task in sentiment anal-
ysis and opinion mining [30–32]. [33] presents a dis-
tinction between kinds of aspects, i.e., explicit and im-
plicit. [34, 35] improved their method as it dealt with
explicit aspects. Recently, deep neural networks (DNN)
based approaches have outperformed traditional or
rule-based approaches [36, 37]. Deep Neural networks
learn better representations to produce neural topic
models which are more coherent topic of text than pre-
vious approaches such as Latent Dirichlet Allocation
(LDA) [38,39].
In recent years, transfer learning methods have
brought significant improvements to wide range of NLP
tasks by following learning in isolation paradigm [40].
[41] first introduced context-independent distributed
word representations. Modern approaches learn sen-
tence, document, or word representations that are con-
text sensitive [42–45]. Moreover, most major improve-
ments on named entity recognition (NER) involve some
form of transfer learning–or auxiliary task–based self-
supervised learning [46], clustering phrases [47], pre-
trained language models and embeddings [48–50].
Although, transfer learning approaches have been
used widely in NLP, for aspect-level sentiment classi-
fication knowledge transfer from aspect extraction has
remained unexplored. To the best of our knowledge,
our work is the first that introduces transfer learning
for aspect-based sentiment analysis.
3 Transfer Learning for
Aspect-Based Sentiment Analysis
Aspect-based sentiment analysis (ABSA) usually con-
sists of two tasks — aspect extraction (AE) and aspect-
level sentiment analysis (ALSA). Naturally, AE is per-
formed prior to ALSA.
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3.1 Constituent Task Definitions
Aspect Extraction (AE) — Given a sentence S =
[w1, w2, . . . , wn] consisting of n words, the task is to la-
bel each word wi with one of the three labels B, I, and
O. B and I represent the initial and non-initial words
of constituent aspect terms, respectively. Whereas, O
represents all the words that are not part of any aspect
term.
Aspect-Level Sentiment Analysis (ALSA) — Upon
aspect extraction (AE), we get m aspect terms
A1, A2, . . . , Am. Each Ai consists of a convex subse-
quence of words in S with corresponding sequence of
AE labels with regular expression pattern BI∗. With all
this information, the task is to classify each Ai with ap-
propriate sentiment polarity (positive, negative, or neu-
tral).
3.2 Transfer Learning Hypothesis
Our hypothesis is that the task of AE can aid the task
of ALSA by providing ALSA with the syntactic and se-
mantic features learnt by AE. We posit that AE model
learns relationship between aspect terms and surround-
ing context words particularly well, as it is required to
do so to correctly identify the aspect words. Our sup-
position is supported by the works of [9, 10, 51], where
dependency relations play a major role in AE. Since,
some of the dependent words are bound to carry senti-
mental information on aspect terms, this makes the job
of ALSA model easier by providing it with information
on the dependent contextual words. Now all, the ALSA
model has to do is to learn the semantics of the relevant
dependent words to make correct sentiment classifica-
tion of the target aspect. 1 illustrates this reasoning.
Without the aid of AE model, ALSA model has
to implicitly learn these dependency relations among
words, along with explicitly learning to assign senti-
ment labels. We believe the explicit learning overshad-
ows the implicit learning. This is where the AE model
compensates.
3.3 Aspect-Extraction Model
Following the transfer learning hypothesis, we first train
an AE model to learn the dependencies among the con-
stituent words in sentence S = [w1, ..., wn], where each
word wi ∈ Rd is represented by a 300-dimensional pre-
trained GloVe1 [52] embedding. Since, AE is funda-
mentally a sequence tagging problem, we choose the
1 https://nlp.stanford.edu/projects/glove/
BiLSTM-CRF-based sequence tagging method by [12]
as the basis for our AE model. We simply replace the
BiLSTM [53] with bidirectional gated recurrent unit
(BiGRU) [54] — as GRUs have fewer parameters and
yields similar performance to LSTM in our experiments
— and keep the rest unchanged.
Bidirectional RNN-based structure, like BiGRU, al-
lows modelling relationships among elements of a se-
quence, both backward and forward along the sequence.
This property makes BiGRU an ideal candidate for
learning relationships among words in a sentence, which
is essential for accurate aspect extraction (AE). Fur-
ther, these learnt dependencies could presumably aid
ALSA in our transfer learning setup. Thus, the se-
quence of words in sentence S ∈ Rn×d are fed to a
BiGRU, named BiGRUAE , of output size DT to gen-
erate relationship-aware word representations in ST ∈
Rn×DT :
ST = BiGRUAE(S), (1)
where ST = [v1, v2, . . . , vn] and vi ∈ RDT corresponds
to relationship-aware representation of word wi.
Since, there is a strong dependency between two
consecutive words and their corresponding aspect-
identifying labels, conditional random field (CRF) is
used to jointly model these two dependencies. As such,
the relationship-aware word representations in ST are
fed to CRF for the classification of the membership of
the words (C) in an aspect term:
C = CRF(ST ), (2)
where C ∈ {B, I,O}n.
3.4 Knowledge Transfer from AE to ALSA
Given a sentence S having n words that are rep-
resented by some vector of fixed length and m as-
pects, A1, A2, . . . , Am, an ALSA model ALSA∗ (∗ rep-
resents any arbitrary ALSA algorithm like IAN [8], TC-
LSTM [13], etc) outputs sentiment label li for each as-
pect Ai:
li = ALSA∗(S,Ai), (3)
Ai = S[hi : ki],where 0 ≤ hi ≤ ki ≤ n, (4)
where hi, ki are the indices of first and last word of
aspect Ai in S, respectively.
We first train the AE model in Section 3.3. We
assume that the output of trained BiGRUAE , the
relationship-aware word representations (ST ), have the
relationships among the constituent words in S encoded
in them. We intend to leverage this learnt knowledge
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It has a horrible keyboard, but an awesome trackpad.
It has a horrible keyboard, but an awesome trackpad.
It has a horrible keyboard, but an awesome trackpad.
Input Sentence
Aspect Extraction (AE)
Aspect-Level 
Sentiment Analysis 
(ALSA)
     Aspect      Positive      Negative      Relevant Relationship
Relationship
Knowledge 
Transfer
Fig. 1 Illustration of hypothesized knowledge transfer from AE to ALSA; AE identifies the aspects, along with learning
dependencies; ALSA learns to identify relevant dependent words for classification, using the learnt dependencies from AE.
from AE in ALSA. To this end, the word embeddings
(wi) of each sentence for ALSA are concatenated by
their corresponding representation in ST ; we represent
this word-wise concatenation of representations from
ST with S⊕ST = [w1⊕ v1, w2⊕ v2, . . . , wn⊕ vn]. Simi-
larly, the words in aspect terms are appended with their
corresponding representations in ST . In other words, to
achieve our transfer learning goal we simply replace S
with S⊕ST in Equations 3, 4. Finally, the overall ALSA
algorithm can be stated as
ST = BiGRUAE(S), (5)
Ai = (S ⊕ ST )[hi : ki], 0 ≤ hi ≤ ki ≤ n, (6)
li = ALSA∗((S ⊕ ST ), Ai), (7)
where S ∈ Rn×d, ST ∈ Rn×DT , S ⊕ ST ∈
Rn×(d+DT ), Ai ∈ R(ki−hi+1)×(d+DT ), and li ∈ {0, 1, 2}
(0, 1, and 2 stand for positive, negative, and neutral sen-
timent, respectively).
4 Experimental Settings
We compare our AE assisted ALSA approach with the
baseline ALSA models extensively.
4.1 Dataset Details
We evaluate our method on SemEval-2014 Task 42
dataset, containing samples from two domains — Lap-
top and Restaurant. Each domain consists of over 3K
customer reviews of restaurants and laptops in English.
1 shows the distribution of samples over two domains
and two partitions — training and test. Further, 2
shows the number samples whose aspect share source
sentence with at least one other aspect, denoted as MA
(multi-aspect), and number of samples that have unique
source sentences, denoted as SA (single-aspect). Both
domain contain information relevant to the two sub-
tasks — AE and ALSA.
Table 1 Distribution of the samples by domain and class
labels in SemEval 2014 dataset.
Domain
Positive Negative Neutral
Train Test Train Test Train Test
Restaurant 2,164 728 807 196 637 196
Laptop 994 341 870 128 464 169
We transfer the embeddings learnt from AE, namely
ST , to the following ALSA methods, as per Equations
5, 6, 7. These ALSA methods also serve as the baselines
that we compare our transfer learning scheme against.
2 http://alt.qcri.org/semeval2014/task4/
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Majority classifier assigns the sentiment polarity with
most samples in the training set to the all the samples
in the test set.
TC-LSTM [13] considers preceding (SL =
[w1, w2, . . . , wk]) and succeeding (SR =
[wk+p+1, wk+p+2, . . . , wn]) words to the target-aspect
term as left and right context, respectively, where p is
the target-aspect term length. Each word in SL and SR
is appended with the aspect-term representation, that
is the mean of [wk+1, wk+2, . . . , wk+p]. Two distinct
LSTMs LSTML and LSTMR are used to model left and
right context. LSTML takes input from left to right
along aspect-appended SL and LSTMR accepts input
from right to left along aspect-appended SR. The final
output of LSTML and LSTMR are concatenated to
form the target-aspect-specific sentence representation,
which is fed to a softmax layer to classify sentiment
polarity.
ATAE [14] employs attention mechanism to amplify
parts of the sentence that are relevant to the task.
It appends the aspect representation a to the repre-
sentation of each word in the sentence S, resulting
[w1 ⊕ a,w2 ⊕ a, . . . , wn ⊕ a]. This is fed to an LSTM
yielding outputs H=[h1, ..., hn]. Each hi is again ap-
pended to aspect representation a and fed to an at-
tention layer to obtain relevance score α on each word
in S. H is pooled using α as weight to achieve target-
aspect-specific sentence representation, which is fed to
a softmax layer to classify sentiment polarity.
IAN [8] uses two different LSTMs LSTMA and LSTMS
for aspect term and sentence encoding, respectively.
The output of the LSTMs HA and HS are max-pooled
to obtain hs and ha, respectively. Interaction between
aspect and sentence and vice versa is obtained by at-
tending over HA with respect to hs and HS with respect
to ha, respectively. Pooling with the attention scores re-
sults final aspect and sentence representation that are
concatenated together and fed to a softmax classifier.
Multi-task learning aims to improve overall perfor-
mance of related tasks when trained together [55]. We
adopt hard-parameter sharing strategy [56–58] wherein
multiple tasks share certain hidden layers, however,
they have separate output layers. In our multitask set-
ting, we perform aspect extraction and aspect level sen-
timent analysis in the same network by sharing the
weights in the initial BiGRU layer that is tasked for
sentence encoding in the network. Specifically, given a
sentence representation S = [w1, ..., wn] is fed to a Bi-
GRU to obtain Sc that is common to both the tasks
Table 2 Distribution of the samples by the appearance of
single aspect (SA) and multiple aspects (MA) in the source
sentence in SemEval 2014 dataset.
Domain
Train Test
SA MA SA MA
Restaurant 1,063 2,545 302 818
Laptop 957 1,371 269 369
AE and ALSA. 1 describes the remaining procedure for
AE where S is replaced with Sc. For ALSA, we choose
ATAE architecture.
4.2 Transfer Learning on ALSA Models
We transfer the word representations learnt in AE to
ALSA using Equations 5, 6, 7. The transfer learning
variants of TC-LSTM, ATAE, and IAN are denoted
with TC-LSTM-T (2), ATAE-T (3), and IAN-T (4),
respectively. The input word embeddings of each such
model come from S ⊕ ST , instead of S.
To gauge the impact of the knowledge from AE,
defined by ST in 5 , we substitute the relationship-
aware word representations vi with randomly generated
vectors ri ∈ RDT whose each element is sampled from
N (0, 1). Such variants are named TC-LSTM-R, ATAE-
R, and IAN-R after their respective models TC-LSTM,
ATAE, and IAN. Moreover, we evaluate the generality
of the embeddings from AE, ST , using cross-domain
knowledge transfer.
We used stochastic gradient descent-based
Adam [59] optimizer to train the models. As training
loss, all the ALSA models use categorical cross-entropy.
Hyper-parameter tuning was done using grid search. 3
shows the optimal hyper-parameters that we found for
different models.
Table 3 Optimal hyper-parameters; lr stands for learning
rate; λ stands for L2-regularization weight.
Model
Laptop Restaurant
lr DT λ lr DT λ
AE 0.001 64 – 0.001 64 –
TC-LSTM 0.002 – 0.001 0.002 – 1e−6
ATAE 0.001 – 0.001 0.002 – 1e−5
IAN 0.002 – 1e−5 0.002 – 1e−5
TC-LSTM-T 0.002 – 1e−6 0.002 – 1e−6
ATAE-T 0.002 – 0.001 0.002 – 0.001
IAN-T 0.001 – 1e−6 0.002 – 1e−5
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Fig. 2 Transfer learning on TC-LSTM.
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Fig. 3 Transfer learning on ATAE.
5 Results and Discussion
5.1 Overall Comparison
It is evident from Table 4 that all three baseline ALSA
models, namely TC-LSTM, ATAE, and IAN, are sur-
passed by their corresponding transfer learning-based
counterparts, TC-LSTM-T, ATAE-T, and IAN-T, re-
spectively, by 1.53% on average across two domains.
Interestingly, ATAE-T outperforms IAN-T by a
small margin on laptop domain, in contrast with the
restaurant domain and the setup without transfer learn-
ing. Since, IAN is a more complex model than ATAE,
with two LSTMs and two attention layers for sentence
and aspect interacting with each other, it is better ca-
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Fig. 4 Transfer learning on IAN.
Table 4 Macro F1-scores for different ALSA models; multi-
task model jointly performs AE and ALSA.
Model Laptop Restaurant
Majority 23.22 26.26
TC-LSTM 61.96 66.00
ATAE 62.34 65.24
IAN 64.86 66.41
TC-LSTM-R 61.41 65.05
ATAE-R 62.32 63.12
IAN-R 58.58 59.96
Multi-Task 56.43 51.17
TC-LSTM-T 63.31 66.79
ATAE-T 66.09 66.17
IAN-T 65.82 67.81
pable of learning the relationships between words com-
pared to ATAE, with enough data. These relationships
are crucial for identifying the words related to the tar-
get aspect, which influences the identification of the
sentiment-bearing words for classification. In transfer
learning setup, the embeddings from AE, ST , more di-
rectly convey these relationships to ATAE, improving
its performance in ATAE-T form. However, for IAN-
T, being more complex, requires more training data to
fully utilize this extra information and to resolve con-
flict with its own features, if any. Training set is lack-
ing in laptop domain as compared to restaurant domain
(Table 1). As such, ATAE, being simpler, makes slightly
better use of the transferred knowledge from AE.
TC-LSTM-R, ATAE-R, and IAN-R models, where
the knowledge from AE is replaced with random noise,
underperform compared to their regular counterparts.
This is expected since the models basically learn to ig-
nore this noise, but cannot ignore completely. The per-
formance drop is minimal for TC-LSTM-R and ATAE-
R in general. However, the drop is massive for IAN-R.
This is again the consequence of the complexity of IAN,
which entails more difficulty in ignoring the noise.
The multi-task model performs the worst among all.
We assume this is due to AE and ALSA tasks being
structurally different from each other. There are fea-
tures that are required exclusively to AE or ALSA,
not both. Since, in the multi-task setup AE and ALSA
share some initial layers processing the input sentence,
these two tasks compete each other for features within
those layer. This leads to poorer performance on both
of tasks, compared to task-specific models.
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5.2 In-Domain vs Cross-Domain Knowledge Transfer
Ideally, in NLP tasks the cross-domain performance
tends to be worse than the in-domain performance [60,
61]. If we train our AE model on the laptop domain
and transfer that knowledge to the ALSA model of the
restaurant domain and vice versa, can the performance
drop because of this cross-domain knowledge transfer?
The result is interesting as it can be seen in 5.
Table 5 Macro F1-scores for in- and cross-domain transfer
learning; column headers indicate the domain of aspect ex-
traction and the row headers represent the domain of ALSA.
ALSA
Domain Model
AE Domain
Laptop Restaurant
Laptop
TC-LSTM-T 63.31 62.94
ATAE-T 66.09 64.41
IAN-T 65.82 65.95
Restaurant
TC-LSTM-T 68.24 66.79
ATAE-T 66.77 66.17
IAN-T 66.86 67.81
In Table 5, we depict that the knowledge from the
AE model trained on the laptop domain boosts the
performance of TC-LSTM and ATAE ALSA models in
both domains. However, the cross-domain performance
of the AE model trained in the restaurant domain is
worse than its in-domain counterparts for two out of
the three baselines. AE is a task that greatly relies
on the syntactic structure of the input [36]. Accord-
ing to them, the dependency-based syntactic rules can
give decent accuracy on the AE task without any need
to semantically modelling the data. Hence, as long as
the training set has consistently grammatical sentences
with rich annotations, the AE system can perform well
on the other domains too which we think one of the
key reasons why the cross-domain setting in our exper-
iments showing comparable results to their in-domain
counterparts.
5.3 Single Aspect vs Multiple Aspect Case
Table 6 Macro F1-scores for samples with single aspect (SA)
and multiple aspects (MA).
Model
Laptop Restaurant
SA MA SA MA
TC-LSTM 60.07 63.59 69.73 63.27
ATAE 60.96 63.73 64.17 63.67
IAN 61.24 64.01 63.73 68.11
TC-LSTM-T 60.08 65.87 70.84 67.21
ATAE-T 68.68 67.27 70.85 64.37
IAN-T 64.41 66.13 70.18 68.16
Following Table 6, on both domains and single- and
multi-aspect cases, the models with external AE knowl-
edge (*-T) significantly outperforms their standalone
counterparts, as expected, by 3.15% overall. On laptop
domain, for both single- and multi- aspect cases ATAE-
T performs the best. We surmise this is due to ATAE
being simple enough to utilize the knowledge from AE
with small number of samples. On restaurant domain,
however, ATAE-T marginally surpasses IAN-T and TC-
LSTM-T for single-aspect case. For multi-aspect case,
IAN-T performs the best due to IAN being more capa-
ble for multi-aspect cases than the others and restau-
rant domain having almost twice as much multi-aspect
training samples than laptop domain (Table 2).
5.4 Class-Wise Comparison
Table 7 Label-wise macro F1-scores of ATAE.
Class Model Laptop Restaurant
Positive
ATAE 81.75 85.60
ATAE-T 83.69 87.69
Negative
ATAE 58.33 60.00
ATAE-T 64.72 68.01
Neutral
ATAE 48.39 45.64
ATAE-T 57.14 42.95
As per Table 7, as expected, ATAE-T outperforms
ATAE on all domain and class combinations but on
restaurant domain for neutral class. ATAE performs
better here. This aberration might be a result of smaller
quantity neutral samples in both domain, which made
the performance unstable. We suppose that with added
neutral samples the performance of ATAE-T would sur-
pass that of ATAE.
5.5 Case Study
Fig. 5 Comparison between attention vectors from ATAE
and ATAE-T for aspect ‘profile’.
Figure 5 illustrates a case where ATAE and ATAE-
T classifies aspect ‘profile’ in the sentence “Since the
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Fig. 6 Comparison between attention vectors from ATAE
and ATAE-T for two aspects from a single sentence.
Fig. 7 Misclassification of aspect ‘windows 8 ’ due to wrong
focus by ATAE-T.
machine’s slim profile is critical to me, that was a prob-
lem.”. Here, ATAE misclassifies the sentiment as neu-
tral due to its focus on the words ‘slim’ and ‘critical’,
both of which carry neutral sentiment. ATAE-T, on the
other hand, focuses on ‘critical’ and ‘problem’ where the
latter one has negative sentiment, which leads to correct
classification as negative. We posit that this wrong focus
by ATAE is caused by its lack of understanding on re-
lation between target aspect and context words. Due to
the sentiment word ‘problem’ appearing far away from
the target, ATAE was unable to make this association
on its own. ATAE-T overcomes this deficiency using the
knowledge from AE. We encountered similar instances
across the test set.
This lack of syntactic understanding without AE is
evident for multi-aspect scenario as well, as shown in
Figure 6. ATAE misclassifies both of the aspects ‘Tacos
Pastor’ and ‘Tostada de Tinga’, as in both cases it fo-
cuses on a neutral word ‘my’. ATAE-T, however, lever-
ages knowledge from AE to focus on the appropriate
positive word ‘favs’ to make accurate classification as
positive. Such instances were frequent within our ob-
servation.
5.6 Error Analysis
A prevalent trend we observed for both ATAE and
ATAE-T is the strong focus on exclamation marks in
Fig. 8 Misclassification of multiple aspects due to wrong fo-
cus and interpretation by ATAE-T.
the sentence. In Figure 7, clearly, the sentiment of as-
pect ‘windows 8’ is negative due to the presence of the
word ‘hated’. ATAE-T, unfortunately, focuses on ‘!!!’,
which is usually a sign of excitement and often times
positive, leading to positive prediction. To mitigate such
errors we need more samples with ‘!’ punctuation used
in various contexts, both positive and negative. Further,
embeddings trained on twitter data can be used where
‘!’ is prevalent. We leave this to our future work.
Figure 8 shows a case wherein ATAE-T misat-
tributes the sentiment of both aspects ‘Entrees’ and
‘lasagna’ to the word ‘like’, which is often a positive
word, leading to misclassification as positive. However,
clearly in this context — “Entrees include classics like
lasagna, fettuccine Alfredo and chicken parmigiana.” —
‘like’ carries no emotion (neutral). Further, there are no
sentimentally-charged words in the sentence. However,
our model fails to learn this due to relatively small num-
ber of neutral samples. To compensate for this small
count, we could use word-sense disambiguation to indi-
cate the true sense of words as ‘like’, given the context.
Even, context-sensitive embeddings like BERT [62] can
be utilized.
6 Conclusion
We experimentally show that aspect extraction (AE)
can substantially aid aspect-level sentiment analysis
(ALSA) by passing the gained knowledge in AE to
ALSA. Further, we show this knowledge transfer across
different domains is quite viable. This domain-invariant
knowledge transfer allows AE to be trained on larger
general domain datasets. This improvement translates
down to single-aspect and multi-aspect scenarios and to
each class also. However, there remains ample room for
improvement, as our approach struggles where the se-
mantics is ambiguous or the dataset is limited. Further,
we surmise leveraging external knowledge — specifi-
cally, knowledge graphs like ConceptNet [63] — has
strong possibility of improving cross-domain perfor-
mance by connecting domain-specific aspects through
the edges in knowledge graph. We plan to explore these
avenues of ALSA in the future.
10 Navonil Majumder∗ et al.
Acknowledgements This research is supported by
A*STAR under its RIE 2020 Advanced Manufacturing
and Engineering (AME) programmatic grant, Award No.
- A19E2b0098, Project name - K-EMERGE: Knowledge
Extraction, Modelling, and Explainable Reasoning for
General Expertise.
Conflict of interest
The authors declare that they have no conflict of inter-
est.
References
1. S.M. Mohammad, S. Kiritchenko, X. Zhu, arXiv preprint
arXiv:1308.6242 (2013)
2. S. Ruder, P. Ghaffari, J.G. Breslin, arXiv preprint
arXiv:1609.02745 (2016)
3. G. Qiu, B. Liu, J. Bu, C. Chen, Comput. Linguist. 37(1),
9 (2011). DOI 10.1162/coli a 00034. URL http://dx.
doi.org/10.1162/coli_a_00034
4. S. Poria, E. Cambria, L.W. Ku, C. Gui, A. Gelbukh,
SocialNLP 2014 (2014). DOI 10.3115/v1/W14-5905
5. L. Shu, H. Xu, B. Liu, arXiv preprint arXiv:1705.00251
(2017)
6. W. Wang, S.J. Pan, D. Dahlmeier, X. Xiao, arXiv
preprint arXiv:1603.06679 (2016)
7. Y. Wang, M. Huang, X. Zhu, L. Zhao, in Proceedings
of the 2016 conference on empirical methods in natural
language processing (2016), pp. 606–615
8. D. Ma, S. Li, X. Zhang, H. Wang, arXiv preprint
arXiv:1709.00893 (2017)
9. L. Shu, H. Xu, B. Liu, in Proceedings of the 55th An-
nual Meeting of the Association for Computational Lin-
guistics (Volume 2: Short Papers) (Association for Com-
putational Linguistics, Vancouver, Canada, 2017), pp.
148–154. DOI 10.18653/v1/P17-2023. URL https:
//www.aclweb.org/anthology/P17-2023
10. W. Wang, S.J. Pan, D. Dahlmeier, X. Xiao, in Proceed-
ings of the 2016 Conference on Empirical Methods in
Natural Language Processing (Association for Compu-
tational Linguistics, Austin, Texas, 2016), pp. 616–626.
DOI 10.18653/v1/D16-1059. URL https://www.aclweb.
org/anthology/D16-1059
11. H. Luo, T. Li, B. Liu, J. Zhang, arXiv preprint
arXiv:1906.01794 (2019)
12. Z. Huang, W. Xu, K. Yu, CoRR abs/1508.01991
(2015). URL http://arxiv.org/abs/1508.01991
13. D. Tang, B. Qin, X. Feng, T. Liu, in Proceedings of COL-
ING 2016, the 26th International Conference on Com-
putational Linguistics: Technical Papers (The COLING
2016 Organizing Committee, Osaka, Japan, 2016), pp.
3298–3307. URL https://www.aclweb.org/anthology/
C16-1311
14. Y. Wang, M. Huang, X. Zhu, L. Zhao, in Proceedings
of the 2016 Conference on Empirical Methods in Natu-
ral Language Processing (Association for Computational
Linguistics, Austin, Texas, 2016), pp. 606–615. DOI
10.18653/v1/D16-1058. URL https://www.aclweb.org/
anthology/D16-1058
15. N. Kaji, M. Kitsuregawa, in Proceedings of the 2007 Joint
Conference on Empirical Methods in Natural Language
Processing and Computational Natural Language Learn-
ing (EMNLP-CoNLL) (2007), pp. 1075–1083
16. D. Rao, D. Ravichandran, in Proceedings of the 12th
Conference of the European Chapter of the Association
for Computational Linguistics (Association for Compu-
tational Linguistics, 2009), pp. 675–682
17. V. Perez-Rosas, C. Banea, R. Mihalcea, in LREC, vol. 12
(2012), vol. 12, p. 73
18. R. Caruana, Machine learning 28(1), 41 (1997)
19. T.A. Rana, Y.N. Cheah, Artificial Intelligence Review
46(4), 459 (2016)
20. V.K. Singh, R. Piryani, A. Uddin, P. Waila, in 2013 In-
ternational Mutli-Conference on Automation, Comput-
ing, Communication, Control and Compressed Sensing
(iMac4s) (IEEE, 2013), pp. 712–717
21. J. Steinberger, T. Brychc´ın, M. Konkol, in Proceedings
of the 5th workshop on computational approaches to sub-
jectivity, sentiment and social media analysis (2014), pp.
24–30
22. R. Socher, J. Pennington, E.H. Huang, A.Y. Ng, C.D.
Manning, in Proceedings of the conference on empirical
methods in natural language processing (Association for
Computational Linguistics, 2011), pp. 151–161
23. L. Dong, F. Wei, C. Tan, D. Tang, M. Zhou, K. Xu, in
Proceedings of the 52nd annual meeting of the associa-
tion for computational linguistics (volume 2: Short pa-
pers) (2014), pp. 49–54
24. F. Chen, Z. Yuan, Y. Huang, Knowledge-Based Systems
187, 104831 (2020)
25. N. Nandal, R. Tanwar, J. Pruthi, Spatial Information Re-
search pp. 1–7 (2020)
26. Z. Halim, O. Ali, G. Khan, IEEE Transactions on Knowl-
edge and Data Engineering (2019)
27. M. Shams, N. Khoshavi, A. Baraani-Dastjerdi, IEEE Ac-
cess 8, 31034 (2020)
28. Z. Halim, M. Atif, A. Rashid, C.A. Edwin, IEEE Trans-
actions on Affective Computing (2017)
29. D. Tang, B. Qin, X. Feng, T. Liu, arXiv preprint
arXiv:1512.01100 (2015)
30. B. Liu, Synthesis lectures on human language technolo-
gies 5(1), 1 (2012)
31. M. Pontiki, D. Galanis, H. Papageorgiou, I. Androut-
sopoulos, S. Manandhar, A.S. Mohammad, M. Al-
Ayyoub, Y. Zhao, B. Qin, O. De Clercq, et al., in Pro-
ceedings of the 10th international workshop on semantic
evaluation (SemEval-2016) (2016), pp. 19–30
32. S. Angelidis, M. Lapata, arXiv preprint arXiv:1808.08858
(2018)
33. M. Hu, B. Liu, in Proceedings of the tenth ACM SIGKDD
international conference on Knowledge discovery and
data mining (ACM, 2004), pp. 168–177
34. A.M. Popescu, O. Etzioni, in Natural language processing
and text mining (Springer, 2007), pp. 9–28
35. S. Blair-Goldensohn, K. Hannan, R. McDonald, T. Ney-
lon, G. Reis, J. Reynar, (2008)
36. S. Poria, E. Cambria, A. Gelbukh, Knowledge-Based Sys-
tems 108, 42 (2016)
37. L. Zhang, S. Wang, B. Liu, Wiley Interdisciplinary Re-
views: Data Mining and Knowledge Discovery 8(4), e1253
(2018)
38. R. He, W.S. Lee, H.T. Ng, D. Dahlmeier, in Proceedings
of the 55th Annual Meeting of the Association for Com-
putational Linguistics (Volume 1: Long Papers) (2017),
pp. 388–397
39. A. Srivastava, C. Sutton, arXiv preprint
arXiv:1703.01488 (2017)
40. S. Ruder, M.E. Peters, S. Swayamdipta, T. Wolf, in Pro-
ceedings of the 2019 Conference of the North American
Chapter of the Association for Computational Linguis-
tics: Tutorials (2019), pp. 15–18
Improving Aspect-Level Sentiment Analysis with Aspect Extraction 11
41. T. Mikolov, I. Sutskever, K. Chen, G.S. Corrado, J. Dean,
in Advances in neural information processing systems
(2013), pp. 3111–3119
42. Q. Le, T. Mikolov, in International conference on ma-
chine learning (2014), pp. 1188–1196
43. A. Conneau, D. Kiela, H. Schwenk, L. Barrault, A. Bor-
des, arXiv preprint arXiv:1705.02364 (2017)
44. B. McCann, J. Bradbury, C. Xiong, R. Socher, in
Advances in Neural Information Processing Systems
(2017), pp. 6294–6305
45. M.E. Peters, M. Neumann, M. Iyyer, M. Gardner,
C. Clark, K. Lee, L. Zettlemoyer, arXiv preprint
arXiv:1802.05365 (2018)
46. R.K. Ando, T. Zhang, Journal of Machine Learning Re-
search 6(Nov), 1817 (2005)
47. D. Lin, X. Wu, in Proceedings of the Joint Conference of
the 47th Annual Meeting of the ACL and the 4th Inter-
national Joint Conference on Natural Language Process-
ing of the AFNLP: Volume 2-Volume 2 (Association for
Computational Linguistics, 2009), pp. 1030–1038
48. M.E. Peters, W. Ammar, C. Bhagavatula, R. Power,
arXiv preprint arXiv:1705.00108 (2017)
49. A. Akbik, D. Blythe, R. Vollgraf, in Proceedings of the
27th International Conference on Computational Lin-
guistics (2018), pp. 1638–1649
50. A. Baevski, S. Edunov, Y. Liu, L. Zettlemoyer, M. Auli,
arXiv preprint arXiv:1903.07785 (2019)
51. S. Poria, E. Cambria, A. Gelbukh, Knowledge-Based Sys-
tems 108, 42 (2016). DOI https://doi.org/10.1016/j.
knosys.2016.06.009. URL http://www.sciencedirect.
com/science/article/pii/S0950705116301721. New
Avenues in Knowledge Bases for Natural Language Pro-
cessing
52. J. Pennington, R. Socher, C. Manning, in Proceedings
of the 2014 conference on empirical methods in natural
language processing (EMNLP) (2014), pp. 1532–1543
53. S. Hochreiter, J. Schmidhuber, Neural computation 9(8),
1735 (1997)
54. J. Chung, C¸. Gu¨lc¸ehre, K. Cho, Y. Bengio, CoRR
abs/1412.3555 (2014). URL http://arxiv.org/abs/
1412.3555
55. Y. Zhang, Q. Yang, arXiv preprint arXiv:1707.08114
(2017)
56. P. Liu, X. Qiu, X. Huang, arXiv preprint
arXiv:1605.05101 (2016)
57. X. Liu, P. He, W. Chen, J. Gao, arXiv preprint
arXiv:1901.11504 (2019)
58. Z. Yang, R. Salakhutdinov, W. Cohen, arXiv preprint
arXiv:1603.06270 (2016)
59. D.P. Kingma, J. Ba, in Proceedings of ICLR 2015 (2015)
60. S. Ruder, B. Plank, in Proceedings of the 56th Annual
Meeting of the Association for Computational Linguis-
tics, ACL 2018, Melbourne, Australia, July 15-20, 2018,
Volume 1: Long Papers, ed. by I. Gurevych, Y. Miyao
(Association for Computational Linguistics, 2018), pp.
1044–1054. DOI 10.18653/v1/P18-1096. URL https:
//www.aclweb.org/anthology/P18-1096/
61. H. Elsahar, M. Galle´, in Proceedings of the 2019 Confer-
ence on Empirical Methods in Natural Language Process-
ing and the 9th International Joint Conference on Nat-
ural Language Processing (EMNLP-IJCNLP) (Associa-
tion for Computational Linguistics, Hong Kong, China,
2019), pp. 2163–2173. DOI 10.18653/v1/D19-1222. URL
https://www.aclweb.org/anthology/D19-1222
62. J. Devlin, M.W. Chang, K. Lee, K. Toutanova, in Pro-
ceedings of the 2019 Conference of the North American
Chapter of the Association for Computational Linguis-
tics: Human Language Technologies, Volume 1 (Long
and Short Papers) (Association for Computational Lin-
guistics, Minneapolis, Minnesota, 2019), pp. 4171–4186.
DOI 10.18653/v1/N19-1423. URL https://www.aclweb.
org/anthology/N19-1423
63. R. Speer, J. Chin, C. Havasi, in Proceedings of the Thirty-
First AAAI Conference on Artificial Intelligence (AAAI
Press, 2017), AAAI17, p. 44444451
