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ABSTRACT
The Infrared Atmospheric Sounding Interferometer (lASI), operational in polar-orbit
since 2006 on the European MetOp-A satellite, is the most advanced of its kind in space. It
has been designed to provide soundings of the troposphere and lower stratosphere at nadir in a
spectral interval of 0.25 em" across the range 645-2 760 em". Fine spectral sampling such as
this is imperative in the sounding of trace gases. Since its launch, the routine retrievals of
greenhouse, species from IASI measurements have made a valuable contribution to
atmospheric chemistry studies at a global scale. The main contribution of this thesis is the
development of a new trace gas retrieval scheme for IASI measurements. The goal was to
improve on the global operational scheme in terms of the algorithm complexity, speed of
calculation and spatial resolutionachieved in the final solution. This schemedirectly retrieves
column integrated trace gas densitiesat single field-of-view (FOV) from IASI measurements
within a 10% accuracy limit. The scheme is built on the Bayesian framework of probability
and based on the assumption that the inversion of total column values, as apposed to gas
profiles, is a near-linear problem. Performance of the retrieval scheme is demonstrated on
simulated noisy measurements for carbon monoxide (CO).
Being a linear solution, the scheme is'highly dependent on the accuracyof the a priori.
A statistical estimate of the a priori was computed using a principal component regression
analysis with 50 eigenvectors. The corresponding root-mean-square (RMS) error of the a
priori was calculated to be 9.3%. In general terms, the physical retrieval improved on the
a priori, and sensitivity studies were performed to demonstrate the accuracy and stability of
the retrieval scheme under a numberof perturbations. A full system characterization and error
analysis is additionally preformed to elicidate the nature of this complex problem. The
hyperspectral IASI measurements introduce a significant correlation error in the retrieval. The
Absorption Line Cluster (ALC) channel selection method was developed in this thesis, to
address the correlation error explicitly. When a first neighbour correlation factor of 0.71 is
assumed in the measurement error covariance for the clusters of ALC channels, then most of
the correlation error is removed in the retrieval. In conclusion, the total column trace gas
retrieval scheme developed here is fast, simple, intuitive, transparent and robust. These
characteristics together make it highly suitable for implementation in an operational
environment intended for air quality monitoring on a regional scale.
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CHAPTER 1: INTRODUCTION
1.1 Remote Sounding of Trace Gases
Solar radiation reaches the top of the atmosphere (TOA) as electromagnetic radiation
in the ultraviolet (UV) to visible (VIS) range. This provides most of the energy necessary
to maintain Earth-system processes as the radiation passes through the atmosphere and
reaches the surface where it is absorbed. Equilibrium over long time scales is maintained
by the fact that the Earth, in tum, emits energy as heat, or infrared radiation (Modest,
2003). The atmosphere, however, is not a perfect transmitter of energy between the TOA
and surface. Particles and gases affect the energy pathway of both incoming and outgoing
radiation either by scattering, reflection or absorption. In this way the quantity and quality
of available energy is changed and the complex relation among several absorbing species
playa key role in the thermal structure and radiative balance of the atmosphere as a whole.
(Kidder and Vonder Haar, 1995; Coe and Webb, 2003).
Any change in the composition of the atmosphere IS, therefore, of interest to
atmospheric scientists. A number of studies have indicated how anthropogenic emissions
of trace gases (industrial or otherwise) can directly affect the amount and distribution of
solar energy available to sustain Earth-system processes (Shine and Forster, 1999;
Clerbaux et al., 2002; Paeth and Feichter, 2006). Identifying and monitoring the
anthropogenic effect on the atmosphere have become a central part in atmospheric research
especially since there is a growing need to understand long-term climate change
mechanisms. Of specific interest in the understanding of radiative forcing and air
chemistry, is the mapping of the three-dimensional distribution of individual species (e.g.
water vapor, ozone, etc.), during initial dispersion as well as throughout their chemical life
cycle over time.
In this thesis we focus on the interaction of trace gases with emitted (thermal or
upwelling) radiation which is considered to range from about 3 to 16 urn (or roughly, 600-
3000 em"), More specifically, we are interested in radiation emitted by the Earth's surface
as it is measured at the TOA by instruments onboard satellites which have detectors to
record radiation and data processing systems to store and transmit this digital data for
further processing. Much of the upwelling radiation is absorbed by atmospheric water
1
vapour (Q for humidity) in the spectral region above 4.5 /.lm (or below 2 200 em"). Carbon
dioxide (C02) , on the other hand, has strong absorption in a much narrower band centered
at 14.3 urn(700 em"), Most other trace gas species similarly absorb in narrow ranges, with
the ozone (03) absorption band centered at 9.5 prn (l 050 em"), methane (CH4) around 7.7
urn (l 300 em") and carbon monoxide (CO) at 4.7/.lm (2 100 em"). The nitrous oxide
(N20) absorption band partly overlaps both that of CO and CH4 •
These spectral signatures are caused by the interaction of infrared radiation - as
individual photons - with gas molecules that have covalent energy bonds. The photons can
interact with gas molecules in one of four ways: (i) electric energy, or the distribution of an
electric charge due to the attraction-to-repulsion stability created by electrons shared
between atoms; (ii) vibrational energy, which influences how the atoms vibrate with
respect to each another; (iii) rotational energy which refer to the molecule rotating around
a spatial axis; and (iv) kinetic energy, or the temperature of the molecule (Petty, 2006). For
CO, the signature detected in the infrared band around 4.7 urn is caused by a coupled
vibrational-rotational energy state.
In terms of using space borne measurements for the detection of thermal absorbing
species,different approaches need to be adopted based on the chemistry and life cycle of
each species. Carbon dioxide, methane and nitrous oxide are all long-lived species
. (measured in terms of years), which means that they are usually well-mixed throughout the
atmospheric column. Analysing their spatio-temporal patterns would require an archive of
data representing years of measurements. These, however, can often be averaged over time
intervals (e.g., monthly averages) and over large areas, since there is not much variation to
be detected at small (time and spatial) scales. On the other hand, for the shorter-lived
species (measured in terms of days or months), such as tropospheric ozone and carbon
monoxide, detailed measurements are required since their distributions are vertically and
horizontally more heterogeneous. Many of the short-lived species also occur in the lower
troposphere not only because their emission sources (or those of their gaseous pre-cursors)
. . I
are predominantly anthropogenic in nature, but also because their chemical natures often
change before any vertical distribution can happen. A high density of measurements, both
in time and space is, therefore, necessary to adequately characterise their behaviour (Shine
and Forster, 1999).
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The study of short-term species at such fine scales is often referred to as air quality
monitoring. This is distinct from climate research, which is focussed instead on
characterizing the behaviour of atmospheric species at longer time scales over large
regions. The chemistry processes of interest in air quality monitoring occur over short time
intervals since the primary .pollutant species are often highly reactive and in highest
concentrations close to source in the lower troposphere. Only a small fraction of such
emissions survive boundary layer chemistry and escape into the free troposphere, from
where they can be transported across larger areas. For any particular species, the distance
travelled depends on its chemical lifetime which, in tum, is a function of the local
thermodynamic conditions (Coheur et al., 2009). This poses a challenge in the processing
of space borne measurements for monitoring purposes, since the gases can cycle from
source to sink at a rate faster than the measurement of orbiting sensors allow. In addition,
when a gas species does survive to exist in the free-troposphere for a couple of days, then it
may become so diluted that it is difficult to detect when measuring integrated radiances at
the top ofatmosphere.
A region which has received much scientific attention both in terms of climate and
air chemistry research is Southern Africa (e.g., Eck et al., 2003; Keil and Haywood, 2003;
Swap et al., 2003; Privette and Roy, 2005). Stretching across approximately 40 degrees
latitude, it is a region of considerable climatic and natural diversity. One of the main
regional sources of atmospheric trace chemicals is the emissions from biomass burning, be
it natural or anthropogenic in origin. In fact, Southern Africa has been listed as the single
largest continental source or burning emissions in the world (Roberts et al., 2008). But this
is not the only reason why Southern Africa is considered a good test bed for air quality
studies. Another is that major industries are spatially concentrated in a few locaions only,
each one separated from the other by large stretches of undeveloped land. This creates the
typical islands of pollution often seen in developing regions. This is in contrast from what
can be observed in the developed world (e.g. the east coast of North America, Europe, and
East Asia) where closely spaced networks of industrial areas raise the ambient pollution
levels to such a degree that it becomes very difficult to distinguish individual plumes.
Aerosols released by biomass burning have shown to significantly affect the
atmosphere, directly, by altering the radiative energy budged, or indirectly, by modifying
the microphysical and radiative properties of clouds and, by implication, rainfall (e.g.,
Haywood et al., 2003; Keil and Haywood, 2003; Paeth and Feichter, 2006). Paeth and
3
Feichter (2006) quantified the impact of aerosols and greenhouse gases on both
temperature and rainfall in this region. They highlighted that the analysis of daily climate
extremes and their response to radiative forcing is pivotal, since it will likely have serious
negative socio-economic impacts in the event that extreme events are increased and
intensified. Apart from aerosols, biomass fires are also one of the main sources of carbon
monoxide (CO), a gas well-known for contributing to the greenhouse effect in climate
change scenarios.
Carbon monoxide has a lifetime of up to several weeks in the free troposphere. This
makes it a popular species in scientific research since it can be studied as a tracer in
medium-range transport of pollution using operational polar-orbiting instruments. Typical
sources of this pollutant gas include incomplete combustion of fossil fuels as well as the
oxidation of both methane and non-methane hydrocarbons (NMHC) in the atmosphere
(Turquety et al., 2009). The dominant sink of CO, on the other hand, is its oxidation by the
hydroxyl radical, OH, into the chemically more stable form, carbon dioxide (C02) .
Depending on the concentration of nitric oxide (NOx) , the oxidation of CO can also result
in tropospheric 0 3, which is a pollutant at low altitudes and a major contributor to the
greenhouse effect in the long run (Crutzen 1973 as cited by Clerbaux et al., 2003). As
such, it is currently regulated by air quality standards worldwide as a major ozone
precursor and is known to contribute to climate change through its effect on greenhouse
gas chemistry (Turquety et aI., 2009). 'The hydroxyl radical, in turn, is highly reactive with
many gas species in the atmosphere and typically has a lifetime measured in fractions of a
second: Being such a strong oxidant it affects the lifetimes and abundances of many other
pollutant species in the atmosphere and is, therefore, of great importance as an indicator
species of pollution sinks in air quality studies. However, it is not directly measurable from
space. Instead, it is often indirectly monitored by measuring the loss rate of CO as it
disperses away from s?urce.
Retrieving signals of CO from space borne measurements is, therefore, valuable on
many levels. Not only is it possible to map it as a primary biomass burning pollutant, but
also as a precursor to secondary pollutants or as an indicator of the oxidation capacity of
"
the atmosphere. The accuracy with which CO can be retrieved from space borne
measurements depends on both the instrumentation and method used. At present, the most
advanced sensor for measuring air chemistry in the infrared spectrum is onboard a polar-
orbiting satellite, i.e. IASI (Infrared Atmospheric Sounding Interferometer) on MetOp-A.
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A polar-orbiting configuration allows daily sampling of the global atmosphere which, in
tum, limits air quality applications to the monitoring of trace gas species with lifetimes
measuredin days rather than hours.
Atmospheric pollution,even though highly localized at source, is transported through
the atmosphere at a rate and scale determined not only by the chemical nature of the
species under consideration, but also by the prevailing atmospheric conditions which
determine air movement. In Southern Africa, some large scale atmospheric transport
systems have been identified, the most prominent one being the anti-cyclonic circulation
system. It is associated with the re-circulation of pollutant air masses over the terrestrial
sub-continent back to the point of origin before exiting (Tyson, 1981; Annegarn et al.
1993; Garstang et al., 1996). There is also the well-documented river ofsmoke where air
transport causes a distinct plume of pollution caused by wild fire emissions in central
southern Africa to extend across the south Indian Ocean towards Australia (Swap et al.,
2003). During the dry season when biomass burning is most intense in this region, it is not
uncommon to observe well-mixed haze layers that extend up to 3-6 km in altitude. These
have been analysed to contain aged emissions of 03, CO and Q from both savanna and
cooking fires, as well as from industry (Haywood et al., 2003; Yokelson et al., 2003). In
this way, air movement distributes the affect of pollution regionally but dilutes its affect
locally. However, sometimes the prevailing conditions can cause the exact opposite to
happen. For example, the upward vertical movement of air can be strongly inhibited when
surface temperature inversions occur and polluted air becomes trapped in the boundary
layer close to source. Another phenomenon which has been observed in the Southern
African atmosphere is' the existence of clean air slots which typically occur against a
background of heavy pollution frombiomass burningand poor visibility (Hobbs, 2003).
The possible long-term impact of biomass-burning on a regional scale becomes all
the more significant in light of the predicted climate change for Southern Africa. Most of
this region is classified as arid or semi-arid and the predicted average temperature increase
of 2-6°C will significantly increase the region's vulnerability to droughts (Hulme et al.,
2001 as cited by Privette and Roy, 2005). More frequent or longer-lasting droughts could
severely affect both livestock farming and agriculture, and ultimately the livelihoods of
millions of people (Joubert et al., 1996). Given this, Southern Africa is internationally
recognised as a focus area for atmospheric and climate change research, e.g., World
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Meteorological Organization (WMO; Easterling et al., 2003), the Intergovernmental Panel
on Climate Change (IPCC, 2001), and the International Geosphere Biosphere Programme
(IGBP; Scholes and Parsons, 1997).
As with any empirical study, the quality of research is highly dependent on accurate
measurements. However, obtaining such measurements at appropriate temporal and spatial
scales remains a challenge. There are a number of different in situ measurements at point-
source (Josipovic, 2009), but they are limited in their spatial coverage (i.e, by excluding
remote areas and hence have a strong bias towards cities) and temporal continuity (i.e.
either the measurements represent only a snapshot in time or they are too infrequent to be
useful in regional pollution studies). Airborne measurements, although with a better spatial
coverage, are often only obtained in the case of extreme events, such as natural disasters.
Space borne measurements, unlike any other, are both spatially unbiased and temporally
continuous. Sensors onboard low-Earth polar-orbiting satellites sample 70% of the globe
on a daily basis and those on geo-orbiting satellites sample 42% of the globe at a sub-
hourly rate. In the 50 years since the launch of the first meteorological satellites, space
borne measurements have become indispensable in atmospheric research. They make it
possible to track not only the presence of individual gas species in the atmospheric column,
but also the evolution of regional scale pollution, which goes undetected otherwise.
However, one drawback of satellite measurements is that the improved spatial
coverage lowers the accuracy with which measurements can be made at a local scale, e.g.,
pollution plume chemistry can be studied at much higher accuracies with in situ
,
measurements compared to those made by meteorological instruments 700 km above the
Earth surface. Therefore, although the Earth is sampled at least once a day, the accuracy of
satellite measurements is an order of magnitude lower than those made by surface or
airborne instruments (Clerbaux et al., 1998). There are ongoing attempts at improving the
accuracy of satellite measurements and a number of field campaigns have been conducted
worldwide towards this goal. These are typically concentrated efforts to gather coincident
measurements at multiple spatial scales. The most recent such effort in Southern Africa
was the SAFARI 2000 campaign. Some of the latest technology in sensor development
was used onboard aircraft and this was co-located with operational satellite- and ground-
based measurements. Many valuable scientific contributions were made as a result (Otter
et al., 2002; Swap et al., 2002; Annegarn et al., 2002; Swap etal., 2003; Privette and Roy,
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2005). On a technical level, -the co-located aircraft and in situ measurements served to
validate and enhance the space borne atmospheric data products.
In this thesis we build on the legacy of the SAFARI 2000 campaign, but not in terms
of data sampling. We focus, instead, on developing a fast and robust method for retrieving
trace gas quantities from infrared measurements made by polar-orbiting instruments over
the region. At present, trace gas concentrations are retrieved at a global scale from
meteorological soundings. However, to achieve accuracies high enough for air quality
monitoring, the data is spatially averaged over tens to hundreds of kilometres. This is
adequate for monitoring global trends, but insufficientfor regional studies. We propose
here that column integrated trace gas concentrations can be retrieved from satellite
soundings at single field-of-view spatial resolution (i.e. without spatial averaging) with
accuracies high enough for regional monitoring ofair quality.
Below we give an overview of satellite trace gas monitoring instruments, followed
by a short discussion on the success of some.ofthe main operational retrieval schemes.
1.2 Atmospheric Chemistry Instruments
Fifty years of meteorological observations from space have seen great advances in
weather forecasting and climate research as a direct result. However, it is not until recent
with the hightened focus on understanding pollutant air chemistry that instruments are
developed specifically aimed at measuring trace gas concentrations. The first
measurements of CO from space were made by the MAPS (Measurement of Air Pollution
from Satellites) instrument and not until 1981, nearly 20 years after the first meteorological
instrument was launched into space. MAPS was a science payload on one of the early
Space Shuttle flights. It made a total of four flights between 1981 and 1994 but it took
another 20 years and a number of experiments (e.g., science instruments on the Nimbus
satellites) before a dedicated instrument was launched into low-earth orbit which could
measure global carbon monoxide concentrations on a daily basis at an accuracy better than
15% (e.g., AIRS onboard Aqua; Barnet et al., 2004; McMillan et al., 2005).
Together, the operational meteorological instruments in,orbit today provide data for
real-time weather forecasting, long-term climate research, global monitoring of
tropospheric gases, as well as data for air chemistry research. However, each instrument on
a science payload is optimized with respect to specific science objectives. One instrument
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cannot support all scientific data requirements, and specific objectives are reflected in the
spectral range, horizontal area sampled as well as the scanning mode and orbit of an
instrument (see Appendix A.l for a list of operational atmospheric chemistry instruments).
In this thesis we are, specifically, interested in the IASI instrument as it broadly adheres to
four key design specifications.
Firstly, IASI is a passive sensor. Sensors measure radiation as it is either reflected
from or emitted by the Earth surface and atmosphere. A passive sensor differs from an
active sensor in that it relies on the sun as radiationsource instead of itself.
Secondly, IASI is onboard the polar-orbiting MetOp-A satellite. This means that
MetOp-A circles the Earth from pole to pole in a low Earth orbit, which is usually
considered to be approximately 800 km above surface. Kidder and Vonder Haar (1995)
gives a detailed discussion on orbital physics and make a comparison between polar and
geostationary orbits. The latter is one in which the instrument views each point on the earth
surface at a fixed angle as it is nearly stationary over the equator at about 36000 km. Such
an instrument typically samples a constant footprint of about 42% of the Earth surface, at
intervals as frequently as its design allows. Polar-orbiting instruments, on the other hand,
view each point at different angles since successive orbits shift to the west due to the
Earth's rotation (Weisz, 2001). If the satellite's inclination angle is large enough, then each
point is sampled at least twice per day. This is the case for areas in the mid-latitudes, but
rarely over the equator. The poles, however, are observed on every orbit. Being in a polar-
orbit, IASI is also said to be sun-synchronous. This means that the instrument is in a
geocentric orbit with an altitude and inclination (it's orbital plane fixed with respect to the
sun) such that it crosses the equator twice in one orbit, once in a descending (or southward)
direction, and once in an ascending (or northward) direction. (Martin, 2008). A sun-
synchronous orbit has the great advantage that it allows observations at low and mid
latitudes to be at a 'near-constant'local time. Given an altitude of -800 km it can take
anywhere between 98 to 102 minutes for an instrument to complete an orbit, which gives
about 14 to 15 orbits per day. A near-global coverage (-70%) is achieved on such an orbit
daily, but full global coverage can take sometimes more than a week to achieve depending
on the instrument's swath widthand orbital geometryas well as the atmospheric state, such
as cloud cover (Martin, 2008). The choice, in the end, between a polar- or geostationary
orbit has to do with the required space-time sampling of the payload. MetTOp-A is in an
ascending orbit at 819 km altitude with local equator crossing time of 9:30 am. Its science
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objectives require global measurements of temperature, humidity and the gases and a
polar-orbit is therefore sufficient.
Thirdly, IASI is a nadir-viewing infrared spectrometer. The spectrometer is one of
three types of passive sounders in orbit today which can measure tropospheric trace gas
concentrations (Clerbaux et al., 2003). They are (i) correlation radiometers (e.g.,
MOPITT), (ii) UV-visible radiometers (e.g., GaME and successors SCIAMACHY, aMI,
GOME2), and (iii) infrared spectrometers (e.g., IMG and follow on AIRS, TES, IASI).
Clerbaux et al. (2003) summarized these instruments in tabular form, but for a full
overview of instrument design, the reader is referred to Kidder and Vonder Haar (1995)
with updates provided by Weisz (2001) as well as Martin (2008). A radiometer is used to
refer to any instrument which quantitatively measures radiation in intervals (or bands) of
the electromagnetic spectrum. A radiometer can be an imager, which is used to sample the
two dimensional Earth surface, or a sounder which is used to measure atmospheric
constituents at different heights in the atmosphere. The term, spectrometer, more narrowly
refers to a sounder which contains components (such as a prism or diffraction grating) to
break a continuously measured spectrum into very narrow, but discrete wavelengths. The
IASI instrument is a Michelson interferometer which is a spectrometer with an optical
configuration that splits a' beam of monochromatic light into two beams, one striking a
fixed mirror and the other a movable mirror (Smith et al., 1979; Smith et al., 1990). When
the reflected beams are brought back together, an interference pattern, or interferogram, is
created. For each IASI FOV, the interferogramis Fourier transformed into a digital signal
in the wavenumber range 645-2760 em" (or 15.5-3.62 urn) with a constant sampling
interval of 0.25 em", This gives a total of 8 461 channels, which are separated into thr~e
broad spectral bands, 645-1210 em", 1210-2000 em", and 2000-2760 cm-) according
to the instrument noise characteristics. The interferometer is a powerful spectrometer and
,
offers many advantages over conventional instruments, most notably that it allows spectral
sampling in such narrow intervals.
Lastly, being an interferometer with a spectral sampling rate of 0.25 em"; IASI is
referred to as a hyperspectral sounder. The term "hyperspectral" is often used to broadly
refer to sensors with kilo-channel capability. However, it more closely refers to an
instrument's spectral resolution. A measurement with high spectral resolution is also said
to have a high resolving power, i.e. the capability to resolve atmospheric constituents. The
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reason for this is that "vertical smearing" of the atmospheric column is much reduced
(Huang et al., 1992). This canbe understood by considering the fact that the TOAradiation
measured by a spaceborne instrument is "a mixture ofradiation from the high atmosphere
due to the strong absorption near line centres and radiation from the lower atmosphere
from between the absorption lines" (Huang et al., 1992). Vertical smearing is caused when
an instrument measures the spectrum in intervals too broad to distinguish between the
different absorption lines. Huang et al. (1992) proposed that a sounding instrument should
have a spectral resolving power (defined as R = AI!:!.)." where A. is wavelength) of at least
1000 to achieve a goodvertical resolution and accuracy. This means that for CO retrievals
in the band 2 000-2 200 cm,l (4.7 urn), a resolution of at least 2 em" is required. Recent
advances in the Michelson interferometer give IASI a much greater resolving power of
0.5 em" in the CO absorption band. This is good enough for total column retrievals of the
gas, but Clerbaux et al. (1998) argues that a resolution of at least 0.1 ern" is necessary for
CO profile retrievals. However, overall the IASI retrievals for temperature and humidity is
much improved (e.g., with an accuracy of I K for temperature and 10% for humidity) and
shows potential especially with respect to measurements in the presence of clouds and
aerosols.
The IASI instrument-was developed by CNES (Centre National d'Etudes Spatial) for
EUMETSAT (European Organization for the Exploitation of Meteorological Satellites). It
is one of the key instruments on the new series of European meteorological polar-orbit
satellites developed by ESA (European Space Agency). The first flight model was
launched in 2006 onboard MetOp-A. The second and third instruments willbe mounted on
the MetOp-B and C satellites with launches scheduled for 2012 and 2016, respectively.
This willallow measurements of the global atmosphere over a period in excess of 14years,
which is longerthan any past or current infrared instrument. For a full technical discussion
on the IASI instrument (e.g., footprints, scanlines, angles, ctc.), the reader is referred to
Hebert et al. (2004). While it is not uncommon to have an infrared and microwave
instrument together on a single payload (e.g., AIRS and AMSU on Aqua), it is the first
time that a thermal infrared (IASI) and UV-visible (GOME-2) instrument have been
mounted together on the same platform (i.e. MetOp-A). It is anticipated that this will
greatly advance the forecast potential of chemical processes.
There has been significant progress in atmospheric sounding from space in recent
years with improved instrumentation, sounding techniques, and enhanced viewing
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capabilities. Progress, however, has not been limited to advances in engineering only.
There has been much effort in coordinating space missions, across disciplines and
international boundaries. For example, the MetOp mission is a first step in the Earth
observation space segment of the GMES (Global Monitoring for Environment and
Security) initiative, a concerted EU/ESA effort to bring data and users together. Then,
there is the IJPS (Initial Joint Polar-Orbiting Operational Satellite System) program, which
is a cooperative effort between USA NOAA (National Oceanic and Atmospheric
Administration) and EUMETSAT. It is foreseen that IJPS will provide and improve the
operational meteorological and environmental forecasting and global climate monitoring
services worldwide by having instruments which extend the continuity of measurements
over the next two decades (e.g., MetOp IASI and NPOES CrIS are the European and USA
complimentary infrared sounders, respectively).
. 1.3 Trace Gas Sounding Retrieval Schemes
Nadir-viewing sounders make measurements directly beneath the satellite of the top
of atmosphere radiance. Each measurement is a complex signal that represents the entire
atmospheric column at once. This differs from limb-viewing sounders which view the
atmospheric column at an angle thereby allowing the measurement of radiance from
different layers. However, a nadir-viewing geometry is the only configuration which
allows an instrument to probe the boundary layer. Given this, the most accurate type of
retrieval which can be made from nadir-viewing sounders is the column integrated value of
an atmospheric constituent (Barret et al., 2005). However, atmospheric sounding is not
limited to this and profile retrievals are made routinely at high accuracies. The reason for
this is that the absorption (or emission) of energy by gas molecules are spectrally and
pressure dependent. •. Thus, when, measurements are made in narrow enough spectral
intervals, the absorber concentration can be determined at different pressure levels along
the atmospheric column (Smith et al., 1979; Martin, 2008).
The first polar-orbiting hyperspectral sounder launched on an operational payload
was the Atmospheric Infrared Sounder (AIRS) onboard NASA's Aqua satellite in 2002.
Three years later, McMillan et al. (2005) published the first observations of tropospheric
carbon monoxide (CO) from this instrument. Preliminary comparisons to in situ aircraft
profiles indicated that the AIRS CO retrievals were within the 15% accuracy target set by
pre-launch simulations. The AIRS science team developed an algorithm which retrieves
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CO profiles but that are integrated to total column values, and spatially averaged across
3 x 3 FOVs, to reach the required accuracy levels. The AIRS retrieval algorithm has the
additional ability to treat partly-cloudy FOVs as clear-sky by evaluating the signal from
surrounding clear-sky FOVs., This increases the yield of trace gas retrievals to 50-60%
higher than what is currently achieved by the IASI algorithm which processes clear-sky
FOVs only. The AIRS estimated precision for the three greenhouse gases are 15% for CO,
0.5% for C02 and 1% for CH4 (Barnet et al., 2004). McMillan et al. (2005) demonstrated
that the CO error estimate is good enough to map large-scale, long-range transport of this
gas from both anthropopgenic and natural sources.
For each of the instruments in space, there are well documented retrieval schemes.
Pan et al. (1998) and Deeter et al. (2003) both gave detailed discussions of the MOPITT
CO retrieval scheme. Aumann et al. (2003) detailed the science objectives of the Aqua
mission and discussed the trace gas retrieval scheme of AIRS as it relies on measurements
from the microwave sounder, AMSU, as first guess to the iterative solution. Goldberg et al.
(2005) offered an alternative to the operational AIRS retrieval scheme. The capability of
IASI with respect to trace gas retrievals have been studied extensively (e.g., Clerbaux et
al., 1999; Hadji-Lazaro et al., 1999; Clerbaux et al., 1998; Aires et .al., 2002; Chaumat et
al., 2003; Schliissel et al., 2005). Clerbaux et al. (2002) compared four CO retrieval
schemes from different instruments and both Barnet et al. (2004) and Clerbaux et al.
(2003) .gave insight into. the current state of trace gas retrievals from hyperspectral
sounders, given instrument design constraints. Martin (2008) gave a good overview of the
current state of air quality monitoring from space, covering the capabilities of both UV-Vis
and IR instruments.
Most of these schemes have been designed to retrieve CO profiles, which are then
integrated to total column values to achieve accuracies high enough for use in climate and
environmental applications. Most of the anthropogenic pollutant gases have a
predominantly tropospheric distribution and Turquety et al. (2004) argue that a total
. . ~
column integrated value gives a good estimate of its tropospheric distribution.
In contrast to the operational AIRS retrieval scheme, there are two different ones
being used for retrievals from the IASI instrument. There is the operational inversion
algorithm which is based on a neural network architecture (Clerbaux et al., 1999). It is
specifically designed for real-time processing and offers advantages over traditional
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methods in tenus of its speed of processing. Then there is the Atmosphitsoftware package
which includes a line-by-line radiative transfer model, and the FORLI (Fast
Operational/Optimal Retrieval on Layers for IASI) software for near-real time and large
scale processing of retrievals. This scheme is based on one of the most widely used
methods in atmospheric remote sensing, namely the optimal estimation method (Rodgers,
2000). Irrespective of the method, IASI retrievals give a good global distribution of CO
with highest values retrieved above industrialized areas in the Northern hemisphere and
regions of strong biomass-burning in mid-latitude regions. Prominent CO plumes have
been observed above the Northern Pacific and the Northern and tropical Atlantic oceans
(Coheur et af., 2009).
Since 2002, trace gas species like CO have been retrieved repeatedly with good
success on a global scale. However, in most cases, the schemes rely on spatial and
temporal averaging to achieve reasonable accuracies in the results. We hypothesize that it
is possible to improve on global retrieval schemes and propose a method whereby CO total
column values can be retrieved operationally on a regional spatial scale (i.e. one retrieval
per FOV) for application in environmental monitoring.
1.4 The Research Problem
The theory of atmospheric sounding is well established. In the literature, its
application is seen for two parameters in particular, temperature and water vapor, and this
as early as the 1960s (e.g., Kaplan, 1959) These first publications on the retrieval of
parameter profiles coincided with the launch of the first weather satellite into space which
provided global-scale measurements of the atmosphere for the first time. Since then many
more meteorological instruments have been launched into space for climate research and
weather forecasting. The availability of global-scale soundings of the atmosphere on a
regular basis has necessitated the development of retrieval schemes which optimize the
accuracy as well as speed with which vertical information of the atmosphere can be
retrieved. Developing, analysing and improving on retrieval schemes have been the subject
ofmany studies and new challenges arrise with the launch of each instrument.
Recent years have seen the development of high spectral resolution instruments,
and with this it has become possible to retrieve column integrated trace gas amounts in
addition to temperature and moisture profiles. The first such instrument, AIRS, was
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launched in 2002. Since then a number of studies have focussed on developing retrieval
schemes for trace gases specifically. However, seven years since the first hyperspectral
soundings from space, the spectral resolution of these instruments is still not high enough
to allow full profile retrieval of trace gases despite recent breakthroughs in spectral
sampling rates as fine as 0.25 em" (e.g., as achieved by the IASI instrument). The
complex, non-linear relation of trace gas molecules with infrared energy throughout the
vertical column, together with the fact that their sparce distribution affects a small overall
change on the infrared spectrum, requires a sampling rate much finer than what is currently
feasible in an operational environment. At the moment, infrared soundings from space
contain enough information about the minor gases to allow total column retrievals only.
These are obtained by modified temperature and moisture retrieval schemes, where gas
profiles are retrieved but integrated to total column afterwards for improved accuracy.
We hypothesize that the retrieval of trace gases from high spectral resolution
measurements can be simplified to the retrieval of a single integrated value instead of a
profile integrated to total column afterwards. We argue that this will not only greatly speed
up processing time, but the solution will become stable enough to support improved
accuracies (e.g., 10% for CO) at single FOV resolution. Currently, most operational trace
gas retrievals are spatially averaged to reduce uncertainty in the results which render them
too coarse for regional analysis. What we mean by analysis here is the more general case
of near real-time environmental monitoring (e.g., air quality analysis of sources and sinks)
rather than numerical weather prediction or long-term climatic research.
The aim of the study is twofold. First, to develop a new total column trace gas
retrieval scheme for clear-sky hyperspectral infrared soundings that is fast and stable
enough for near real-time regional air quality monitoring; second, to demonstrate the
application of the derived scheme for carbon monoxide retrievals from the IASI sounder
over Southern Africa.
The individual objectives of this study are thus:
(i) Establish the theoretical basis of atmospheric inversion with reference to trace gases
in general (Chapter 2).
(ii) Set up a statistical test case representative of the Southern African atmosphere during
peak biomass burning season (Chapter 3).
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(iii) Outline the new total column retrieval scheme with reference to design
considerations for carbon monoxide (CO) and the IASI instrument specifically
(Chapter 4).
(iv) Test the scheme by running a retrieval using statistical a priori and simulated
measurements. Perform a full evaluation, with error analysis and system
characterization (Chapter 5).
(v) Test the stability of the retrieval scheme by performing a series of sensitivity studies
(Chapter 5).
(vi) Establish whether the single FOV total column CO retrievals are meaningful at a
regional scale by using it on real IASI measurements. Compare results with IASI and
AIRS operational products (Chapter 6).
In this thesis we discuss not only the new retrieval scheme, which is specifically
focussed on CO retrievals from IASI soundings, but we place it in context of the more
general problem of trace gas retrievals from hyperspectral measurements. It should give
the reader an understanding of the current state of the trace gas retrieval problem given the
available technology and instruments in orbit.
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CHAPTER 2: ATMOSPHERIC PARAMETER RETRIEVAL -
THEORY AND BACKGROUND
This chapter addresses the mathematical formulation of the two primary tasks in
parameter retrieval from remote soundings of the atmosphere. The first is the forward
problem (Section 2.1) in which the top of atmosphere (TOA) radiances are calculated
based on background knowledge of the state at a given time and place. The second is the
inverse problem (Section 2.2) in which the atmospheric state is retrieved from TOA
radiances measured by space borne instruments. Alifanov (1994) describes that the forward
problem maps the "causal-sequential" relationship between atmospheric state and TOA
radiance and the inverse problem maps the "sequential-causal" one. Together they make up
the retrieval scheme.
2.1 The Forward Problem
The terms used to describe the TOA radiance values recorded by a space-borne
instrument or simulated by a radiative transfer model (RTM) include "spectra",
"measurements" or "signals". Similarly, if calculations are done with a matrix which has
its main axis in spectral units, the analysis is said to be done in measurement -, signal - or
channel space. In this document we will refer to them as measurements and measurement
space, respectively.
2.1.1 Infrared Radiative Transfer
We are able to distinguish among different states of the atmosphere based on
variation in essentially two factors, temperature and the gases making up approximately
1% of the total atmospheric volume. The remainder of the volume is made up by the
permanent gases nitrogen (78% by volume) and molecular oxygen (21% by volume). (For
a complete breakdown of all atmospheric constituents refer to Appendix A.2). Even though
they constitute only a small fraction (-1%) the variable gases, Q together with the
greenhouse species, 03, C02, CO and CH4, playa defining role in the energy pathway
between the Earth and TOA. Other highly variable but influencing factors include clouds,
aerosols and precipitation. With instruments in space, it is possible to quantify the energy
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exchange between the Sun and Earth, as incoming and outgoing radiation, respectively.
(Note that by TDA, we mean the stratopause at 50-60 km above surface.)
In this thesis we are, exclusively, concerned with the instruments which measure and
the methods designed to interpret outgoing, or upwelling radiation. Energy from the Sun,
measured in the ultraviolet to visible range (0.01-0.76 urn), reaches the TDA and from
there undergoes physical transformations on its downward path towards the surface. These
transformations can be classified as absorption, reflection, scattering or emission. Each will
vary in magnitude depending on the temperature;· concentration of atmospheric
constituents as well as the presence of clouds and aerosols along the atmospheric column.
Most of the energy, however, reaches the Earth surface where it is absorbed to act as
catalyst in biological processes. Energy balance (or thermodynamic equilibrium) is
maintained, in the long run, by the emission of heat or thermal infrared radiation (3-
15 urn), Heat is transferred from the surface through the atmosphere and ultimately exits
into space. Along its upwelling pathway, infrared radiation can be re-absorbed and emitted
by atmospheric gases, clouds or aerosols. It is the degree of these physical transformations
which makes it possible to discern the concentration of atmospheric constituents from
measurements of heat.
In this section, we describe the physics of radiative transfer between the surface and
TDA. We consider energy flux in a clear-sky atmosphere only, thus exclude the influence
of clouds and aerosols. Infrared spectra are measured at the TDA as radiance, or intensity
(mW.m-2sf1cm), which is the energy flux per unit area within a solid angle (in steradian) at
a given wavenumber. Due to the nadir-viewing geometry of the IASI sounder, it is
appropriate to ignore the curvature of the Earth and base all radiative transfer calculations
within the framework of a plane-parallel atmosphere. This means that the infrared
radiance together with the atmospheric constituents (e.g., temperature and variable gases)
vary only in the vertical direction (i.e. with height and pressure). In such a framework, the
atmosphere is said to be horizontally homogeneous. There are many good sources
dedicated to describe the physics of radiative transfer in detail (e.g., Liou, 2002; Siegel and
Howell, 2002; Modest, 2003; Petty, 2006). We provide a' short overview here, based
specifically on texts by Liou (2002) and Petty (2006).
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Any surface or gas which absorbs radiation at a given wavenumber maintains
thermal equilibrium by emitting an equal amount of radiation at the same wavenumber.
This is known as Kirchhoff's law. An object which absorbs all incident radiation and
reflect or scatter nothing, is known as a blackbody. Given this law, a blackbody should,
therefore, also emit all the energy it absorbed. The maximum amount of radiation emitted
by a blackbody is dependent on its temperature as well as the wavenumber at which the
radiation is emitted. Planck's law formalizes this relationship between energy, temperature
and wavenumber as:
B (1) = 2hvc2
v exp(hcvjk1) -1' (2.1.1)
where c = 2.998 X 108 m-s" is the speed of light, h = 6.626 X 10-34 J's is the Planck
constant, and k = 1.381 X 10-23 JoK"t is the Boltzmann constant. This function defines Bv(T)
as monochromatic radiation, which is the intensity of thermal radiation in units (mW·m-2sr
'em) at a single wavenumber. The characteristic shape of the Planck function has a distinct
peak corresponding to a maximum in energy emission. The spectral dependence of this
peak is given by Wien's Displacement Law which defines the maximum of Equation 2.1.1
at a given wavelength, A., as:
(2.1.2)
where A. = lIv in units urn, T is temperature in K, and kw = 2897 um-K, Given this,
we can calculate that the Sun with a temperature of approximately 6000 K will have a
peak emission at 0.48 um in the visible spectrum. The Earth surface, in tum, with typical
atmospheric temperatures in the range 200-300 K, will emit at 9.6-14.4 urn in the thermal
infrared spectrum.
The Planck function gives the intensity of emitted energy as a function across the
spectrum. However, it is often useful to know the maximum amount of total radiation that
can be emitted by an object. A simple integration across the Planck function gives the
answer, but Stefan-Boltzmann took it a step further, He determined that this maximum
amount is proportional to the fourth power of the blackbody's absolute temperature, such
that:
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F = 1iB...1) = 1ifcoBy ( 7)dv= o-r' ,o " (2.1.3)
constant.
We have discussed, here, the energy emission by a theoretical blackbody. In reality,
however, most emitting surfaces are considered to be grey. The difference between black-
and greybody emission is quantified as emissivity:
(2.1.4)
where h. is the radiance intensity of greybody emissions. Emissivity is a unitless
quantity within the range, 0:::; G). :::; 1,and G).=1 depicts a blackbody at wavelength, A.
Next, we need to consider the energy transfer through a medium. Beer's law
describes the attenuationof radiation, L, as it travels from point 1 (PI) to point2 (P2) given
an extinction coefficient, Pe,as:
(2.1.5)
Integrating over Pc in Equation 2.1.5, gives the optical thickness, or measure of
transparency, between two points, with r(]J..,pz) == fP2Pe(p)dp. Exponentiating the optical
.: PI
thickness, in tum, gives the transmittance between these points, with T(]J..,P2) == c-r(P" P2) .
Transmittance is a dimensionless quantity within the range 0:::; T:::; 1 for 00:::; r:::; O.
The optical thickness (or transmittance) of the atmosphere is largelydetermined by
its constituents. In~dopting the quantum model of energy, it becomes easy to explain.
Infrared radiation traverses the atmosphere and comes in contactwith gas molecules. They,
in tum, absorb and emit energy photons and undergo a change in internal energy, as a
result. This modifies the radiation field such that spectral absorption lines are created
according to the type of molecule, intensity of radiation and prevailing atmospheric
conditions. In Section 1.1 we made mention to the fourmolecular energy states affected by
radiation. Infrared photons cause a coupled vibrational-rotational transition in gas
molecules to create the distinctabsorption (or emission) lines illustrated in Figure 2.1.
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Figure 2.1: Transmittance of a cloud- and aerosol-free atmosphere of the main
. ,
atmospheric gases in the spectral range from 0.3-50 J.1m. Each upper panel
depicts the absorption due to a single atmospheric constituent; the bottom panel
depicts the combined effect of all constutuents (Petty, 2006).
The total transmittance is given in Figure 2.1 (bottom) which is calculated as the
product of the individual gas transmittances. This means that the atmosphere will
effectively be opaque in a spectral region if anyone of the constituents is a strong absorber
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in that same region. Note that the gas transmittance spectra are not made up of individual
monochromatic lines but that the absorption lines register, instead, as finite bands of
wavelengths with a distinct shape. These shapes are determined by a physical process
refered to as line broadening. There are essentially three types. The first is known as the
Lorentz profile. It describes the broadening of spectral lines due to molecular collisions in
the lower atmosphere where the pressure is high. Thus, it is also known as pressure
broadening. The second is the Doppler profile. Moving up along the atmospheric column,
pressure decreases until it becomes insignificant above 40 km. Instead, line broadening
occurs as a result of temperature-generated thermal velocities in the molecules. Lastly,
there is the Voight profile which describes the line shapes due to the combined Lorentz-
and Doppler-broadening in the column 20-50 km.
We are now able to describe the full radiative transfer equation, since we know how
to quantify the emitted intensity, and how it gets attenuated as it travels through the
atmosphere from surface to TOA. Thus, the radiance as observed by a satellite can be
calculated as:
(2.1.6)
with or%) =-exp(1'ip» , Tips) the surface to TOA transmittance, and I;(p) the
transmittance from pressure level p to TOA. The Earth's surface is treated as a blackbody
which means we can substitute Iy(Ps) =e.J3y(ps)' The emissivity factor, e, is added to scale
the theoretical blackbody intensity to that of a real surface.
2.1.2 Relation between Radiance and Atmospheric State
The forward problem essentially solves Equation 2.1.6. Formally, it describes the
relationship between the TOA radiance, y, and the actual atmospheric state, x, in the
forward model or functionj(follow Rodgers (2000) for a detailed discussion), such that:
Y= ftx)+e, (2.1.7)
where e is the uncertainty due to instrumentation as well as limitations in the
calculation of radiative transfer (Equation 2.1.6 is based on a number of simplifying
assumptions). We use the term "state" to refer to the finite number of parameters (or
constituents such as temperature, humidity, trace gases, etc. along with the surface
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parameters) that define the thermodynamic natureof an atmosphere at a givenpoint in time
and space. Assuming a linear relationship between measurement and state, Equation 2.1.7
can be rewritten as:
y=KX+8. (2.1.8)
The weighting function, K, is the matrix of partial derivatives of each measurement
element, Yi, with respect to each state element, Xi, such that Kij =8yJoxj • The number of
elements in the measurement vector is determined by the spectral resolution of the
instrument. Each measurement element represents a spectral channel. The elements of the
state vectorrepresent the different parameters at distinctlayers in the atmosphere. With the
dimension of y as m and x as n, the matrix of K has dimension m x n. We can,
consequently, rewrite Equation 2.1.8 to illustrate how the weighting function map each
state element into a measurement element:
n
Yj= L(k;)jX j +8j .
j=1
(2.1.9)
When we consider that y is the TOA radiance measured by an instrument in space,
then x should be the true atmospheric state determining the spectral response in y.
However, given the complexities of radiative transfer through a real atmosphere, a number
of simplifying assumptions are made in the modeling of y. Rather than replicating the true
state, Equation 2.1.6 gives a best approximation. The relation in Equation 2.1.8 is,
therefore, only theoretically possible and, instead, it is common to linearize the solution
abouta reference state xa :
(2.1.10)
Here, the reference state, xa', represents the best knowledge of the atmospheric state
at the timeof analysis. In Section 2.2 we discuss how to solveEquation 2.1.10.
There are a number of forward models developed for use in atmospheric studies, and
some have been developed for the calculation of radiances as observed by specific
instruments. In this thesis, we use the RTTOV-9.2 forward model. It was first developed as
RTIASI (Matricardi and Saunders, 1999), but has been incorporated into the more
comprehensive RTTOV framework which calculates TOA radiance for a number of
different operational instruments (Matricardi et al., 2004). RTTOV-9.2 is a fast radiative
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transfer model and uses profi le-dependent predictors to parameterize the atmospheric
optical depths. Thi s makes it fast enough for ncar real-time processing. Although it docs
not calcu late line-by-line radiances, the resultant spectra are close enough to that produced
by a true line-by-line forward model such that the degree of accuracy is at or below
instrument noise.
An IASI spectrum calculated by RTTOY-9.2 for a mean Southern African
atmosphere duri ng winter is given in Figure 2.2, both In radiance and brightness
temperature units. At a 0.25 cm'l sampling interval, uninterrupted across the full infrared
spectrum (645-2 760 ern") IASI has 8 461 channels in total.
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Figure 2.2: (top) Radian ce and (bottom) bri ghtn ess spectrum for an average
Southern African winter atmosphere.
In addition to TOA radiance, RTTOY-9.2 also calculates weighting functions for
each of the atmospheric parameters. Below is the CO weighting function (Figure 2.3) and
it illustrates the sensitivity of the measurements with respect to the presence of this gas in
the atmosphere.
We notice that the IASI measurements arc sens itive to individual CO absorption
lines primarily in the free-troposphere between 300 and 800 mbar. Sensitivity, on the other
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hand, is very weak in the boundary layer. This is not uncharacteristic of infrared sounders
in general, since they depend on a thermal contrast that is often absent between the surface
and boundary layer (Clerbaux et al., 1998; Martin, 2008; Turquety et al., 2009). This poses
a significant limitation in the accuracy with which gas concentrations can be retrieved from
infrared soundings, especially since anthropogenic pollutant gases have their highest
concentrations in the boundary layer. The sensitivity also decreases at higher altitudes, but
this is due to a decrease in atmospheric pressure and a subsequent decrease in Lorentz
collisional broadening of the spectral lines (Turquety et aI. , 2009). Since CO
concentrations become insignificantly small in the stratosphere, this does not present a
problem in their retrieval.
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Figure 2.3: lAS I weighting functions calculated by the RTTOV-9.2 forward model
for a CO mixing ratio profile (mean of an ensamble over Southern Africa for
month of August). There are 699 weighting functions in total, corresponding to
the number of channels sensitive to CO in the range 2 050-2 225 cm-t •
The relationship between trace gas abundance and measurement is not strictly linear
as depicted here. Instead, it is a complex non-linear function of the surface properties
(emissivity and skin temperature), atmospheric temperature, and the gases radiatively
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(emissivity and skin temperature), atmospheric temperature, and the gases radiatively
active in the same spectral region, altogether (Turquety et al., 2004). However, assuming a
linear relationship is often adequate, and in the next section we discuss how to it.
2.2 The Inverse Problem
Since the launch of the first meteorological satellite, space technology has advanced
to such a degree that instead of a single instrument in orbit, there is today an extensive
network of Earth monitoring instruments in space covering a range of spatial, temporal and
spectral resolutions. With such a volume of data, it becomes possible to study not just
ecosystem patterns (e.g., snapshots of trace gas distributions) but also processes in time
(e.g., pollution transport vectors). Apart from the initial cost in the development of a
scientific payload, monitoring the Earth from space becomes cost effective considering that
a typical meteorological instrument is operational for 24 hours and has a predicted lifespan
of at least five years.
Much effort has gone into developing methods for processing the raw radiance data.
So much so, that the mathematics for inverting space-borne measurements of the
atmosphere is well-established. Below follow an overview of the main conceptual
framework.
2.2.1 Mathematical Description ofthe General Bayesian Scheme
The basic premise of atmospheric remote sensing is that a satellite measurement (or
more specifically, a sounding) of the atmosphere and the coincident atmospheric state are
related through the physics of radiative transfer. Inverting the measurements to arrive at an
estimate of the state is at the heart of a retrieval scheme. However, it can never be done
explicitly since experimental error (or uncertainty) is present at each step. In the forward
problem, there is uncertainty in the background knowledge of the state as well as in the
radiative transfer model with its simplifying assumptions about the atmosphere. These
errors map into the resultant radiance estimates. The inverse problem, similarly, has errors
in the measurement (e.g., due to instrumentation) and a priori estimate used and these in
turn map into the retrieval. Therefore, the proper treatment of experimental error is one of
the dominant considerations in designing a retrieval scheme.
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There are a numberof pivotal works on inversion methods and the following section
draws on a selection of them (Menke, 1989; Parker, 1994; Rodgers, 2000; Modest, 2003;
Tarantola, 2005).
Uncertainty is typically present in the measurement and background state variables
as random noise. A useful formalism with which to express such variables is the
probability density function (pdf). It gives the probability that a random variable will not
exceed particular error bounds, i.e. it defines the variable valid within a range of values. It
is important to note that probability interpreted in this way is a measure of the knowledge
of a variable rather than its distribution as a result of repeated trials at making the
measurement, which is the general interpretation.
A number of simplifying assumptions are made about the nature of thepdf First, it is
assumed that all biases in the error have been removed, and second, that the error between
two variables are uncorrelated (e.g., between the background and measurement pdfs;
Purser and Huang, 1993). With unbiased experimental error, the pdf is a Gaussian (or
normal) distribution and takes the form:
1 [( -)2]P - ~ y-y
. (y) - (2n)"2a ,P 2a2 '
with a mean y and variance 0 2 , such that
E(y) = JyP(y)dy, and
0 2=E«y - y)2) =f (y - y)2P(y)dy.
(2.2.1)
(2.2.2)
(2.2.3)
Here E is the expectation operator which creates a sample estimate of the random
variable. This operator, by definition, is the integral of the random variable with respect to
its probability measure. For continuous random variables with a density function, such is
the case explored here, the expected value translates to the probability density-weighted
integral, or weighted mean. The sample estimate of a pdfcan also be viewed as the value
with the lowest variance.
Equation 2.2.1 is the Gaussian definition for scalar values, but it can be translated to
describe the vector quantity of a measurement y such that' P(y) becomes the probability
that the true value of the measurement lies in the multidimensional interval (Y, y + dy) in
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measurement space with mean E(y) - f yP(y)dy. The multivariate extension of the
sample variance, however, is more complicated. Instead of calculating a simple scalar
value as in Equation 2.2.2, the elements (i.e. channels) of the measurement vector y
(dimension m), need to be correlated pairwise as follows:
S, = E{(Y - y)(y - yr}
[m_m] [rnx l ] [Ixm]
(Y. - YI)2 (Y. - YI)(Ym - Ym)
= E (Y2 - Y2)(YI - Yt) (Y, - yY "'(Y2. - Y2)(Ym - Ym) (2.2.4)
a,.t a l,2 al,n.
a2; a2,2 a2.m
The diagonal elements are the scalar variances corresponding to each of the m
channels and the off-diagonal elements are the covariances between respective channels.
Note that this covariance matrix is symmetric and non-negative.
The vector form of Eq 2.2.1 then becomes:
(2.2.5)
In this form it gives the pd[for the radiance measurements in the inverse problem. The
objective of a retrieval is to obtain information about the structure of the atmosphere. This
structure is traditionally obtained by calculating the condition, at various vertical layers, of
distinct atmospheric parameters; e.g. profiles of temperature, water vapor, and the trace
gases 03, C02, CO, N20 and C~ (assuming infrared absorbing species only). The
problem with this, though, is that these atmospheric variables are continuous functions
through the vertical column whereas the measurements made by sensors are made in
discrete spectral intervals. In other words, we have a discrete function with which to
determine the values of a continuous one. This is a well known problem in general inverse
theory and is referred to as the under-determined problem (Menke, 1989). This means that
there are not enough measurements to solve the retrieval parameter exactly because m < n,
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where m and n are the measurement and parameter dimensions, respectively. An under-
determined problem essentially has an infinite number of profiles consistent with the
measurements because the parts of a profile for which the measurements contain no
information can take on any reasonable value. A background estimate of the parameter is
used in this case, to constrain the problem so that a solution can be found (Eyre, 1990).
The Bayesian scheme combines the background knowledge of an atmospheric state
with the satellite measurements in order to arrive at an estimate of the actual atmospheric
state. The Bayes theorem reads:
P(x I )= P(y Ix)P(x)
y P(y) , (2.2.6)
where P(ylx) and P(x) together form the forward problem, with P(ylx) the estimated
measurements Ygiven a background state x which is given by P(x). P(y) and P(xly), on the
other hand, constitute the inverse problem with P(y) the satellite measurements and P(xIY)
the retrieved parameters given the measurements, y.
In the Bayesian scheme the measured radiances are not physically inverted because
the path of heat transfer through the atmosphere cannot be reversed exactly. Rather, the
scheme provides a framework with which to invert the radiances mathematically. By
relating the forward problem with the inverse problem a solution is found at the point of
minimization between the two. The Bayesian solution is a probability density function in
itself, which means that the measurements are inverted into a set of probable values rather
than a single solution. In atmospheric science, however, a single retrieval value is required
for use in applications, e.g., numerical weather prediction (NWP) or climate research. This
is achieved by selecting a single value from the solution set, P(xIY), given some optimality
criterion. For Gaussian pdfs this usually corresponds to selecting either the most probable
value or one with the lowest variance.
Below follows a detailed breakdown of how the Bayessian scheme is solved given
the optimality criterion ofminimum variance.
Let x, denote the estimate of the background knowledge of the state x, which is
assumed to be normally distributed like the measurement vector, y. The term background
is used here to denote knowledge of the state before the measurements are made and is
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often used interchangeably with the term a priori. The mean and the a priori estimation
error covariance matrix [n x n] are accordingly defined as:
E{x]=x.
E(x-x.)(X-Xa)T =S.,
with the Gaussianpdfas:
(2.2.7)
(2.2.8)
From Section 2.1.2 we know that the measurements can be estimated from x,
according to the simplified linear relation y =Kx, +c. Since P(x) is Gaussian, so should
the measurement estimation be, with mean,
E{y]= EIKx+c]=KE{x]+ E{c]=Kx.
and associated error covariance matrix,
.s;,. = EI(y-Kx.)(y-Kx.fl
= EI(Kx+c-Kx.)(Kx+c-Kx.)T]
=KTE{(x-xa)(x-xa)T]K + E{eeT]
=KTSaK+Ss
Therefore, the associated pdfof the estimated measurements can be written as
(2.2.9)
(2.2.10)
(2.2.11)
The difference between the real and predicted measurements, y - Kx., is termed the
"residual." This error term, like those for the a priori state x and measurements y, has zero
mean:
E{y-Kx.]= E{y]-Kxa =Kxa -xx, =0. (2.2.12)
Substituting Equations 2.2.5,2.2.8 and 2.2.11 for P(y), P(x) and P(Ylx),
respectively, into the Bayesian scheme (Equation 2.2.6) the solutionpdfcan be written as:
P(x Iy) = Dexp[1{(y-Kx)TS;'(y-Kx)+ (X-X.)TS~I(X-X.)­
(y - Kx.) TS;.Is<y - Kx.)} ], (2.2.13)
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with,
15;.011 /K TSoK +Scl1
D= (2Jr)11S;111s:1= (2n)11Sc111S011 .
(2.2.14)
However, by definition P(xly) has a Gaussian distribution, so we should be able to
write it as:
(2.2.15)
Here i is the expected value E[x] with covariance matrix S defined by
S=EI(x - i)(x - i)T], which is also referred to as the retrieval error.
Given this, we can equate the term preceding the exponent in Equation 2.2.15 with D
in Equation 2.2.13, in order to solve the error term S.
(2.2.16)
A r. -1S=ScSo(K SoK+SJ
=(K TSoK(ScSor l + Sc(ScSorlrt
=(K TS~IK+ S~Ir'.
This defines the retrieval error and we can now solve i by equating the exponential
terms in Eq 2.2.13 and 2.2.15 as:
(x -i)S-l(X -i) =(y -KX)TS~I(y-Kx)+ (X-xo)TS~l(X -xo)-
(y - Kxo)TS~,lo (y - Kx.).
(2.2.17)
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Then, equating the terms linear in xT gives:
and inserting the identity S~1 = S-I - KS;'K, the solution becomes
x... x + ( K T S-I K + S-I )-1 K T S-I ( Y - K x )
a £ a e il •
[nxl) [mxn] [mxm)[mxnj [nxn] [mxn![mxm] [mxl) [mxn)[nxII
(2.2.18)
(2.2.19)
In this form, the inverse solution is the sample estimate (or conditional mean) and
satisfies the criterion ofminimum variance. Menke (1989) defines the meaning of the mean
in this case as, "although the data cannot resolve the model parameters at a particular
point, they can resolve the average of the model parameters in the neighborbood of that
point."
Often, however, only a single parameter is retrieved and x, - as it is used in
Equation 2.2.19 - is not the full atmospheric state. As a result, the TOA radiance can not
be calculated from KXa because this product contains no knowledge of the constituent
parameters making up the full state. The form below is then used instead, where Y; is
calculated using some background knowledge of the full atmospheric state and xa takes on
any value.
A _ =(KT S-1 K S-I)-IKTS-1( _ )X x a E + a E Y Ya • (2.2.20)
Another way to approach the inverse problem is to solve the Bayesian scheme with
an optimality criterion for maximum probability. This demands that Equation 2.2.13 be
maximized, which is achieved when the exponent is minimized (Rodgers, 2000; Weisz,
2001). Therefore, the most probable state is the one which minimizes the cost function in
the least-square sense,
(2.2.21)
Note that in this case the denominator P(y) serves as a normalising factor only and can
be omitted from the calculation. Solving aX2/ ax ... 0, .we arrive at the maximum
probability solution which is equal to the minimum variance solution in Equation 2.2.19
(Rodgers, 2000). Hence, the optimal Bayesian solution is not only the conditional mean of
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the pdf (or minimum variance solution), but also the mode (or maximum likelihood
solution; Weisz, 2001).
We have demonstrated here the linearised solution to an assumed weakly non-
linear problem. This is based on two key assumptions, (i) the non-linear Planck function of
temperature in the forward problem can be linearised about some state x, such that
j{x) = y =Kx, and (ii) the a priori pdf has a Gaussian distribution. Linearising an
essentially non-linear problem is adequate for finding a solution about a prior state, but
care should be taken when interpreting the results. The linear solution is valid only within
the error bounds of the retrieval pdf.
In the case of moderately non-linear problems, they often have non-Gaussian
solutions (due to the a priori being non-Gaussian). This means that the sample mean about
x, is not necessarily the optimal solution. In such a case, an iterative linearised approach is
followed with the a priori becoming the first guess. It is replaced with its own solution as
x, in the next iteration. This way, with each iteration, it becomes possible to move closer
to the maximum probability solution (or pdfmode). It is beyond the scope of this thesis to
discuss all alternative inversion schemes, but Weisz (2001) gives a detailed discussion,
together with the solution to a grossly non-linear problem.
2.2.2 Characterisation ofan Atmospheric Inverse Scheme
Having solved the inverse problem, it is important to remember that the retrieval
scheme is not a means with which to physically invert satellite measurements. Rather, it
provides a means with which to mathematicallly improve on the background knowledge of
an atmospheric state given the measurements made (Tarantola and Valette, 1982; Eyre,
1990). As mentioned already, the term probability density is used here to characterise the
knowledge of a variable with a sample mean and variance as the error term. In this way,
when evaluating the solution variance, s, it can become an estimate of the accuracy of the
solution. Since we have the error defined for both P(x) and P(xIY), we ean explicitly test
whether the knowledge of the state has been improved. A good retrieval scheme should
yield a retrieval error smaller than the background error, or § <S8'
Apart from the solution, X, there arc other values which can be calculated about the
retrieval scheme and which provide useful additional information. We highlight them here.
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The Bayesian inversion scheme is solved as a linearization of the forward model. If
we think about this differently for a moment then we can say that the solution is found at
the tangent line to the forward model about some reference state xa' and then we can write
the solution in the familiar form:
(2.2.22)
This means that some generalized inverse of the weighting function K (dimension
m x n) must exist such that we can write x- xa ... inv(K)(y - Kx,) with F(x u ) '" Kx u ' But
from Equation 2.2.19 we know that the solution has the form
x - Xu ... (KTS;IK + S~lr'KS;'(y - Kx,). Given this, the generalized inverse, G, of the
weighting function, K, can be equated to the term multiplied with the residual, y - Kx u '
such that,
(2.2.23)
This generalized inverse of K has been coined the contribution, or gain junction, G.
Where the weighting function is the partial derivative of the measurement with respect to
the state, (K =- iJy, dimension m x n), the gain function is the partial derivative of the
ax
retrieval with respect to the measurements, (G ... ax, dimension n x m). The m individual
iJy
columns of G reflect how each measurement (or channel) contributes to the retrieval
(dimension n). Stated' differently, the columns of G can be evaluated as the sensitivity of
the retrieval to each channel.
Substituting Equation 2.2.23 into 2.2.19, the retrieval scheme can be simplified as
x-xu +G(y-Kxu)
- (I-GK)xa + Gy,
(2.2.24)
and now it is clear how the solution is linear about some reference state xu' With the
solution in this form we can start to develop an intuitive sense of the retrieval as a
weighted mean (which is a term often used in reference to x). For example, if we use
measurements with a high accuracy (small St) the gain will be large. Thus, the term on the
right hand side of Equation 2.2.20 will accordingly be large and in that sense the
measurements will contribute more to the estimate x than the prior estimate xu' On the
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other hand, if the uncertainty in xa is low (small Sa) relative to that in the measurements,
the gainwill be small. This willplace more weighton the term x, and we can then saythat
the retrieval will gain more from the contribution of its prior information than from that of
the measurements.
Another useful quantity is the averaging kernel. It is derived by substituting the
linearlised form of the true measurements y == Kx in Equation 2.2.24 as follows:
(2.2.25)
Thus, A == GK == ax x By == ax , dimension [n x n]. It is simply a product of the two
By ax ax
sensitivity functions discussed so far; the measurement sensitivity to the parameter, or
weighting function K, and the parameter sensitivity to the measurements, or gain function
G. Turquety et al. (2004) described the behaviour of the averaging kernel as being similar
to that of the weighting functions, K, but with opposite signs, such that increased
parameter concentration implies decreased outgoing radiances, but increased columns.
The averaging kernel can be viewed as relating the retrieval to the true state by
describing the subspace in which the retrieval must lie. In other words, it gives a measure
of how closely the retrieval resembles the true state. So, instead of Equation 2.1.24 and
using the relation e == y - Kx, we can formulate:
X=(I-A)xa +Ax+Ge
=xa +A(x-xa)+Ge.
(2.2.26)
In the ideal case; x would originate entirely from the true state x with a one-to-one
mapping into the solution subspace such that A - In' However, in reality, due to
experimental error this is almost never the case. Theaveraging kernels, ~ (with is n), are
peaked functions and the parameter estimates, therefore, weighted averages of the true
parameters. Since O:Si AI :Si 1, the kernels can be thought of as a rough measure of the
fraction of the retrieval that comes from the measurements (which contain the true state),
rather than the a priori. As we will see in Section 4.1, this term plays a significant role in
analysing the information content of a retrieval scheme.
We should take a moment here to return to the dimensionality of the retrieval
scheme. A way to work around the under-determinancy of the problem is to discretize the
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continuous parameter function into a finite number of values. This means that instead of
working with the atmosphere as a continuous function, it can be divided into a number of
layers with the parameter value averaged across each layer. The retrieval parameter (or
profile) then becomes a vector, each element denoting an atmospheric layer. From here on
we will refer to the parameter dimension as [nlev] and the measurement dimension as
[nch], respectively, instead of nand m.
In this way, the under-determined problem can become over-determined when
nlev < nch. This is the case when working with hyperspectral measurements, because there
are thousands of channels which make up the measurement vector and the standard
practise is to discretize the profile into tens oflayers (with the number and thickness of the
layers vary depending on the retrieval parameter). Temperature, for example, has a lot of
variation throughout the atmospheric column and is usually retrieved in a high number of
thin layers in order to capture as much of the variation as possible. Ozone on the other
hand, has most of its variation concentrated in the stratosphere and fewer, thicker layers are
used for the retrieval in the lower and upper atmosphere. A similar approach is followed
for the anthropogenic pollutants, such as methane (CH4) and carbon monoxide (CO), both
of which vary mostly in the troposphere.
Exactly how the profile is discretized is the topic of much debate because it directly
influences the accuracy of the retrieval. When nch > nlev there are more knowns than
unknowns which means that there are, like the under-determined case, a number of
different solutions to the problem depending on the degree of over-determinancy. How this
has been dealt with in the retrieval of trace gases will be discussed in the next section.
In addition to being under-determined, the retrieval scheme is also known as being
ill-posed (or ill-conditioned) (Rodgers, 2000). This can be understood by first looking at
the definition of a well-posed problem which has the following Hadamard conditions
(Alifanov, 1994; Modest, 2003):
• A solution to the problem must exist (solvability condition)
• The solution must be unique (uniqueness condition)
• Small changes in problem variables cause only small changes in the solution
(stability condition).
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If any of these conditions are violated, then the problem becomes ill-posed, which is
indeed the case for atmospheric retrievals. The most obvious violation is that of the
uniqueness condition with the solution being a pdfby definition. The stability condition is
also violated. We know from investigating a parameter's weighting function, K, that the
measurements are not equally sensitive to changes in the parameter along all atmospheric
layers. This is especially the case for trace gases where the maximum sensitivity of the
measurements is in the mid-troposphere. In other words, the profile, x, is not continuously
dependent on the measurement j{x) along the entire atmospheric column. Most of the
improvement on the background will be in the troposphere with the retrieval heavily
depending on the a priori otherwise. This renders the retrieval sensitive to random errors in
the layers for which the measurements have a low sensitivity.
From the discussion in this chapter, it should be clear that the inversion of
atmospheric soundings is not a simple problem. The top-of atmosphere radiance measured
by space borne infrared instruments is the result of complex non-linear interactions
between outgoing radiation and atmospheric constituents. These interactions can be
modeled by applying fundamental laws of physics. However, a number of simplifying
assumptions about the atmosphere are made in order to make the analysis of large datasets
possible (e.g., being plane-parallel, cloud and aerosol free, etc.) which become a trade-off
between accuracy and speed of calculation. We can summarize this by saying that, in a
sounding experiment, there is noise (or uncertainty) in the TOA measurements due to
shortcomings in instrumentation, as well as noise in our understanding of the TOA
radiances due to simplifying assumptions made in atmospheric radiative transfer.
The solution framework we have adopted here, the Bayesican scheme, allows for the
inversion of measurements in the presence of such experimental noise. Rather than a single
correct value, the solution is a probability density function from which the analyst can
select a value based on some optimality criterion. This makes the inversion scheme highly
flexible in its application, but at the same time highly specialized in its implementation.
In the next chapter we detail the data requirements of the new retrieval scheme
proposed in Chapter 5 for the retrieval of carbon monoxide from IASI soundings.
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CHAPTER 3: EXPERIMENTAL FRAMEWORK - DATA
REQUIREMENTS
In developing a new retrieval scheme, it is ideal to test it on simulated, as opposed to
real, measurements since the error can be well defined and the true atmospheric state
explicitly declared. The ensuing four sections will highlight some of our main
considerations in designing the experimental framework which serves as the test bed for
the new trace gas retrieval scheme detailed in Chapter 5.
In developing and optimizing a retrieval scheme for trace gases we were guided by
the basics of inverse theory (Section 2.2) together with knowledge gained from working
with operational trace gas products. The retrieval problem, itself, is well-documented with
numerous studies on specific cases for temperature and humidity; two parameters for
which infrared measurements have a high sensitivity. The retrieval of trace gases, on the
other hand, is still a young field of research. It was made possible for the first time only (at
least in the case of CO, CH 4 and N20 ) with measurements from infrared hyperspectral
sounders, the first of which was launched into operational orbit as recent as 2002 (i.e.
AIRS instrument on the Aqua spacecraft). Having low densities, trace gases produce a
weak signal in narrow intervals of the infrared spectrum and this poses many challenging
problems in their inversion.
We present here a retrieval scheme for CO, but in doing so also evaluate and discuss
the problem of trace gas retrievals in a general sense. Much of the latest research on this
complex problem is available as soft literature (i.e. lectures, conference presentations or
informal reports). Where possible, we obtained these but are aware that in presenting our
case here, we may exclude the latest findings. This work, thus, represents our best
knowledge and reasoning at the time and we aim to communicate this together with the
results.
3.1 Sample Data
In order to prepare either the a priori or measurement vectors for use in the retrieval
scheme, an estimate of the entire atmospheric state has to be assembled. Even though only
a single parameter is retrieved, the forward model requires an estimate of the full state in
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the calculation of the measurements, Yo' The exact structure of the state vector depends on
the forward model used. We are using the RTTOV-9.2 radiative transfer model (RTM)
(Matricardi et al., 2004) in this study and the required structure of the state vector is
summarized in Table 3.1.
Table 3.1: Structure of the state vector required by forward model RTTOV-9.2..
Parameter Abbreviation Units Dimension SourceNalue
Temperature T K [1:nlev] RAQMS
Humidity Q ppmv [1:nlev] RAQMS
Carbon dioxide CO2 ppmv [1:nlev] Constant
Nitrous oxide N20 ppmv [1:nlev] RAQMS
Carbon monoxide CO ppmv [1:nlev] RAQMS
Methane CH4 ppmv [1:nlev] RAQMS
Boundary layer 2mT K [1] T(nlev)
temperature
Boundary layer 2mQ ppmv [1] Q(nlev)
humidity
Surface pressure 2m Ps mbar [1] RAQMS
Wind components rn s" [1:2] 0.0
Surface T skin K [1] RAQMS
temperature
Surface emissivity Tskin Emissivity [1:5] 0.98
Cloud top mbar [1] 500
pressure
Cloud fraction % [1] 0.0
3.1.1 Atmospheric Profiles
Approximations of the state are usually found as in-situ measurements or forecast
fields (which is a product of numerical weather prediction). The former are the most
accurately available for any variable since they originate from direct measurements with
low noise. However, such measurements are often too localized in space and time to be
useful on a regional scale and are mostly point measurements without information of the
vertical structure. It is also very difficult to find coincident in situ measurements describing
all the variables necessary to make up the background state for the RTM.
A number of field experiments have been conducted to try overcom this by
concentrating an extensive array of in situ and remote measurements in space and time.
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The SAFARI 2000 field campaign, between 1999 and 2002, was the most recent such
experiment in Southern Africa. However, there are no SAFARI data coincident with real
IASI measurements, the first of which was made late in 2006.
Forecast fields have been widely used as a reliable alternative. The term field is used
here to mean atmospheric variable and is often used in reference to NWP data; an estimate
of the variable is an output field from running a forecast model. Usually, forecast fields of
atmospheric variables are available at daily or hourly intervals on a regularized global grid,
with profile values reaching from the boundary layer (or surface) to TOA. Although they
have higher uncertainty than in situ measurements, the error functions are usually known
and well-defined. As long as one has a good estimate of the error, it is possible to do a
retrieval by defining the result with respect to the background error bounds.
There are a number of sources for forecast fields. The two main ones for T, Tskin, Q
and 03 are from ECMWF (www.ecmwf.int), and the American National Center for
Atmospheric Research Global Data Assimilation System (NCEP/ODAS;
www.mmm.ucar.edu). Since the retrieval ofT and Q are the standard inversion parameters
for weather and climate studies, these two data sources usually provide all the fields
necessary for describing the atmospheric state. When trace gases are not the focus of a
retrieval, it is sufficient to use their climatologies as estimates, so they are often not
included in the array of forecast fields produced by research centers.
However, in this study we are specifically interested in retrieving trace gas
concentrations. Accurate measures of their vertical distributions are, therefore, pivotal in
defining the background state. However, there are no trace gas fields in the ECMWF or
NCEP/ODAS models. Hadji-Lazaro and Clerbaux (1999) cited the use of their trace gas
background values as beingfrom the IMAGES and MOZART chemistry transport models.
These, however, were not available to us at the time. Other sources are the Thermodynamic
Initial Guess Retrieval (TIOR) climatological database used by Clerbaux et al. (2003). In
an earlier paper, they used trace gas estimates from the Intermediate Model of the Annual
and Global Evolution of Species (IMAGES) 3-D chemical transport model of the
troposphere (Clerbaux et al. 1998).
The NASA Langley research Center/University of Wisconsin (LaRC/UW) Real-time
Air Quality Modeling System (RAQMS) is a full set of analysis fields for all the main
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atmospheric constituents in addition to most trace gases. Although the model is not
operational yet, we were able to obtain forecast fields for August 2006 of the entire globe.
A full description of the dataset is available in recent publications (Pierce et al., 2003;
Pierce et al., 2007), but a summary by Pierce et al. (2003) give a concise description. They
state that RAQMS is a ''portable, global- to regional-scale meteorological and chemical
modeling system which has been developed for assimilating remote observations of
atmospheric chemical composition and predicting regional air quality. " RAQMS analysis
fields are available at a spatial resolution of 2° x 2°. In addition to the standard fields of T,
Tskin, Q and 0 3, trace gas emissions are also modeled. These are calculated with input from
the lOx 1° GElS/EDGAR public database with updates from Asian emissions and
additional biogenic CO sources. In addition, the CO values are calibrated with estimates
from MODIS Terra and Aqua fire detections.
Each RAQMS profile is defined along a unique 35-level vertical grid with its surface
pressure defined as it is at the topographic elevation of the profile's geographic coordinate.
The 35 levels extend to TOA at approximately 60 km. For many forward models, the fact
that the profiles are not defined along a standard grid starting at sea-level may pose a
problem. However, the RTTOV-9.2 forward model used here does allow the user to define
a unique pressure grid for each input profile. The problem we faced was of a different
nature altogether. In a simulated study such as this one, a statistical and not a real
atmosphere is used as background estimate (for a full discussion, refer to Section 3.3). This
statistical background is derived from a regression analysis which employs a large set of
training profiles to cap.ture the variance within the atmosphere along each layer. However,
if each of the profiles are defined along a different vertical grid, then it becomes difficult to
understand the meaning of the variance at, say, the first layer of the training set profiles
(here 'layer' refers to the atmosphere between level nand n + 1). In addition, the resultant
regression solution will not have a corresponding solution pressure grid defined.
We addressed this by interpolating all the RAQMS profiles to a standard grid. As a
standard we used the SARTA forward model grid (Appendix A.3). It has 101 levels
defined from sea-level at 1 100 mbar to TDA at 0.5 mbar (-53 km). We argue that this grid
is fine enough to represent the vertical structure of most variables adequately without
putting too much strain on computing time. For our purpos~ of retrieving total column
trace gas densities, we reduced this grid to 91 levels (Appendix A.3)., It differs from the
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average RAQMS grid definition which starts well above sea-level at 960 mbar. Therefore,
one problem with interpolating the RAQMS to a modified SARTA grid is that in extending
the surface elevation to sea-level there are essentially no information in the original grid to
inform this difference. A purely mathematical interpolation populates these levels with a
fill value (e.g., -999), which become problematic in the forward calculation. We performed
a linear interpolation but, instead, assigned the difference with the surface value from the
original 35-level grid. The effect this had on the profile definition for CO mixing ratio
profiles is illustrated in Figure 3.1 .
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Figure 3.1: RAQMS forecast fields of CO mixing ratio profiles integrated from 35
levels (with surface pressure set at elevation) to a standard 91 levels (with
surface pressure at sea level). Ten profiles (every tenth profile from ns = I to
ns = 100) from the parameter train ing set, X,,,are disp layed .
When the artificial linear shape of these profiles ncar the surface is investigated, it
could raise concern. However, this is not as problematic as it seems since the
measurements have low sensitivity to CO at the boundary layer - in the retrieval, they will
barc1y add new information at this level - and most of the improvement on the background
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will register in the mid- to upper troposphere. We argue that the magnitude in the
difference between the a priori and retrieval will be much the same irrespective of the
profile's boundary layer definition (provided that it is within physical limits).
An alternative solution to interpolation is to perform regression analysis using the
individual 35-level profiles and not be concerned with the fact that the layer boundaries are
not uniform among all the profiles making up the training set. An appropriate definition for
the resultant regression retrieval grid could then be the average grid from the training or
truth set (Brad Pierce, personal communication, July 2009). The argument supporting this
is that the difference among the pressure grids of the training set profiles is not significant
enough to affect the physics of their vertical distributions. The advantage in this method is
that the surface region will not be artificially enlarged as is the case with the solution we
implemented (Figure 3.1). The fact of the matter is that pollutant trace gases, such as CO,
have their highest concentrations in the boundary layer and lower troposphere.
Misrepresenting their values in this area could affect the trace gas total column amounts,
which means that their concentrations could be either over- or under represented during
inversion of the measurements. However, we argue, that surface variation is notoriously
difficult to determine exactly, even in modeling. In addition, surface variation (or error) is
greatest in the boundary layer and highly variable. By extending the surface to sea-level for
all profiles, the error term will not be significantly affected and since a retrieval is nothing
other than a reduction in error, this reduction will be the same irrespective of the exact
values of the boundary layer mixing ratios. Thus, the accuracy of the retrieval will be
unaffected.
Only a full sensitivity study can reveal the difference between these two approaches
in future studies of the algorithm.
3.1.2 Surface Properties
Infrared soundings are insensitive to parameter values in the boundary layer because
they rely on a thermal contrast between the boundary layer and surface to accurately detect
parameter concentrations. However, retrievals of gas amounts in the boundary layer are
often possible when there is a high contrast between the skin and boundary layer
temperatures (Martin, 2008). For most cases, however, boundary layer retrievals will be
associated with a high error, but one which can be reduced somewhat by using accurate
definitions of surface parameter values in the forward calculation. There are essentially
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two surface parameters of importance, the surface emissivity as well as skin temperature
(T skin). The latter was available as a forecast field from the RAQMS database.
Many applications define a constant surface emissivity of 0.98 for all surfaces.
Although this may be adequate within the retrieval error bounds of strong absorbers, it is
too coarse a measure in trace gas retrievals. We adopted the global database of infrared
surface emissivity developed by UW-Madison (Seemann et al., 2008). These emissivity
values are based on the Moderate Resolution Imaging Spectrometer (MODIS) operational
land surface emissivity product (MODI 1), which has emissivities defined along six points
"
in three spectral regions; 3.8-4, 8.6 and 11-12 urn. However, our interest here lies in the
CO absorption range which is centered around 4.7 urn and not explicitly defined the
MODll product. The UW-team used a baseline fit method, trained on laboratory
measurements, to redefine the MODI 1 product along ten spectral points (3.6, 4.3, 5.0, 5.8,
7.6,8.3,9.3, 10.8, 12.1 and 14.3 urn) which serve to better capture the emissivity spectrum
along the full infrared range. The radiative 'transfer model, RTTOV-9.2, employed here in
the forward calculation expects as input an emissivity value defined for each selected
channel. We consequently interpolated the ten UW emissivity data points to the 8 461 IASI
channels in order to obtain a hyperspectral emissivity spectrum.
Below (Figure 3.3) we plot the emissivity and illustrate the sensitivity of the retrieval
scheme to the emissivity definition used. We specifically compare the difference in
brightness temperature between a constant emissivity value of 0.98 and the hyperspectral
interpolation of the UW baseline fit of a MOD11 product.
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Figure 3.2: Sensitivity of IASI measurements to surface emissivity. (top) Emissi vity
spectra corresponding to the Southern African region during the month of
August 2006 along th e 10 UW spectral hinge-points. (middle) Mean Southern
African emissivity spectrum interpolated to the lASI hyper spectral grid.
(bottom) Brightness temperature difference between using a constant value of
0.98 and the hyperspectral emissivity spectrum in the forward calculation. Note
how the sensitivity is as high as 0.2 K in the CO absorption range (2 050-
2225 em").
3.2 Measurements
As we have seen in Equation 2.2.18 the retrieval scheme requires two radiance sets,
the real measurements, Y, that are to be inverted and the estimated set, Y a , reflecting the
IOA radiances given a background knowledge of the state. It is at the point of
minimization between these two sets that the solution (i.e. estimate of the true parameter or
state) is found.
Capital letters are used in reference to the measurements when we mean the
individual spectra, y, combined into a full matrix set of measurements, Y, with dimension
[ns x nch], where ns denotes the total number of samples used in the experiment. The same
holds for estimates of parameter, x, in a matrix set X, with dimension [nlev x liS] .
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We use the term real in reference to sounding measurements when they are made by
a space borne instrument. The term simulated, on the other hand, refers to measurements
calculated by a radiative transfer model from a background (modeled or statistical)
knowledge of the atmospheric state.
3.2.1 Simulating Noise-Free Measurements
In a testing environment, the objective is to have a true state defined explicitly. This
makes it possible to test a retrieval scheme in absolute terms where the retrieved
parameters can be compared directly against the truth. In an experimental setup with real
measurements, the true state would typically be defined by low-noise in situ
measurements. Such measurements, however, are rarely available at the required spatio-
temporal resolution and even when they are their noise levels may not be low enough. A
scheme is best tested in a controlled, synthetic environment where a set of infrared
measurements is simulated from a model of the true atmosphere. This makes it possible to
establish exactly how accurate one retrieval scheme is compared to another in solving
certain parameter inversions.
In Section 2.2, we discussed how the physical Bayesian scheme requires at least one
simulated radiance set, the estimated measurements, Ys: This set is calculated from some
prior background knowledge of the atmosphere, Xa , which defines the point of
minimization. In a testing environment, however, a second simulated radiance set is
required to replace the real measurement set, Y, otherwise used in operational retrievals. It
is calculated from the definition of the true atmosphere and we accordingly refer to it as
truth measurement set, Y I .
For our study, it is necessary to simulate a third radiance set, the training
measurements, Yin for use in a statistical retrieval of the atmospheric background estimate,
X, (discussed in Section 3.1.1). In a simulated environment the definition of the
atmosphere is not restricted to geographic coordinates and a purely statistical estimate can
be used instead. This makes it possible to model an atmosphere which is coherent with the
space-time of the experiment. In addition, the exact error bounds of the atmospheric
parameters can be calculated statistically. As will be discussed in detail later, regression
analysis (which is the method commonly employed to calculate a statistical a priori or
estimate) relies on a large sample of parameter estimates with which to simulate all
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possible manifesta tions of the measurements. This is referred to as the training set, Ytr »
with dimension [nts x nch ], where nts is the number of trainin g samples.
In order to s imulate these measurement sets, a background atmospheric state for each
had to be prepared . The RAQMS forecast fields were available for the month of August
2006. We sampled all the profiles with in the Southern African region defin ed as both land
and ocean, day and night , within the bounding box, [ I OOE, OOS] to [500 E, 400S]
(Figure 3.5) . Thi s was done in orde r to avo id any obvious biases in the trainin g data and to
allow for as much variation in the param eters as possible.
E
Figure 3.3: The study region, Southern Africa. It includes land and ocean within the
bounding box 0° - 40°5, 10°_ 500E.
The RAQMS data have four profil es per day (one eve ry six hours) and we sampled
these every other day during the month of August, which resulted in 16 days altoge ther.
Thi s gave a tot al of 14 112 sample profiles. Every tenth profile was ass igned to the truth
set XI (ns = 1 410 ) and the remainder was ass igned to the train ing set X; (nts = 12 442).
They were all assumed to be clear sky.
We used RTTOY-9.2 as forward model to simulate the radiances. It is a set of
FORTRAN 90 code which was compi led on a 64-bit GNU/Li nux server, CentOS release
4.4 . Th e 14 112 samples were processed in parallel on 26 server clusters. RTTO-9.2 is
designed to process a single profi le at a time and runs to com pletion in approximately three
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minutes for each. Parallelizing the processing was, therefore, imperative. The large
processing and memory requirements ofRTTOV-9.2 stem from the fact that a coefficients
file, 1.8 GB in size, has to be loaded into memory each time. In an operational
environment, this can be overcome by optimizing the code. All the procedures listed in this
thesis pertaining to the inverse problem, both the statistical and physical retrievals, were
coded and implemented as a series of scripts using Matlab v. 7.2.0.283 (R2006a).
The mean and standard deviation of the training set, YIn is plotted to characterize the
radiance (and by implication the atmospheric state) of the study region (Figure 3.4). The
Southern hemisphere is at the end of its winter season during August. That is the reason
why the surface temperature is a low 290 K (visible in the atmospheric window between
800-1 000 em"). During summer in the same region, surface temperatures may rise to
values around 330 K. The same atmospheric window also has a narrow range in TB which
confirms our assumption of cloud-free conditions. The large variation in the water vapor
band (1 200-1 600 em") is due to the fact that we sampled profiles over both land and
ocean. At the end of the dry winter season, vegetation is at its driest in this region which
makes August one of the months with the highest frequency of biomass burning resulting
in frequent occurrences of strong CO emissions. This is evident in the CO absorption range
(2 050-2 220 em") with a 'standard deviation as high as 4 K in places.
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Figure 3.4: IASI sim ulated measurements, (top) mean, and (bottom) standard
deviation of the training set, YIn in brightness temperature units (ns = 12 440).
The same procedure was followed to simulate the truth and background
measurements, Y t and YG, from the states, X t and X a , respectively.
The forward model, RTTOY-9.2, can output the simulated spectra in either radiance
or brightness temperature (TB) units. However, due to memory restrictions, we assigned
only the radiances for output. This docs not present a problem, since radiances can be
converted to TB by simply inverting the Planck function, B, with respect to temperature.
Brightness temperature is the temperature that corresponds to a radiance value at a given
wavenumber according to the Planck function, and is calculated as:
In[1 + c1v3 /y ]'
(3.2.1)
where v is the wavenumber [ern"] , y the TOA radiance spectrum [mW·m-2sr"l cm]
c1 =2hc
2 and c2 = hc. Irrespective of the measurement units, whether in radiance ork
brightness temperature, we maintain our reference to the measurements as Y for the matrix
of spectra and y for the individual spectra.
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Note that the measurement spectra simulated in this way by a forward model are all
noise-free. A radiative transfer model is typically only designed to model the physics of
TOA radiances and not the error caused by instruments. The next three sections outline the
details of addressing noise in simulated measurement spectra.
3.2.2 Instrument Noise
We described above how to prepare noise-free simulated measurements. However, in
developing and evaluating a retrieval scheme it is often preferred to approximate the
radiances as if they were measured by a real operational instrument. We argue that this
gives an an estimate of the real instead of ideal performance of the retrieval system in
question. In our case, knowing the real performance of the retrieval scheme is important
since the objective is to implement it in future in an operational environment for air quality
monitoring.
The instrument noise is given as the noise equivalent delta temperature (NEllT) and
is provided by the IASI team. It is calculated and distributed as Level 1C appodized noise
at a reference temperature of 280 K, which is interpreted as the standard deviation of the
instrument noise given a constant scene temperature. In this form, it is theoretically useful,
but in practice the NELlT need to be individually calculated according to the brightness
temperature of each measured (or simulated) spectrum. NEllT is converted to the noise at
scene specific temperature (TB) as follows (Clerbaux et al., 1998; Weisz, 2001):
(3.2.2)
where NEllT {TB(v)} is the equivalent noise temperature taken at the brightness
temperature T B(V) of the channel located at frequency v; and B is the Planck radiance for
T r =280. NELlT at 280 K was provided and the partial derivative of the Planck function
with respect to temperature is calculated analytically as:
8B c,c2v
4exp((c
2v) /T)
or =T 2exp((c2v)/T-I)2'
(3.2.3)
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NE~T is given in temperature units, Kelvin [K], but it can be converted to radiance
units [mW·m-2sr"' cm] just the same (Wang et al., 2007), where:
NEN = (NE~T )(oB I Of) . (3.2.4)
In this form the noise is independent of scene temperature. Below we illustrate the
NEL\T(TB) with TB defined as the mean brightness temperature spectrum of the training
set, Y tr» against the standard deviation noise, NEL\T at 280 K, as well as noise in radiance
units (Figure 3.5). The difference in noise among the three broad IASI spectral bands is
visible when viewed in radiance units. In temperature units, however, it is clear how the
noise increases with wavenumber. Noise at scene temperature makes a sharp peak in the
region 2200-2400 ern" after which the noise increases significantly. The CO absorption
range 2 000- 2 200 ern" , however, has low noise levels in comparison.
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3.2.3 Approximating Real Measurements
In a simulated study the truth set, Y I , IS used as a substitute for real IASI
measurements. Th e forward mod el, however , produ ces noise free spectra and the
contribution of the instrument noi se to the signal has to be added explici tly. From
Section 2.2 we know that a ll param eters and their noise in the linear Bayesian retrieval
scheme are assumed to be Gaussian with zero mean (no bias). Thi s is no different for the
measurement no ise and we defin e it with a standard deviati on equal to the IAS I Level l C
noise values (NEL'lT) as wa s detailed in the previous section. The noise factor add ed to
each measurement vector, YI, is the n a vector of normally distributed random numbers with
NEL'lT (T B) as the standard deviation (Figure 3.6) .
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Fig ure 3.6: Gaussian r a ndom noise factor added to NEL'lT(T8) in the (top) full
infrared spectrum, a nd (bottom) CO absorpt ion ra nge (2 050-2 225 em").
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The random noise factor added to each spectrum is:
y In,i=Yt,i+ tt, (3.2.5)
with i = ns and 1] =nc *n given the Gaussian random factor n, -I:S; n:S; I and nc the
instrument noise, NE~T, scaled to the actual scene temperature (T B) according to
Equation 3.2.2 (Clerbaux et al., 1998; Weisz, 2001).
This noisy set of true measurements, YIn, is subsequently used in the regression
analysis (Section 3.3.1) to prepare a statistical estimate of the atmosphere, as well as in the
physical retrieval (Chapter 5) as a substitute for real IASI measurements of the true
atmospheric state.
3.2.4 Noise Filtering and Compression
In working with noisy measurements, it is argued that noise filtering could improve
the signal-to-noise ratio (SNR) and ultimately the retrieval accuracy. This often seem
especially attractive when working with trace gas retrievals since their signals are an order
of a magnitude lower than those for T and Q which makes them potentially quite sensitive
to noise levels. In contrast, it can be argued that the information redundancy due to
thousands of channels in hyperspectral measurements serve as a strong enough safeguard
against a low SNR, thus eliminating the need for noise filtering. However, a trace gas
species typically absorbs infrared radiation in a narrow range only (Figure 2.1) which
results in it having a small number of channels available for retrieval. Channels sensitive to
trace gas absorption are usually much smaller compared to those sensitive to temperature,
which is radiatively active across most of the IR spectrum. A good example is that only 30
channels are used for operational retrievals of CO from IASI measurements whereas
hundreds are used in temperature retrievals. A high CO SNR due to channel redundancy
thus seems unlikely. Noise filtering could still increase the SNR for traee gases.
We discuss here a widely used multivariate statistical method as it applies to noise
filtering and compression of high spectral resolution measurements. The method is
principal component analysis (PCA). In Seetion 5.2, we demonstrate the sensitivity of the
physical retrieval seheme to noise filtering. Despite the arguments in favour of noise
filtering, we have come across no reference in the literature where it was performed as part
of an IASI trace gas retrieval scheme. However, we explore it in this thesis because we
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wish to illustrate the full extent of the trace gas inversion problem and to do so, it is
valuable to be able to visualize and understand the noise contribution.
Apart from application in trace gas retrievals, PCA has successfully been used in a
number of other studies. Wilks (2006) describe PCA as "possibly the most widely used
multivariate statistical technique in the atmospheric sciences." Its value lies in the fact that
it characterizes the variance in a dataset, which is especially useful in hyperspectral
measurements; the hundreds if not thousands of channels in hyperspectral measurements
have a high degree of information redundancy and PCA gives a more compact
representation of its variance. It has been widely implemented as a random noise filter (e.g.
Antonelli et al., 2004; Turner et al., 2006). In decomposing the information, the signal is
separated from the noise and essentially compressed into a smaller number of key channels
(or eigenvectors), its number denoted by the acronym negv. When this subset of
eigenvectors (typically with negv < 100) is used in the analysis instead of the individual
raw spectral channels (where nch > 1 000) PCA serves to speed up computation time
significantly (Huang and Antonelli, 2001). It has, as a result, been used in the design of fast
retrieval schemes for temperature, humidity as well as ozone (Smith and Woolf, 1976;
Aires et al., 2002b; Weisz et al., 2007). Liu et al. (2006), on the other hand, has
demonstrated how PCA can speed up hyperspectral data simulation in an IR radiative
transfer model.
In this section we outline the theory of PCA as it applies to hyperspectral data
analysis with the discussion largely based on a statistical text by Wilks (2006). We
continue to illustrate its application as noise filter in the CO absorption range. In
Section 3.3 we use it as a statistical retrieval method of the atmospheric parameters making
up the background state for the physical retrieval in Chapter 5.
Consider a set of ns noisy observations describing nch interdependent measurements,
Y [nch x ns]. The measurement variance in such a set is unevenly distributed across the
III
nch dimensions (or channels) and can be characterized by the square covariance matrix, C,
of the linear anomalies, or deviations from the mean Y:II,i =YllI,i - YIII :
1 II.'
c.. =-L(Y:n')(Y:nJ T , k=l:nch,j=l:nch.
•.1 ns. .1 •
1=1
(3.2.6)
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This square matrix can be linearly decomposed into eigenvectors (u) and eigenvalues
(A)by satisfying the following relation:
CU=AU
(C-AI)u =0. (3.2.7)
In doing so, the variance is linearly transformed to a new coordinate system with nch
orthogonal dimensions (or channels). The eigenvectors describe the variance in each
dimension and their orthogonal behaviour with respect to each other makes them
independent and mutually uncorrelated. Geometrically, the first eigenvector points in the
direction in which the ns observations jointly exhibit the most variance and its associated
eigenvalue describes the magnitude of this variance. The second eigenvector, orthogonal to
the first, is in the direction of the second highest variance and so on until the last
eigenvector is in the direction of least variance. The higher order eigenvectors are mostly
associated with describing the white Gaussian noise instead of the signal typically
described by the lower order eigenvectors. When we consider noisy observations, the
possibility for noise reduction using PCA lies in the fact that the signal and noise can be
separated this way (Antonelli et al., 2004).
A subset, D, of the most significant eigenvectors (i.e. those describing most of the
signal) is selected and the matrix dimension reduces to [nch x negv] with negv « nch.
Noise filtering (and compression) is subsequently achieved by linearly mapping each
measurement vector (or rather, that part of the measurement vector that deviates from the
mean) into this eigenvector subspace:
N
OJJ;j= LVkjY:n,if.
k=1
(3.2.8)
The resultant compressed observations OJj [1 x negv] are referred to as the principal
components (PCs) (Wilks, 2006) or the PC scores (Weisz et al., 2007). However, in much
of the atmospheric literature on this topic the terms eigenvector and principal component
are used interchangeably (e.g., Antonelli et al., 2002). We will consequently use the term
principal component score in reference to OJj to avoid confusion, but will otherwise refer
to D as the set of eigenvectors.
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Noise reduction is achieved by re-expanding the compressed data as:
(3.2.9)
We would like to draw the reader's attention to two important considerations. First,
the measurements arc projected into an eigenvector subspace whose definition itself
depends on that same set of measurements. This is referred to as PCA in dependent mode
(Antonelli et al., 2004). Second, PCA is always performed on measurements in radiance
and not brightness temperature units for increased accuracy.
In the remainder of this section, we demonstrate PCA as a noise filter for
measurements in the CO absorption range. We know that CO is a weak absorber and that
its signal in the full IR spectrum is very small compared to that caused by a strong absorber
in the same region, such as humidity, Q. In other words, we can expect the measurement
variance due to CO to be very small compared to that caused by Q. An eigenvector
decomposition of the full measurement covariance matrix will, therefore, capture the small
variance due to CO in higher order eigenvectors only, where it will be well mixed along
with the noise variance. A high dimension for the eigenvector subset, U, will have to be
used in the analysis. If, however, the measurements are reduced to a limited spectral region
before eigenvector decomposition, the variance will mostly be caused by the dominant
absorbing species in that spectral region. For example, if we reduce Y to the CO absorption
range, then the variance due to CO will be larger compared to the variance due to Q
because the CO absorption signal is larger than that of Q in the same region. A smaller
number of eigenvectors would thus be needed to describe the signal due to CO, which
implies faster and possibly more accurate analysis. In this way, the variance can be
equalized with respect to a target parameter before eigenvector decomposition.
Below we plot the signal due to CO (TB difference given a 10% perturbation in CO
mixing ratio) against the random measurement noise (i.e. randomized NE~T(T B)) for a
small section of the CO absorption range (Figure 3.7). This illustrates the signal to noise
ratio (SNR). A quick inspection shows that many of the channels in this spectral region
have a SNR less than unity due to the CO signal being very low between absorption lines.
These channels have too Iowa signal to be of much use in a CO retrieval, but we expect
that noise filtering could improve the SNR of the channels along the absorption lines,
which in turn has a SNR > lOin most places.
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In Figure 3.7 we illustrate the amount of noise filtered by applying PCA on the CO
radiance subset (negv = 20). We plot the RMS of the noisy measurement set (Yin) against
the RMS of two types of error. First, the reconstructed error, or residual, which is defined
as the difference between the noise-filtered signal and the true noisy signal (Antonelli el
aI., 2004), with Erec =Yin - YII{' We can see that it closely approximates the measurement
noise, which means the noise is filtered effectively. Second, the de/w ising error, which is
the difference between the noise-filtered signal and the noise-free signal, with
E den =Y t - Yilt"· It gives an indication of how much noise still remains in the measurements
after noise fi Itering. The mean RMS of the instrument noise in the CO region reduces from
0.2 to 0.05 K after filtering.
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Figure 3.7: Root mean square of two types of errors calculated after noise-filtering,
reconstructed error (E ree ) , and denoisin g error (Ed,''')' Both errors are plotted
against the instrument noise, NELlT(TH)'
A reasonable value for negv can be determined simply by minimizing the mean
spectral RMS of the errors (or RMSE), with the RMS given as:
(3.2.10)
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Here e ean denote ei ther the denoising or reco nstructed error. Another method is to
ex amine the sealar eigenva lues assoc iated with eac h eigenvector and retain only those with
va lues grea ter than one (Weisz et al., 2007).
With the mean RM SE plotted agai ns t increments of negv we illustrate how both error
terms arrive at the same estimate (F igure 3.8). For low values of negv, both error terms
quantify the a tmos pheric information loss togeth er with the amount of noise that is either
filt ered out or reta ined. But with increasi ng va lue s of negv the pat tern starts to change. The
denoising erro r (Edec) approac hes zero betwee n 8 and 12 eigenvec tors. For values greater
than 12, the error increases aga in and asympto tically levels out against the mean noise
value of 0.2 K. This means that less and less noise is filtered as negv increases and most o f
it is retained in the measurements. The reconstructed erro r (Em·), on the ot her hand,
reaches a minimum at the mea n noise level (0.2 K) and here it means that the estimate is at
va lues where the total amount of noise filtered approx imates the mean of the measurement
noi se (i.e . 0.2 K). However for larger values of negv, Erec starts to approac h zero which
means that fewer and fewer noise is filtered and the difference between the noi se-filtered
and noisy measurements becomes insig nificant. In testin g the sens itivity of the ph ysica l
retri eval to noi sy measurements we use the value negv = 8.
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3.3 Background Estimate
By definition, the atmospheric inverse problem is under-determined. The discrete
measurement (spectral values measured in distinct channels) cannot determine the
continuous atmospheric parameter exactly. This is solved by discretizing the continuous
parameter profile into a finite number of levels (nlev), the number depending on the
information content (defined as degrees of freedom, DFS, and discussed in Section 4.1) of
the measurements. Despite the seeming simplicity of this solution it is often not possible to
set up a well-determined problem in which the number of levels exactly matches the
degrees of freedom in the measurement. The reason for this is experimental error. A single
channel does not provide a single piece of information but rather a combination of
information and error. The total information of the parameter in the measurements will
mostly be less than the number of channels used in the retrieval (DFS < nch). The problem,
therefore, remains either under-determined (DFS < nlev) or becomes over-determined if
not enough levels are defined given the information content (DFS > nlev). The total
information content in the measurement with respect to a specific parameter is sometimes
referred to as the rank (P) of the problem and the difference between the rank and number
of levels when p < nlev is known as the null-space (Rodgers, 2000).
In the case of an under-determined problem (DFS < nlev), background knowledge of
the parameter needs to be used in the solution as a priori in order to provide the null-space
information. The over-determined problem (DFS > nlev), on the other hand, does not have
a null-space but an a priori is still required in finding a solution. This results from the fact
that a problem with more knowns (or information as DFS) than unknowns (nlev) have
many possible solutions and the a priori is necessary to constrain the solution
appropriately. Background knowledge of the parameter is, therefore, necessary regardless
of the exact nature of the inverse problem.
In the literature, there are a number of terms often associated with the background
parameter, depending on the retrieval scheme. Care should be taken not to confuse these or
use them interchangeably. In the case where the inverse problem has been linearised and
implemented as a non-iterative solution (such as presented here), a best estimate of the
background atmospheric parameter at a specific point in time and space needs to be used to
ensure an accurate retrieval. This estimate is known as the a priori. In a non-linear
implementation, on the other hand, the retrieval iterates through a number of retrievals
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before arriving at the retrieval solution. In this case the background knowledge of the
parameter need not be as accurate initially because with each iteration, the solution is
improved until a high accuracy is achieved, typically in a fourth or fifth iteration. In this
case, the background parameter serves as «first guess only since it is the starting point of
the retrieval, not a determinant in the final solution (with each iteration, the retrieval from
the previous iteration is used as background). As first guess, it is often appropriate to use a
parameter's climatology, which is the seasonal or annual mean of a parameter.
Given the linear retrieval scheme we developed here (Chapters 4 and 5) the term
a priori is appropriate and we use statistical regression analysis to arrive at its best estimate
(discussed below).
3.3.1 Calculating a Statistical Best Estimate
Regression analysis is based on the principle of predicting the value of one variable
from that of another. It allows one to derive, what is referred to as, a dependent variable, y,
from an independent one, x, by assuming a linear relationship between them defined as
y = mx + c. This is the standard equation for a straight line in Cartesian coordinates. The
variable m depicts the slope, which quantifies the sensitivity ofy to a perturbation in x, and
c is the linearization point along y.
Translated to atmospheric science, regression analysis can be used to derive (or
retrieve, as we will refer to it from here on) a parameter, x, from an independent set of
measurements, y. This means that we are translating the problem from scalar to matrix
algebra. Thus, instead of using a simple delta-ratio as the relation between two variables
(i.e. the slope m), a matrix of correlation coefficients has to be calculated. Such a matrix
needs to capture the sensitivity of each level in parameter x with respect to a change in
each element (or channel) in measurement y. The point of linearization is often defined
either as the parameter climatology or sample mean of an ensemble. Therefore, given all
this, we write the regression relation as:
(3.3.1)
where C [nlev x nch] is the matrix of coefficients, Y [nch x ns] the measurement set
and X the mean or expected value of the ensemble of states, X [nlev x ns]. This procedure
is what is referred to as a statistical retrieval of an atmospheric parameter.
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The retrieval in this form can be contrasted with the physical retrieval presented
earlier (Section 2.2) which is defined as x=Gy + x a with Y=y - KXa (Equation 2.2.24).
This is by no means a literal comparison, but we do wish to draw the reader's attention to
the difference between the coefficients matrix C in the regression form (Equation 3.3.1)
and the gain function, G, in the physical form (Equation 2.2.24) of the retrieval solution.
Both capture the relation between measurement, y, and parameter, x, but in very different
ways. We know that the gain function is mainly defined by the weighting function, K,
normalized by two error terms in the following definition, G =SKS-1 (Equation 2.1.23).
The weighting function is calculated as part of the radiative transfer model and defines the
sensitivity of the measurements (i.e. TOA radiances) to a parameter given the physics of
radiative transfer. On the other hand, the coefficients matrix, C, describes a purely
statistical relationship between TOA radiance and a parameter. It relates the variability in
an ensemble of measurements, Y, with the variability in an ensemble of the parameter, X,
with no specific regard for the physical causal relationship between them. In this way the
regression (or statistical) retrieval can be seen as a simple solution to the inverse problem,
purely for the fact that the complex physics of radiative transfer is not considered.
The objective of the regression retrieval in this study is twofold; first, to obtain a
statistically accurate estimate of the full atmospheric state as background in order to
simulate the radiance set, Ya; and second, to obtain a best estimate of the trace gas, CO, as
a priori for the physical retrieval (Chapter 5). By full state, we mean all the constituent
parameters as presented in Table 3.2. Note that the surface pressure is set to I 013.9 mbar
for all profiles (since they are all defined on the same pressure grid, Appendix A.3).
Table 3.2: Definition of the regression retrieval vector.
Parameter
Temperature [K]
Humidity [ppmv]
0 3 [ppmv]
N20 [ppmv]
CO [ppmv]
CH4 [ppmv]
CO 2 [ppmv]
Emissivity
Skin Temperature [K]
Element no.
1:nlev
1:nlev
1: nlev
1: nlev
1: nlev
1: nlev
1:nlev
1:10 (spectral hingepoints interpolated to
IASI spectrum after retrieval)
1
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Retrieving sueh a large array of parameters necessitates the use of most if not all
channels in the measurement vector. Each of the parameters has a distinct spectral
signature and they do not always overlap. Sampling most of the IR spectrum is necessary
to captureenough information for this type of joint retrieval. However, for IASI with 8461
channels, this means considerable computational cost. It becomes a matter of economy. in
the end, to reduce the dimensionality of y and C along their measurement axes. One
solution is to perform channel selection. However, this is by no means an easy task.
Channel selection (as we will see in Section 4.4) is a laborious exercise of careful
consideration for the sensitivity of the measurement to a single parameter at a time.
Repeating this for nine parameters to arrive at a composite set which satisfies reasonable
accuracies for all, is too costly an exercise given our objective. The regression retrieval us
implemented here is not the final result, but used only to obtain a reasonable statistical
background estimate of the state. We, therefore, considered an alternative, faster solution
to dimension reduction, that of principalcomponentanalysis.
As we have seen in the previous section on noise filtering, PCA is a valuable
technique used often in many applications of atmospheric data analysis. It is so useful
because it concentrates the information into. a small number of key eigenvectors where the
number is always much less than the original number of channels (negv < neh). When PCA
is used in regression analysis, we refer to it as principal component regression, or PCR.
The following paragraph outlines the PCR methodology as implemented by Weisz et
al. (2007). They described a noisy peR which means that regression analysis is performed
on noisy radiances, i.e. random instrument noise is added to the simulated measurements.
In this way they use PCR not only to reduce the dimension of the regression problem for
faster computation, but also to filter the white Gaussian noise. There are a number of
reasons for implementing a noisy as opposed to a noise-free PCR - some of which witl
become evident later - but at its most basic, it gives the same performance as for real
measurements.
PCR starts with preparing two datascts as described in Chapter 3, the training sets,
X l r and Ytn as well as the truth sets, XI and Yc- Before noise is added to the measurement
sets, the eigenvectors are derived from the noise-free training set anomalies, V;,. with
Y' =Y - Y . Aires et al. (2002) argued that a noise-free set is used in order to ensure thatif tr if
the eigenvectors will fit the actual physical variability of the radiances instead of the
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random noise patterns. The resultant eigenvector matrix [nch x nch] is then truncated to a
smaller subset, U [negv x nch] with negv < nch.
The two noisy radiance sets, YI and Ylr' are prepared according to the methods set
out in Section 3.2.3. It requires that a random Gaussian noise factor - with zero mean and
the instrument noise (in radiance units, i.e. NEN) as standard deviation (Figure 3.4) - be
added to each radiance vector. As with the noise-free set above, linear combinations of the
radiance anomalies are prepared, Y;r =Ylr- Ylr' where Y,rhas dimension [ns x nch], and
Ytri =..lfy tr.i: In this way, Y;r contains only that information which deviates from the
• 11S i=1 •
mean and this simplifies the analysis. The same is done to derive a noisy linearised truth
set, Y;. The measurements are projected into eigenvector space by calculating the PC
scores as Ptr =Y;p [ns x negv] . The truth measurements are similarly projected according
. to P=Y/U.
Unlike noise-filtering, PCA is performed here in independentmode. This means that
the eigenvectors (and values) are derived from a set of radiances independent from the
testing or truth set. In other words, the truth measurements are projected to PC-space which
describes the radiance variance independently from the actual variance in the truth set.
Given the linear regression relation (Equation 3.3.1), the best fitting solution is the
one which minimizes the sum of the squared deviations from the data, i.e. L(X - CyT)2
and minimization yields C =xy(yTY)-1 (Weisz et al., 2007). This is also known as the
least square solution and given our truncated measurements, P, the coefficient matrix can
be rewritten as C =XYtr(PTp.r' [nlev x negv]. This matrix contains the regression
~
coefficients which capture the statistical variability of Y with respect to the variability in
parameter X. The retrieval is then made as:
A T-
X=CP +Xtr • (3.3.2)
with X, [nlev x ns] the mean of the training parameters. In a solution such as this
one, a linear relationship is assumed between the parameters and measurements. However,
most gases display a highly non-linear behaviour through the vertical atmosphere that
complicates the relation between parameter and measurement. However, we can linearise
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this artificially by transforming the gas mixing ratio profiles to log-scale. For all trace
gases, including humidity, two additional steps are, thus, added to the regression analysis
which itself is then done in log space; (i) before the regression coefficients are calculated
the training set needs to be transformed as~= log(X tr ) ; and (ii) after the retrieval is
performed, the parameter needs to be converted back to mixing ratio profiles,~ exp(){).
This being a statistical retrieval, it is possible for the values to extend beyond
reasonable physical bounds, e.g., by being negative. We corrected this, simply, by setting
such values equal to a value very close to zero. We also did a saturation test for humidity.
As mentioned before, the retrieval of the full atmospheric state requires that all the
channels are used. This means that the eigenvectors are calculated from the full channel set
with nch = 8 461. In Figure 3.9, the first five eigenvectors of the V;r covariance matrix are
illustrated, and thereafter every 20th eigenvector until negv = 100.
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Figure 3.9: First five eigenvectors of the covariance matrix derived from the
measurement traning set, V'r, with " ell =8461. This is followed by every 20lh
eigenvector up to 100.
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PCA is a statistical method which is used to separate the information from the noise
and arrange the information variance from high to low according to nch orthogonal
vectors. The first PC is the vector in the direction of maximum variance and minimum
noise, the second in a direction orthogonal to the first along the remaining variance, and so
on until the last PC is in the direction orthogonal to all previous ones along minimum
variance and maximum noise (Antonelli et al., 2004). In Figure 3.9 the first five
eigenvectors of the full channel set (nch = 8 461) are plotted. The first one usually takes a
shape similar to that of a typical measurement spectrum whereas the higher order
eigenvectors (negv> 60) become random. Huang and Antonelli (2001) gave a detailed
analysis of the eigenspectra from hyperspectral measurements, notably from the Fourier
Transform Spectrometer (FTS).
Weisz et al. (2007) experimented with PCR on both simulated and real
measurements from the AIRS sensor (nch = 2371) and found that 70-90% of the
variability in the spectrum is explained by the first 12 or so eigenvectors. As with noise
filtering, an eigenvector estimate is calculated by minimizing the mean spectral RMSE.
However, unlike noise filtering we are not interested in optimizing the information content
in the radiances, but rather with respect to a specific parameter. Thus, we can project the
error to parameter space and define it as the difference between the truth and statistically
retrieved profiles, such that e,= x t, - i i: We used temperature as target parameter of the
full retrieval set because it is the strongest 'absorber' and accounts for most of the
information in the measurements. When the relation between the mean parameter RMSE
and negv is studied in Figure 3.10 the minimization point is at negv = 25. Hereafter, no
more information is added by increasing the number of eigenvectors. Both Aires et al.
(2002) and Weisz et al. (2007) identified an estimate of negv to be 30 for temperature PCR
on IASI and AIRS, respectively. For our study, however, we doubled the number of negv
indicated in Figure 3.10 (negv = 50) since we are retrieving a set of nine parameters and
need to include as much variance for all parameters as possible.
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Figure 3.10: Mean temperature RMSE against the number of eigenvectors.
It is here where Weisz et al. (2007) found noisy peR to be more robust, for two
reasons; first , it makes the retrieval accuracy less dependent on the number ofeigenvectors
because, unlike noise-free peR, once the RMS E reaches a minimum it remain s at that
value despite an increase in negv ; second, du e to noise in the measurements, th e same
numbers of eigenvectors identified for temperature may be used as a good indication for all
parameters.
The results of the six profile retrievals are illustrated below together with their biases
and RMS errors (Figure 3.11) . The regression retrieval with neg v = 50 proved to be
accurate because the temperature RMS E is around I K and humidity RMS E less than
1.5 g kg'. This compares well with values obtained by Wei sz et al. (2007 ) who did a
regression retrieval from AIRS for the same parameters using negv = 30. With this, then ,
we have sati sfied our first objective of retrieving a good stati stical background estimate of
the atmosphere.
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Figure 3.11: Statistical profile retrievals (1 360 in total) of six atmospheric
parameters, nlev = 91. Th e retrieval scheme was a peR on nell = 8 461
decomposed to negv =50. Th e RMSE and bias is plotted in th e bottom six
figures for each retrieval parameter.
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The second objecti ve of the regression analysis in our study is to optimize CO as
a priori for the physical retri eval. Since CO is a weak abso rber it may be that not enough
of its variatio n is captured by the selected eige nvec tors, i.e . CO may be neglected in a
sta tistical sense when only 50 eigenvectors are used to defin e the compression subspace for
the joint regression retri eval of nine parameters. We can investigate this by ca lculating the
parameter RMSE with respect to profil e CO (inst ead of T as was done previously). We plot
the mean RMSE from peR using two different e igenvec tor sets deri ved from; (i) the full
channel set (645-2760 ern"; nch = 8461); and (ii) the CO channel se t (2050- 2 225 em";
nch = 699; Figure 3.12).
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Figure 3.12: Mean CO RMSE against the number of eigenvectors used in the PCA
regression retrieval scheme (PCR). Two variations of PCR - corresponding to
the spectral range of the measurement covariance matrix from which the
eigenvectors were derived - are compared, (red) 645-2 760 em" with nell =
8461, and (blue) 2050-2225 ern" with nch = 699.
The mean error from peR with the CO eigenvectors reaches a 111l11lmUm at
negv = 15 whereas that from using the full eigenvector se t does so onl y at negv =30. In the
previous regression , our conservativ e estimate of negv = 50 was thus good enough to
include all the CO information in the measurem ents. Using only CO channels, however,
makes for a fas ter peR and the RMSE achieved wi th the CO eigenvec tor se t is consistently
lower that that achieve d wh en using the full eigenvec tor set. We can understand this bett er
by plotting the first three eigenvec tors from eac h set aga inst each other (F igure 3.13). The
CO eigenv ectors are two orders of magnitude larger those from the full se t and, therefore,
contain more inform ation . Note however, how the variance captured by the first
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eigenvec tor has the sa me shape irresp ect ive of the measurement covariance matrix used to
deri ve it.
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Figure 3.13: First three eigenvectors from two different measurement covariance
matrices, each calculated from a different channel set, (blue) nch =699, and
(red) nch =8 461.
Overall , the CO retrieva l is improved by subsett ing the measurements to a target
spec tral region before eige nvec tor decompos ition because the magnitude of the va riance
ca ptured by the eige nvec to rs is larger.
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We subsequently co mpared nois y ve rsus noi se-free PCR using eigenvectors from the
CO channe l set (Figure 3. 14) . We arg ued that du e to its weak signal, PCA may not be able
to distingui sh betw een the variance ca used by CO versus that caused by noise.
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Figure 3.14: Mean CO RMSE from (blue) noisy, and (red) noise-free PCR plotted
against the number of eigenvectors-.
With a small number of eigenvector s the difference is negligibl e since the amo unt o f
atmospheric information filtered is th e sa me, irrespective o f the noise. However, as negv
inc reases, the mean RMS of the noisy PCR error stabilizes (i.e. no new inform at ion is
added) where as the mean RMS of the noise-free PCR erro r shows a steady dec rease up
until negv = 699. Thi s mean s that in th e ab sence of noise, high dim ension eigenvec to rs still
explain enough of the CO variance to decrease the RMS E significa ntly. However, Huang
(personal communication, June 2009) hypothesized that this con stant decrease in RMSE
with an increase in negv m ay be an arte fac t of the data used. PCR is perform ed, here, with
both the training and truth sets orig inating from the same dataset (i.e. RAQM S forecas t
field s) for the same period (i.e. Aug ust 2006). The influen ce of this co uld be tested in
future once a large eno ugh dataset can be asse mb led with samples from mult iple yea rs and
sources. At th e tim e of research, thi s was not possibl e.
Given the results presented here, we can summa rize that ; (i) the CO variance tS
described even by the high est eigenvectors in the se t; and (ii) the CO variance is sma ll
eno ugh such that it becom e indistingu ishable from the noise variance in the higher
dimension eigenvectors .
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We hav e not found any exa mp les in the literature of regression retrieval focussed
specifically on trace gases. The y arc known to have a highl y non-linear , unstable relation
to radiance which regi ster a complex signa l in the measurem ents with distinct abso rption
lin es. Thi s has lead some authors to hypoth esize that the PCR of trace gases, eve n with a
high number of eigenvecto rs, may not ad equately describ e trace gas behaviour (A ires et
al., 2002 ). Instead, they suggested that regression should be perform ed on the raw channels
for such parameters. We illustrate this here. In fact , a standard regression retrieval using all
available channels, performed on a subse t of noise-free radiances (co rrespond ing to the
spectral range of maximum CO absorption) gives the most acc urate result for a statistica l
estimate of CO .
In Figure 3.15 , two statistica l CO retri eval s arc compared; (i) PCR with negv = 50;
and (ii) standard regression retrieval with nch = 699. In both cases PCR was performed on
the CO subset of noise-free radiances. As expected, the standard regression retri eval
displays both a lower bias and RMS error.
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Figure 3.15: A comparison of the profile bias and RMSE from running two different
regression retrieval schemes on the CO sen sitive IASI channels (2050-2225
ern", nell = 699); (blue) PCR with negv = 50; and (green) standard regression
with neh = 699.
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In this chapter we introduced a statistical retrieval framework. Unlike the physical
retrieval which is based on the Bayesian framework, a single, statistical solution is found.
We used the statistical scheme, here, to calculate a background atmospheric state for the
forward problem as well as a CO a priori for the inverse problem in the physical retrieval
discussed in Chapter 5. However, based on our findings we propose that future research
should be focussed on investigating the statistical scheme for retrieval of column integrated
trace gas concentrations. Such a scheme could then be integrated in an operational
statistical scheme such as IMAPP (Weisz et al., 2007).
We can summarize the differences between the statistical and physical retrieval
schemes by listing each one's advantages and disadvantages. This is largely based on a
discussion in Kidder and Vonder Haar (1995).
The statistical retrieval scheme; (i) is computationally easy; (ii) requires no
knowledge or calculation of the complex radiative transfer equation; and (iii) utilizes
statistical properties of the atmosphere. However, it relies on having a large training
dataset. Such a dataset should contain enough coincident radiosonde and/or satellite data to
adequately capture most of the variance in an atmospheric parameter. In the case of trace
gases it is often the case that not enough data are available to adequately represent all the
variation necessary for a statistical retrieval. However, with concerns for the health of the
environment, especially for air quality, rising, more and more effort should go into the
modeling and sounding of trace gas profiles in the near future, which will greatly improve
our understanding of trace gas inversions, both statistically and physically.
Unlike the statistical scheme, the physical retrieval scheme; (i) is built on the
fundamental principals of radiative transfer with physical processes considered at each
stage of the retrieval; and (ii) no large database of coincident radiosonde data is necessary.
The disadvantages include the fact that radiative transfer modeling, which requires
accurate knowledge of the transmittances, makes the method computationally intensive,
and except for information contained in the a priori, the scheme does not utilize known
statistical properties of the parameter (Kidder and Vonder Haar, 1995).
In the next chapter we propose a physical scheme for the retrieval of column
integrated trace gases values from hyperspectral IASI measurements.
72
CHAPTER 4: A FAST TOTAL COLUMN RETRIEVAL SCHEME
There is no straightforward solution to an inverse problem. The mathematics is well
established, but how each term in Equation 2.2.19 is defined, is subject to the scientific
objectives of the retrieval problem at hand. The target species has a unique spectral
signature in the spectral range considered, the prior knowledge used to represent the target
species has a specific structure and error, instrument characteristics directly affect the
signal to noise ratio, and the spatio-temporal requirements of the application determine the
error expectations of the solution, to name but a few. Even then, there are a number of
different options in implementation and their advantages and disadvantages have to be
evaluated at each step in the design process. The development of retrieval schemes adapted
to each instrument is the continuing effort for several research teams around the world
(e.g., Clerbaux et al., 1999; Hadji-Lazaro and Clerbaux, 1999; Turquety et al., 2002).
The inverse problem, then, is less a simple mathematical inversion, and more a data
processing system. It is not uncommon to refer to the retrieval scheme as a sounding
system (Eyre, 1990). We show here some of the ways in which to characterize and evaluate
the measurements before the retrieval is made (Section 4.1). We, then, propose a retrieval
scheme for total column carbon monoxide (Section 4.2 and 4.3), and optimize the system
by fine tuning the background error (Section 4.4), doing a channel selection (Section 4.5)
and defining a corresponding measurement error (Section 4.6).
4.1 Information -Content Analysis
In Section 2.2 we discussed the Bayesian inversion scheme in detail and pointed out
that this scheme is mainly concerned with updating some background knowledge of the
state by adding information available in the measurements with respect to the parameter in
question. Since we are working with probability density functions (Pdfs), this is interpreted
as a reduction in the background error by making the measurement.
Information content (IC) - as calculated by the Shannon index, H - is a scalar value
that quantifies this reduction in error. In this way IC forms a central part of the retrieval
scheme design process and evaluation of its accuracy in the solution. Peckham (1974)
described the use of IC in defining instrument specifications. In other papers, IC has been
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used to characterize the measurements with respect to a specific target species, e.g.,
Chaumat et al. (2003) estimated the resolving power of IASI with respect to CO2. Rodgers
and Connor (2003) compared two instruments, MOPITT and FITR, with respect to their
ability to give reasonable accuracies for CO retrievals. Engelen and Stephens (2004)
similarly quantified the difference in CO 2 retrievals between the hyperspectral instruments
HIRS and AIRS. Then, when calculated for individual channels, IC has been used to
inform on the importance of each channel in the retrieval (Rabier et al. 2002; Weisz et al.,
2007). Huang and Purser (1996) discussed the relation between IC and determining the
vertical resolution of a retrieval system. There are many other examples of the application
of IC in atmospheric remote sensing (e.g., Prunet et aI., 1998; Rodgers, 1998; Eyre, 1990),
with the background theory detailed in works by Rodgers (Rodgers 1976; 2000).
Information content is always calculated for a measurement with respect to a target
species. In this section, we are interested in evaluating the measurements before any
specific design decisions are made. Our main question is whether it is possible to retrieve
CO with reasonable accuracies from IASI measurements, i.e. to determine IASI's resolving
power with respect to CO (Section 4.1.1), and given that, how it defines the inversion
characteristics of ill-conditionality (Section 4.1.2) and determinance (Section 4.1.3).
4.1.1 Resolving Power
In information content studies, the error in a pdf is referred to as its entropy, and the
error reduction due to inversion is known as entropy reduction (ER). The term entropy is
used here in the statistical and not physical sense but its definition, as defined by Shannon
(1948), is very close to that of thermodynamic entropy.
It can be computed for the pdf, P, as:
(4.1.1)
Here the summation is over the number of possible states, i, and their probabilities Pi,
with k =1 (in thermodynamic applications, k is the Bolzmann constant). The logarithm of
the factor is used because uncertainty tends to vary linearly with the logarithm of the
number of possibilities (Shannon, 1948), i.e. adding one retrieval to the set doubles the
number of possible solutions. The base two is usually applied to the logarithm in
information theory so that it is possible to communicate the information content in terms of
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bits of information. It is for simplicity of algebraic manipulation that Rodgers (2000) uses
the natural logarithm and we will likewise use it here.
Since the pdf is known to lie in a subspace (e.g., the state pdf lies in parameter
space), the entropy can accordingly be conceptualized as the volume of the subspace the
pdf occupies. Depending on the magnitude of the error, the volume can either shrink or
expand, e.g., the larger the volume, the higher the entropy. Therefore, we can redefine
entropy as the volume ofuncertainty (or error) associated with apdj In this way, entropy is
closely related to the pdferror (or variance). Rodgers (2000) shows how the entropy, S, in
Equation 4.1.1 can be rewritten in terms of the covariance error matrix of a Gaussian pdf,
P(y), such that
.5[P(y)] =1Inlsyj + c. (4.1.2)
Given that it is possible to measure the entropy of a single pdf, it must be possible to
measure the entropy difference between two pdfs. Shannon did just this when he devised
an index to quantify the improvement of knowledge in a communication system (Shannon,
1948). The index is based on the fact that uncertainty in a parameter reduces after a
measurement is made because information is added to the parameter subspace, which
reduces the amount of error present in this subspace, i.e. it measures the entropy reduction
in a system. In atmospheric retrievals, we are interested in quantifying this, the factor by
which the background state is improved by making the measurements. We can calculate
the Shannon index as the difference in entropies between the background and retrieved
state. Here, the entropy definition is used as in Equation 4.1.2, and the Shannon index
becomes:
H= .5[P(x)]- .5[P(x Iy)]
=1InIS.I-1InlSI
=1In!S-tS·1
=-1Inlss~tl·
(4.1.3)
We will refer to the Shannon index as the ER term, H. In this form the term ss;' can
be viewed as a generatization of the signal to noise ratio. Entropy reduction is zero (H = 0)
when the prior and posterior errors are identical, i.e. SS~I = I. This means that the
measurements added no new information and that the background knowledge of the
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parameter was not improved. In this case we say that the measurements have zero IC and
thus no potential for solving the parameter inversion. Alternatively, H > 0 when 8< S~'
and it approaches unity as the fraction, 8S~', approaches zero. Thus, the IC of
measurements is high when the ER is high.
However, instead of viewing ER as a signal-to-noise measure, it can be related to an
alternative concept introduced in Section 2.2, namely the averaging kernel, A, or the
sensitivity of the retrieved to the true state. From what we know, ER is the fraction by
which the parameter is improved given the measurement (0 ~ H~ 1). Then, what we know
of A is that it is the fraction of the retrieved parameter that represents the true state
(0 ~A ~ 1). In an ideal case A =In' i.e. all information in the retrieval comes from the
measurements and represents the true state exactly. The difference between A and In,
therefore, indicates how closely the retrieval resembles the true state. If the difference is
small then it means that, given the error bounds of the retrieval scheme, the measurements
can be inverted such that the true state is closely approximated. Or, stated differently, the
measurements have a high IC with respect to the parameter in question because the
retrieval will closely approximate the truth. The entropy reduction, H, will be high when A
is high, or In - A is low. We can, therefore, say that H is inversely correlated with In - A,
just as it is with 8S~1.
We can now prove that In -A is mathematically equivalent to 8S~' as follows:
L=ln-A
=1 -(K Q-'K. S-I)-'KTS-1K
n rue + a e
=(KrS~IK + S:'r'((KrS~'K +S:I)-K TS~IK).
=(K rS~'K + S:'r S:'
=8S:'.
Thus, we can write ER as:
H = --!- InISS:'1 = --!- Inll n - AI·
(4.1.4)
(4.1.5)
Note that the entropy reduction is calculated here as some average over the entire
spectral range. In Section 4.4 we illustrate the value of calculating H for a single channel at
a time in the selection of the most information rich channels for use in the retrieval
scheme.
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In whichever form, care should be taken when defining both the measurement- and
background error covariance matrices since they directly affect the information content.
From Equation 4.1.4, the role of the background error, So, should be obvious but that of
the measurement error, Sc' is more subtle. Engclen and Stephens (2004) did a sensitivity
study and illustrated how the information content of a low noise (small SJ measurement is
much larger than that of a high noise (large SJ measurement. This sensitivity makes it
important always to consider the ER as a value relative only within the error bounds of the
system.
Here we have calculated the information content for a single simulated IASI
measurement with the goal to show how much potential it holds for inverting CO
compared to T and Q, as well as the IR absorbing gases CO 2, 0 3, CO2, N20 and CH 4 • We
simulated the radiance vector using the forward model RTTOV-9.2 with the US Standard
Atmosphere as a priori (nlev = 101). Even though the measurement vector is not used
directly in the definition of H, the weighting function matrix, K, as a function of y and x is
needed. The measurement error, S, ,was prepared with the square of the standard deviation
of the instrument noise, i.e. NEi1T(T B), on the diagonal. The background error was
assumed the same on all levels for a specific parameter and its global standard deviation
was used as error estimate. We adopted the values as reported in a 2001 IPCC document
and used by Crevoisier et al. (2003) in channel selection for AIRS soundings. These values
are I K for T, 4 ppmv for CO2, 10% for Q, 20% for 0 3,40% for CO, 5% for CH 4 and 2%
for N20. In each case, the error value squared formed the diagonal of So' The off-diagonal
values for both matrices were set to zero. This is widely accepted in IC studies and is based
on the assumption that each channel contributes independently to the retrieval, and each
parameter layer can be independently resolved (Prunet et al., 1998; Rodgers, 1998). These
two assumptions are reasonable despite knowing that the atmosphere has poorly
differentiated layers and in hyperspectral measurements, specifically, there are always
highly correlated channels per spectral absorption line. This is because when the physical
retrieval is performed, these overlapping (or correlated) layers and channels are accounted
for in the error covariance matrices (S., and Sc' respectively). But as far as information
content studies are concerned, the focus is on evaluating individual channels with respect
to distinct atmospheric layers.
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The results are presented in Figure 4.1. Entropy reduction, H, was calculated across
two spectral intervals for each parameter individually. First, for the entire spectrum (blue
line) in the range 645-2 760 cm-I (nell = 8 461). As expected, IASI has the greatest
resolving power for T and Q and it is significantly reduced for the gases with highest
values for 0 3 and CO in that order. Second, it was calculated for the CO absorption range
only (green line) in the range 2 050-2225 cm-l (nell = 699). This was done to test if any
information for CO is lost when the measurement is reduced to this narrow range. In
addition, we wanted to map out the influence of interfering absorbers in this range to gain
knowledge of the relative strength of the CO signal. As seen, the influence of T is still
stronger than the CO signal, albeit much lower than for the entire spectrum. The
information content for CH4 and N20 reduce to almost zero. With the ER values for CO
equal to its value in the full range, we have tested that beyond this range, the measurements
contain no additional information for CO. This has the implication that in channel selection
for CO retrievals (Section 4.4), all IASI channels need not be considered, but only the 699
in this spectral range. It reduces not only the influence of other interfering absorbers, but
also the comput ational cost.
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Figure 4.1: The resolving power (quantified as the entropy reduction, H, in bits) of
IASI measurements for seven atmospheric parameters (temperature (T) ,
humidity (Q) , and the gases) in (blue) the full infrared spectru m
(645-2760 ern"), and (green) the CO absorption range (2050-2225 em").
It is important to note that the retrieval error used in our calculation here was non-
optimal for CO and should therefore not be interpreted as a best measure of the IC of the
system. All we determined here was that it is at least possible to retrieve CO from IASI
measurements, given the influence of stronger absorbers in the same range, i.c. lASI has a
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reasonable resolving power for CO given global error statistics. This exercise is repeated
with different error estimates in Chapter 5 when we evaluate the accuracy of the retrieval
scheme developed in this thesis.
4.1.2 Ill-conditionality
As we know from Section 2.2, the inverse problem is ill-posed (or ill-conditioned)
because by definition the measurements do not map into a unique solution. There is error
involved and we define our uncertain knowledge of the measurement as a pdfwithin some
error bounds. This leads us to adopt the Bayesian framework, in which knowledge of a
parameter is given as a pdf. The estimated value, or mean, of the solution pdfthen becomes
the optimal solution of the parameter given the measurements and denotes the best
estimate of our knowledge of the truth.
What we know from basic statistics is that the larger the sample from which a mean
is derived, the better it will represent the variable in question. In a retrieval system, we can
accordingly say that the more states there are in the solution pdf, the higher the chance that
the mean will approximate the true state. This is because, as a statistic, the mean is highly
sensitive to outliers, and the larger the sample the lower its sensitivity. Therefore, if there
are only a few states in the solution pdf then the mean value may be highly sensitive to
outliers and be far from representing the true state. In such a case, it is expected that the
a priori will need to play a stronger role in constraining the solution. If we know
beforehand that an inverse problem is ill-conditioned then it is better for that problem to be
highly ill-conditioned with a lot of states in the solutions. This is mostly determined by the
information content in the measurements and we can use the entropy reduction term, H, to
quantify the number of non-unique solutions.
We know the familiar log form Y= 10g2 x translates to 2Y =x in its exponential
form. Given Equation 4.1.5, we have the quantity 2" when we assume a base-2 logarithm.
In this form it quantifies the total number of atmospheric states that can be distinguished
by the measurements (Rodgers, 2000; Engelen and Stephens, 2004). A high 2/f quantity,
indicates a high number of solutions, and, by implication, a highly ill-conditioned problem.
If we return to Figure 4.1, we see that we get a value of 23 = 8 for CO compared to
226 = 6.7E+07 for temperature. An lASI measurement, therefore, produces orders of
magnitude fewer solutions for CO than for temperature. An a priori will, thus, be crucial in
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constraining the CO inverse solution; a solution which will be sensitive to outliers, or
erroneous retrievals, thereby rendering the overall retrieval scheme unstable and difficult to
repeat. This can be rephrased by saying that we can expect the CO retrieval scheme to be
highly sensitive to the a priori used.
4.1.3 Determinancy
In addition to the Shannon entropy reduction term, there is a second measure of
information, the degrees offreedom. Apart from informing on the information content of a
measurement in general, it can be used to inform on the dcterminancy of an inverse
problem specifically.
In the absence of noise, there are p independent pieces of information present in the
the measurement. In such an ideal case, each channel contributes one piece of information
and p = nch. But as we know, this is never the case in atmospheric studies since
experimental error renders the measurement uncertain to some extent and the information
contributed by each channel is reduced, with p < nch. The actual number of independent
pieces of information is known as the effective rank of the problem. This becomes the
effective row space when the measurement is mapped into parameter space (Rodgers,
2000). The effective rank can be interpreted as the absolute number of independent pieces
of information the measurements can determine for a retrieval parameter. By independent
pieces, we mean the number of unique values in the retrieval vector, or profile. In
quantifying the effective rank, the under-determinancy of the problem can be establised
which, in tum, is useful to know when discretizing the retrieval profile. If the under-
determinancy is high (e.g., an order or two of magnitude less than the channel number),
then only a few independent pieces of information can be known and the profile should not
be discretized into hundreds of layers.
Just like the entropy reduction term, the degrees of freedom can be understood in
terms of the averaging kernel, A, and it quantifies the effective row space as follows:
(4.1.6)
It is nothing other than the sum of the diagonal of A, which gives the total
contribution of the measurement to the retrieved parameter. It is referred to as the degrees
offreedom for signal, DFS. Note that in order to calculate A, the parameter has to be
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discretized into vector form at the outset even though the DFS is used to inform on the
determinancy of the problem. Usually some generalized grid with many layers (in our case
nlev = 101) is used as starting point. If the DFS is very low then nlev is reduced for the
parameter in the retrieval scheme.
In an ideal case A = Ill. which gives DFS = nlev. However, as we know this is almost
never the case since the problem will be well-determined then and this is nearly impossible
in an uncertain system. The fact that an a priori is used to constrain the solution, and that
all the elements in a retrieval scheme (even the solution) are pdfs by definition, render it
impossible to rely on the measurements to provide all the information in a retrieval
scheme. The degrees of freedom should be interpreted as a measure of the absolute
information content in the measurements with respect to a target species, but does not have
to be implemented literally. The actual number of discretized levels used in practice can be
higher than suggested by the degrees of freedom because the Bayesian solution is a
weighted mean with a degree of error defined.
Using the same measurement vector and error statistics as in the previous section, we
calculated the degrees of freedom for signal here for seven parameters (fable 4.1).
Table 4.1: Two different measures of information content analysis, the degrees of
freedom (DFS), and entropy reduction (H) for a full IASI spectrum
(nch = 8461).
Parameter Standard Entropy Degrees of freedom
.deviation (error) Reduction (H) for signal (DFS)
T 1 K 26.81 12.63
Q 10% 16.44 7.76
0 3 20% 5.48 3.10
CO2 6 ppmv 1.10 1.41
N20 2% 1.86 1.41
CO 10% 3.15 2.13
CH4 5% 4.31 2.96
In communicating the information content of measurements with respect to specific
parameters, it is necessary to include the error terms that were used. Both the Ie quantities
described here are highly sensitive to the magnitude of the background error, e.g., the
DFSco'" 2 when Sa= 10%.
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The vertical grid systems commonly used for T and Q have 101 levels (Weisz et
al., 2007). This is much higher than what is suggested by evaluating the degrees of
freedom, which is around 12 for T and 7 for Q. Alternatively, DFSco = 2.13. Thus, CO
could be retrieved as more than two layers of information. However, it will not be feasible
to have the same number as for T and Q.
In the case where too many layers are defined for the CO profile, the retrieval will
become unstable. This is because there is not enough information in the measurements for
each layer and those for which the available information is insignificantly low, will mostly
be a combination of the a priori together with the noise contributed by both background
and measurement. In such a case, the retrieval error can often be higher than the
background error, which refutes the effort.
The operational IASI retrievals of CO are done at 18pressure levels, with 10of them
defined in the troposphere below 500 mbar. Infrared soundings are by definition
insensitive to values in the boundary layer, and so are the IASI soundings. However, they
do have their highest sensitivity for CO in the free troposphere (300-800 mbar; Figure
2.3). The troposphere is also where this gas has its highest concentration and variation.
This is why, despite the low information content, retrievals have been made at a coarse
vertical resolution with reasonable success for some years (e.g. Turquety et al., 2004).
We tabulated the DFS against the entropy reduction term, H, to highlight their close
correlation (Table 4.1). Measurements with a high H will also have a high DFS and vice
versa. Therefore, both measures can be used as a robust measure to describe the
information content of a retrieval scheme in general.
4.2 General Bayesian Scheme Revisited
We know now that carbon monoxide is radiatively active in only a narrow range of
the infrared spectrum, with approximately 8% of the IASI channels sensitive to changes in
its atmospheric concentration. Even then, CO is a weak absorber which means that despite
the channel sensitivity, the effect on TOA radiance is small. For example, the signal due to
CO in the range 2050-2225 ern" is much weaker than for temperature in the same range,
not to mention the influence of the signals from interfering gases such as 0 3, C02 and
N20. These are weak absorbers also, but their combined effect registers as a significant
interference on the already weak CO signal (Figure 4.1). It was not surprising then to find
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that IASI measurements have low information content for CO, both In terms of the
Shannon index (If) and the degrees of freedom (DFS).
4.2.1 A Novel Approach
We propose a method here with which to retrieve a single layer of CO from the TOA
IASI radiance in order to maximize the measurement signal-to-noise ratio (SNR). It is
essentially a variation of the Bayesian scheme with the parameter dimension set to unity,
i.e. nlev = 1. Given this, Equation 2.2.19 can be rewritten as:
x=xa+(k TS~I k+s~lrlkT S~I(Y-Ya)'
[Ixl] [1I1xl] [mxm] [1I1xl] [Ixl] [l11xIJ[1I1xm] [mxl] [mxl]
(4.2.1)
with the weighting function, k, a vector and both the a priori parameter, X
a
, and
corresponding error, sa' as scalar values (however, we will keep referring to them as K and
Sa, respectively, for the sake of consistency). If the parameter x, is in total column units of
either layer amount [mol em"] or gas density [molec em"] then it introduces numerical
problems for two reasons. First, the magnitude difference between parameter and
measurement becomes too large, e.g., the measurement have an order of magnitude lE+02,
and the background parameter that of 1E+18). This makes the scheme highly non-linear.
Second, the inverse of a very large number approaches zero, as is the case when inverting
the background error Sa which usually has one order of magnitude less than the parameter,
e.g., 1E+17. This would mean that the error due to an incorrect a priori in the retrieval is
essentially set to zero in this form.
Instead of adopting a non-linear scheme by directly retrieving total column density
values, the scheme can be linearised, such that a dimensionless value is retrieved. This is
done by scaling Equation 4.2.1 by the a priori parameter. The retrieval, then, becomes the
fraction (or percentage) change in the background knowledge, given the measurements.
This can be written as:
(4.2.2)
where ox= x - x, and is valid within the limits, 0 ~ &. ~ 1.
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Once this value is retrieved, the CO value can be reconstructed as:
x= (l + (jX)X a• (4.2.3)
Here Xu can be reconstructed either as a total column density [molec em"], or mixing
ratio profile [ppmv]. Thus, even though a column integrated value is retrieved, the
reconstructed value can be a profile.
This flexibility in reconstruction is not just convenient in application, but can be
crucial in error analysis, e.g., by calculating the residual (difference between true and
calculated radiances), or in a non-linear iterative scheme. In both cases, the inverse
problem becomes the forward problemagain with the radiative transfer model being run on
the retrieved state to acquire an updated estimate of TOA radiances. This requires that the
retrieved parameter be a mixing ratio profile. None of the radiative transfer models
currently in operation can ingest trace gas values as total column densities.
Note that noisy radiances, Yr, as detailed in Section 3.2.3 is used in the physical
retrieval as the truth, Y, to approximate real measurements.
4.3 Total Column Weighting Functions
In the forward calculation, the weighting function, K, is calculated as the partial
derivative of the measurement, y, with respect to each layer in the parameter, x, such that
K =ay. Because forward models require profile parameters as input, this matrix has
ax
dimension [nch x nlev] and units [K ppmv"], A weighting function in this form is also
known as an analyticaljacobian.
Even though the primary output of a radiative transfer model is the TOA radiances,
these are converted to brightness temperature (T8) in the calculation of K (from there the
units [Kelvin] in the nominator). The reasoning behind this is that the Planck function is
temperature dependent and has characteristically low values in wavenumbers at the tail
ends of its curve. Sensitivities to changes in atmospheric constituentswill, therefore, not be
as visible here as in the lower wavenumbers where the Planck function has its peak.
Converting radiance to Te in the calculation of K removes this temperature dependence
and the spectrum is equalized so that the sensitivities to parameters become comparable in
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the entire wavenumber range. This differs from the regression retrieval (Section 3.3.1)
which is performed entirely in radiance space.
The scheme proposed in Equation 4.2.2 retrieves a dimensionless scalar value with
nlev = 1, which implies that K should have dimension [nch x 1]. However, the analytical
jacobian [nch x nlev] calculated by the forward model cannot simply be integrated along
the atmospheric levels to achieve this. A solution is found when the definition of K is
simplified to K =l1y, which describes the delta-change in measurement given by a
I1x
corresponding delta-change in the parameter. It still gives the sensitivity of the
measurements with respect to the parameter, but greatly simplifies calculation, and hence
implementation. A weighting function in this form is known as a "brute force" or finite
differencing jacobian.
This jacobian is also calculated during the forward calculation but we implemented it
manually since it is not a standard by-product of most forward models. This is achieved by
perturbing the parameter profile along its entire column at once, which then registers K as
a single TB spectrum where each channel represents the magnitude of its sensitivity to a
total column perturbation in x. It is calculated as K = itx\) - f(x 2 ) , with x 2 =0.9x
"
which implies a I1x = 0.1. This perturbation value corresponds to the 10% error limit set for
global retrievals of CO and is widely accepted as a reasonable limit (Turquety et al., 2004).
Finite differencing jacobians can be calculated for any parameter, and any value of nlev. It
can even take on the matrix form [nch x nlev] if the I1x perturbation is iterated, one level at
a time, over the entire profile.
A CO finite differencing jacobian is displayed in Figure 4.2 and corresponds to the
measurement sensitivity to CO across the entire column of a mean Southern African
atmosphere during winter. Note the distinct absorption lines along which the sensitivity of
the measurements are significantly larger than instrument noise.
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Figure 4.2: A CO fin ite differencing j acobian (with ~x = 100ft,) against NE~T(T/I) in
the CO spec tral range. The j acob ian rep resents the tota l column weighting
function of the mean CO profile from the parameter training set , X l r •
The CO infrared absorption range cited in this paper, i.e. 2 050-2225 cm', was
empirically identified from the signa l observed in Figure 4.2. The range often cited in the
literature is much narrower than thi s, e.g. 2 100- 2 200 em-I. (e.g., Turquety et al., 2009).
For the purpose of algo rithm development and testin g, we argued that a conservat ive
estimate of the range, whi ch includes strong and weak signa ls alike, should give the best
possible representation.
Even though CO has a distinct absorption range, it is not the only variable active in
this region . From Table 4.1 we know that the measurement s are also sensitive to T, Q,
C02, N20 and 0 3 in the same spectral region. In Figure 4.3, the CO jacobian is plotted
against the sum ofjacobians from all interfering species (except T).
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Figure 4.3: A CO finit e differencing (FD) jacobian against the sum of FD jacobians
from all interfering species (i.e. Q, CO 2, N20 and 0 3) in the CO spectral range.
A perturbation facto r of ~x = 10% was used for all th e species, except for CO 2
with ~x = 4 ppmv.
In the next sec tion, we illustrate how this knowledge can help to make a channe l
select ion for the retrieva l in order to iso late the CO sig nal.
4.4 Channel Selection
The task of improving the accuracy of a retrieva l is a painstaking one where eac h
decision has to be carefully eva luated and its effec t on the ana lysis sequence we ll
understood. The subject of thi s section is one of the key cons idera tions in designing a
retrieval scheme and can playa direct role in affect ing how much informat ion is ava ilable
for the so lution. Consider an lASI measurement with 8461 channels. If all avai lab le
channels are used in the retrieval without rega rd for their sensi tivity towards the target
species, then they can introduce unnecesary erro r, e.g., due to non-l ineari ties in the Planck
function, correlation amo ng channels, or instru ment noise. Erro r ultima tely reduces the
signal-to-noise ratio. In most retrieval schemes, cha nnel se lection forms a vital part in
increasi ng the signa l-to-noise ratio with respec t to a spec ific para meter.
Channe l select ion met hods became more sop histicated with the adva ncemen t of
multi- and hyperspect ral se nsor technology. Wit h this, the once broad spectral band s we re
divided into tens (e.g., MO DIS nell = 36) and eve n thousands (e .g., AIRS nell = 2378) of
channe ls. This increased the probabi li ty of detecting line vertical structures in the
atmosphere as we ll as measuri ng the absorpti on featur es of weak species previously
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undetected by broad band sensors (e.g., those of most trace gases). However, with so many
channels suddenly available, the processing power needed to perform a retrieval is
increased significantly. In addition, a new type of measurement error becomes a factor to
consider, that of correlation between adjacent channels. Selecting a subset of channels to
work with is, therefore, a matter of reducing both the measurement error and
computational cost.
A number of methods have been developed that focus on identifying channel subsets,
some more sophisticated than others. The method chosen to do the channel selection
depends a lot on the nature of the problem. Some considerations include the application
(e.g., how much error can be allowed), the target species (e.g., how many channels in the
target species absorption range), and instrumentation (e.g., the data density and spectral
resolution). In Table 4.2 we summarized the main considerations when performing channel
selection for CO retrievals from IASI measurements.
Table 4.2: Summary of the characteristics of CO absorption in the infrared and the
effect this has on channel selection from IASI measurements.
Considerations
CO is a weak absorber
CO has a narrow absorption range
CO has distinct absorption lines
IASI has low overall entropy reduction for CO
IASI has low degrees of freedom for CO
What it really means
Other strong, possibly interfering
absorbers in the same range
Small subset of channels to draw
information from
In this narrow range, not all channels are
useful since the channels in between the
absorption peaks contain little information
Low signal-to-noise ratio
This is why we are retrieving only one CO
layer
It is customary to calculate two or more channel subsets and evaluate them in terms
of the retrieval accuracy for a specific test case since it is impossible to weigh all
considerations equally in a single channel selection method. Once this is done, the
challenge remains to establish whether it is possible to combine them into a subset that is
robust enough for application in all atmospheric conditions (Rabier et al., 2002). Our focus
in this thesis was primarily on addressing the former. It is a difficult enough task to retrieve
trace gases at a reasonable accuracy for clear sky conditions. Developing a channel set
suitable for all seasons and percentage cloud cover, will be the focus of future research.
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We summarize here some of the channel selection methods published in the literature
and how it guided our choice. Then we describe the three methods we chose and show the
selection for different channel sets in the last section.
First, we evaluated a method described by Rabier et al. (2002) which is based on
Menke's (1989) definition of the data resolution matrix (DRM). The DRM is nothing other
than the averaging kernel, A, [nlev x nlev], or model resolution matrix (MRM) as Menke
(1989) refers to it, projected into measurement space [nch x nch], such that DRM = GK,
where G is the gain matrix and K the weighting function. We know that the MRM (or
averaging kernel, A) has diagonal values which quantify the amount of information
available per pressure level. Rabier et al. (2002) argue that the DRM diagonal, in tum, can
indicate the importance of each individual channel in solving the inverse problem. This is a
very fast method and we implemented it for CO. The resultant channel set, however, was
unconvincing. The selected channels plotted against the CO finite differencing jacobian
(from here on referred to as "jacobian" only) left us with no understanding of why certain
channels were selected. They were not selected along the absorption peaks, which we
know intuitively should be the most important in a CO retrieval.
Next, we turned to McMillan and Goldberg's (1997) study on the use of super
channels. It starts with creating a covariance matrix of the radiance set, Y. Then, the
channel with the largest variance is selected by evaluating the values on the matrix
diagonal. The remaining channels that are strongly correlated within a narrow spectral
range of the selected channel are identified and averaged. Finally, both are removed and
the process is repeated until the desired number of channels is reached. This method is
attractive for strong absorbers for which there are many sensitive channels. However, with
the narrow range and few absorption lines for CO (only 37 absorption lines with three to
five channels above instrument noise), the already weak signal will be diluted even more
by averaging.
Below we discuss the three methods which we adopted and how we hybridized them
for application in total column retrievals. A single value is retrieved, which implies that the
number of channels (nch) selected could be much lower than the number available. Wc
used nch = 30 as an initial robust measure, but do a full sensitivity study in Section 5.2.1
on the influence of nch in determining the retrieval accuracy. Channel selection was
performed on the IASI spectrum and error covariance, Sc, as described in Section 4.1 for
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the information content calculations. The only difference is that the channel selection is
done here for a column integrated CO value, so instead of an analytical jacobian matrix,
the CO finite differencing jacobian is used and Sa =0.1 to denote a 10% background error.
The search was narrowed down to the CO range only (2050-2225 em": nch = 699).
4.4.1 Entropy Reduction Method
The first method is based on the information content of individual channels. With
what we have learned in Secion 4.1, the entropy reduction term, H, can be calculated for
each channel as follows:
(4.4.1)
where i =nch. This is calculated sequentially for each channel. The channel with the
highest value is identified and removed. A is updated. A new iteration is run on the nch - 1
channels. This is repeated until the desired number of channels is reached. This method
works on the argument that channel correlation influences the amount of information
available in a channel. Once a channel is removed, and H is obtained for the new channel
set, the information content in the channels adjacent to the one just removed may be
different, higher or lower because the correlation error is removed. When channels are
selected for their 'true' information content and the error due to correlation is accounted
for in"the measurement error covariance (Ss) then the signal-to-noise ratio should be
maximized. The one drawback of this method is that it is computationally expensive.
Lerner et al. (2002) and Rabier et al. (2002) are two good papers detailing this method for
channel selection in temperature retrievals.
We implemented this method for total column CO retrievals, but found the iteration
to be unnecessary. The CO absorption peaks are so pronounced and narrow that there is
only a single channel at each peak. In addition, each peak has only one or two
neighbouring channels along its absorption line. Even though the correlation error is
removed, the information content is largely determined by the position of the channels
along the absorption lines. The same set of channels is selected despite small variations in
H. Thus, the method could be simplified considerably by calculating the entropy reduction
only once, and not sequentially for each channel as in Equation 4.4.1. The desired number
of channels (usually those corresponding to n highest values) are then selected once off.
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4.4.2 Minimum Interference Method
The second method was loosely based on one developed by Crevoisier et al. (2003)
and which they refer to as the Optimum Sensitivity Profile (OSP) method. It is based on
satisfying two main criteria in the selection of individual channels, namely; (i) it should
display an "intense and nonsaturated spectral signature of the target species"; and
(ii) have a low contribution from interfering gases. We developed a simple vector algebra
method that satisfies these two criteria. It is executed in a series of three steps. Firstly, add
up the finite differencing jacobians for all interfering species in the CO range, i.e. Q, C02,
N20 and 03 with I1x = 0.1,
K sum = K Q + K eo + K N 0 + K o .2 2 3 (4.4.2)
Secondly, calculate the absolute difference between the CO and interference signal by
subtracting Equation 4.4.2 from the CO jacobian.
(4.4.3)
Thirdly, select the desired number of 'channels with highest values. Note that there are
only 41 channels with the sensitivity to CO higher than the sensitivity for the sum of all
interfering species. We refer to this as the Minimum Interference (MI) method.
4.4.3 Absorption Line Cluster Method
We developed a third method to specifically exploit the characteristic absorption
lines of CO in the infrared. For this we drew on a method described by Rabier et al. (2002)
which is based on evaluating the weighting functions of parameter profiles. For each
pressure layer, the weighting function matrix, K, [nch x nlev] has nch column values
corresponding to the channel sensitivities for each layer. They are evaluated and the
channels with highest sensitivities are selected. The method we developed here is applied
to the CO finite differencing jacobian [nch x I] which deals with a single layer only. In this
way it is much faster. But unlike the jacobian method, we additionally draw on the
advantage of information redundancy due to channel correlation in hyperspectral
measurements. We did this by selecting spectral clusters of sensitive channels.
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The channel selection is performed in two steps. First, the channels at the peaks of n
strongest absorption lines are selected.
(4.4.4)
Second, the immediate two neighbours on either side of the channels at the peak are
selected so that clusters of three channels are formed. We argue that this method
maximizes the information content where sensitivity to CO is highest and exclude the
weak signal in the wings of absorption lines. A potential drawback, however, is that there
are only about 30 CO absorption lines in the 4.7 urn band, which means that there is a cap
on the maximum number of channels that can be selected with this method, i.e. a
maximum of about 90 out of699.
We implement this method with clusters of first neighbours only, but any number of
neighbours can potentially be selected. For IASI, a reasonable assumption would be a
correlation of up to three neighbours.
Summary
When the channel limit is set to 30, the difference between these methods is clearly
visible. (Figure 4.4). As the channel number increases, so the distinction between these
methods becomes less and less apparent. This is because there are only a few CO
absorption lines with a strong background interfering signal. Humidity (Q) is one of the
strongest interfering species in this region, affecting most channels in the range. Nitrous
oxide (N20 ) has a strong absorption band, but it is shifted slightly to right of the CO band
(i.e. towards the higher wavenumber range) such that it affects only those CO channels
with spectral values above 2 170 em". Both 03 and CO2 have overlapping weak
absorption bands around 2 100 em-I.
The ER method has the channels evenly distributed along the absorption peaks. The
ALC method selects channels in two spectral bands, 4.72 and 4.6 urn (or 2 120 ern" and
2 170 em"), respectively. The MI method has a very strong correlation with the CO
Level 2 operational IASI channel set.
We do a full sensitivity study comparing these methods in Chapter 5.
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Figure 4.4: Three different channel subsets with nell = 30. The selected channels
(red dots) from three methods, (first) Entropy Reducion (ER), (second)
Absorption Line Cluster (ALC) , and (third) Minimum Interference (MI) are
displayed, together with (fourth) the IASI operational CO chann el set. The
chann els are plott ed again st (green) a CO total column weighting function, and
(blue) the sum of the weighting functions from all interfering species.
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4.5 Background Parameter Estimate and Error
We are training the proposed retrieval scheme on the geographic region of Southern
Africa. This affects two of the terms in Equation 4.2.1, specifically. First, the a priori term,
x, which is the state of the atmosphere for the study region. Second,· the a priori or
background error term, Sa, which should capture the real variation in the state for the same
region. The preparation of the a priori was discussed in Section 3.3.1. Here, we are
concerned with preparing the background error, Sa. Eyre (1990) stressed the importance of
calculating a realistic error term and argued that it will affect the retrieval accuracy because
it could either under- or over-estimate the scheme.
The expectation is that the statistics of CO on a regional scale will differ significantly
from that on a global scale. Consider the spatial variation of CO sources. A developed
region, such as Europe, with a dense concentration of industry will have a vastly different
CO signal compared to a developing region, such as Southern Africa, with low-density
industry but vast open spaces of land prone to biomass burning. In addition, the statistics
can also be time dependent. This is especially important to bear in mind for Southern
Africa that has strong seasonal cycles of biomass burning and, by implication, CO
emissions. We consider here the peak burning season, i.e. month of August.
The background error, Sa, is the covariance matrix of the a priori parameter error. In
a simulated study, the latter can be calculated as a by-product of the regression retrieval
where it can be calculated as the difference between the truth and (statistically) retrieved
parameter, such that e =x t - i [nlev xl]. The covariance matrix [nlev x nlev] then
becomes Sa =&&T, where T denotes the transpose of the vector. The diagonal of this matrix
is the parameter variance associated with each level. The off-diagonal values, on the other
hand, indicate the magnitude of the correlation among different levels and depend on the
definition of the vertical pressure grid.
A Bayesian retrieval scheme is based on the assumption that the background
knowledge of the parameter is unbiased. However, in practice, this is almost never true,
and Sa can be calculated differently to incorporate the error due to bias in the data. Instead
of using the definition of variance as the squared standard deviation on the diagonal, the
root-mean-square of the error (RMSE) can be used instead, which is the sum of both the
squared standard deviation and bias (or mean) of the error (Equation 3.2.10). In this
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instance, the off-diagonal values can be calculated manually by assuming a correlation of
some length, e.g., L = 3 km with an exponential drop-off according to
5;/ =aaj exp ~Z;. - Zjl!L], where 0', =.JS:. is the standard deviation at level i and Z
denotes the height in kilometres at each level (Weisz, 2001). The height can, in turn, be
calculated by employing the hydrostatic equation such that Z= - Hlog(pj pJ, with a scale
height H of 7 km and surface pressure p of I 013.9 mbar (Weisz, 2001). The values of H
and L can vary depending on the definition of the vertical grid and parameter in question.
However, in the case for the total column scheme described in Equation 4.2.1, a
dimensionless scalar term is required as error instead of a full error matrix with layer
correlation. Such a percentage error value is calculated by first converting the truth, X" and
regression retrieved a priori, x., to their respective total column densities [molec ern"].
This reduces their dimension from [nlev xl] to [1]. The percentage error can be defined as
6= IX t - x.l/xt for which the RMS is calculated to arrive at a scalar, Sa'
Given the statistical retrieval discussed in Section 3.3.1, we calculate and discuss the
error for two different versions of a CO a priori. Bear in mind that the expected accuracy
for total column CO global retrievals is 10% for operational lASl measurements (Clerbaux
et al., 1998), while others have calculated CO to be highly variable, regionally, ranging
between 5 and 20% depending on the level ofpollution (Turquety et al., 2004).
The total column values of two different CO a priori's are plotted in Figure 4.5. The
one is derived from PCA regression with negv = 50 (background-A) and the other from
standard regression with nch = 699 (background-B). Both are from noise-free
measurements reduced to the CO absorption range (2050-2220 ern") before the
regression is made.
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Figure 4.5: Two CO total column statistical background estimates, (left) from PCA
regression with negv = 50, and (right) standard regression with nch = 699.
We observe a strong differenee in their respective variances with both having a
number of outlier values. These can be a function of the regression method employed or an
artefact of incorrect forecast data. Irrespective, a quality control filter needs to be
employed to ensure that the statistics calculated for the two a priori sets in no way
misrepresent the data. The reason for this is that the error statistics, i.e. that of the bias and
RMS, are both highly sensitive to outliers. We developed a filter based on the following
two criteria; (i) remove all values greater than 8E+ 18 mo1cc ern" (a value that is roughly
three times as high as the global average); and (ii) calculate the RMS of the a priori
parameter residual and filter those which are greater than 30% (a conservative estimate
which is 10% higher than the global maximum variance).
Filtering the high values was motivated by the fact that Turquety et al. (2009) found
IASI measurements to have a low sensitivity to CO in highly polluted conditions,
specifically over intensive biomass burning regions. The first instinct is to think that this
results from the saturation of the CO absorption Iines. However, they found this not to be
the case. Instead, they contributed this to a combination of factors. They argued that the
incidence of large uncertainties in high CO values could result from the fact that thermal
contrast in the lower troposphere is reduced due to extensive vertical mixing directly above
fires. The specific chemical composition and physical conditions of the fire plumes could
also significantly affect the uncertainty associated with ancillary retrieval parameters, such
as atmospheric and surface temperature. Another factor could be that aeroso ls impact the
retrieval quality. The signature from aerosols in the CO absorption region is small but as of
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yet, its effect on CO retrievals has not been quantified and could be a contributing factor.
Finally, they list that the extreme cases are typically not well represented in an a priori
covariance matrix. This could render the scheme under-estimated. By filtering the high
outlier values in the a priori , we avoid this possibility and it gives a background error
which is a good representation of the majority of CO states.
We plot the two a priori sets again, but this time highlight the filtered values that are
excluded from subsequent analyses.
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Figure 4.6: Quality control on the two CO background estimates, (left) from PCA
regression with negv = 50, and (right) standard regression with nell = 699. See
text for details. The filtered values (red) are plotted against those retained for
use in the physical retrieval (blue).
Fifty values arc filtered from background-A and the background error is calculated as
9.3% with a bias of 0.2%. Background-B has only 12 values filtered with a 3.96% error
and bias of 0.25%. We illustrate in Section 5.\ that the entropy reduction (i.e. the log
difference between background and retrieval errors) of the physical retrieval is higher
when an a priori set with a large variance (or error term) is used.
97
4.6 Measurement Error Covariance
Where the background error is derived statistically, the error covariance matrix
corresponding to the true (or real) measurements, S£ [nch x nch], is constructed explicitly.
For each measurement vector the instrument noise is scaled according to the scene
temperature, i.e. n, =NE~T(TB) is calculated according to Equation 3.3.2. At its most
basic, S£ is constructed with the square of this noise as its diagonal:
(4.6.1) .
In a Bayesian scheme, however, the measurement noise is not only defined by the
instrument noise, but also by uncertainty due to non-linearity in the radiative transfer
calculations, uncertainty introduced by the background estimates of temperature, and error
due to correlation among closely spaced channels. Each one of these can be addressed
individually and when done correctly can reduce the overall measurement error in the
retrieval.
The error in the Planck function due to uncertainty in the background temperature
estimate results in a forward model error. For RTIASI in the simulation of IASI
measurements, a forward model error of 0.2 K has been assumed (Weisz, 2001). This value
is simply added to n£ on the diagonal of S£ (Figure 4.7). But, often perfect forward model
simulations are assumed with no significant impact on the retrieval accuracy (Turquety et
al., 2004).
Secondly, the error due to non-linearity in the measurement can be explored by
considering the following relation.
(4.6.2)
where bX=G[F(x)-F(xa)-K(8x r ) ] . We calculate it for our results in Section 5.2.3
but found no examples in the literature where the non-linearity error was accounted for in
the definition of S£. It may be that it is computationally too expensive to calculate in
traditional methods. Our total column retrieval scheme gives this chi-square value as a
scalar value, which is fast to calculate and simple to interpret.
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Lastl y, channe l correlation is addressed by generating off-diagonal elements accord ing to
the relation Sij = c(j~S,iSjj ' The correlation value s cij are closel y dependent on the spectral
resolution of the instrument. For the IASI instrument Weisz (200 I) used values of 0.71 ,
0.25 and 0.04 for a diagonal clement's first , seco nd and third neighbour, respectively (c = 1
would mean the channels are identical ). We illustra te the erro r covari ance for zero and a
three-neighbour correlation given a channel se t of nch = 30 (Figure 4.8). Note that
corre lation calculated in thi s way IS based on the assumption that the channe ls arc all
spectrally adjacent to each oth er.
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Figure 4.8: Definition of the measurement error covariance, Se - For nch =30, the
(left) uncorrelated and (right) correlated case (with correlation factors 0.71, 0.25
and 0.04 for I S" 2nd and 3rll neighbour, respectively).
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Weisz (200 I) applied a three-neigbour correlation in temperature retrievals and this
was appropriate since a large channel set was used. However, caution should be practiced
when defining correlation errors for small channel sets such as used in trace gas retrievals,
because when done incorrectly it can introduce a significant bias in the retrieval results.
When we inspect the Absorption Line Cluster (ALC) channel set identified for CO
(Section 4.4.3) with nell = 30 (Figure 4.9) then we see that the channels are ordcrered in
clusters of three but otherwise are spectrally separated. We accordingly defined the
correlation for first neighbours only and then only for every third channel in the set.
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Figure 4.9: Measurement error covariance, Ss, for the ALC channel set. (top) ALC
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neighbour correlation factor of 0.71 per channel cluster.
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CHAPTERS: RESULTS AND DISCUSSION
In the previous chapter we evaluated the information content of lASI measurements
with respect to CO. We learned that this trace gas along with the other species - CH4 and
N20 - has a low degrees of freedom for signal (DFS) compared to those of temperature
and humidity. These low values result, in part, from shortcomings in the measurements.
For one, IASI has limitations in terms of its spectral resolution (e.g., 0.5 ern" in the CO
range) which is not fine enough to allow the retrieval of the vertical structure of trace gases
in the atmosphere. In addition, CO, for example, has its highest concentration in the
boundary layer for which the sounding measurements are insensitive, by definition
(Turquety et al., 2004). However, the primary limiting factor is that these gases occur in
trace amounts in the atmosphere. Their concentrations are not dense enough to absorb
enough outgoing radiation to register a strong signal in the infrared measurements. As a
result, we refer to them as the weak absorbers.
Ozone (03), on the other hand, presents a special case. It is a trace gas but its
retrieval is not associated traditionally with the pollutant gases listed above. For most
satellite sensors, ozone is retrieved as a standard data product along with humidity and
temperature. This, despite its low information content compared to that of humidity
(Table 4.1). However, unlike CO and CH4, there is enough information content to enable
retrievals along a coarse vertical profile (i.e. few broad layers) or as total column with high
accuracies. This results mostly from the fact that 03 has its highest concentrations in the
stratosphere for which the soundings have a significant sensitivity. Note that even though
temperature is not technically an absorber (i.e. it is indirectly retrieved from the known
C02, a strong absorber), we group it along with humidity and 03 as a strong absorber.
Drawing on our own research and results gleamed from the literature, we list a
comparison between weak and strong absorbers and give some of the implications this has
in designing a retrieval scheme (Table 5.1).
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Table 5.1: Summary of the differences between strong and weak absorbers in the
infrared spectrum for the purpose of optimizing atmospheric profile,
layers or total column retrieval.
STRONG ABSORBERS
Radiativelyactive in a large range of the IR
spectrum. There is a greater chance that the
measurements will be sensitive to the parameter
on many atmospheric levels. Profile retrieval is
possible.
Channel selection is an attentive process since
each level needs to be well represented in the
measurements.
Large number of channels needs to be used in
the retrieval, which enhance the signal to noise
ratio increases computational cost.
Low probability that the influences from weaker
absorbers will affect the retrieval accuracy.
WEAK ABSORBERS
Radiatively active in a small range. Chances
are much reduced that the measurements
will be sensitive to parameters on many
atmospheric levels. Profile retrieval highly
improbable.
Channel selection is a more robust process,
since only a few layers are retrieved.
Small number of channels involved, makes
for fast computation.
High probability that the influences from
stronger absorbers may affect the retrieval
accuracy.
In this thesis, we designed a retrieval scheme which is optimized for weak absorbers.
We illustrate it here for carbon monoxide (CO), a gas strongly associated with biomass
burning. The scheme retrieves the percentage change in the column integrated background
parameter from the IASI infrared soundings. In other words, a single value is retrieved per
measurement and this makes for a simplified, fast algorithm. In addition, the fact that a
dimensionless value is retrieved makes the scheme versatile in its application with respect
to the trace gas species in question, since the retrieval can be reconstructed as a mixing
ratio profile or total column density.
Retrieving a single column integrated value does, however, present us with unique
problems that cannot be resolved by adopting traditional methods. For example, we could
not directly apply existing channel selection methods since they are all developed
specifically for profile retrievals. We had to modify the channel selection methods for
application in our scheme (Section 4.4). This was true also for the background error, which
is a single percentage value in our case and not a full covariance matrix (Section 4.5). The
definition of the measurement error covariance is much the same as for profile retrievals
but care should be taken in calculating the off-diagonal values when the channel sets are
small. The instrument noise with a factor added for the forward model error (i.e. 0.2 K)
defines the diagonal of this covariance matrix (Section 4.6).
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In this chapter we give a detailed evaluation of the proposed trace gas scheme in
terms of its accuracy and precision. We also perform a full error analysis with comparison
to existing case studies in the literature. In addition, the results from a number of
sensitivity studies are presented in order to characterise the behaviour of the scheme given
variability in some of the key components, e.g., background and measurement errors, as
well as the number and subset of channels chosen. We aim to implement this scheme in an
operational environment for air quality monitoring and for this a fast, stable, robust
inversion scheme is required.
Unless otherwise stated, the retrievals are performed with the Principal Component
Regression (PCR) a priori (negv = 50) with statistical error of 9.3% as introduced in
Section 3.3. The default channel set is derived using the Absorption Line Cluster (ALC)
selection method (Section 4.4.3) with number of channels equal to 30 (nch = 30). This is
the same number of channels used in operational IASI CO retrievals. Noisy measurements
are used with the measurement error covariance matrix defined as having the square of the
instrument noise (i.e. NE~T(TB)) plus the forward model error of 0.2 K added on the
diagonal. We assume the channels are uncorrelated (zero off-diagonal values).
5.1 Total Column Retrieval Results
The retrieval results presented here are from simulated measurements for the study
area of Southern Africa. The measurements were simulated using RAQMS forecast fields
that are defined on a 2° x 2° spatial grid (Section 3.1.1). This is considered to be a course
grid more appropriate for global than regional studies. However, we solved this by
sampling the forecast values over land and ocean as well as day through night in order to
allow enough variability in the atmospheric fields to present a realistic case for an
atmosphere over this region during its peak burning season (i.e. August). The regional
background error for CO was calculated to be 9.3% compared to the global variation that
ranges between 5 and 20% depending on the level of pollution. Most operational global
retrieval schemes are evaluated in terms of their ability to improve on a background error
of at least 15%.
The fact that some profiles in the set are over ocean as opposed to land is irrelevant
here, because in a simulated experiment like this, the retrieved, truth and a priori
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parameters are all divorced from their spatial coordinates. Instead, they represent the
variation of values for a statistically probable atmosphere of the study region.
5.1.1 Retrieval Accuracy and Precision
Retrieval results can be evaluated in terms of two quantities; the accuracy and
precision. Accuracy defines how closely the results match a target, i.e. it quantifies the
deviation of the retrieval from the truth. Statistically, the bias quantifies the mean deviation
from the truth and is interpreted as a measure of the accuracy. Precision, on the other hand,
indicates how closely the results are spread, irrespective of the proximity of their mean to a
target (or truth value). Statistically, we know that the standard deviation describes the
spread of a probability density function (pdf). Conceptually, the spread, or precision, is
associated with the random error in a retrieval scheme (Clerbaux et 01., 2003), be it from
the instrument noise or uncertainty in the background atmospheric state. Given the
definition of a physical Bayesian scheme, a pdf is retrieved from a measurement pdf in
order to improve on the background knowledge of a parameter which itself is defined as a
pdf within some error bounds. The assumption is that a physical retrieval should at least
reduce the spread of the background pq'fand increase the precision.
I :
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Precision
Figure 5.1: Definition of the accuracy (as bias) and precision (as standard deviation)
of a probability density function .
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For long-term climatological research and weather forecasting both a high accuracy
and precision are critical (Keith and Anderson, 2001). Accuracy is especially important
since it is necessary to intercompare retrievals from different measurements taken at
different times over many years (Clerbaux et al. 2003). For the analysis of phenomena over
short time scales precision is more important since the focus is on improving the
background uncertainty for a specific measurement and time period only. The monitoring
of pollution sources and sinks is an example of an application where the absolute accuracy
is less important than the ability to reduce uncertainty in the background (which is often a
forecast) so that day-to-day concentrations can be mapped and compared.
Barnet (2007) illustrated the difference between accuracy and precision as quantities
on a circle in relation to a central target. He motivated their use as individual measures of
retrieval scheme performance, but in much of the literature the root-mean-square (RMS) is
still used as single measure of the overall performance. The RMS remains a popular
statistic because it combines both the accuracy and precision in a single quantity.
Both the accuracy and precision (and by implication the RMS) are highly sensitive to
outlier values (Wilks, 2006). This means that a single bad retrieval can skew the overall
performance of the retrieval scheme resulting in an unrealistic evaluation. For this reason,
quality control plays an important part in a sounding system. In Section 3.3.1, for example,
we filtered the a priori iri order to exclude outlier values from the physical retrieval. This
was straightforward since we work here with a statistical a priori and simulated
measurements and, therefore, have an explicit definition of the truth. However, in retrievals
from real measurements, the truth is hidden and has to be substituted, either by direct
measurements, forecasts or retrievals from a different source. The reality, however, is that
this is very difficult for trace gases since the data that are available are often inaccurate
with large uncertainties, or they are spatially and temporally inconsistent with the
background data.
An alternative to using an explicit measure of the truth (or some approximation of it)
in quality control, is to develop a validation estimate which draws on information
generated from the retrieval scheme itself. We present here two examples.
The first is to evaluate the retrieval error, S, and compare against the background
error, Sa. From Section 2.2 we know that the goal of the physical Bayesian scheme is to
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improve on the background knowledge of the state by reducing the error, such that S< S, ,
with S= Ti l • This is the error test. When we examine the value of S for the(K 8~ K + 1/s.,)
CO retrieval, we find that it is always significantly lower than the background error (Figure
5.2). This is because in linearly retrieving a single parameter from the measurements, a
perfect knowledge of all other parameters making up the background atmospheric state is
assumed, i.e. surface and profile temperature along will the absorbing gases. However,
background knowledge is never perfect and error is contributed to the retrieval solution.
This is why the RMSE (or estimate of how well the retrieval compares with the truth) is
higher than Sin almost all cases. We can say that Sultimately represents the lower bound
of the retrieval scheme error, but evaluating it as a quality control test in a single-parameter
linear retrieval scheme is not feasible.
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Figure 5.2: Comparing the retrieval (S) and background (8,,) errors of 1360 total
column retrievals.
A second widely used form of evaluation is the degrees of freedom test. It is based on
the logic that the degrees of freedom due to noise and that due to signal should add up to
the total number of pieces of information in a retrieval scheme, which is given by the total
number of channels (nell). This total information content of a retrieval scheme is calculated
as a chi-square value, X2 = (y / - y ., )TS~ I (y / - y ..) + (&. ()S: I (&. r), with the fi rst term the
degrees of freedom due to noise (DFN) and the second term the degrees of freedom due to
the signal (DFS). The term &.(' here, refers to the column integrated frac tion that is
retrieved in the physical scheme. Given the known error bounds of a sounding system, this
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chi-square value can be evaluated as (nch - e) ~ X 2 ~ nch , where c is a user-defined scalar
value and very small fraction of nch. As with the error test, we found the degrees of
freedom test to be too robust since all the CO retrievals passed this test even for values as
small as c = 0.1E-08. The reason why all retrievals pass the test is because in retrieving a
single layer from the measurements with an effective DFS ... 2 (given a 10% error), less
information is used than what is available. In other words, there is zero error in the
retrieval due to the scheme being under-determined (i.e. when nlev > DFS).
In this chapter, we run the physical retrieval on simulated measurements and,
therefore, have an explicit truth to use in validation and quality control. However, the
challenges arising from the lack of accurate validation data and a good quality test are
evident in Chapter 6 when we run the scheme on real lASI measurements. In future it will
be worthwhile investigating additional measures of quality control so that a stable, but
sensitive, test can be found to apply to retrievals from real measurements.
The physical retrieval solution is a total column percentage value which indicates the
change in the CO a priori given the atmospheric measurements (Figure 5.3). By retrieving
a percentage value, the retrieval equation, and by implication the parameter variance with
respect to the measurements, is linearised. Below we illustrate the percentage retrieved
against the backround error of 9.3%.
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Figure 5.3: T he total col umn fraction retrieved fro m 1 360 IASI sim ulated
measurements against the background error value of 9.3%. T he fraction
indicates the pe rcentage change in the background estimate.
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The physical retrieval causes a mean absolute change of 4.2% over the background.
In total 94 (- 7%) retrievals have a change of more than 10% over the background.
Reconstructed as total column density we can illustrate for which values the percentage
change registers a value greater than 10% (Figure 5.4). It becomes clear that the retrieval is
not always an improvement on the background and in some cases may make it worse (i.e.
by reducing the accuracy). Future studies should focus on identifying the conditions under
which this happens by evaluating the retrievals on real measurements of specific pollution
events, for example.
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Figure 5.4: Four total column retrievals compared against the a priori.
When the retrieval is reconstructed as total column density, we can calculate the
deviation from the truth to obtain an estimate of the accuracy and overall uncertainty. In
the fi gure below we plot the physical retrieval against the truth and compare it with the
statistical a priori similarly plotted against the truth to illustrate the extent with which the
background variance is reduced (Figure 5.5). The fact that most variability is observed in
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high values (i.e. values > 4 molec ern") is an arte fact of the non-linear ity of the da ta when
they are plotted at a magn itude of 10 18• The retrieval itself is performed in linear uni ts (i.e.
percentage) and, thu s, co rrec ts for this in the analys is.
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Figure 5.5: The physical retrieval of tot~1 column CO density [melee em"] (blue),
compared against the a priori (red).
The overall unc ertainty of the physical retri eval (given as the RMS E) is redu ced by
0.8%, from 9.3% to 8.5%. However, the measurements introdu ce a sma ll bias and the
physical retrieval accuracy is reduced to 1.1%, whi ch is still very low.
Th e retri evals can equa lly be reconstructed as mixing rat io pro files by assuming that
the total co lumn fractions retriev ed are a con stant percentage change along the
corresponding a priori profil es. We plot the reconstru cted pro files in Fig ure 5.6. We arg ue
that it is not unrealistic to assume a constant change alon g the entire a priori profil e since a
typ ica l profil e approac hes ze ro in the stratosphe re, so these values will remain mostly
unchanged whe n multipli ed with the retrieved frac tion. The largest change will register in
the tropo sphere for which the measurements have their highest sensitivity and wh ere CO
peak s in conce ntration.
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Figure 5.6: The CO physical retrieval (left) reconstructed as mixing ratio profiles
[ppmv], (middle) the bias, and (right) the RMSE.
The retrieval scheme de veloped in this thesis is built on the assumption of line arity.
Thi s greatly simplifies the problem and subsequent so lution, but has the drawback that it
requires the background parameter to clo sely approximate the truth for the solution to be
valid at all (Purser and Huang, 1993). In oth er words, although our scheme is
computationally very fast and conceptually simple, a lot of effort has to go into preparing
the a priori beforehand to ensure an estim ate as close to the true atmospheric state as
possible. The reason for this is that the measurements have a fin ite sensitivity to the
parameter in question and can improve any given estimate onl y to some small degree. In
the linear inverse so lution, a good (o r accura te) retri eval is, therefore, only an improvement
on an already good back ground estimate.
We developed a statistical es tima te o f CO by performing regression ana lysis on a
larg e training se t o f values in Sec tion 3.3. Th e analys is was performed in principal
component space as a means to redu ce the co mputationa l cos t by decomposin g the
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measurements into a smaller number of eigenvectors. Identifying the representative
number of eigenvectors (negv) was an important part of the analysis and through
experimentation we arrived at a value of 50 for CO (Figure 3.12). This produced a
reasonable estimate with an RMSE of 9.3% which is within the limits of the global
estimate of 10%. In addition, we prepared a second a priori using standard regression
analysis on all the CO channels (nch> 699). This gave an overall accuracy of3.96% which
is very good. We refer to them as background-A and background-B, respectively.
Below we illustrate the difference in accuracy, precision and entropy reduction (as
information content measure) given the two different backgrounds in the physical retrieval
(Figure 5.7). The objective was to illustrate how the ability of the physical retrieval to
improve on the background depends on the background itself. In Section 4.1 we discussed
a measure with which to quantify the improvement on background knowledge given a
retrieval scheme. It is the Shannon index which quantifies the entropy reduction, or
difference between background and retr~eval error given the measurements made
(Equation 4.1.3). We can use it here to describe the entropy reduction of the retrieval
scheme given two different a priori estimates.
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The accuracy (or bias) is lowest for the retrieval using background-B (> 1.6%). It is a
reduction of 1.4% on the a priori. The background-A retrieval is not much improved and
also has a low accuracy with 0.8% reduction on the a priori. It is clear here that the
measurements introduce a small bias, irrespective of the a priori definit ion. When the
precision is evaluated, the background-B retrieval is improved by 0.9% but the
background-A is reduced by 0.2%. Overall, the retrieval performance with background-B
is weak. We can understand this better by looking at the entropy reduction presented in the
same figure. Background-A has a value significantly larger than that for background-B.
This means that when the a priori is already very accurate (Sa < 5%) the physical retrieval
is not able to improve on it as much as when the a priori is slightly reduced (Sa < 10%).
We conclude that our physical retrieval scheme is highly dependent on the accuracy of the
a priori and that given the information content for ca in the IASI measurement, it is not
possible to do a physical retrieval of Cf) below a 5% error.
In subsequent sections we continue to evaluate the scheme using background-A as
estimate. Accuracy around 10% is realistic given the variability of available trace gas data
and the measurement limitations.
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5.1.2 System Characterisation and Error Analysis
In the previous section we illustrated how the accuracy and precision of a retrieval
scheme strongly depends on the background estimate and its associated error. This is the
case because the measurements have a limited sensitivity to CO. In order to better interpret
the physical retrieval results it is necessary to characterise the system using measures
independent of the actual retrieval results so that intercomparisons among different
retrieval schemes can be made possible. This is necessary because no two schemes use the
same a priori, cover the same study region, use the same background error, etc. By
characterisation we specifically mean the quantification of the retrieval sensitivity to the
true state (Rodgers, 2000). If this can be quantified then the retrieval error and performance
of the scheme can be understood independent of the accuracy of the results. As discussed
in Section 2.2, the sensitivity of the retrieval to the truth can most simply be expressed as
the matrix of partial derivatives of the retrieved parameter with respect to the true
parameter, or ax /ax. This form we know as the averaging kernel, A. In Equation2.2.25
we showhow it can be calculated as A = GK, where G = (KTS;'K + S~lrIKTS;I.
In profile retrievals, A is usually a matrix with dimension [nlev x nlev] and the
diagonal values,Au, indicate the sensitivity of the retrieval to the true state at each level, i.
The sum of the averaging kernel diagonals ean be defined as the degrees of freedom for
signal (DFS) (Equation4.1.6) which quantifies the absolute amount of independent pieces
ofinformation for a given parameter. In addition, the rows of A have been used to calculate
the vertical resolution of the scheme by calculating the full width at half maximum of each
kernel or row (Rodgers, 2000). This measure is often used to evaluate the appropriateness
of different vertical grids for use in a specific retrieval scheme. Then, a measure of thedata
density can be obtained by calculating p = Au /~z, where ~ is the width in kilometre of
each layer (Purser and Huang, 1993). This value can be used as a measure of the actual
density of good data instead of merely counting the number of channels - which is an
incorrect assumption given that each channel does not contribute a single independent
piece of information to the retrieval.
However, unlike the form of the averaging kernel discussed above, the total column
retrieval scheme presented here, yields the averaging kernel as a scalar value and not a
matrix of derivatives. It gives a single sensitivity value per retrieval. In this way, since
there are no diagonal values to add up, we can interpret the kernel simultaneously as the
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sensitivity to the truth as well as the DFS. In addition, calculating the vertical resolution as
Weisz (2001) did to inform on the effectiveness of the given pressure grid in yielding an
accurate retrieval, becomes obsolete in our case. We do not have a vertical grid for which
the retrieval is more sensitive at some layers than at others. The same holds for the data
density. It can be calculated, in theory, since we do work with layers, albeit a single one,
but it becomes meaningless in its interpretation. The density is usually calculated in order
to inform on which layer of the retrieved profile the data density is highest given the
measurements. But since we only have one layer to evaluate there is not much choice for a
change in the vertical definition if the data density is suboptimal. We work with the
assumption that given the information content, single layer retrievals presents the best
possible case.
This does not render the averaging kernel meaningless since it still informs on the
sensitivity of the retrieval to the total column true value as well as on the absolute degrees
of freedom in the measurements for total column retrievals. When A = I the scheme has an
absolute sensitivity to the truth. It means that all the information in the retrieval is derived
from the measurements (which are essentially an inverse of the true state) with no
information contributed by other sources such as the a priori. Alternatively an averaging
kernel approximating zero indicates that the retrieval has a low sensitivity to the true state
with little information being extracted from the measurements and most contributed by the
a priori. We can state this differently and say that when the DFS of the retrieval scheme
approaches zero, little of the information in the measurements is being utilized to change
the background estimate. In this way the averaging kernel can be used to evaluate the
degree of dependence of a retrieval scheme on a good background estimate.
Below we have plotted the averaging kernel values of 20 retrievals (every so" one
for ns = 1 to ns = I 000) against the retrieval error defined as s= (K TS~IK + S:'r l
(Equation 2.2.16).
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Figure 5.8: Total column retrieval error, 8 against the corresponding averaging
kernel for 20 random retrievals from a set of 1 360.
Here we can see that the retrievals are in general quite sensitive to the true values
with A > 0.85 for all of them. This means that the retrieval scheme derives most of its
information from the measurements and only a small fraction is contributed by the 0 priori.
Note that when the retrieval error (8 ) is high the corresponding kemel (A) is low, and vice
versa. This means that when the sensitivity to the truth is high (large A), most of the
information in the retrieval is contributed by the measurements and little by the 0 priori (or
background). We can interpret this by considering the fact that when the kernel is high
(large A), the DF8 is high (since DFS = A). This means that when A - and by implication
the DFS - approaches unity, the information content is maximized for the retrieval of a
single layer retrieval, where nlev = I, and the noise is minimized. In turn, when the DFS of
a retrieval scheme approaches zero, then the noise is maximized and the information
minimized.
In the operational retrieval of atmospheric parameters, the averaging kernel and
a priori estimate are often provided with each retrieval in order to allow data users and
analysts insight into the system and to allow them to intercompare results from different
sources (Rodgers and Connor, 2003; Turquety et 01. ,2004).
We have made mention already to the retrieval error, S , but a full error ana lysis can
be performed to reveal the sensitivity of the retrieval to the two main sources, individually.
They are error due to the; (i) measurements, and (ii) 0 priori. The Bayesian statistical
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framework allows us to evaluate the retrieval error as made up by these two sources in a
straightforward, objective way.
Using the form of the linear inversion presented in Equation 2.2.26, the difference
between the retrieval and the true state is given as:
x-x =(A -!n)(X-Xa)+ Ge, (5.1.1)
where x is the true state, A the averaging kernel, G the gain function, and e the error
term. The first term on the right-hand side of this equation is known as the smoothing
error. It can be described as the error associated with the sensitivity of the retrieval system
to the true state (Turquety et al., 2004). This is easily visualized as the difference between
the averaging kernel and ideal sensitivity profile (In) which is multiplied with the
variability in the parameter (difference between actual retrieved value and the truth). Its
eovariance matrix is accordingly given as:
(5.1.2)
with A = GK and (Equation 2.2.25) G = (KTS~IK + S~lriK TS~I (Equation 2.2.23).
From what we know already about the system sensitivity, the averaging kernel is almost
never ideal. The loss of information as a result of this is what makes up the smoothing
error. Where the kernel, A, describes the sensitivity of the retrieval to the truth, A - I
describes the sensitivity of the retrieval to the a priori. A large value for A - I means that
most information in the solution comes from the background (a priori) instead of the
measurements (truth). In such a case, we expect the smoothing error to be large which
means that the retrieval scheme has a large information loss due to its low sensitivity to the
truth. In this way, S5 is closely related to the background error and we can state
alternatively that S5 describes the error in the retrieval due to the influence of an incorrect
a priori which in tum is described by its error term, Sa' If the smoothing error is less than
the background error (S 5 < Sa) it means that the scheme has a high enough sensitivity to
the truth such that information is contributed by the measurements and the a priori is not
reproduced in the retrieval (which will happen if A - I ~ -1). Note that for a physical
retrieval the smoothing error is rarely larger than the background error (see Figure 5.2 and
its explanation). From the previous discussion, we know that for our total column retrieval
scheme, DFS = A, which implies that the degrees of freedom for noise, DFN, is equal to
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the smoothing error, DFN = A - I. In summary, then, the total column retrieval is an
estimate of the true state but with an error contribution equivalent to the measurement
DFN. This error contribution is inversely related to the averaging kernel (or sensitivity to
the truth) of the retrieval scheme.
The second term in Equation 5.1.1 IS the measurement-based norse and has a
covariance matrix defined as:
SI11=GS"G
=(K. TS~IK + S~lrlK TS~IK(K. TS~IK +s;'rl. (5.1.3)
This resembles the combined error due to the forward model, the vertical grid used for
the atmospheric variables, the instrument noise and that due to correlation among closely-
spaced channels.
These two terms, however, can be combined into a form we know already. Consider
the term on the left-hand side of this equation, i.e. x - x. It is the difference between the
truth and retrieved and it has the covariance error defined by S=(K. TS~IK + S~lrl
(Equation 2.2.16). So, if we write Equation 5.1.1 in terms of its corresponding error
covariance terms, we get
(5.1.4)
Solving this algebraically given the values in Equations 5.1.2 and 5.1.3 results in
S=(K. TS~IK + S~lrl .
Thus, the retrieval error consists of the sum of two errors, the smoothing and
measurement-based error. By breaking it up into its two components like this, we gain an
understanding of where most of the error in the retrieval comes from.
We plot the three error terms, S, SS and S; for our retrieval system below (Figure
5.9).
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(green) and smoothing erro r, Ss, (red) for I 360 total column CO retrievals.
The retrieval error for total column ca when nch = 30 is dominated by noise from
the measurements, with the smoothing error at least half in magnitude. This is unlike the
results presented by Barret el 01. (2005) for profile retrievals of ca. They found the
smoothing error to be the dominant source of uncertainty. In their case the measurement-
based error and that due to uncertainty in the input temperature profile were twice lower
than the smoothing error. Turquety et 01. (2009) similarly calculated a high smoothing
error with a value not much lower than the background error (around 30% for the boundary
layer) for profile retrievals over fire plumes. Both these cases cited, however, are statistics
for retrievals of profile CO. When the smoothing error for total column ca retrievals is
considered, we find that it is lower than the measurement-based error, and together the
total retrieval error is much reduced compared to the background error. When the
smoothing error is low, it means that the sensitivity of a total column retrieval scheme to
the truth is high and the information loss as a result is low. In other words, most of the
information in the retrieval comes from the measurements. This is confirmed by Clerbaux
et 01. (2002) who also found the smoothing error to be the weakest overall contributor of
error in ca total column retrievals, with most error due to uncertainty in the temperature
profiles as well as the instrument response fun ction.
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5.2 Sensitivity Studies
We perform here a number of studies to illustrate the sensitivity of the retrieval
scheme to changes in the definition of the measurement (i.e., channel subsets and number
of channels used) as well as in the error terms (i.e., magnitude of the background error and
correlation values of the measurement error). As illustrated in Chapter 4, there are many
options available in defining each term. A seheme is considered to be robust when it
proves to be insensitive to small changes. For example, if a system is robust in its response
to the channels used, then it means that a single subset can be used for all the retrievals and
a unique set does not have to be computed for each. On the other hand, a system is
sensitive or unstable when the retrieval accuracy is highly dependent on the definition of a
specific term in the retrieval scheme, e.g., the value of the background error. In an
operational environment, the objective is to implement a stable, robust system.
5.2.1 Channel Selection
Definition ofChannel Subsets
We discussed three channel selection algorithms in Section 4.4, the entropy reduction
(ER), absorption line cluster (ALC), and minimum interference (MI) methods. These
channel selections were made by evaluating the retrieval performance of a single profile as
test case, i.e. the mean of the training set, X/y , as a priori with a 9.3% error, a diagonal
measurement error covariance matrix (i.e. zero off-diagonal values) and nch = 30. We use
the same settings for channel selection here and test the sensitivity of the retrieval scheme
to each channel subset, respectively. For a single channel subset (derived using the ALC
method) we then test the retrieval sensitivity to a variation in the number of channels.
The spectral distribution of the three different channel subsets were illustrated earlier
for nch = 30 (Figure 4.4). In terms of the number of channels, this is a good first estimate
since the spectral differences among the sets arc distinct enough. For higher number of
channels, the differences among them become insignificant since out of the 699 CO
sensitive channels, only 268 are along the absorption lines with a signal-to-noise ratio
(SNR) greater than unity and there are only about 30 absorption lines altogether.
Therefore, there are not many channels to choose from and a reasonable set will have to be
small compared to those used in temperature and humidity retrievals. Both the ALe and
MI sets have most of their channels concentrated in the 2 170 wavenumber region. This is
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one or the two strong CO absorption ranges in the IR, the other being around 2 120 em,l.
o r the two, though, the 2 170 cm,l range has the least interfe rence Iron. other absorbers.
The diff erence between the AL and ,11set, however, is that the former forms clusters o r
three channels along the absorption peaks, thus relying on channel correlation (or
inform ation redundancy) to improve thc S R in the retrieval. The ER set, on the other
hand, has its channels evenly distributed along the absorption peaks across the lull range.
Below we compare retrieval statistics using the three channel sets mentioned with
nch = 30 1'01' a ll (Figure 5. 10). There is no significant difference among the results. The
ALC set achieves a precision only slightly lower than those achieved by the other two sets.
All three channel sets, however, cause a slight increase the background bias (i.c. reduce the
accuracy). But a bias value or IIX) is still much lower than what is reported elsewhere for
a retrievals li'OI11 IASI, which can range between 3- 6% (Turqucty et al., 2004; Turqucty
et al. , 2009).
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Figu re 5.10 : Retrieval se ns it ivity to d efinition of cha nnel su bse ts for nch = 3() .
Ev a lua t ing three different channel selection methods, E nt ropy Redution (ER),
Absorption Line Cl us ter (ALe), and Minimum Interfernce (MI).
These result s indicate that the specific spectral location or the channels in a subset is
less important than the fact that the channels used should be along the peaks or the
absorption lines. Furthermore, with the diffe rence in overall uncertain ty between the ALC
and ER sets being insignifica ntly small, we deduce that the interfering signal from other
species (notably from Q, CO2, OJ and N20 ) do not seem to affec t the outcome much.
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Size o(Chonnel Subsets
Next we illustrate the sensitivity of the retrieval to the number of channels. The
statistics are plotted against seven channel subsets ranging in size from nch = 3 to nch = 60
(Figure 5.11). For this experiment as well as those for the remainder of the chapter, we use
the ALe channel selection method.
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Figure 5.11: Retrieval sensitivity to number of channels when zero channel
correlation is assumed. (top) RMSE against the mean averaging kern el, and
(bottom) standard deviation against the bia s.
The overall uncertainty (RMSE) is positively correlated with the number of channels
when zero correlation is assumed. But hyperspectral measurements, due to their narrow
spectral sampling intervals, have correlations among neighbouring channels resulting in
information redundancy. This introduces an error into the retrieval and is thc reason why
we see that the lowest uncertainty is achieved for the smallest channel set inch = 3), and
the highest for the largest set inch = 60). The bias has a slightly different response with a
sharp increase up to nch = 12 where after it decreases with an increase in nell and evens out
towards nell = 60. It seems here that thc reduction in accuracy (given as thc bias) could be
closely tied to the noise contribution from specific spectral regions. Later on we illustrate
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how this channel dependency can be reduced by weighing channel contributions according
to their degree of correlation to neighbouring channels.
When the RMSE is compared against the averaging kernel (Figure 5.11) it is
surprising to note that even with the subset containing only three channels, the kernel value
is as high as 0.7. The averaging kernel quantifies the sensitivity of the retrieval to the truth
and is loosely interpreted as a measure of how much information in the retrieval originates
from the measurements. We see here that A decreases with a reduction in nch, and this
occurs at the same time at which the uncertainty, RMSE, also decreases. In other words,
the retrieval scheme does not rely on a near ideal sensitivity to the truth (i.e. where A == 1),
in order to obtain a high precision in the results. This can be understood by considering
that a Bayesian inversion, by definition, does not produce a unique solution due to error in
both the measurements and a priori. Instead, a solution is found by minimizing a cost
function between a background estimate (or a priori) and the truth contained in the
measurements. Thus, a low kernel value means that the solution draws on less information
from the measurements (or truth) and on more from the a priori. High accuracies are
achieved when a balance is found such that the information contributed by both the
measurements and a priori are maximized with a corresponding minimizatin of the noise.
When we investigate the spectral location of the three channels resulting in such a
high accuracy (Figure 5.12), we find that they are located on the absorption line at
2 170 cm'l (4.6 J.1m). This is a spectral micro-region where the measurement sensitivity to
CO is higher than the sum of the sensitivity to all other absorbers.
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Figure 5.12: T he spectra l locat ion of the smallest set tnch = 3) de r ived from the ALe
cha nnel select ion method (2 168.75-2 169.25 cm-I). It gives a precision of 8.34'Yc.
for the physical retrieval.
The main interfering signal along this absorption line (2 168-2 170 em") is caused
by NzO. In future, it will be worthwhile to investigate whether a joint retrieval of these two
gases will improve the overall accuracy of the CO retrieval.
Given the fact that a single value for CO is retrieved from the measurements, it is not
surprising that a small number of channels are adequate. However, in order to understand
the large difference between the retrieval uncertainty obtained between a small tnch = 3)
and large channel set (nch = 60), respectively, we do a full retrieval characterization (Table
5.2).
Table 5.2: System character ization of a re trieva l wit h a small in ch = 3) and la r ge
tn ch = 60) chan nel set , re spectively.
nch = 3 nch = 60
RMSE (%) 8.34 8.71
Bias (%) 0.91 1.17
Standard deviation (SO) 8.29 8.63
Mean total retr ieval error ( S) 5.04 1.46
Mean smoothing error (S,) 2.78 (55%) 0.24 (16%)
Mean measu remen t-based error (Sm) 2.26 (45%) 1.22 (84%)
Mean Averaging kernel (A) 0.70 0.98
Entropy Reduction (H) 0.63 1.88
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Both the uncertainty (SO) and accuracy (bias) are lower for nch = 3 than for
nch = 60. However, the mean total retrieval error S is about 3.5 times lower for the large
channel set. We can understand this by noting that the entropy reduction is accordingly
much larger for nch = 60 which means that the CO information contained in the
measurements is utilized more effectively resulting an increased signal-to-noise ratio. This
is confirmed when we note that the averaging kernel, or sensitivity to the truth, is low for
the small channel set and large for the large set. Furthermore, it is important to note that
when the averaging kernel is high, and most information in the retrieval is drawn from the
measurements, then the retrieval error is dominated by Sm. Conversely, when A is low, and
most information is drawn from the a priori, then the retrieval error is dominated by the
smoothing error, Ss.
Understanding why the RMSE is higher for the large channel set, however, remains
difficult. The entropy reduction is much higher than for the small set which results in a
corresponding small retrieval error. Therefore, it is tempting to expect that the overall
uncertainty of the scheme should also be lower, instead of higher as is observed. One
explanation can be that the measurement-based error is proportionally much larger (84%
compared to 45% for the small channel set retrieval) which means there is a larger
contribution of noise due to non-linearity of the Planck function, channel correlation and
instrumentation. A sensitivity study to these different measurement error sources is
performed in Section 5.2.3.
Selecting an estimate of the number of channels can conceptually be approached by
considering the under-dctcrminancy of the inverse problem. Only by discretizing the
continuous atmospheric parameter into a finite number of layers can the parameter be
retrieved given the measurements. In the case of a total column retrieval, however, a single
integrated 'layer' is retrieved which makes the inverse problem highly over-determined
(i.e. nlev « nch with nch = 699 and nlev = I). If there were a single IASI channel which
contained exactly one piece of CO information, then only that one would have been
necessary to retrieve the total column CO. But this is not the case, because the information
content of each channel is generally less than unity due to noise and varies across the CO
sensitive spectral range. It can be expected that at least two or more channels have to be
used in the retrieval as a result. Here, we idcnti lied three channels to yield good results,
and similarly illustrated that there can be a risk in selecting too many channels. We found a
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significant increase in retrieval uncertainty when neh exceeds 30. In other words, fewer
rather than more channels should be used for ca total column retrievals when we assume a
zero correlation among channels, and then those channels should be along the strong
absorption lines specifically.
Some retrieval schemes are designed to calculate a unique channel set for each
retrieval for increased accuracy (mainly because the weighting function, K, and thus the
sensitivity of the measurements to the parameter, varies with space and time due to
differences in temperature and parameter concentrations). However, we have used a single
channel set for all retrievals. We argue that the ca signal in the infrared has distinct
absorption lines which vary only in magnitude and not wavenumber. Strong absorption
lines for one instance of ca will be the same strong absorption lines of another instance of
ca, albeit at a slightly higher or lower magnitude. Selecting channels once only, along the
strong lines for a single measurement of CO with the interference from other absorbers
minimized, will be sufficient for all subsequent retrievals.
5.2.2 Magnitude ofBackground Error
We know now that a small channel set gives the highest accuracy, but in using only
three channels the question arises whether this does not make the scheme unstable in other
ways. We test here the response of the retrieval scheme to variation in background error
(Sa) given a small (neh = 3) and a large (neh = 60) channel set. We compare the retrieval
accuracy for six variations in Sa ranging between I% and 30% (Figure 5.13).
It can be said that the retrieval scheme will become under-constrained when
Sa exceeds its statistical value of 9.3%. The reasoning is that with an increasing Sa the
sensitivity to the truth (or averaging kernel, A) becomes larger and the restriction on how
much information can originate from the measurements becomes smaller. On the other
hand, the retrieval scheme will become over-constrained when Sa is less than 9.3%. A
small Sa will result in a small A which implies that there will be a restriction on how much
information can be drawn from the measurements in the retrieval. In our case, we
calculated the statistical variance of the background estimate to be 9.3%. This is
interpreted as the optimal error term for Sa where the balance between how much
information originates from the measurements versus the a priori is optimized for the
specific retrieval scheme. By changing the value of S'H this balance is weighted either
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towards the measurements (i.e. when Sa> 9.3%) or towards the a priori (i.e. when
Sa< 9.3%).
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Returning to Figure 5.13, the scheme proves to be more stable when a large channel
set is used. We observe a total variation in the RMSE around 0.35% for all values of Sa
when nch = 60. It is, therefore, largely insensitive to being either over- or under-
constrained. This is much different for the smaller channel (nch = 3) set which displays
RMSE variation close to 0.9% when changing Sa from 1 to 5%. However, a small channel
set gives stable results between 5 and 10% but becomes unstable again with values of Sa
exceeding 10%. In other words, we can say that with fewer channels the scheme is highly
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sensitive to becoming over-constrained and moderately sensitive to becoming under-
constrained. A good error estimate for Sa would be between 5 to 10% irrespective of the
channel set.
These results can be understood by evaluating the corresponding mean averaging
kernel, A, across all the retrievals. A generally decreases with the background error (i.e.
as the weight shifts towards the a priori). However, the decrease is much less with the
large channel set which have A > 0.9 for all values of Sa > 5%. This is what lends the
large channel set its stability, since most of the information in the retrieval comes from the
measurements irrespective of the value for Sa. The sensitivity of the kernel to changes in
Sa for a small channel set is much more sensitive and A > 0.9 only when Sa > 20%. In this
way, the sensitivity of a retrieval scheme for becoming either over- or under-constrained is
not an association with the background error alone, but rather all the factors which affect
the averaging kernel. By evaluating the results, we can say that a solution is over-
constrained for A> 0.9 and under-constrained for A < 0.4. Any combination of
background error and number of channels which give a value of A between these two
limits would result in a reasonable weighted mean as solution.
When the solution is over-constrained the retrieval accuracy is much reduced. We
observe this in the bias which is consistently above 1% for all values of A> 0.9. When the
kernel reduces to 0.01 and the scheme is highly under-determined, the bias reduces to 0.2%
which corresponds to the accuracy of the a priori.
In summary, the highest accuracy is obtained for a small channel set (nch = 3) using
a background error between 5 and 10%. When a large channel set is used (nch = 60), the
accuracy obtained is never as low as with small sets except for when the solution becomes
under-constrained (A < 0.4). A good solution depends on finding a channel set and
background error which optimizes the sensitivity of the retrieval scheme to the truth so that
a reasonable weighted mean can be found as retrieval solution.
5.2.3 Definition ofthe Measurement Error
Channel Correlation
As mentioned in Section 4.6 the IASI instrument with its high spectral resolution has
strong correlation among closely spaced channels. In a retrieval, this means that adjacent
channels will not each contribute a unique piece of information but between two channels
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some information is usually shared. This registers as a loss of information and contributes
to the measurement-based error term Sm (Equation 5.1.3).
During the retrieval the channel correlation error can be accounted for by adjusting
the values in the measurement error covariance matrix, Se: The diagonal values of this
matrix describe the individual channel variance and the off-diagonal values, in turn,
describe the neighbouring channel covariance. See Section 4.6 for how the off-diagonal
values can be calculated explicitly. For temperature retrievals the channel set is usually
large (e.g., nch > 500) and the chance that channels are neighbours is high. In such a case,
the correlation error is calculated for up to three neighbours with the correlation decreasing
exponentially away from source (Weisz, 2001). On the other hand, the retrieval of trace
gases rely on much smaller sets (e.g., nch ~ 30) which reduce the chance that neighbouring
channels are selected when conventional channel selection methods are used (e.g., by
evaluating the information content in the entropy reduction method). In this thesis, we have
developed a channel selection method to specifically exploit channel correlation, and by
implication the information redundancy, among neighbouring channels. It is the
Absorption Line Cluster (ALC) method which is designed to select clusters of three
channels along the strong CO absorption lines. These channel clusters include the channel
at the peak of an absorption line along with its immediate neighbour on each side. A
correlation factor of 0.71 is assumed between a channel and its immediate neighbour and
the error covariance matrix can be calculated accordingly (Section 4.6; Figure 4.9). Note
that the square of the instrument noise at scene temperature (NE~T(TB)), with a factor of
0.2 K added for uncertainty in the forward model, is used as the definition for channel
variance.
Below we illustrate the sensitivity of the retrieval scheme to the measurement error
covariance matrix, Se: The question is whether channel correlation affects the performance
of the retrieval algorithm, i.e. whether the information redundancy in hyperspectral
measurements offers an advantage when it comes to trace gas retrievals. For seven
different ALC channel sets, ranging in size from nch = 3 to nch = 60, we plot the retrieval
statistics for two definitions of S..; (i) with zero off-diagonals which defines the individual
channels as uncorrelated; and (ii) with first neighbour correlation calculated for each
channel at the peak of an absorption line (Figure 5.14).
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Figure 5.14: Physical retrieval sheme sensitivity to channel correlation. Comparison
between a first neighbour correlation (blue) and zero correlation (red) in the
measurement error covariance matrix S6' (top) RMSE, (middle) Bias, and
(bottom) Mean averaging kernels are compared against number of channels.
The correlat ion among channels causes a reduction in the information content
available per channel in the retrieval. Individually, channels have a given information
content, but due to correlation two or more channels contribute the same information and
thus reduce the overall information content of the measurements, i.e. there arc more
channels than unique pieces of information. On the contrary, it is argued that the
information redundancy increases the overall signal-to-noise (SNR) ratio per absorption
line because the signal with respect to a given CO spectral response is improved over the
noise when they are integrated over a c1ustcr of channels. However, when we consider
individual channels, then correlation causes a loss in information which is defined as the
correlation error. This error contributes to the overall measurement error, Sr. ' and will be
different for cach instrument.
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When channel correlation is accounted for in the measurement error (Figure 5.14),
the overall retrieval uncertainty is lower and the accuracy is consistently higher for all
channel sets. The correlation error displays a weakly linear relationship to the number of
channels used. The difference in uncertainty due to correlation is 0.5 K for nch = 60
compared to 0.2 K for nch = 12. The correlation error increases with an increase in
channels but becomes insignificant for six or fewer channels. However, defining channel
correlation in So reduces the bias by -0.5% for all channels, even for the smallest channel
set of nch = 3.
Instead of approaching correlation as contributing an error in the case of individual
channels, it can be viewed as contributing information across clusters of channels. This has
been explored by McMillan and Goldberg (1997) who defined the concept of super
channels. A super channel is "an average of channels that have similar meteorological
content" (McMillan and Goldberg, 1997). It is built on the notion that when the signal in
closely spaced, correlated channels is averaged, the information is maximized with respect
to the noise across the same channels. They reported good results for AIRS temperature
retrievals using channel sets between 262 and 315. The channel sets used for CO retrievals
in this thesis, however, are much smaller than those described for temperature. We argue
that there are not enough sensitive channels along the CO absorption lines to merit the use
of super channels in our retrieval.
Non-linearity
We have established that channel correlation contributes to the overall uncertainty in
hyperspectral measurements. When the correlation between neighbouring channels are
accounted for in the measurement error covariance, then the reduction in uncertainty is
minimized because the contribution from channels are weighted depending on their degree
of correlation. There is another factor which contributes to the measurement error and
ultimately to the retrieval uncertainty and that is the non-linearity due to the Planck
function.
As discussed in Section 4.6, the contribution of non-linearity to uncertainty in the
retrieval can be quantified, explicitly. Below we have calculated it for a number of
different channel sets, with and without channel correlation in the measurement error
covariance matrix (Table 5.3). As expected the non-linearity error is positively correlated
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with the number of channels. In a large channel set, there are not just more channels, but
they are distributed over a wider section of the spectrum, thereby capturing a larger portion
of the non-linear Planck function. However, when channel correlation is assumed, the non-
linearity error is somewhat reduced for all channel sets.
Instead of treating the non-linearity error explicitly as with channel correlation, it can
be reduced by using fewer rather than more channels in the retrieval. In other words, the
linear solution to an essentially non-linear problem (i.e. the inversion of infrared radiation)
can be improved by using small channel sets because the Planck function defined over
fewer spectral intervals essentially reduces the uncertainty due to non-linearity. In future, it
will be worth investigating how this compares to an iterative implementation of the linear
scheme, which is the preferred method for solving non-linear problems such as
atmospheric parameter retrieval.
Table 5.3: Measurement error contribution due to non-linearity in the forward
calculation.
S .. S ..
without correlation with correlation error
error
nch RMSE (%) x,2 RMSE (%) x,2
3 8.34 0.1 8.42 0.04
6 8.37 0.16 8.34 0.09
12 8.37 0.24 8.19 0.17
18 8.40 0.28 8.17 0.21
24 8.46 0.31 8.18 0.25
30 8.50 0.33 8.18 0.27
60 8.71 0.36 8.27 0.32
In conclusion, when defining the measurement error for trace gas retrievals it is very
important to carefully consider the channel set before calculating the correlation error. The
robust method used for temperature retrievals (i.e. assuming all channels are adjacent and
correlation is present up to three neighbours) can not be directly applied here and has to be
modified to reflect a detailed knowledge of the actual spectral distribution of the channels.
If this is done correctly, the retrieval error can be reduced significantly.
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We propose here that the ALC channel selection method produces a channel set
which is highly appropriate for CO total column retrievals. A number of reasons can be
cited as motivation; (i) it is conceptually simple to implement; (ii) it runs very fast and can
be implemented in an operational environment without any added computational cost; (iii)
it draws on information redundancy in the IASI channel set to improve the SNR. In doing
so, the accuracy and precision are significantly improved.
Instrument Noise
Unlike most of the operational schemes where a CO profile is retrieved, we retrieve a
single value per field of view. The corresponding weighting function matrix, K, is a vector
[neh x 1] and not a matrix [neh x nlev] as is the case whith profile retrievals. For a 10%
perturbation in CO, the measurements register a sensitivity of up to 5 K in the CO sensitive
range. With the average RMS of the instrument noise around 0.2 K in this spectral region,
we argue that the SNR could be improved by performing noise-filtering. In Section 3.2.4
we discussed a PCA noise-filter and demonstrated how it can reduce the measurement
noise from 0.2 K to 0.05 K with negv = 8. For channels with aSK sensitivity, this means
that the SNR ratio is increased fourfold.
We illustrate the result of applying noise-filtering on the measurements before
retrieval with neh = 30 (Table 5.4). A full characterization of the retrieval scheme, given
noisy versus noise-filtered radiances, reveals that instrument noise makes an insignificant
contribution to the overall measurement error and can be discarded in the retrievals.
Table 5.4: System characterization of a retrieval on noisy and noise-filtered
measurements, respectively.
Noisy Noise filtered
RMSE 8.5 8.51
Bias 1.1 1.12
StdDev 8.43 8.43
Mean total retrieval error 1.97 1.97
Mean smoothing error 0.43 0.43
Mean measurement-based error 1.54 (78%) 1.54 (78%)
Mean Averaging kernel 0.95 0.95
Entropy Reduction (H) 1.58 1.58
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In this chapter, we have demonstrated that the column integrated retrieval scheme for
CO reduces the uncertainty in the background by more than a percentage point. By
retrieving a single value per FOV, the retrieval scheme becomes very fast and proves to be
robust with respect to background error and instrument noise. We tested it for sensitivity to
channel subsets and numbers, variability in both the background and measurement error
definitions as well as to noise-filtering. These results are summarized in Chapter 7.
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CHAPTER 6: DETECTING REGIONAL BIOMASS BURNING
EVENTS - AN APPLICATION
Here we test the performance of the algorithm on real measurements, which arc
soundings by the operational IASI instrument in space. Previously, we established that our
total column retrieval scheme can improve a background estimate of CO by about I% at
single FOV. This was established by running the algorithm on a statistical atmosphere and
simulated measurements. The a priori used had a bias very close to zero (i.e. 0.2%) with an
uncertainty in the range of 10%. In other words, given a I% reduction in overall
uncertainty, it was possible to improve an estimate by 10%. This may not be optimal for
climate research, but it may be enough to distinguish biomass burning events on a regional
scale. Furthermore, we established that the ability of the retrieval scheme to improve on an
estimate - with improvement quantified as the degree of entropy reduction - is closely
linked to the statistical variance of the background estimate. A higher variance in the
background results in a higher entropy reduction in the retrieval scheme and, therefore,
registers a higher percentage improvement. In other words, we expect that the performance
of the retrieval scheme on noisy real measurements with forecast values as background
should at least be satisfactory, given the performance of the retrieval scheme and the
limitations of IASI soundings.
We were limited in our choice of a case study by the availability of atmospheric data
coincident with real IASI measurements. We had forecast fields for the month of August
during 2008, with August to September being the fire season of Southern Africa as these
are the dryest months of the year. Given this, we visually analysed the MODIS active fire
product (MODI4, available online) in order to identify a day with the highest probability
of a large fire event. The performance of our retrieval scheme is such that we were careful
to select a day in which there was at least one biomass burning event large enough (in
terms of the area covered) to cause extensive fire plumes over and above that of the
background. Winter months in Southern Africa (June to August) have elevated background
pollution due to wood and coal fires for household heating and cooking. These typically do
not register as individual fire events on measurements from space but, instead, increase the
background signal of pollutant species such as CO. Sub-equatorial Africa is otherwise
well-known for being the single largest continental source of biomass burning in the world
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and "may produce as much as a third of the total global emissions from biomass burning"
(Andreae, 1991 as cited by Alleaume et al., 2005). This stems largely from the fact that
this region constitutes two thirds of the world's savanna, a vegetation type dominated by
grasses and shrubs which are easily ignited when dry. It is presumed that most fires during
the southern African dry season have anthropogenic origins since convective
thunderstorms and lightning are absent during the winter months (Swap et al., 2003).
The case study we present here differs from most others on IASI CO retrievals so far,
which tend to focus on studying the fire plumes of extreme events, specifically. The 2007
wildfires in the Mediterranean basin have been a popular choice (e.g., Coheur et aI., 2009;
Turquety et al., 2009). Our goal, here, is to illustrate the behaviour of the retrieval scheme
on operational IASI measurements and to determine whether it is possible to map nuances
in the CO signal on a regional scale. Air quality monitoring - for which this scheme is
intended - relies less on absolute accurate retrievals of CO concentrations from fire plumes
and more on mapping day-to-day variation in the CO signal with the possibility to retrieve
values high enough to register a pollution source or low enough to indicate a sink.
6.1 IASI Measurements
The first IASI sounder was launched in 2006 on one of three European polar orbiting
meteorological satellites (MetOp) which have been designed to provide high quality
soundings until 2020. IASI is primarily a meteorological instrument and provides a global
coverage of infrared soundings daily at 12 km spatial resolution at nadir. (See Clerbaux et
al. (2009) for a detailed description of the IASI instrument.) Compared to other operational
and future space borne infrared sounders (e.g., AIRS and CrIS, respectively), IASI is the
only one which measures a continuous spectral coverage of the full thermal region, 654-
2 760 em". In addition, its spectral resolution of 0.5 ern" is also finer than any other.
Barnet et al. (2004) performed a comparative analysis of the three space borne infrared
sounders, AIRS, IASI and CrIS and concluded that IASI is optimal for CO retrievals. As
mentioned earlier (Section 1.1), the IASI spectra arc dominated by rotation-vibration
transition lines of Q, C02, CH4, N20, 03 and CO, and this makes it possible to retrieve
some of the major pollutant speeies from space. In addition, given the orbital physics of
IASI, pollutants can be measured over large regions on a daily basis.
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We obtained two granules of LevellB IASI radiances from the NOAA
Comprehensive Large Array-Data Stewardship System (CLASS), which is available online
after registration (http://www.nsof.class.noaa.gov/saa/products/welcome). The granules
were obtained for 28 August 2008 on the descending path at 07h56 and 07h59, hereafter
referred to as granule 1 (with 60 x 46 FOVs) and granule 2 (with 60 x 44 FOVs),
respectively. Since the scheme is, at this stage, designed to perform clear-sky retrievals
only, we applied the MAlA (Mask AVHRR for Inversion ATOVS) cloud mask to filter the
cloudy FOVs. This cloud-mask is implemented at the Space Science and Engineering
Center, University of Wisconsin-Madison, and calculates a cloud mask from collocated
AVHRR spectra. Lavanant (2008) provides a detailed description of the algorithm, but a
short summary will suffice here. The AVHRR instrument is onboard the same payload as
IASI and although it has a much reduced spectral resolution (six spectral bands in the
range 0.58-12.5 urn) it has a superior spatial resolution (1.1 km at nadir). This temporal
and spatial overlap but different configurations of the two instruments are exploited in the
calculation of a MAlA cloud mask. Firstly, the thin high clouds are identified from the
high spectral resolution IASI spectra using a channel differencing technique called COz-
slicing (Menzel and Stewart 1983). Secondly, small low clouds are identified from the high
spatial resolution AVHRR spectral using a robust multispectral threshold technique (with
the thresholds dependent on the channel combination, geography, solar illumination and
viewing geometry). In this way a coud mask is derived that is spatially more accurate than
what is possible with IASI alone.
In Figure 6.1 we plot the brightness temperature of a window channel (873.75 em")
to illustrate the surface variation which for this study region is mostly characterized as
semi-arid. This is the reason why the surface temperature is as high as 310 K in places. Out
of 5 400 FOVs, 3665 (or ~68%) are considered clear-sky. The difference between this
surface channel and a CO absorption channel (2 169.25 ern") is also plotted. This
highlights the areas for which the instrument recorded elevated CO levels and possible
smoke plumes. We observe them mainly in the northeast and cast along the interior. In the
same figure, we plot two brightness temperature spectra, one inside and another outside the
observed elevated signals.
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Figure 6.1: (top left) IASI measured brightness temperature in a window channel,
873.25 ern", on 28 August 2008 at -08hOO with the MAlA cloud-mask applied.
(top right) Brightness temperature difference beteen the surface channel and a
CO channel at 2 169.25 em-I. (bottom) Brightness temperature spectra at two
coordinates.
6.2 Background Parameter Estimate
We obtained Real-time Air Quality Modeling System (RAQMS) forecast fields
(Section 3.1.1) for the same date as the IASI granules, 28 August 2008. The forecast fields
are at four different time intervals per day, and we selected the 06hOO interval which is
closest in time to the LIB IASI radiances, with a difference of only two hours.
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The RAQMS spatial grid is 2 x 2°, which is much coarser than the IASI grid at
12 x 12 km. We, consequently, interpolated the forecast fields to tit the IASI spatial grid
and the result is displayed in Figure 6.2. The high values of a large tire event in the
northwest of the selected region are mostly masked by clouds but the band of plumes
stretching towards the Southeast is clearly visible. They range in value from 1.8 to
10.2 x 1018 molcc ern", with the maximum roughly four times higher than the value above,
which Turquety et al. (2009) considered a retrieval to indicate a smoke plume. This,
however, is not uncharacteristic and values as high as 27.4 x 1018 molcc cm-2 have been
reported in extreme tire events (Turquety et al., 2009). However, Pierce (personal
communication, May 2009) reported that these RAQMS CO mixing ratios are known to be
over-estimated since they have not been calibrated with CO retrievals from TES, which is
usually done (e.g., with the 2006 RAQMS fi elds used in the simulated experiment,
Chapters 3-6).
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Figure 6.2: Column integrated RAQMS CO forecast fields interpolated to the
12 x 12 km IASI spatial grid.
6.3 Overcoming Limitations
In Section 5.2.2 we evaluated the retrieval scheme's sensitivity to the magnitude of
the background error, Sa. A common practise is to use either the variance of the a priori as
estimate or the global average of 10% irrespective of the a priori. We demonstrated how
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the sensitivity to this error term depends on the number of channels used and that it can be
understood by evaluating the averaging kernel.
The background error is one of two error terms used in the Bayesian retrieval
scheme. The other is the measurement error, S e- These two error terms together constrain
the retrieval scheme appropriately so that a reasonable weighted mean can be found in the
solution. However, if they are defined incorrectly then the scheme becomes either over- or
under-constrained. In Chapter 5, we proposed that the total column retrieval scheme is
optimized when the kernel, A, ranges between 0.4 and 0.9. For any number of retrievals, it
is easy to evaluate the kernel values since the total column retrieval scheme developed here
is very fast and can easily be iterated through a number of variations.
The measurement error, St, is well-known and defined to be constant for all
retrievals (as set out in Section 4.6). The background error, on the other hand, is more
uncertain and can be empirically adjusted to yield a good solution. In Figure 6.3 we plot A
for I 860 retrievals (corresponding to the clear-sky FOVs of granule I) and three values of
Sa, 5%, 8%, and 10%, respectively. The kernels are calculated from a retrieval scheme
using the ALC channel set (Section 4.4.3) with nch = 3. As expected, we find the scheme
sensitive to variations in Sa with the mean of A in each case closely resembling those
values reported for simulated retrievals in Chapter 5 (see Figure 5.13). Given what we
know, the retrieval should yield good results for all three values of Sa, since they fall
within the range 0.4-0.9. However, this is not the case and we can explore why.
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error, Sa, for 1 721 clear-sky retrievals from IASI granule 1 (at 7h56,
descending orbit).
The total column scheme retrieves a fraction value from the lASI measurements.
This fraction is interpreted as the percentage change in the background estimate of the
parameter in question given the TOA measurements. In Equation 4.2.3 we show how CO
estimates (e.g., column densities or mixing ratios) can be reconstructed from this retrieved
fraction. The fraction can be greater than 100% (ox > I), which means that the retrieval can
be more than twice the background estimate. This ean happen in the case when the a priori
under-estimates CO concentrations over a pollution source. However, one of the
limitations in our total column retrieval scheme is that the fraction retrieved can never be
less than 100% lower than (or less than half) the a priori (ox < - I). If this happens, then the
reconstructed values will register negative CO concentrations. Conceptually, this means
that we can expect our scheme to function poorly when the a priori is over-estimated, i.e.
when the actual measured values are much lower than those estimated by the a priori. In
other words, our total column scheme has a higher potential to detect pollution sources
than it has to detect sinks, given uncertainty in the background. We have, consequently,
developed the F action test. This test is applied to the retrieved values and evaluates them
for being larger than -I.
We can demonstrate this, explicitly, since the RAQMS a priori is over-estimated.
When Sa= 8% ( A = 0.63), the solution tends more towards the measurements (or truth)
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than with Sa = 5% (A = 0.41) when the solution tends more towards the a priori . In other
words, with a higher sensitivity towards the truth, we expect a larger difference between
the retrieval and a priori . More specifically, we expect the retrieval to be much lower than
the a priori. In Figure 6.4, we illustrate how the number of retrievals failing the fraction
test (i.e. when ox< - I) is much higher for S" = 8% than S" = 5% when the sensitivity to
the truth is much lower (A = 0.4 1). In fact, around 60% (2 221 out of 3 665) of the clear-
sky retrievals fail the test for S" = 8% compared to 0.3% for S" = 5%.
CO total column [motec em,21
BaCKground error « 5'l'.
CO total column Imolee em,21
Bael-ground error v 8'l'.
Figure 6.4: Total column CO retrieval with two different background errors, (left)
Sa = 5% and (right) Sa = 8%.
The sensitivity of the retrieval scheme does not lie only with the CO a priori used as
x, in Equation 4.2.1, but also with the a priori definition of the atmospheric state used to
generate an estimate of the measurements as y", When we evaluate the RAQMS surface
temperature values, we find that none of them exceed 300 K, and is on average at least
10K lower than the lASI surface brightness temperature surface values plotted in Figure
6.1.
This leads us to conclude; fi rstly, that the scheme is highly dependent on a good
a priori estimate of the retrieval parameter and atmospheric state alike; and secondly, in
the event of an a priori with high uncertainty, a retrieval can still be performed by
adjusting the magnitude of the background error, and by implication change how the
weighted mean is defined in the Bayesian solution. In the event of an over-estimated a
priori, we can adjust the magnitude of S" so that the scheme essentially becomes over-
constrained. This has the implication that the information content in the measurements
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with respec t to the parameter in question will not be fully exp loited which means that the
change in the a priori as a result of maki ng the measurements will not be large. But despite
this, in many applications a small improvement on the a priori can still be mean ing ful.
6.4 Retrieval Results and Performance
We illustrate the total colum n retrieval results be low (Figure 6.5) on the two IASI
granules with nell = 3 (ALC channel se t), Sa = 5%, and SI: defined as set out in Section 4.6
with an ass umed first neighb our correlatio n fac tor of 0.7 1. The reconstructed total co lumn
density is mapp ed, along with the ret rieved frac tion, averaging kerne l and retr ieval error.
Overall, compa red to the a priori, the ret rievals display a greater spatial variation.
Since the a priori used was ove r-es timated, the physical scheme mostly retrieves the
fraction by how much the measure ments reduce the estimated bac kground. We see this in
Sx being mostly below zero. The sensitivity to the truth, A, ranges roughly between 0.2
and 0.6. As expec ted, the retrieval error is inversely related to A and is low when the
sensitivity is high and vice ve rsa . We observe that the sens itivity is highest (and
corresponding error is lowest) over biomass burning areas. Thi s is enco urag ing and means
that the scheme has potential to acc urately map strong sources of CO .
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Most operational and scientific trace gas schemes retrieve profile CO mixing ratios
which are integrated to total column densities a posteriori . Unlike the total column scheme
introduced here, retrieving profile values has the advantage that corresponding profile
averaging kernels and retrieval errors are produced. It is useful to evaluate them as
pertaining to the vertical sensitivity and signal-to-noise ratio. Even if the retrieval is
integrated to column density, then knowledge can still be obtained on where the signal is
strongest. Our scheme, on the other hand, gives only a total column kernel and
corresponding retrieval error which limits interpretation on the behaviour of the retrieval
scheme in the vertical atmospheric column. However, our scheme is not limited in
producing mixing ratio CO profiles (Section 5.1 ). Below we plot reconstructed CO profiles
corresponding to the two coordinates plotted previously, one inside and another outside the
elevated CO levels (Figure 6.6).
Point 1 =-21 .46/16.6 laVlon
100 m--;::.====!:::::==:::;""] Point 2 =-17.5/28.65 laVlon100 rr---;::::~====::::!=:~
-- a priori
-- Retrieval
200 f---\--'tr----:,----- ---..;.- ----1
-- a priori
-- Retrieva l
200Ht---;----~---1
500 1-#-- --;...-------1
.. . . : ; .
· .
· .
· .
· .500 f---t--f--;~-------1
1000 '--_..L......J.........._----L__---'
o 0.1 0.2 0.3
CO mixing ratio [ppmvl
800 f-- -~"""""~-----1
1000 '--_ _ ----'-_ --'-_..LL.---'
o 0.5 1
CO mixing ratio [pprnv]
Figure 6.6: Recon structed CO mixing ratio profiles [ppmv] for th e two spatia l
points identified in Figure 6.1.
For this experiment, we lack in situ measurements to use as primary validation. This
is a common problem in atmospheric chemistry studies, especially in validating results of
atmospheric sounding on a regional to global scale. Since CO is so closely tied to
emissions from biomass burning, secondary validation can be achieved by comparison
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with related species or indicators, e.g., Bremer et 01. (2004) validated the spatial and
temporal variation of MOPITT CO retrievals in both Africa and South America with
comparison to the MODIS aerosol product. Turquety et 01. (2009) compared their lASI CO
retrievals against CO retrievals from a different instrument, i.e. MOPITT/Terra. Here we
compare our measured CO densities with active tires retrieved from the SEVIRI
instrument (Figure 6.7). The tire data were obtained from Schmidt (personal
communication, May 2009) who runs the SEVIRI tire algorithm at the Space Science and
Engineering Center, University of Wisconsin-Madison. Thirty three active fires were
identified (with the quality flag set to remove those with a low probability).
Our retrieval shows good agreement with the spatial distribution of the active tires
and we conclude that despite the lack of primary validation data, the quality of the retrieval
seems to be reliable enough to allow at least a qualitative analysis above tires.
Physical retrieval
nch =3; Sa=5%; ns=3661; fires=33
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Figure 6.7: Total column CO retrievals compared against SEVIRI active fire data
(33 fires).
Thirty odd fires on a single day in a relatively small region such as this is not
uncharacteristic for Southern Africa. During a two-month period, August to September of
2000, Hcly et 01. (2003) reported a total 01'3 1 000 tires and 256000 km2 of burned area for
Africa south of the equator. The typical African savanna fuel load consists of grasses,
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shrubs and small trees. Savanna fires are, thus, easily ignited and can run fast over large
areas. This is unlike forest fires which are slow to ignite but can smolder for days.
However, depending on the summer rainfall, savanna fuel load can be dense enough to
sustain fires with a lifetime measured in days, such as the one discussed by Alleaume et al.
(2005). They studied a burned area measured at approximately 32 000 km2 in northern
Namibia which was caused by a fire that lasted for more than 12 days.
When evaluating biomass burning emissions at a 12 x 12 km scale, as was done in
this application with measurements from the IASI sounder, the heterogeneity in each FOY
becomes a factor worth considering. Our retrievals here (Figure 6.8) are based on an
assumption of FOY homogeneity. This is common practice in remote-sensing of fire
emissions and even active fire or burned area detection where complete burning is assumed
per fire pixel (Fuller, 2000). This assumption, however, is often incorrect since burned
areas have high surface heterogeneity due to variation in the fuel load and combustion
completeness which in tum depend on the fuel type and its moisture content as well as the
prevailing weather conditions in terms of temperature, humidity and wind velocity (Ward
et al., 1996). A number of studies have reported the negative relationship between the
combustion completeness and amount of emissions per unit fuel mass for non-C02 trace
gases (e.g., Hao et al., 1996, Ward et al. 1996). This means that the CO signal per IASI
FOY over fire emissions are highly variable, which could be contributing to the overall
uncertainty in the retrievals. In fact, Alleaume et al. (2005) reported that fire emissions are
often overestimated when the analysis is based on a complete combustion assumption, and
Scholes et al. (1996) is in agreement that "burned area is one of the variables introducing
a large uncertainty in emissions modelling." Alleaume et al. (2005) suggested that the
effect of burned area uncertainty can be reduced in the analysis of emissions by calculating
the NBldiff which is the normalized bum index (NBI) difference pre- and post-fire. In their
study, they calculated the NBI as the difference between MODIS band 5 and 7 divided by
the sum of these two bands. In terms of accounting for FOY heterogeneity in IASI
soundings, Turquety et al. (2009) listed it as one of the key areas for future research.
In addition to active fire data, we compare our retrievals with the operational IASI
Level 2 CO product. This product has the total column CO retrievals averaged to a 250 km
horizontal grid in order to achieve the 10% error threshold (Figure 6.8). Spatial averaging
of trace gas retrievals is widely practiced as a means to improve their accuracy (e.g.,
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Chcdin el 01. ,2003; Clerbaux et 01., 2003). This is appropriate for global studies, but
spatially too course for regional analyses. But we can still compare our retrievals with the
Level 2 product in terms of large-scale pollution patterns, in which case our retrieval seems
to be in good agreement with the operational product. However, our retrieval here shows
more nuances in the spatial variation which is encouraging for application in future
regional analysis. In addition, we observe that the retrieval values reported here can be as
much as twice as high as the operational product, which peaks around 4.5 moIcc ern".
Turquety et 01. (2009) similarly detected that their IASI CO retrievals were on average
35% higher than similar retrievals over pollution plumes by MOPITT. They contributed
this to the difference in spatial resolution (which is 22 x 22 km for MOPITT compared to
12 x 12 km for IASI). However, it is more difficult to explain why our retrievals are that
much lower and in places approach zero. We can observe that these are mostly in areas
where the biomass burning plumes are correspondingly low. This is also where the
retrieval error is highest and sensitivity to the truth is lowest (Figure 6.5) . It may be that the
inhomogeneity of the signal in such areas causes instability in the scheme, or that the error
in the a priori dominates the retrieval. In future, we will compare this against a retrieval
using a different background estimate, such as temperature fields from ECMWF.
IASI L2 total column co retrieval
CO total column density ImOleC!Cm2j 30·
-3D· ;../
Figure 6.8: IASI Level 2 column integrated CO retrieval at 2 x 2 FO V.
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The evaluation of retrieval performance is not straightforward, especially in the
absence of primary validation data. In this chapter we have, essentially, performed two
types of evaluation, by considering; (i) the retrieval error, 8, which has been reduced from
5% in the background to 3.8% on average for 3 665 clear-sky retrievals; and (ii) the
information content in terms of degrees of freedom (where DFS = A). In this experiment,
the objective was not to maximize the information content but, rather, to find a good
background error estimate, Sa, which maximized the number of retrievals passing the
fraction test. We found an error of 5% gave an average of 0.4 DFS and this proved
reasonable in our case where the a priori was over-estimated for CO and underestimated
for surface temperature. In other words, care should be taken not to misinterpret the 5%
error as an optimistic threshold. We manipulated the background error manually in order to
obtain a reasonable retrieval from the data we had available. The retrieval error of 3.8%,
therefore,does not reflect the accuracy of the retrieval scheme.
Given the current state of infrared soundings, the retrieval of trace gas densities
remains a complex problem, even for the linear retrieval scheme presented here. The
scheme directly retrieves a total column value in order to maximize the SNR given the
measurement DFS (which is around 1 with an assumed 10% background error for CO). We
have established that this linear scheme is highly sensitive to a number of factors; the
a priori, background error, noise due to channel correlation as well as non-linearity in the
forward model. Collectively, this makes the trace gas retrieval problem highly unstable.
However, this holds not just for our linear total column scheme, but for most trace gas
retrieval schemes, where profile retrievals have the added noise-factor due to uncertainty in
the vertical resolution. We have demonstrated here that the instability is due not just to low
measurement sensitivity to trace gas perturbations, but also to inaccuracies in the
background estimate. Shortcomings in the availability of trace gas data at local to global
scales pose a real problem, because it is difficult to construct a reasonable a priori for use
in a fast linear retrieval scheme, as well as in finding validation of retrieval results in good
in situ measurements.
We evaluated our retrieval scheme, in terms of its potential for implementation in
environmental applications of trace gas retrievals. For this there are essentially two
different scenarios. Firstly, the qualitative monitoring on a daily basis of pollution sources
and sinks, and secondly, the quantitative monitoring of pollution plumes during extreme
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events. By qualitative we mean the retrieval of trace gas concentrations with an accuracy at
least high enough to indicate values within pre-defined pollution thresholds, but too low
for an accurate analysis of plume chemistry. We have demonstrated here that total column
densities of CO can be retrieved fast enough for operational near-real time applications. In
addition, the results show enough potential that we feel confident to propose that our linear
scheme developed for trace gas retrievals from IASI measurements is at least good enough
for qualititative monitoring of pollution on a regional scale.
This potential of a space borne air quality monitoring system will be a great
information source for Southern Africa, specifically. It is a region that makes a significant
greenhouse gas contribution to the global budget, and ultimately affects climate change on
a scale that is comparable to the industrialized North. However, routine and spatially
extensive measurements to support effective management are mostly absent (van Wilgen
1997). Space borne measurements are, thus, especially relevant. Given their temporal
continuity and spatial coverage, they present a practical solution to the problem of
obtaining information in regions where the conventionalapproach of in situ data gathering
is nearly impossible, such as inaccessible regions or war-tom countries (Alleaume et al.,
2005). This was the case during the SAFARI 2000 campaign where safety concerns
preventedflights over the DemocraticRepublic of Congo and Angola; two countries which
contribute 31% and 28%, respectively, to the total biomass burning budget of Southern
Africa (Swap et al., 2003) and which are important to study in the analysis of regional-
scale pollution events.
Future applications of our retrieval algorithm should focus on specific pollution
events to test whether its performance is good enough under a range of circumstances so
that the quantitative monitoring of pollution chemistry can be evaluated. In addition, it will
be valuable to test whether it is possible to detect elevated background signals so that daily
biofuel use can be monitored on a country-by-country basis.
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CHAPTER 7: CONCLUSION
An across track nadir-viewing sounder, such as IASI, is by definition constrained in
how accurately it can measure the vertical concentration profiles of atmospheric
constituents. This is because with its nadir downward-looking mode, it samples all the
layers simultaneously. A single radiance measure is obtained for the entire atmospheric
column. However, by decreasing the spectral sampling rate and with the physics of
radiative transfer wel1-known we can study the attenuation pathway of radiation with
respect to its differential absorption at different layers in the atmosphere. This has driven
the development of hyperspectral sounders with thousands of channels, each sampling the
spectrum in a smal1 interval. The IASI sounder has 8461 channels and samples the thermal
infrared spectrum at 0.25 ern" intervals. With a nominal spectral resolution of 0.5 em", it
is the highest achieved by any of the research infrared sounders (e.g., AIRS), or those
planned for operation in the near future (e.g., CdS).
Launched into a polar-orbit inboard Metop-A in 2006, IASI has allowed a
breakthrough in the accuracy with which the vertical profiles of atmospheric parameters
can be retrieved, specifical1y temperature, humidity and even 0 3• It is the trace gases
closely tied to pol1ution, e.g., CO and CH 4, which remain a chal1enge, not least for the fact
that they occur in trace amounts and then mostly in the lower troposphere. Despite the high
spectral resolution ofIAsI, the retrieval of trace gas total column densities (or amounts) at
reasonable accuracies remain the only feasible option at this stage. But, given that, the high
spectral resolution of IASI has allowed a reduction of 5% in the error of total column
retrievals compared to that achievable from AIRS, which is the other infrared sounder in
orbit. Some have argued that trace gas profile retrievals will only be possible with the
future ultra-spectral sounders offering spectral sampling intervals of 0.1 cm· 1 or less.
Given the current state of sensor technology, most operational or scientific trace gas
inversion schemes retrieve vertical gas profiles (albeit at a much reduced vertical
resolution than temperature and humidity) which arc then integrated to total column
densities afterwards in order to achieve the desired accuracy (e.g., 10% for IASI, 15% for
AIRS). Even though integrated column density is the only stable form of retrieving CO
from operational sounders, it is nonetheless a good representation of its distribution.
Carbon monoxide has its highest concentration in the free troposphere with very low
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values in the stratosphere (approaching zero at times), and the measurements, in tum, have
their highest sensitivity for CO in the mid-troposphere. It is only the boundary layer values
which are often under-represented in the retrievals, but this is an artefact of the
measurements being insensitive to the surface and is, therefore, independent of the form in
which CO is retrieved. In addition to vertical integration, the retrievals are often
horizontally averaged to enhance the overall retrieval accuracy. This is adequate for global
applications, but sub-optimal for the analysis of trends at a regional scale.
In this thesis, we hypothesized that it is possible to improve on the IASI Level 2
operational algorithm by retrieving CO column integrated values at single-FOV resolution
(i.e. 12 x 12 km). In the past year since the start of this study, others have published results
of IASI CO retrievals with reasonable success (e.g., Coheur et al., 2009;
Turquety et al., 2009). These were obtained by applying the Fast Optimal Retrievals on
Layers for IASI (FORLI) algorithm on measurements of an extreme event, e.g., the forest
fires in Greece of August 2007. Where they performed the retrieval at first on single-FOV
radiances, in both cases (i.e. Coheur et al., 2009; Turquety et al., 2009) the retrievals were
spatially interpolated to a 0.20 x 0.2 0 grid afterwards for improved accuracies. Our method
differs from the FORLI algorithm as well as the IASI Level 2 operational algorithm (which
is based on a neural network architecture) in that we integrate to total column beforehand,
i.e. a single CO value is retrieved from the measurements, with the retrieval performed at
single-FOV. We argue that in retrieving a single total column value the scheme not only
becomes more stable and robust, but is also much faster.
The main focus of this study was the development of a new trace gas retrieval
scheme for IASI. The resultant scheme is applicable only to the retrieval of trace gases (or
weak absorbers) since it retrieves a single total column value from each of the IASI
measurements. In this way it differs from other algorithms which are essentially retrieval
schemes for strong absorbers (e.g., temperature and humidity) adapted to fit the retrieval of
weak absorbers. Here, we have made a clear distinction in the retrieval scheme design
specifications of strong versus weak absorbers.
The scheme we developed is a fast, linear scheme and we demonstrated it
specifically for CO, but it can likewise be applied to any of the other trace concentration
infrared absorbing gases, e.g., 0 3, CH4, and N20. The development environment was
based on a set of simulated IASI measurements and a statistical a priori (PCA regression
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retrieval with negv = 50). The problem of inverting infrared measurements with respect to
a trace gas species is highly non-linear. By adopting a linear approach in the solution, as
we did here, we simplified the problem. However, we argued that in simplification, we
were able to accurately map the nature of the trace gas inversion problem and as such
highlight the main currents for future research with a clear understanding of the trace gas
retrieval problem at its most basic.
7.1 Summary
As far as our best knowledge is concerned, the unique contribution made by the work
in this thesis is first and foremost the development of a new linear retrieval scheme which
directly retrieves integrated column values of trace gases from IASI soundings. It has layed
the groundwork for continued research towards the development of an optimal retrieval
scheme. In addition, we developed a new channel selection method for trace gases, which
exploits the information redundancy in hyperspectral soundings in order to improve the
signal-to-noise ratio along strong absorption lines. It is the Absorption Line Cluster (ALC)
method and we demonstrated it here as it applies to CO. Lastly, this was the first time that
regression analysis has been tested explicitly as a viable method for the statistical retrieval
of CO from hyperspectral soundings. We found that, unlike strong absorbers, an
eigenvector-based regression is not the best approach. Instead, the highest accuracy is
achieved with a standard regression analysis on the subset of most sensitive channels. In
the case of CO, we used all 699 channels in the range 2 050-2 225 em".
Below, we summarize the main findings of the performance of the linear physical
retrieval scheme, given a statistical a priori with a background error of 9.3% and simulated
noisy measurements.
(i) The scheme improves the overall background precision within a 10% error bound
and bias around I%. Given the the error thresholds, the scheme at this stage is more
suitable for short-term environmental monitoring applications than climate research
where a large archive of accurate data is of greater importance.
(ii) The small spectral sampling rate of IASI measurements introduces a correlation
error. This means that each channel does not contribute a unique piece of spectral
information but causes information redundancy which contributes to the
measurement error term. We accounted for channel correlation in the measurement
151
error covariance matrix by weighing the contribution from each channel to the
retrieval solution appropriately. For the Absorption Line Cluster (ALC) channel set,
we demonstrated that a first neighbour correlation factor of 0.71 per channel cluster
is sufficient to account for most of the error caused. As a result, when channel
correlation is assumed the retrieval scheme; (i) becomes less sensitive to channel
set size (given nch ~ 12); (ii) has a lower sensitivity to the truth (measured as a
reduction in the averaging kernel) such that the solution is appropriately weighted;
and (iii) has a lower bias.
(iii) The scheme is highly dependent on the definition of the a priori. This is the
greatest limiting factor in the scheme as it was presented here. In addition to
directly contributing to the retrieval solution, the a priori affects the performance of
the scheme. This is by way of affecting the magnitude of the entropy reduction that
can be achieved in the solution and as such directly affects the ability of the scheme
to improve on the background estimate. We conclude that the IASI physical
retrieval scheme is not able to yield CO retrievals within or below a 5%
uneertainty. A 10% threshold is more realistic.
(iv) The retrieval error, S, is dominated by the measurement-based error (S; > Ss)
when using large channel sets (nch ~ 12) and by the smoothing error (Ss> Sm)
when using small channel sets (nch < 12). This coincides with an averaging kernel
threshold of 0.8. The exact definition of the retrieval channel subset is less
important than the fact that most channels should be along the peaks of absorption
lines. However, we propose, here, the ALC channel selection method that produces
a channel set which is optimized for CO total column retrievals in a number of
ways; (i) it is conceptually simple to implement; (ii) it runs very fast and can be
implemented in an operational environment without any added computational cost;
and (iii) it draws on information redundancy in the lASI channel set to improve the
SNR by reducing the measurement-based error in the retrieval; (iv) it is
straightforward to account for channel correlation in the measurement error
covariance matrix.
(v) The scheme is fairly robust against variation in the background error and, by
implication, to either over- or under-constraining. This results from the fact that in
this form (i.e. a single layer along the vertical axis), the retrieval is highly sensitive
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to the truth. For nch = 60, A > 0.9 for all values of the background error Sa ~ 5%. It
is only slightly less stable for smaller channel sets with the averaging kernel
approaching 0.9 for values of Sa > 20%. This has the implication, as was
demonstrated in the application to real measurements in Chapter 6, that if the
solution needs to be constrained due to limitations in the a priori, a smaller rather
than a larger channel set should be used.
(vi) Wc have tested a PCA noise-filter on simulated measurements and a channel subset
of nch = 30 assuming no correlation. In this specific experimental setup, noise
filtering made no contribution to the solution and the RMSE was virtually
unchanged. However, we are aware that PCA analysis on IASI measurements alters
the correlation among channels in the reconstructed measurements. In future, it will
be interesting to run a noise-filter test again but then specifically account for the
correlation error in the retrieval scheme. Instead of assuming a constant first
neighbour factor of 0.71 like we did in this thesis, a correlation matrix can be
derived empirically by calculating the TB covariance matrix for the noisy and
noise-free measurements, respectively.
The process of developing a new retrieval scheme, especially for trace gases,
requires close monitoring and detailed knowledge of all possible intervening factors. An
advantage of the linear method presented here is that it is highly intuitive and demystifies
the otherwise complex, non-linear problem of traee gas retrievals from infrared soundings.
Both the averaging kernel and retrieval error are scalar values which can easily be
compared against the retrieval RMSE or bias, as we have demonstrated in Chapter 5. This
makes it possible to explain the behaviour of the scheme under a number of conditions.
The scheme developed here gives good retrieval results for 12 ::; nch ::; 30 when the
measurement error due to non-linearity is minimized. Assuming a first neighbour
correlation factor of 0.71 in the measurement error covariance matrix given an ALC
channel set reduces the correlation error significantly. This retrieval scheme design allows
for very fast retrievals which makes it ideal for implementation in future direct broadcast,
operational environments. Once implemented, it is anticipated that it will retrieve daily
information on regional trace gas distributions that will allow the time-series analysis of
pollution trends. An improved understanding of such regional processes will be a valuable
contribution, both scientifically and politically for cross-border policy development.
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The scheme was tested on IASI measurements made on 28 August 2008 for Southern
Africa. We demonstrated that it is possible to do clear-sky single FOV retrievals and map
variation in CO concentrations at a regional scale. Although it was designed for a polar-
orbiting instrument, the scheme is fast enough that it can be implemented in future for a
geosynchronous instrument to allow ncar real-time monitoring of pollution sources and
sinks.
7.2 Future research
Barnet et al. (2004) made a comparison of the state of trace gas retrievals given the
operational sounders AIRS and lAS I as well as the future sounder, CrIS. The reality is that
in order to retrieve vertical information of CO from infrared measurements, a spectral
resolution much finer than IASI's is required. At present, the cost in developing a sounder
with continuous spectral coverage at < 0.1ern" resolution is prohibitive for operational usc.
The accuracy with which trace gases could be retrieved from infrared sounders in the near
future will, therefore, not improve much beyond what is possible at present. The sounder
with the highest spectral resolution at present and until 2020 is IASI at 0.5 cm-) in the CO
range 2 050-2 250 em-I. The other sounder is AIRS with a 1.79 em" resolution but unlike
IASI it does not have a continuous coverage and samples the CO range only between 2 181
and 2 250 em-I. The future CrIS instrument will have a much lower spectral resolution than
both IASI and AIRS at 4.5 em". CO retrievals from this instrument will, therefore, be a
challenge.
Given this, we 'will maintain focus on the IASI instrument as we work towards
optimizing the CO retrieval scheme in future research. We anticipate that the accuracy of
IASI CO retrievals could be improved by expanding the scheme presented in this thesis in
specific ways.
(i) Given what we have learned about the sensitivity of the retrieval scheme, we can
design an experiment in which we compare the absolute measurement residual
(observed minus calculated) against the delta- X. (truth minus retrieved) for a
number of perturbations. The optimal solution can be found at the point of
minimization on the resultant L-curve.
(ii) The measurements are most sensitive for CO in the free troposphere, which usually
range from 300 to 800 mbar. At the moment we retrieve an integrated value of the
154
entire atmospheric column (0-1 013.9 mbar). However, the retrieval value can be
integrated, instead, aeross the free troposphere only. Alternatively, the retrieval
parameter can be defined as a stack of values, each one integrated across a small
section of the atmospheric column, e.g., the boundary layer, free troposphere and
stratosphere, respectively.
(iii) The altitude of highest sensitivity to CO can shift depending on other geophysical
parameters such as temperature and moisture (Barnet, 2004). These parameters,
therefore, not only have a higher information content than CO in the IASI
measurements, but they also directly affect the sensitivity of the measurements to
CO. In future, a joint retrieval of temperature and humidity alongside CO can be
explored as a means to improve on the overall CO retrieval uncertainty in the free
troposphere. Similarly, the boundary layer retrievals can be enhanced by jointly
retrieving CO with surface temperature and emissivity.
(iv) At present, the scheme is suitable only for retrievals from clear-sky radiances.
Turquety et al. (2004) devised a method for minimizing the extent of aerosols and
clouds in their clear-sky scheme but one that computationally undemanding
compared to traditional cloud-clearing schemes. This method is based on
calculating a differential signal by subtracting from the lASI radiances, the
corresponding blackbody referenced radiances which are calculated using Planck's
law. This is worth exploring in future, especially since the CO signal in biomass
burning plumes is well-mixed with aerosols. Coheur et al. (2009) similarly
calculated a differential measurement signal for improvement of their CO retrievals
over fire plumes. Their method is based on subtracting from the polluted spectrum,
a background spectrum recorded nearby in background conditions which have a
similar surface temperature, ozone and humidity concentrations. This allows the
removal of all major background influences in the spectral channels before the
retrieval is made.
(v) The linear nature of our retrieval scheme can be expanded in future to better
address the non-linear nature of trace gas soundings. This can be achieved by
iterating through a succession of retrievals till an accuracy threshold is reached. By
doing this, the strong dependence of the retrieval scheme on an accurate a priori is
reduced since it acts as first guess only. Instead of characterizing pollution as being
155
made up of a single gas species, we could develop compound pollution indicators,
such as retrieving tropospheric ozone together with CO.
(vi) Further studies should focus on developing specific applications of the retrieval
scheme on real IASI measurements. This is necessary in order to better characterize
the retrieval of trace gases given the inhomogeneities in different pollution events
and their impacts on retrieval accuracy. We, specifically, anticipate developing a
time-series of retrievals over a pollution event to explore not only the geographic
displacement of plumes but also the diurnal and seasonal dependencies of accurate
results.
(vii) The RAQMS forecast model provided a valuable data resource for this study,
specifically for including forecast fields of most trace gases along with temperature
and humidity. However, at the same time it was a major limiting factor in the CO
retrievals from real IASI measurements due to known errors in its surface
temperature fields. In future we will explore using IASI Level 2 retrievals as
a priori along with ECMWF forecast fields as background atmospheric state.
Experimentation with different background data will be a significant factor in the
development towards an optimal scheme.
At a time where environmental problems - from the local to global scale - have
become a reality, it is increasinglyimportant to find ways in which to address them despite
shortcomings in available resources. The retrieval of trace gas densities from space borne
soundings is one such example. It remains a complex problem despite recent advances in
technology. In many instances the accuracies with which pollution gases can be retrieved
at a regional scale remain too low for it to be a viable information resource in climate
studies or forecasting. However, we propose that trace gas retrievals, at a slightly reduced
accuracy, can be meaningfully applied in environmental monitoring, e.g., by mapping
pollution patterns over space and time. In addition, the user community should stretch
beyond the scientific to include the public and governmental. Producing qualitative
information on pollution patterns on a daily basis could serve as a valuable public
education exercise in which awareness and responsibility are fostered in a society. In
addition, it can feed into an environmental information system as decision support for
government agencies in the formulation of policies, e.g., regarding the cross-border
movement of pol1ution plumes.
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Our suggestions here are supported by a number of initiatives in recent years. The
South African government, for example, promulgated a new air quality act (the National
Environmental Management Act: Air Quality Act 39 of 2004, (NEMA: AQA 39, 2004) in
which they promote the baseline characterisation of air quality (e.g., the identification of
pollutants, sources and priority areas) as well as public participation and access to
information (Josipovic, 2009). With this they created new obligations and responsibilities
for authorities, industries and civil society alike, all of which rely on the availability of
information on a regular basis.
In terms of environmental decision support systems, the objective there is to combine
data from many sources to inform decision makers, but also to stimulate research (e.g., on
the identification of composite indicators of environmental change due to pollution) and
the monitoring of ecosystem processes (e.g., in response to a pollution event for improved
mitigation procedures in future). In this way, the individual accuracy of a single product
becomes less important and the focus is rather on identifying correlation among different
data sources to better understand the complex non-linearity of ecosystem patterns and
processes.
We conclude that the trace gas retrieval scheme developed in this thesis for IASI
measurements is fast, simple, intuitive, transparent and robust. These characteristics
together make it highly suitable for implementation in an operational environment intended
for air quality monitoring.
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APPENDIX A.I: AIR QUALITY INSTRUMENTS
Table A.I: Air quality instrument specificatlons" (from Martin (2008».
Instrument Platform Meas. Typical Equator Global Spectral range N02 HCHO S02 CO 0 3 Aerosol
Period nadir crossing coverage (urn) optical
time" (days)" thickness
GOME ERS-2 1995- 320 x 40 10:30d 3 0.23-0.79 1 1 1 0.5-1.5
2003
MOPITT Terra 2000- 22 x 22 10:30d 3.5 4.7 (4d A) 0.5-2
MISR Terra 2000- 18 x 18e 10:30d 7 0.45-0.87 1
MODIS Terra 2000- 10 x 1Qe 10:30d 2 36 d A 1
Aqua 2002- 1:30a 0.41-14.2
AIRS Aqua 2002- 14 x 14 1:30a 1 3.7-16 1 0.5-1.5
SCIAMACHY ENVISAT 2002- 60 x 30 10:00d 6 0.23-2.3 1 1 1 1 0.5-1.5
OMI Aura 2004- 24 x 13 1:45a 1 0.27-0.50 1 1 1 0.5-1.5
TES Aura 2004- 8x5 1:45a n/a 3.3-15.4 0.5-1.5 1-2
PARASOL PARASOL 2004- 18 x 16 1:30a 1 9d A, 0.44-1.0 1
CALIOP CALIPSO 2006- 40 x 40 1:30a n/a 0.53,1.06 >30
GOME-2 MetOp 2006- 80 x 40 9:30d 1 0.24-0.79 1 1 1 0.5-1.5
IASI MetOp 2006- 12 x 12 9:30d 0.5 3.6-15.5 0.5-1.5 1-2
• The number of independent degrees of freedom in the troposphere is given for each instrument. A value of I indicates a tropospheric column.
b Crossing time occurs at both AM and PM. Descending orbits are indicated by d and ascending orbits by a
C Value give for clear-sky conditions. Clouds impede the retrieval.
d Number of discrete wavelengths.
e Radiances for MISR and MODIS are acquired at between 205 m and 1.1 km, depending on channel. Resolutions reported here are for the standard operational aerosol
products.
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APPENDIX A.2: ATMOSPHERIC CONSTITUENTS
Table A.2: Key constituents of air in the troposphere and stratosphere (from Petty
(2006).
Constituent Fraction by volume Significant absorption bands Remarks
in (or relative to) dry
air
N2 78.1%
O2 20.9% UV-C, MW near 60 and 118
GHz, weak bands in VIS and
IR
H2O (0 - 2%) Numerous strong bands Highly variable in time
throughout IR; also in MW, and space
especially near 183 GHz
Ar and other 0.936% Monoatomic
inert gases
CO2 370 ppm Near 2.8,4.3, and 15 JJm Concentration as of
2001; increasing 1.6
ppm per year
CH4 1.7 ppm Near 3.3 and 7.8 JJm Increasing due to
human activities
N20 0.35 ppm 4.5, 7.8, and 17 JJm
CO 0.07 ppm 4.7JJm (weak)
0 3 -10.8 UV-B, 9.6 JJm Highly variable
concentrations; high in
stratosphere and in
polluted air
CFCI3 , CF2CI 2 , _10.10 IR Industrial origin
etc.
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APPENDIX A.3: PRESSURE LEVELS
Table A.3: Atmospheric pressure levels
SARTA CO SARTA CO SARTA CO
pressure pressure pressure pressure pressure pressure
levels [mbar] levels levels [mbar] levels levels [mbar] levels
1 0.005 35 47.188 X 69 347.724 X
2 0.016 36 51.528 X 70 390.893 X
3 0.038 37 56.126 X 71 407.474 X
4 0.077 38 60.990 X 72 424.470 X
5 0.137 39 66.125 X 73 441.882 X
6 0.224 40 71.540 X 74 459.712 X
7 0.345 41 77.231 X 75 477.961 X
8 0.506 42 83.231 X 76 496.630 X
9 0.714 X 43 89.520 X 77 515.720 X
10 0.975 X 44 96.114 X 78 535.232 X
11 1.297 X 45 103.017 X 79 555.167 X
12 1.687 X 46 110.237 X 80 575.525 X
13 2.153 X 47 117.778 X 81 596.306 X
14 2.701 X 48 125.646 X 82 617.511 X
15 3.339 X 49 133.846 X 83 639.140 X
16 4.077 X 50 142.385 X 84 661.192 X
17 4.920 X 51 151.266 X 85 683.667 X
18 5.878 X 52 160.496 X 86 706.565 X
19 6.957 X 53 170.078 X 87 729.886 X
20 8.166 .X 54 180.018 X 88 753.628 X
21 9.512 X 55 190.320 X 89 777.790 X
22 11.004 X 56 200.989 X 90 802.371 X
23 12.649 X 57 212.028 X 91 827.371 X
24 14.456 X 58 223.442 X 92 825.788 X
25 16.432 X 59 235.234 X 93 878.620 X
26 18.585 X 60 247.409 X 94 904.866 X
27 20.922 X 61 259.961 X 95 931.524 X
28 23.453 X 62 272.919 X 96 958.591 X
29 26.183 X 63 286.262 X 97 986.067 X
30 29.121 X 64 300.000 X 98 1013.90 X
31 32.274 X 65 314.137 X 99 1042.20
32 35.651 X 66 328.675 X 100 1070.90
33 39.257 X 67 343.618 X 101 1100.00
34 43.100 X 68 358.967 X
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