Abstract-This paper aims to use fuzzy set theory and FPgrowth derived from fuzzy association rules. At first, we apply fuzzy partition method and decide a membership function of quantitative value for each transaction item. Next, we implement FP-growth to deal with the process of data mining. In addition, in order to understand the impact of fuzzy FP-growth algorithm and other fuzzy data mining algorithms on the execution time and the numbers of generated association rule, the experiment will be performed by using different thresholds. Lastly, the experiment results show fuzzy FP-growth algorithm is more efficient than other existing methods.
I. INTRODUCTION
Data mining is a methodology for the extraction of new knowledge from data. This knowledge may relate to problems that we want to solve [12] . Thus, data mining can ease the knowledge acquisition bottleneck in building prototype systems [4] . If data mining extracting can effectively be applied on all varieties of analysis, the process of decisionmaking in business will be fairly smooth.
In common transactions, the association rule (X→Y) is the most popular mean. The purpose is to search for the relation that exists among items of database. The relation reflects that exists (X) appear, other items(Y) are likely to appear as well [2] . For instance, when a customer purchases bread, one might also get milk along with it. Thus association rules can assist decision makers to scope out the possible items that are likely to be purchased by consumers. Meanwhile, it facilitates planning marketing strategies [1] . This paper mainly focuses on the association rule technique. In the conventional association rule algorithm, scanning database takes enormous time particularly when one uses Apriori algorithm, which often affects the efficiency in data mining. To solve the drawback aforementioned, Han et al. [3] proposed a mining method, called Frequent-Pattern growth (FP-growth), which does not need to generate candidate itemsets and is considered more efficient. FPgrowth is constructed by reading the data set one transaction at a time and mapping each transaction onto a path in a Frequent Pattern-tree (FP-tree). Since different transactions can have several items in common at the same time, their paths may overlap. The more paths overlap with one another, the more compression we can achieve by using the FP-tree structure. If the size of the FP-tree is small enough to fit into the main memory, we can extract frequent itemsets directly from the structure in memory instead of making repeated passes over the data stored on disks [13] . Therefore, without generating candidate itemsets, one only needs to scan the database twice.
Additionally, in regard to the matter of decision making, one has to take users' perception and cognitive uncertainty of subjective decisions into consideration. Zadeh proposed the Fuzzy Set Theory [15] in 1965 to deal with cognitive uncertainty of vagueness and ambiguity. Since linguistic variables and linguistic values [16] [17] [18] can be described with fuzzy concepts to subjectively correspond with the possible cognition of a decision maker, they are handy in carrying out analysis of decisions-making. Fuzzy data mining has then recently become an important research matter. Therefore, this paper proposes a fuzzy data mining method -Fuzzy Frequent Pattern Growth, which treats each item from a transaction database as a linguistic variable, and each linguistic variable is partitioned based on its linguistic value. In so doing, the natural language can be utilized to fully explain fuzzy association rules. There are two phases in the proposed method. One is to find frequent 1-itemset by scanning the database once, and the other is to establish a membership function FP-tree by scanning the database twice. Then, one conditional pattern base and one conditional membership function FP-tree will be extracted from each node in a membership function FP-tree to generate the fuzzy association rules.
II. FUZZY PARTITION METHOD
The concept of linguistic variables plays a fundamental role in describing fuzzy logic and approximate reasoning. To deal with linguistic variables, the fuzzy partition method [9] [10] [11] 14] In the data set we use fuzzy partition method to transform quantitative attributes into fuzzy grids. A quantitative attribute x k is represented as:
using the triangular membership function defined by above formula, where
A , is the ith fuzzy grid of K linguistic terms defined in attribute x k of pth transaction data.
III. NOTATIONS AND ALGORITHM
The proposed construction algorithm for generating fuzzy association rules from the transaction database is described in this section. The notations used in the proposed algorithm are firstly stated below. An example, e.g. TABLE I is given to illustrate the proposed algorithm behind steps. The assumptions of the membership functions for the item quantities are shown in Fig. 1 α: the user-specified minimum fuzzy support value;
β: the user-specified minimum fuzzy confidence value;
SP r : the set of frequent lengths with r attributes.
B. The proposed algorithm
INPUT: A body of n transaction data; each linguistic variable with K linguistic values; a user-specified minimum fuzzy support (min FS) α; and a user-specified minimum fuzzy confidence (min FC) β.
OUTPUT: A set of fuzzy association rules. max k G will be used to represent this attribute in later FP-Growth mining processing. This step is repeated for the other items. Thus, "Low" is chosen for A, "Middle" is chose for B, "Low" is chosen for C, "Middle" is chosen for D and "Middle" is chosen for E. a descending data table called Header Table, shown  as TABLE IV.   TABLE IV. HEADER TABLE. Table. STEP 9: Set a node {ROOT} of a fuzzy FP-tree. Then the second time to scan the new fuzzy set table could generate the nodes of the fuzzy grids in the tree then link the nodes with one another based on the same transactions. In the example, the fuzzy FP-tree is shown in Fig. 2 . Table  derives conditional pattern bases of every item from the paths in the fuzzy FP-tree. Next, the conditional membership function FP-trees of every item could be constructed based on the conditional pattern bases. Then, the whole set of possible patterns of each item would be generated from the corresponding conditional fuzzy FP-tree. STEP 13: Output the association rules with confidence values larger than or equal to the user-specified confidence threshold β. Here, the min fuzzy confidence is 0.55. Since (A.Low, E.Middle) is larger than 0.55, therefore this frequent pattern is an effective rule. In fact, the following four frequent patterns form association rules and are an output to users. 
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IV. EXPERIMENTAL RESULTS
The section reports on experiments made to show the performance of the proposed approach. They were implemented in VB on a Pentium-IV 1.7 Personal Computer. Transaction database from a supermarket of a retail business in Kinmen, Taiwan, were used to show the feasibility. A total of 4862 transactions were included in the database. Each transaction records the purchasing information for a customer and uses membership function as Fig. 3 .
The experimental results were made to compare the accuracy of the proposed fuzzy data mining algorithm. Hong et al.'s and Hu's proposed algorithm ( [5, 6] ) in which the minimum fuzzy support values set at 0.3 is shown in Figure 3 . Also, we simulate even one hundred thousand to compare these three algorithms which set minimum fuzzy confidence at 0. The results are shown in TABLE VI. From Fig. 3 , it is easily seen that the accuracy of the proposed method was higher than that of Hong et al and Hu's proposed method for various minimum fuzzy confidence values. In addition, from TABLE VI, it is easily seen that minimum fuzzy support is smaller, which generates more association rules. In execute time, the proposed method is the best than the other methods, the minimum fuzzy support is smaller, especially. But smaller minimum fuzzy support does not influence the whole execute time. With the minimum fuzzy support increases, the execute time will be more obvious.
V. CONCLUSIONS
In this paper, we have proposed a fuzzy data mining algorithm, which combines fuzzy set theory and FP-Growth to deal with quantitative values and find interesting patterns among them. The rules mined represent quantitative regularity for large transaction database and can be adopted to provide some suggestions to appropriate supervisors. The proposed algorithm can solve disadvantages found in Apriori and enhance the whole efficiency. The experimental results with the data in a supermarket of retail business show the feasibility of the proposed mining algorithm. When compared with Hong et al. and Hu's fuzzy mining method ( [5, 6] ), our approach can get better mining results due to the characteristic of FPgrowth. It owns feature of without candidate generation, and scans two for all process. The experimental results pronounced the proposed method is more excellent than Apriori mining method.
Advances in Intelligent Systems Research, volume 131
In addition, as for definitions of linguistic values, managers can select his own preference, and refer to past experiences and relate cognitive ability to design a number of linguistic values and shapes, such as Gaussian distribution and trapezoid membership function. So, it confirms a manager's cognitive in subject. However, it is not easy for users to specify these parameters, the GA may be considered as an appropriate tool for automatically determining the appropriate parameter specifications. As regard to min FS, min FC and partition numbers in each quantitative attribute, these parameters are easily user-specified for individual problems. And GA owns to automatically search for characteristic. In the future, we will combine GA and the proposed method to solve various problem domains.
