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TripletUNet: Multi-Task U-Net with Online
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Abstract—Fully convolutional networks (FCN), including U-Net and V-Net, are widely-used network architecture for semantic
segmentation in recent studies. However, conventional FCNs are typically trained by the cross-entropy or dice loss, in which the
relationships among voxels are neglected. This often results in non-smooth neighborhoods in the output segmentation map. This
problem becomes more serious in CT prostate segmentation as CT images are usually of low tissue contrast. To address this problem,
we propose a two-stage framework. The first stage quickly localizes the prostate region. Then, the second stage precisely segments
the prostate by a multi-task FCN-based on the U-Net architecture. We introduce a novel online voxel-triplet learning module through
metric learning and voxel feature embeddings in the multi-task network. The proposed network has two branches guided by two tasks:
1) a segmentation sub-network aiming to generate prostate segmentations, and 2) a triplet learning sub-network aiming to improve the
quality of the learned feature space supervised by a mixed of triplet and pair-wise loss function. The triplet learning sub-network
samples triplets from the inter-mediate heatmap. Unlike conventional deep triplet learning methods that generate triplets before the
training phase, our proposed voxel-triplets are sampled in an online manner and operates in an end-to-end fashion via multi-task
learning. To evaluate the proposed method, we implement comprehensive experiments on a CT image dataset consisting of 339
patients. The ablation studies show that our method can effectively learn more representative voxel-level features compared with the
conventional FCN network. And the comparisons show that the proposed method outperforms the state-of-the-art methods by a large
margin.
Index Terms—Prostate cancer, Sampling, Metric learning, Fully convolutional networks, Contrast learning, Triplet
F
1 INTRODUCTION
THIS Fully convolutional networks (FCNs) are state-of-the-art in pixel-to-pixel or voxel-to-voxel prediction
tasks, e.g., segmentation [1], [2], [3], [4], [5], [6] and localiza-
tion/detection [7], [8], [9], primarily because of the encoder-
decoder architectures that gradually integrate local to global
features. However, existing methods typically train FCNs
by minimizing a loss that averaged over all independent
pixel/voxel locations, i.e., cross-entropy [1], [3] or Dice [4]
loss, without considering inter-pixel/voxel semantic cor-
relations in the learned feature space. As a consequence,
these FCNs usually suffer from two common limitations:
1) they can only generate rough heatmap (or probability
map) for indicating object location, but cannot produce finer
segmentation for precisely delineating object boundaries
[10]; 2) they may generate incomplete segmentation with
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unsmooth boundaries or small fragmented pieces. These
limitations are even more serious for prostate segmentation
in computed tomography (CT) images, as shown by a repre-
sentative example in Fig. 1 (a), since 1) CT images are often
of low soft-tissue contrast, and 2) prostates usually have
very unclear boundaries and also large variations across
patients (See Fig. 2).
Graph-based post processing is a straightforward strat-
egy, which has been used widely to refine segmentations
by FCNs. For example, [10], [11] adopted fully connected
conditional random fields (CRF) to model inter-pixel/voxel
relationships in an image, based on which more smooth
segmentation is generated by minimizing an energy func-
tion initialized with the FCN outputs. The successes of these
graph-based post-processing methods reveal the importance
of explicitly modeling inter-pixel/voxel relationships in
segmentation. However, since post processing is generally
performed offline and does not have any influence on
pixel/voxel-wise feature learning, two independent stages
may lead to suboptimal segmentation results.
We assume that, synergistically modeling inter-pixel/voxel
relationships along network training can learn much more
discriminative feature space for end-to-end image segmen-
tation, compared with the case of solely using the cross-
entropy or dice loss followed by offline post-processing.
Based on this assumption, a multi-task FCN (called Triplet-
FCN) is proposed in this paper and applied to segmenting
prostates from raw (high-dimensional) CT images. Fig. 3
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UNet TripletUNet-H TripletUNet-HCP
Fig. 1. Representative examples of heatmaps and respective seg-
mentations produced by FCNs trained without versus with our pro-
posed online voxel-triplet sampling (i.e., UNet versus TripletUNet-H and
TripletUNet-HCP). UNet roughly identified prostate location but failed
to delineate the prostate boundary. In contrast, our TripletUNet-H with
the better learned voxel feature embeddings can generate segmenta-
tions in such challenging cases. Moreover, TripletUNet-HCP incorpo-
rates contour-aware mechanism can further delineate the fuzzy prostate
boundary more precisely.
a) Raw image of 
patient 1
b) Segmentation of 
patient 1
c) Segmentation of 
patient 2
Fig. 2. A raw CT slice and the ground-truth prostate segmentations
produced by an experienced radiologist for two typical patients. The
fuzzy organ boundary is showed by a) and b), and the large inter-subject
variation is showed by b) and c).
shows the schematic diagram of our method, with two
major stages. Specifically, in Stage 1, we roughly locate
prostate using a lightweight UNet trained with the down-
sampled CT images. Then, in Stage 2, we crop each detected
prostate region from the raw CT image for training our
TripletFCN to obtain precise prostate delineation.
To improve voxel-level discriminative capacity of in-
termediate feature maps, we train TripletFCN by integrat-
ing online voxel-triplet learning module for concurrent metric
learning. Notably, triplet metric learning had been previ-
ously used in image classification and retrieval tasks [12],
[13] to learn representative image-level feature embedding,
where semantically similar image pairs are pulled closer
together while dissimilar ones are pushed further apart. By
contrast, in this paper, we regard voxels in each CT image as
individuals and then design three complementary sampling
strategies (i.e., random, focal hard negative and contour-
aware sampling) to generate voxel-triplets for the learning
of segmentation-oriented voxel-level feature embedding.
These design choices for our proposed voxel-triplet learning
module leads to three main advantages:
• The sampled triplets can comprehensively model
inter-voxel relationships, thus driving the interme-
diate feature maps of the network to form a discrimi-
native embedding space for more precise voxel-level
classification, with an example shown in Fig. 1;
• Our triplet learning module is general and can be
easily inserted into any existing architectures without
the need for any additional learnable weights;
• It can be seamlessly cooperated with other modules.
For example, in the task of CT prostate segmentation,
our voxel-triplet learning module integrates contour-
aware mechanism into triplet sampling, so as to more
precisely delineate the prostate boundary.
We have evaluated our proposed method on a real
patient CT image dataset consisting of 339 subjects, leading
to superior performance compared with the state-of-the-art
methods for image segmentation.
The rest of the paper is organized as follows. In Section
2, we introduce the related works for CT prostate segmenta-
tion and deep neural networks integrating the triplet-based
learning. In Section 3, we introduce the proposed methods
in detail. In Section 4, we extensively evaluate our proposed
method. Finally, in Section 5, we conclude the proposed
method and discuss the future work.
2 RELATED WORK
In this section, we review related work from two aspects: 1)
existing automated methods developed for CT prostate seg-
mentation, and 2) deep neural networks integrating triplet-
based learning.
2.1 CT Prostate Segmentation
Most recent studies for CT prostate segmentation fall into
two categories, i.e., deformable model-based or learning-
based methods.
Deformable model-based methods typically initialize
a mesh, which is then optimized to move towards the
object surface. For example, Shao et al . [14] proposed a
deformable model-based method which is jointly learned
with a boundary regressor to include boudary information
for guiding the prostate segmentation. Considering that
mesh initialization is a common challenge for deformable-
based methods, Gao et al . [15] proposed a context-based
displacement regressor, which effectively eliminated bad
initializations to improve the segmentation of male pelvic
organs in CT images. However, these methods are affected
by the initialization and the contrast of the organ boundary,
that limited its performance.
In learning-based methods, a classifier is typically
trained to identify the label of a voxel (e.g., background
or prostate) with hand-crafted features or task-oriented
features extracted by deep neural networks. For exam-
ple, Shi et al . [16] proposed a method based on spatial-
constrained transductive LASSO method to select couple
feature representations, by assuming the low-level features
are dependent. Shi et al . [17] proposed a multi-stage FCN-
based segmentation method leveraging the ideology of do-
main adaption for CT prostate segmentation. Specifically,
the manual delineation is fused with the image in different
importance rate in each stage, and the fusion image is fed
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Down-Sampled CT Image
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TripletUNet
Fig. 3. The main stream of our proposed method. For simplicity, some complementary image processing procedures (e.g., body cropping, intensity
and spatial normalization, training patch generation, etc.) are removed. The red dot boxes denote the random cropping strategy of the patches in
training stage.
to the FCN in each stage for enhancing the appearance of
the raw image. By taking the advantage of task-oriented
learning and integration of local-to-global deep features,
the FCN-based largely improves the performance of the
prostate segmentation in CT images. However, the auto-
mated segmentations produced by these methods are often
incomplete with imprecise prostate boundaries.
2.2 Triplet-based Deep Networks
Triplet loss is widely utilized with deep neural networks
in classification and retrieval tasks, e.g., face recognition
[13], [18], [19] and person Re-IDentification (Re-ID) [12],
[20]. Most applicable problems suffers from the large intra-
class sample variations. The situation is similar to the case of
medical image segmentation. For example, Schroff et al . [18]
proposed a CNN-based method that integrates online sam-
pling of triplet image patches to learn representative feature
embedding for face recognition and clustering. Wang et
al . [21] proposed to jointly learn from cross-image and
single-image representations for person re-identification.
Specifically, the network has three input branches to imple-
ment triplet-based learning.
However, all these existing methods perform triplet fea-
ture embedding at the image- or patch-level, i.e., there were
not designed specifically for pixel-to-pixel prediction (e.g.,
segmentation). Notably, although a three-branch CNN was
proposed in Lim et al . [22] to perform segmentation using
multi-scale images, this method is also patch-based without
explicit consideration of inter-pixel relationships. This mo-
tivated us to train a FCN with online voxel-triplet learning
module to tackle the challenging task of CT prostate seg-
mentation.
3 METHODS
Prostate is located in a relatively small area in the whole
pelvic CT image. Precisely segmenting prostate directly
from the raw CT image is practically challenging and
computationally infeasible, considering that the noisy back-
ground can strongly mislead the network. Therefore, as
the pipeline shown in Fig. 4, we design a two-stage deep
learning framework to segmentation prostate in a coarse-to-
fine fashion from raw CT images. Specifically, the first stage
quickly detects the prostate while the second stage performs
fine prostate delineation.
3.1 Prostate Detection
In the first stage, a detection network is utilized to locate
the region of the prostate. Different from the conventional
methods (e.g., the mass center [16]) which typically adopt
statistical reference to roughly localize the prostate area, we
follow our previous work [23] and use a lightweight UNet
architecture to quickly and roughly segment the prostate on
the down-sampled CT image.
Specifically, we down-sample the images into 1/4 size
of the original scale by trilinear interpolation. Then, the
network is trained with the 2D patches (size: 64 × 64 × 5)
randomly cropped from the down-sampled CT image in a
sliding-window fashion. After training, we feed the whole
down-sampled CT images into the trained UNet to obtain
the coarse prostate segmentation. This strategy avoids vot-
ing for the patch-wise predictions. The prostate region is
localized with this coarse prostate segmentation by roughly
calculating the prostate centroid. Finally, we crop fixed-sized
prostate region centered on the calculated centroid from the
raw CT image, and use it as the input for fine prostate
segmentation in the subsequent stage. In this work, the size
of prostate region is set to 128× 128× 128, which can cover
the whole prostates for all training subjects.
3.2 Fine Prostate Segmentation
After getting the prostate region, in the second stage, we
propose a multi-task FCN (i.e., denoted by TripletFCN-
HCR) to generate fine prostate segmentation by introducing
the online triplet learning mechanism.
3.2.1 Network Architecture
The architecture of an instantiation of our proposed Triplet-
FCN, namely TripletUNet-HCR, is shown in Fig. 4. Simi-
lar to UNet [3], our TripletUNet-HCR is also an encoder-
decoder architecture with skip connections for the extraction
of voxel-level features that integrate local-to-global informa-
tion. It consists of three down-sampling blocks, three up-
sampling blocks, and an online voxel-triplet learning mod-
ule with three complementary triplet sampling strategies.
Specifically, TripletUNet-HCR has two sub-networks: 1) the
segmentation sub-network for producing voxel-level predic-
tions; 2) the voxel-triplet learning modules for modeling the
inter-voxel relationships via voxel-level feature embedding.
The detailed architecture of our TripletUNet-HCR is shown
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Fig. 4. The overall structure of the proposed TripletUNet-HCR (in Stage 2). The colored cubes denote the blocks with a specific operation layer
(i.e., convolution, transposed convolution, pooling), and several complementary layers (e.g., convolutional layer, batch normalization layer, etc.).
The details of the layers in different blocks are listed in Table 1. Please note that the segmentation sub-network and voxel-triplet learning modules
in different network configurations are of similar structures.
in Table 1 comprising a total number of parameters of 3.28
million.
3.2.2 Voxel-Triplet Learning Module
As discussed earlier, conventional FCNs typically ignore the
inter-voxel relationship in the learned deep feature space.
Thus, they may lead to fragmented segmentation. To tackle
this challenge, we propose a voxel-triplet learning module,
by sampling online voxel-wise heatmaps to triplets.
In this case, each voxel (along with the respective voxel-
level feature representation) is a candidate to generate the
triplets. The operation is performed on the feature maps
from the last convolutional layer of the last up-sampling
block. Formally, given a mini-batch of N inputs, we denote
the size of such feature maps as N × h × w × d. Here,
d denotes the feature length of the voxel. h,w denotes
the feature height and width, respectively. As the voxel-
level features may vary through each learning iteration,
generating the whole set of triplets which has the quantities
of (N × h × w)(2×3) in each iteration is unacceptable. To
effectively train the network, we select a subset of triplets
in each iteration. Specifically, the selected triplets are first
determined by k anchors, for which we randomly select m
positive and negative samples.
As has been verified in previous work [18], [24], different
sampling strategies may strongly affect the performance
of the network. Therefore, in this work, we explore three
sampling strategies, i.e., 1) random sampling, 2) focal hard
negative triplet sampling, and 3) contour-aware triplet sam-
pling, and combine them for our TripletFCN. A brief illus-
tration of these three sampling strategies is shown in Fig. 5.
In the experiments, the latter two triplet mining strategies
are proven to help network achieve higher segmentation
accuracy compared with the random sampling strategy.
(a) Random Sampling (b) Focal Hard 
Negative Sampling
(Threshold = 0.1)
(c) Contour-Aware 
Sampling
0.30
0.01
0.95
0.63 0.8
Fig. 5. A brief illustration of three different triplet sampling strategies.
Red cross denotes the anchor point selected in one iteration. Please
note that the box with value in (b) denotes the predicted probability of
the point in a certain position. The orange round and circle denoted the
reference ground-truth of segmentation of the prostate which indicates
the positive labels in the triplet sampling scheme. The red circle in (c)
denotes the prostate contour and used for selecting anchor candidates.
i) Random Triplet Sampling: A basic and intuitive
sampling method to produce the triplets is the random
sampling. In random sampling method, the anchors are
randomly selected in the voxels which held the positive
labels (see in Fig. 5 (a)). The positive and negative samples
are then randomly selected accordingly.
ii) Focal Hard Negative Triplet Sampling: As
proved by works in [12], [18], the random triplet sampling
method may produce insufficient learned method, as the
common triplets which satisfy the triplet distance assump-
tion will dominate the training process. Therefore, these
triplet embedding methods mine only the hard/semi-hard
samples. The hard negative triplet mining strategy used in
conventional methods is typically implemented by select-
ing the triplets, which have an {anchor,positive} pair with
the maximum intra-class distance, and a {anchor,negative}
pair with the minimum inter-class distance. Obviously, the
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TABLE 1
Network architecture of the proposed TripletUNet-HCR. The ’Type’ column lists the type of the layers, including, ’conv’: convolutional layer; ’dconv’:
down-sampling with padding and matching convolutional layer; ’tconv’: transposed convolutional layer; ’bn’: batch normalization layer; ’r’: ReLU
layer; ’samp-h’: focal hard negative triplet sampling; ’samp-c’: contour-aware triplet sampling. ’Params’ is formated in {kernel size, stride, padding}
for convolutional layers, {kernel size, stride} for pooling layers, and {kernel size, stride} for transposed convolutional layers. ’#’ denotes number of
parameters.
Block Layer Name Type Input Params #
conv block1
conv1a conv+bn+r image 3× 3× 32, 1, 1 0.9K
conv1b conv+bn+r conv1a 3× 3× 32, 1, 1 9K
pool1 max-pooling conv1b 2, 2 -
conv block2
conv2a conv+bn+r pool1 3× 3× 64, 1, 1 18K
conv2b conv+bn+r conv2a 3× 3× 64, 1, 1 37K
pool2 max-pooling conv2b 2, 2 -
conv block3
conv3a conv+bn+r pool2 3× 3× 128, 1, 1 74K
conv3b conv+bn+r conv3a 3× 3× 128, 1, 1 147K
pool3 max-pooling conv3b 2, 2 -
conv block4
conv3a conv+bn+r pool2 3× 3× 256, 1, 1 295K
conv3b conv+bn+r conv3a 3× 3× 256, 1, 1 590K
upblock1
upconv4a tconv dconv3 2, 2 131K
concate4b concat upconv4a, conv3b - -
conv4c conv+bn+r concate4b 3× 3× 128, 1, 1 295K
conv4d conv+bn+r conv4c 3× 3× 128, 1, 1 147K
upblock2
upconv5a tconv conv4c 2, 2 32K
concat5b concat upconv5a, conv2b - -
conv5c conv+bn+r concat5b 3× 3× 64, 1, 1 73K
conv5d conv+bn+r conv5c 3× 3× 64, 1, 1 37K
upblock3
upconv6a tconv conv5d 2, 2 66K
concat6b concat upconv6a, conv1b - -
conv6c conv+bn+r concat5b 3× 3× 256, 1, 1 664K
conv6d conv+bn+r conv6c 3× 3× 256, 1, 1 590K
Segmentation Sub-Network
sega conv+bn+r conv6d 3× 3× 256, 1, 1 66K
segb conv sega 1× 1× 2, 1, 0 0.5K
lossce loss segb Cross Entropy -
Triplet Learning Sub-Network a
samph samp-h conv6d hard negative -
lossh loss samph Triplet Loss -
Triplet Learning Sub-Network b
sampc samp-c conv6d contour-aware -
lossc loss sampc Triplet Loss -
Triplet Learning Sub-Network c
sampr samp-r conv6d random -
lossr loss sampr Triplet Loss -
calculation of distances among all triplets or even a mini-
batch is computationally expensive. Therefore, the work in
[18] proposed to use triplets that violate the triplet distance
assumption.
Inspired by the focal loss proposed in [25], we assume
that the hard negative samples can be revealed by the incor-
rect predictions. Under this assumption, we propose a focal
hard negative triplet sampling strategy, which adopts the
heatmap generated by the segmentation sub-network as the
reference to find the negative anchors. Specifically, for each
voxel, we first calculate the absolute difference between the
prediction and its ground-truth label. Then, a threshold τ is
applied to select the bad predictions with large differences
as the hard samples. The operation can be written as:
shardij =
{
1 if|(yˆij − yij)| > τ
0 if|(yˆij − yij)| ≤ τ (1)
where shardij = 1 denotes that the pixel at point (i, j) is
labeled as a hard negative sample. The threshold τ in this
work is set to 0.1. This means both the semi-hard (i.e., near
threshold) samples and hard (i.e., far away from threshold)
samples are used to construct the triplets. Finally, as shown
in Fig. 5 (b), the intersection of hard sample map s and
positive sample map p, i.e., the positive hard sample map,
is used as anchors to generate the triplets.
iii) Contour-Aware Triplet Sampling: For organ
(e.g., prostate and gland) segmentation in medical images,
the organ boundaries are often clinically important, but
hard to be distinguished. Moreover, FCNs are not capable
to directly generate refined segmentation for blurry organ
boundaries. Therefore, various works leverage the contour-
aware strategy to enhance the boundary discriminate ability
of FCN. Typically, the contour-aware strategy forces the
network to give special focuses on the contours/boundaries
of the target organ, by introducing either specific designed
loss terms [26] or guidance [23], [27] to the network. Inspired
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by the successes of these existing methods, we propose
a special triplet sampling strategy to incorporate contour-
awareness, i.e., the contour-aware triplet sampling, into
voxel-triplet feature embedding. Specifically, in each train-
ing iteration, we randomly select a number of points located
on the prostate boundary as anchors, and construct triplets
via these contour-aware anchors (See in Fig. 5.(c)).
3.2.3 Multi-Task Learning
As the whole network is constructed of multiple branches
with multiple guidance, we leverage the power of multi-task
learning to train them simultaneously.
The triplet-based metric learning is performed after get-
ting the hard-negative and contour-aware triplets. Given
one triplet as {ξk,l, ξi,j , ξm,n}, we denote ξk,l as the feature
representation of the (k, l)th point (i.e., an anchor) on the
feature map ξ. Similarly, ξi,j is the feature representation of
the (i, j)th point which has the same label as the anchor,
while ξm,n has the opposite label. The loss function Ltrip.
for voxel-triplet feature embedding is then defined as
Ltrip. =
N∑
n=1
∑
k,l∈K
∑
i,j∈J
∑
m,n∈M
[(||ξk,l − ξi,j ||22 − ||ξk,l − ξm,n||22 + σ︸ ︷︷ ︸
triplet loss
)
+ β
N∑
n=1
∑
k,l∈K
∑
i,j∈J
(||ξk,l − ξi,j ||22 + ︸ ︷︷ ︸
positive pair-wise loss
)]
(2)
where K denotes the anchor set, J denotes the voxel set
of positive labels, M denotes the voxel set of negative
labels. Specifically, Ltrip. consists of two terms balanced
by a hyper-parameter β. The first term is the conventional
triplet loss term to control the distances between positive
samples and negative samples. The second term is an intra-
class loss term to control the cluster of the positive samples.
The hyper-parameter σ denotes the margin to control the
distance between positive pairs and negative pairs, and 
denotes the maximum distance of the positive pairs. In this
paper, we set the hyper-parameters σ = 0.7,  = 0.01 and
β = 0.1.
Concurrently, the segmentation sub-network is trained
by minimizing the cross-entropy loss:
LCE = − 1
N
N∑
n=1
log(pˆn, ln) (3)
Considering that distance-based losses (e.g., triplet loss
in Eq.(2)) are of large magnitude, we use a factor {λ = 0.01}
to balance these two kind of losses (i.e., cross-entropy loss
and triplet loss). Therefore, the final loss can be formally
written as,
L = LCE + λ
T∑
t=1
Ltrip (4)
where t denotes the tth triplet sampling strategy.
Notably, in the training phase, the network is optimized
with two learning paths, i.e., the segmentation path and
the triplet learning path. In the testing phase, the voxel-
wise prediction is directly output by the segmentation path,
without the voxel-triplet learning module.
4 EXPERIMENTAL RESULTS
4.1 Data Setup
We evaluate our method on a large planning CT im-
age dataset containing 339 patient CT scans. The images
were collected by North Carolina Cancer Hospital, and the
prostate contours manually delineated by two clinicians
are adopted as the ground-truth labels. The image size
is 512 × 512 × (61 ∼ 508), with in-plane resolution as
0.932 ∼ 1.365mm, and slice thickness as 1 ∼ 3mm. As
the images were collected in a long period using different
scanners, the image size and resolution are varied across
the patients. Automatic segmentation on this dataset is
challenging because: 1) the images include different patient
positions and are of different sizes; 2) one patient only has
one image in this planning image dataset. We randomly par-
tition the dataset into 70% for training, 10% for validation
and 20% for testing.
4.2 Implementation Details
Our method was implemented using the popular open-
source framework PyTorch [28]. The training of the proposed
network is accelerated by four NVidia GTX 1080Ti GPUs.
We only did necessary image pre-processing on the
original CT scans. First, we used trilinear interpolation to
normalize the image spacing into 1 × 1 × 1mm3. Then,
to eliminate the influence caused by singular values, we
normalized the image intensities to [0, 255].
The images with body regions were cropped by a simple
threshold-based method to reduce the black background
noise. Then, a sliding window method was implemented
on these cropped body image parts to generate 2-D training
patches. In training, the patches were randomly cropped to
have the size of 64×64×5 in the first stage, and 64×64×3 in
the second stage. Please note that, we used multiple input
slice channels to predict the label for the middle slice. In
the testing phase, the predictions of the region images are
directly obtained from the network. This strategy can better
incorporate inter-slice context for 2-D based methods. To
construct training data, we cropped 500 patches from each
training image. In testing, we directly apply the trained
network to the cropped and down-sampled body region
images (in the first stage) or the organ region images (in the
second stage) to avoid voting for the patch-wise predictions.
The goal of the experiments is to verify the effectiveness
of our proposed voxel-triplet feature embedding method
in improving segmentation performance and therefore we
deployed our model using 2-D architectures (instead of 3-D)
to obtain viable and comparable results for all architectures
is shorter amount of time.
The networks were trained with the batch size of 30 on
each GPU. All the competitive networks were optimized by
standard Stochastic Gradient Descent (SGD) algorithm. The
learning rate was decayed from 0.01 by the ’Poly’ decay
method.
4.3 Metrics
We use four commonly used metrics to evaluate the perfor-
mance of the proposed method: Dice Similarity Coefficient
(DSC), Average Surface Distance (ASD), Positive Predict
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TABLE 2
Different network configurations of the proposed TripletUNet (including conventional UNet as baseline).
Method
Sampling Strategy Loss
Random Hard Negative Contour-Aware Cross-Entropy Positive Pair Triplet
UNet (Baseline) - - - X - -
TripletUNet-R-Sep X - - X - X
TripletUNet-R X - - X - X
TripletUNet-H - X - X - X
TripletUNet-C - - X X - X
TripletUNet-HR X X - X - X
TripletUNet-HC - X X X - X
TripletUNet-HP - X - X X X
TripletUNet-HRP X X - X X X
TripletUNet-HCP - X X X X X
Fig. 6. The performance comparison in DSC and ASD of TripletUNet-R as a function of weight λ and margin σ.
Value (PPV) and Sensitivity (SEN). Let V olseg denote the
volume of a prediction, V olgt denotes the volume of the
ground-truth segmentation, and d(a, b) denotes the Eu-
clidean distance between point a and b. The four metrics
can be written as,
(1) Dice Similarity Coeffient (DSC):
DSC =
2‖V olgt ∩ V olseg‖
‖V olgt‖+ ‖V olseg‖ ; (5)
(2) Average Surface Distance (ASD):
ASD =
1
2
{mean min
a∈V olgt,b∈V olseg
d(a, b)
+mean min
a∈V olseg,b∈V olgt
d(a, b)}; (6)
(3) Positive Predict Value (PPV) and Sensitivity (SEN):
PPV =
‖V olgt ∩ V olseg‖
‖V olseg‖ ; SEN =
‖V olgt ∩ V olseg‖
‖V olgt‖ .
(7)
4.4 Ablation Study
To analyze the importance of different components of our
TripletFCN, we did comprehensive experiments to evaluate:
1) the effectiveness of triplet-based learning, and 2) the in-
fluence of different sampling strategies. Please note that, the
aim of the ablation study is to verify the proposed triplet-
based learning method. Therefore, for the convenience of
perform the experiments, we use UNet as the backbone of
TripletUNet. For the baseline method, we construct UNet
to segment on the prostate region image which is same
as the proposed two-stage learning framework. Obviously,
using more recent variations of FCN (e.g., Res-UNet, VNet)
may achieve higher segmentation performance. For a fair
comparison, we avoid using the advanced and complicated
techniques for training of the deep networks, e.g., data
augmentation, dropout, residual block, dense block, etc., for
which can improve the segmentation performance of the
network, with the aim to illustrate the effectiveness of the
proposed triplet learning method. In this paper, we com-
pose TripletUNets with six different configurations, with
different combination of sampling strategies, architectures
and losses. The setting of these networks in detail is listed
in Table 2. The second set of row introduces the proposed
networks trained by triplets from one sampling methods.
The third set of row introduces the proposed networks
trained by triplets from two sampling methods jointly. The
suffix ’Sep’ means the network is trained separately by the
two losses, where the layer before the sampling layer is only
trained under the guidance of triplet loss, and the layer
after that is trained under the guidance of classification loss
(i.e., the cross-entropy loss). We construct this network to
evaluate the performance of pure-triplet learning.
4.4.1 The effectiveness of triplet-based learning
Firstly, we verified the effectiveness of the proposed triplet-
based metric learning method from two aspects: 1) the
converge rate, and 2) the segmentation accuracy.
The convergence analysis of the TripletUNet-R com-
pared with the conventional UNet is illustrated in Fig. 7. Fig.
7 (a) and (b) show the cross-entropy loss and DSC curve of
the two methods, respectively. The figure suggests that the
incorporation of the proposed voxel-triplet learning module
can boost the convergence of the segmentation network,
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TABLE 3
Quantitative comparison of segmentation performance with TripletUNets in DSC, ASD(mm), SEN and PPV of different network configurations. All
the networks are trained with the following hyper-parameters: k = 20, m = 1, σ = 1.0 and λ = 0.01.
Method
DSC ASD SEN PPV
Mean ± std Median Mean ± std Median Mean ± std Median Mean ± std Median
UNet (Baseline) 0.8376 ± 0.0633 0.8501 3.8922 ± 2.9335 2.9717 0.8733 ± 0.0777 0.8819 0.8143 ± 0.0918 0.8246
TripletUNet-R-Sep 0.8514 ± 0.0506 0.8550 3.7606 ± 2.7031 3.2781 0.8497 ± 0.0829 0.8584 0.8616 ± 0.0613 0.8717
TripletUNet-R 0.8817 ± 0.0304 0.8784 1.4619 ± 0.7715 1.2683 0.8727 ± 0.0588 0.8700 0.8952 ± 0.0449 0.9024
TripletUNet-H 0.8810 ± 0.0302 0.8796 1.7695 ± 1.1246 1.3915 0.8765 ± 0.0582 0.8811 0.8897 ± 0.0440 0.8940
TripletUNet-C 0.8822 ± 0.0285 0.8775 1.6355 ± 1.0693 1.2944 0.8732 ± 0.0561 0.8697 0.8955 ± 0.0437 0.8996
TripletUNet-HR 0.8822 ± 0.0335 0.8776 1.4295 ± 0.8719 1.2498 0.8760 ± 0.0631 0.8777 0.8931 ± 0.0444 0.8974
TripletUNet-HC 0.8804 ± 0.0315 0.8750 1.3987 ± 0.5836 1.2721 0.8714 ± 0.0617 0.8768 0.8947 ± 0.0475 0.8932
TripletUNet-HP 0.8811 ± 0.0303 0.8790 1.5274 ± 0.7687 1.3110 0.8719 ± 0.0602 0.8694 0.8955 ± 0.0474 0.8992
TripletUNet-HRP 0.8834 ± 0.0302 0.8814 1.5701 ± 0.9437 1.3329 0.8804 ± 0.0592 0.8842 0.8907 ± 0.0433 0.8953
TripletUNet-HCP 0.8839 ± 0.0317 0.8828 1.3907 ± 0.6651 1.2575 0.8805 ± 0.0571 0.8798 0.8914 ± 0.0452 0.8923
TABLE 4
Quantitative comparison of segmentation performance with TripletUNets with state-of-the-art methods. * denotes the results are reported on the
339 prostate dataset with the same data split.
Method Type Num. Cases DSC ASD SEN PPV
Costa et al . [29] Deformable Model 16 - - 0.75 0.80
Shao et al . [14] Deformable Model + Random Forest 70 0.88±0.02 1.86±0.21 - -
Gao et al . [15] Deformable Model + Random Forest 313 0.87±0.04 1.77±0.66 0.88± - 0.85± -
Wang et al . [30] Deep Learning 15 0.85±0.04 1.92±0.46 - -
UNet et al . [3]* Deep Learning + Two Stage 339 0.84±0.06 3.89±2.93 0.87±0.08 0.81±0.09
VNet et al . [4]* Deep Learning + Two Stage 339 0.85±0.04 2.27±1.16 0.88±0.06 0.84±0.07
He et al . [23]* Deep Learning + Two Stage 339 0.87±0.03 1.71±1.01 0.88±0.05 0.87±0.05
TripletUNet-HCP* Deep Learning + Two Stage 339 0.88±0.03 1.39±0.66 0.88±0.05 0.89±0.04
since the network obtained more guidance from the pixel
features.
The comparison of segmentation performance among
different TripletUNets are reported in Table 3. It can be
easily observed that, with the guidance of triplet learning,
the performance of the network is significantly improved.
The DSC of the TripletUNets reported in the first bar in
Table 3 (i.e., TripletUNet-R,H,C) is improved by 4.41%,
4.34% and 4.46%, compared with baseline network UNet,
which is trained by Cross-Entropy loss. Notably, in the
proposed TripletUNets, we can observe that TripletUNet-R
performs better among the three sampling methods. In DSC,
TripletUNet-R method is slightly lower than TripletUNet-
C; However, in ASD, TripletUNet-R outperform the Triple-
tUnets with other two sampling methods by a margin. We
conclude from the observation that random sampling can
learn more integrated feature space in the proposed itera-
tion based training scheme, since the other two sampling
methods (i.e., focal hard negative sampling and contour-
aware sampling) only sample from part of the whole fea-
ture space. The TripletUNet-HR and -HC networks, which
are jointly learned on two sampling methods, both get a
performance improvement on DSC and ASD, compared
with TripletUNet-H and -C, which are only learned on one
sampling methods. Moreover, as suggested by the table,
TripletUNet-HR did not perform better than TripletUNet-
HC, which reveals the combination of two sampling meth-
ods can have the chance to learn more integrated feature
space. Thus the advantage of using random sampling is
indistinctive.
4.4.2 The influence of λ and σ
We compared the segmentation performance of
TripletUNet-R in terms of different λ and σ to evaluate
the influence of these two parameters. The networks were
trained with the same settings of other hyper-parameters.
We select several possible choices of the hyper-parameters
as limited by time and computational resources. Fig. 6
shows the performance in DSC and ASD of TripletUNet-R
with λ ∈ {0.1, 0.01, 0.001}. The figure indicates that
choosing different σ may vary the performance of the
proposed TripletUNet-R. As shown in the figure, the
network performed best w.r.t. λ = 0.01. Fig. 6 also shows
the performance in DSC and ASD of TripletUNet-R with
σ ∈ {0.1, 0.3, 0.5, 0.7, 1.0}. It is suggested by the figure that
the proposed network with σ = 0.7 performs best over
other compared TripletUNets. The network achieves higher
mean DSC and lower mean ASD. Moreover, the outliers
in ASD are also closer to the mean ASD by this network
compared with others.
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Fig. 7. The convergence analysis of UNet and the proposed TripletUNet-
R.
4.5 Compare with the state-of-the-art methods
The quantitative comparison of the proposed TripletUNet
with the state-of-the-art methods is reported in Table 4.
We compare TripletUNet with several remarkable methods
including deep learning-based methods and deformable
model-based methods:
• Costa et al . [29] proposed a combination of
deformable-model based method for the segmenta-
tion of prostate and bladder. The method is per-
formed with different shape assumptions for the two
organs.
• Shao et al . [14] introduced a deformable model-based
segmentation method for prostate and rectum in CT
images, where a local boundary regression method is
performed on the near-organ regions.
• Gao et al . [15] proposed a deformable model-based
segmentation method combined with a random for-
est to obtain the organ boundary. The initialization
problem of deformable models is thus alleviated.
• Wang et al . [30] proposed a 3-D UNet based network
with dilated convolution layers to improve the seg-
mentation performance of prostate.
• Ronneberger et al . [3] proposed a fully convolutional
network with two corresponding paths, namely
UNet, with an encoding path and a decoding path
with shortcut connections, so that the gradients in
high-level can be better preserved to reach the low-
level layers. The network is frequently used as the
backbone and baseline in recent medical image seg-
mentation studies.
• He et al . [23] proposed a two-stage UNet based
network to segment the pelvic organs. Specifically,
a novel morphological representation, namely dis-
tinctive curve, is incorporated to provide additional
guidance for the network.
• Milletari et al . [4] proposed the VNet, in which a dice
loss is proposed on a 3-D UNet based architecture
with residual connections.
Obviously, the proposed method achieves the best over-
all segmentation performance among the listed methods.
Among the compared methods, He et al . ’s method in
[23] outperform the other methods with a DSC value of
0.87±0.03 and ASD value of 1.71±1.01. Compared with this
method, our method obtains more than 1% improvement
in DSC, from 0.87 to 0.88; and 0.32mm improvement in
ASD, from 1.71 to 1.39, which is a 20% decreasing on the
ASD value. The significant improvement on ASD indicates
the effectiveness of the proposed method in delineating the
organ contours, which is more valuable in clinical condition.
Moreover, the proposed TripletUNet-HCP achieves 0.88 and
0.89 in mean SEN and PPV, respectively, which is signif-
icantly better than the deformable model-based method
in [15] and the deep learning-based method in [23]. The
tiny difference of the SEN and PPV value of the proposed
method means that our proposed network is very robust at
generating high quality segmentations, compared with the
other methods. The robustness is also a key characteristic in
clinical applications, where poor segmentation of the organ
will lead to side effect. The conventional deep learning-
based method in the second set of rows is not as good as
the deformable models in the first set of rows. For example,
VNet [4] achieves 0.85±0.04 in DSC and 2.27±1.16 in ASD,
which is lower than the method in [15]. This can be because
they were not specifically designed for the segmentation
of prostate in CT images, which reveals the importance
of incorporating domain knowledge and preserving the
neighborhood information in the final segmentation map.
4.6 Visualization Results
We visualize the segmentation results of several typical
cases generated by UNet, TripletUNet-H and TripletUNet-
HCP in Fig. 8. As suggested by the figure, TripletUNet-
HCP and TripletUNet-H can both generate more refined
segmentations compare to the conventional UNet. Besides,
TripletUNet-HCP performs better in some specific cases
compared to TripletUNet-H. In very hard cases, over-
segmentation or less-segmentation results are generated by
UNet, while with triplet-based learning, TripletUNets often
avoids these problems.
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UNet TripletUNet-H TripletUNet-HCP
Fig. 8. The visualization of the results of UNet, TripletUNet-H and
TripletUNet-HCP.
5 CONCLUSION
In this paper, we introduced a two-stage framework to accu-
rately segment prostate from raw CT image. Specifically, in
the first stage, the region of the prostate is quickly localized
by a lightweight network with down-sampled CT image.
In the second stage, a multi-task FCN guided by both seg-
mentation information and voxel-level feature relationship
is proposed for generating the fine segmentation map of
prostate. The voxel-level feature relationship is learned by
the proposed online voxel-triplet learning module.
Despite the effectiveness of the proposed triplet learning
method, a more valuable contribution is that our voxel-
triplet learning module suggests a promising direction of
applying metric learning techniques into FCN-based pixel-
to-pixel or voxel-to-voxel predictions. We conducted exten-
sive experiments on a planning CT prostate image dataset,
showing that the quality of deep features learned by FCN
can be further improved by formulating the problem into a
metric learning paradigm, without including any additional
learnable parameters. Benefit by the generated voxel-level
triplets, we can easily bring metric based weakly supervised
learning and meta-learning methods into segmentation,
which can be regarded as our future work.
Although the effectiveness of our method (i.e., Triple-
tUNets) has been proved by the experiments, as a metric
learning-based method, the computational efficiency of the
proposed network should be further optimized. Naturally,
how to boost the efficiency of metric learning method is still
an open question. Another intuitive question is to define
more suitable metric learning methods for FCNs. Theoreti-
cally, the proposed voxel-triplet feature embedding module
can be composed with every layer of the network, and
thus reorder the features by learning with better designed
metrics. These topics define direction for the future works.
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