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Abstract : De nombreuses techniques de planification ont e´te´ de´veloppe´es pour permettre a`
des syste`mes autonomes d’agir et de prendre des de´cisions en fonction de leurs perceptions de
l’environnement. Parmi ces techniques, la planification HTN (Hierarchical Task Network) est l’une
des techniques les plus utilise´es en pratique. Contrairement aux approches classiques de la planifi-
cation, la planification HTN fonctionne par de´composition re´cursive d’une taˆche complexe en sous
taˆches jusqu’a` ce que chaque sous-taˆche puisse eˆtre re´alise´e par l’exe´cution d’une action. Cette vision
hie´rarchique de la planification permet une repre´sentation plus riche des proble`mes de planification tout
en guidant la recherche d’un plan solution et en apportant de la connaissance aux algorithmes sous-
jacents. Dans cet article, nous proposons une nouvelle approche de la planification HTN dans laquelle,
comme en planification classique, nous instancions l’ensemble des ope´rateurs de planification avant
d’effectuer la recherche d’un plan solution. Cette approche a fait ses preuves en planification clas-
sique. Elle est utilise´e par la plupart des planificateurs contemporains mais n’a, a` notre connaissance,
jamais e´te´ applique´e dans le cadre de la planification HTN. L’instanciation des ope´rateurs de planifica-
tion est pourtant ne´cessaire au de´veloppement d’heuristiques efficaces et a` l’encodage de proble`mes de
planification HTN dans d’autres formalismes tels que SAT ou CSP. Nous pre´sentons dans la suite de
l’article un me´canisme ge´ne´rique d’instanciation. Ce me´canisme imple´mente des techniques de simpli-
fication permettant de re´duire la complexite´ du processus d’instanciation inspire´es de celles utilise´es en
planification classique. Pour finir nous pre´sentons des re´sultats obtenus sur un ensemble de proble`mes
issus des compe´titions internationales de planification avec une version modifie´e du planificateur SHOP
utilisant notre technique d’instanciation.
1 Introduction
Agir et prendre des de´cisions rationnelles en fonction des perceptions de l’environnement est une
proble´matique centrale des syste`mes autonomes et intelligents. La planification en cherchant a` rendre calcu-
lable ce processus de de´cision a de´veloppe´ de nombreuses techniques pour re´pondre a` cette proble´matique.
Parmi l’ensemble de ces techniques, la planification HTN (Hierarchical Task Network) est l’une des tech-
niques qui est la plus utilise´e en pratique (Weser et al., 2010; Bevacqua et al., 2015; Strenzke & Schulte,
2011) pour des raisons d’efficacite´ mais aussi pour l’expressivite´ des langages HTN qui permettent de
spe´cifier dans les domaines de planification des connaissances me´tier de haut niveau d’abstraction pouvant
eˆtre utilise´es par les algorithmes sous-jacents pour guider de manie`re efficace la recherche d’un plan so-
lution. Contrairement a` la planification classique (Fikes & Nilsson, 1971) ou` le but est de´fini comme un
ensemble de propositions a` atteindre, en planification HTN le but s’exprime comme une taˆche ou un ensem-
ble de taˆches a` re´aliser auxquelles il est possible d’associer des contraintes. Ce couple taˆches contraintes
est appele´ un re´seau de taˆches. La recherche d’un plan solution consiste a` de´composer le re´seau de taˆches
initiales de´finissant le but, en respectant les contraintes spe´cifie´es, en un ensemble de sous-taˆches primitives
qui peuvent eˆtre exe´cute´es par une action au sens classique de la planification. La de´composition est re´alise´e
en appliquant des re`gles de de´composition de´finies par des ope´rateurs hie´rarchiques de planification appele´s
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me´thodes. Chaque me´thode de´finit une de´composition possible d’une taˆche en un ensemble de sous-taˆches
avec les contraintes qui les lient. La de´composition se termine lorsque le processus de de´composition
aboutit a` un re´seau de taˆches contenant uniquement des taˆches primitives exe´cutables par une action et dont
l’ensemble des contraintes associe´es sont ve´rifie´es.
Les planificateurs HTN peuvent eˆtre divise´s en deux grandes familles (Georgievski & Aiello, 2015).
Cette division s’appuie sur la nature de l’espace de recherche utilise´ par ces algorithmes: recherche dans un
espace de plans ou dans un espace d’e´tats. Dans la premie`re cate´gorie, l’espace de recherche est constitue´
de plans sous forme de re´seau de taˆches dans lequel les planificateurs ne maintiennent pas d’e´tat pendant la
recherche. A` chaque e´tape du processus de recherche le re´seau de taˆches obtenu apre`s une de´composition
est conside´re´e comme un plan partiel avec des contraintes qu’il faut satisfaire dans les de´compositions
suivantes. Cette repre´sentation de l’espace de recherche permet de de´composer le re´seau initial de taˆches
en un plan solution partiellement ordonne´. On peut citer dans cette cate´gorie, les planificateurs NOAH
(Nets Of Action Hierarchies) (Sacerdoti, 1975b,a), Nonlin (Non-Linear Planner) (Tate, 1976, 1977) , O-
Plan (Currie & Tate, 1991) et O-Plan2 (Tate et al., 1994), SIPE (System for Interactive Planning and
Execution) (Wilkins, 1984) et SIPE-2 (Wilkins, 1990). En 1994 l’algorithme UMCP (Universal Method
Composition Planner)(Erol et al., 1994) est le premier algorithme HTN dont la correction et la comple´tude
sont prouve´es. Dans la seconde cate´gorie, les planificateurs maintiennent des e´tats pendant la recherche. On
associe ces e´tats aux re´seaux de taˆches. Le processus de de´composition commence en choisissant les taˆches
a` de´composer dans l’ordre d’exe´cution, puis applique la me´thode de de´composition dont les pre´conditions
sont ve´rifie´es dans l’e´tat pre´ce´dant la taˆche de´compose´e. On peut citer par ordre chronologique comme
planificateur de cette cate´gorie, SHOP (Nau et al., 1999), SHOP2 (Nau et al., 2003) et SIADEX (de la
Asuncio´n et al., 2005).
Paralle`lement au de´veloppement de la planification HTN, de nombreux algorithmes de planification per-
formants n’utilisant pas de repre´sentation hie´rarchique ont e´te´ de´veloppe´s, par exemple Fast Forward (Hoff-
mann & Nebel, 2001) ou encore Fast Downward (Helmert, 2006; Seipp et al., 2014). Ils reposent tous sur
une e´tape de pre´-traitement qui consiste a` de´nombrer les actions possibles a` partir des ope´rateurs de plan-
ification de´finis dans le domaine. Cette e´tape est cruciale pour ces algorithmes pour plusieurs raisons.
Tout d’abord, cette e´tape de de´nombrement ou d’instanciation permet de re´duire le nombre d’actions du
proble`me de planification graˆce a` des me´canismes de simplification. Ceci a pour conse´quence de re´duire
le coefficient de branchement de l’espace de recherche. En second lieu, le fait de de´nombrer l’ensemble
des actions d’un proble`me de planification permet de re´aliser une e´tude a priori des proprie´te´s du monde
atteignables. Cette e´tude est un pre´alable indispensable a` l’e´laboration et au de´veloppement d’heuristiques
efficaces pour guider la recherche d’un plan solution (Hoffmann & Nebel, 2001; Geffner & Haslum, 2000;
Haslum et al., 2005; Hoffmann et al., 2004; Richter et al., 2008; Helmert et al., 2014). Troisie`mement,
cette e´tape de pre´traitement est un pre´requis ne´cessaire a` l’encodage d’un proble`me de planification dans
des formalismes tels que CSP (Kambhampati, 2000; Barta´k et al., 2010; Lopez & Bacchus, 2003) ou SAT
(Kautz et al., 1992; Rintanen, 2012, 2014; Kautz & Selman, 1999). Toutefois, a` notre connaissance, ce
pre´traitement n’a jamais e´te´ re´alise´ et adapte´ dans un contexte HTN. Pour toutes ces raisons, il serait
inte´ressant d’effectuer l’instanciation et une simplification des ope´rateurs de planification, en inte´grant la
dimension hie´rarchique, afin de re´duire le nombre de de´compositions possibles et la complexite´ de l’espace
de recherche.
Dans cet article nous proposons une extension des me´canismes d’instanciation classiques pour la plan-
ification dans un contexte HTN. Nous montrons notamment comment il est possible de ge´ne´raliser les
me´canismes de simplification de´veloppe´s pour l’instanciation des ope´rateurs classiques de planification a`
l’instanciation des me´thodes. Pour cela, nous re´utilisons les re`gles d’instanciation et de simplification des
ope´rateurs et des pre´dicats de´veloppe´es en planification non hie´rarchique et de´finissons de nouvelles re`gles
pour les me´thodes de de´composition adapte´es aux proble`mes de planification HTN.
Dans un premier temps, nous commenc¸ons par donner un exemple de proble`me HTN qui sert de fil con-
ducteur tout au long de l’article et pre´sentons le formalisme HTN. Par la suite nous introduisons le proble`me
de l’instanciation des proble`mes de planification HTN et explicitons sa complexite´. Dans un second temps,
nous de´taillons les me´canismes d’instanciation et de simplification propose´s pour les proble`mes de plan-
ification HTN et pre´sentons une version modifie´e de l’algorithme SHOP que nous avons nomme´ iSHOP
(instantiated SHOP) qui prend en entre´e un proble`me totalement instancie´. Enfin, nous montrons dans
quelle mesure notre version de SHOP ame´liore les performances en termes de temps de recherche d’un
plan solution par rapport a` l’algorithme SHOP.
2 Un exemple introductif
Nous commenc¸ons par de´finir le proble`me rover que nous avons choisi comme exemple conducteur tout au
long de cet article. Cet exemple se repre´sente simplement dans un formalisme HTN et a servi entre autres
de benchmark au planificateur SHOP. Ce domaine est une version simplifie´e de la mission d’exploration
de Mars mene´e en 2003 par la NASA. Il a aussi e´te´ utilise´ dans la troisie`me et la cinquie`me compe´tition
de planification qui se sont de´roule´es respectivement en 2002 et 2006. Il traite du de´placement de robots,
de l’e´chantillonnage de sols, de la prise d’image et de la transmission de donne´es de plusieurs rovers. Les
robots sont dote´s d’un ensemble d’e´quipements et doivent traverser plusieurs zones appele´s waypoints afin
de collecter des e´chantillons de sol, de rochers ou prendre une cible en photo et les transmettre a` leur base
ou lander a` partir d’un waypoint visible depuis la base. La difficulte´ principale de ce domaine re´side dans le
fait que chaque rover est pre´vu pour un certain type de terrain et ne peut donc pas traverser toutes les zones.
La figure 1 propose une repre´sentation d’un proble`me tre`s simple extrait du domaine rover ou` la prise et la
transmission d’image sont ignore´es. Dans l’e´tat initial, le rover est dans le waypoint3, avec la base situe´e
au waypoint0, des e´chantillons de sol dans les waypoints 0, 2 et 3 ainsi que des e´chantillons de rochers dans
les waypoints 1, 2 et 3. La taˆche a` re´aliser consiste a` collecter et transmettre l’e´chantillon de rocher qui se
trouve dans le waypoint1 au lander. Le plan pour re´soudre ce proble`me se pre´sente alors comme suit: Le
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Figure 1: Exemple de proble`me du domaine rover.
3 Le formalisme HTN
L’instanciation des proble`mes de planification en ge´ne´ral et des proble`mes HTN plus particulie`rement
repose sur des me´canismes agissant sur le proble`me de planification. Avant d’aborder le processus
d’instanciation et sa complexite´, nous commenc¸ons d’abord par de´finir le formalisme HTN.
De´finition 3.1 Un proble`me HTN est un quadruplet P = (s0, w,O,M) ou` s0 est l’e´tat initial de´fini par
un ensemble de propositions qui caracte´risent le monde, w est un re´seau de taˆches initial qui de´finit le but,
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O est un ensemble d’ope´rateurs qui de´finissent les actions qui peuvent eˆtre re´alise´es, et M un ensemble de
me´thodes qui de´finissent les de´compositions possibles d’une taˆche compose´e en taˆches primitives.
De´finition 3.2 Un ope´rateur est un triplet o = (name(o), pre(o), eff(o)) ou` name(o) est une expression
syntaxique de la forme t(u1, ..., uk) ou` t est le nom de l’ope´rateur et u1, ..., uk sont des variables ou
des constantes type´es qui de´finissent les parame`tres de l’ope´rateur. pre(o) de´finit les pre´conditions de
l’ope´rateur qui doivent eˆtre ve´rifie´s pour le de´clencher. eff(o) sont les effets de l’ope´rateur qui de´finissent
les proprie´te´s ge´ne´re´es par l’ope´rateur. pre(o) et eff(o) sont repre´sente´s sous la forme d’une expression
logique. Leurs sous ensembles pre+(o), pre−(o), eff+(o), eff−(op) repre´sentent des sous-ensembles positifs
et ne´gatifs.
Une action a est un ope´rateur totalement instancie´ qui de´finit une fonction de transition permettant de
passer d’un e´tat s a` un e´tat s′ comme suit: s′ = ((s\eff−(a))∪eff+(a)). a est applicable dans un e´tat s si
pre+(a) ⊆ s et pre−(a)∩s = ∅. Toutes les formules atomiques d’une action sont totalement instancie´es et
appele´es, par abus de langage, propositions. L’exemple 3.1 montre l’ope´rateur navigate du domaine rover,
?x, ?p1 et ?p2 sont ses parame`tres.
Exemple 3.1 :
( : a c t i o n n a v i g a t e
: p a r a m e t e r s (? x − r o v e r ?p1 − w a y p o in t ?p2 − w a y p o i n t )
: p r e c o n d i t i o n
( and ( a v a i l a b l e ? x ) ( a t ? x ?p1 )
( c a n t r a v e r s e ? x ?p1 ?p2 ) ( v i s i b l e ?p1 ?p2 ) )
: e f f e c t ( and ( n o t ( a t ? x ?p1 ) ) ( a t ? x ?p2 ) )
)
De´finition 3.3 Une me´thode est un triplet m = (name(m), subtasks(m), constr(m)), ou` name(o) est,
comme pour un ope´rateur, une expression syntaxique de la forme t(u1, ..., uk) ou` t est le nom de la me´thode
et u1, ..., uk sont des variables ou des constantes type´es qui sont utilise´es dans la me´thode.
Une ou plusieurs me´thodes peuvent de´composer la meˆme taˆche t(m). Chaque me´thode repre´sente une
fac¸on diffe´rente de la re´aliser. subtasks(m) est l’ensemble de taˆches qui composent t(m) avec un tag
qui les remplace dans le reste de la me´thode. constr(m) est l’ensemble des contraintes qui portent sur
subtasks(m). Le couple (subtasks(m),constr(m)) est repre´sente´ par un re´seau de taˆches.
Exemple 3.2 :
( : method d o n a v i g a t e
: p a r a m e t e r s (? x − r o v e r ? from ? t o − w a y p o in t )
: e x p a n s i o n
( ( t a g t 1 ( n a v i g a t e ? x ? from ?mid ) )
( t a g t 2 ( v i s i t ?mid ) )
( t a g t 3 ( d o n a v i g a t e ? x ?mid ? t o ) )
( t a g t 4 ( u n v i s i t ?mid ) ) )
: c o n s t r a i n t s
( and
( s e r i e s t 1 t 2 t 3 t 4 )
( b e f o r e ( and ( n o t ( c a n t r a v e r s e ? x ? from ? t o ) )
( n o t ( v i s i t e d ?mid ) )
( c a n t r a v e r s e ? x ? from ?mid ) ) t 1 )
( be tween ( v i s i t e d ?mid ) t 2 t 4 )
( a f t e r ( and ( n o t ( a t ? x ? from ) ) ( a t ? x ? t o ) ) ( t 1 t 2 t 3 t 4 ) )
)
)
L’exemple 3.2 montre une me´thode du domaine rover nomme´e do navigate avec ?x, ?from et ?to comme
parame`tres. Les taˆches qui composent do navigate sont signale´es avec le mot cle´ :expansion, et les con-
traintes portant sur elles par le mot cle´ :constraints.
De´finition 3.4 Une taˆche est une expression de la forme t(u1, ..., uk), ou` t est le nom de la taˆche et
u1, ..., uk l’ensemble de ses parame`tres. Lors de la de´finition du domaine ces parame`tres peuvent eˆtre
soit des variables soit des constantes.
Une me´thode ou un ope´rateur sont dit pertinents pour une taˆche t si t est e´gal a` name(m) ou t est e´gal a`
name(o). Il existe deux types de taˆches: (1) Des taˆches compose´es qui peuvent eˆtre de´compose´es en sous
taˆches en appliquant une me´thode de de´composition, (2) des taˆches primitives de´finies par des ope´rateurs
et qui ne peuvent pas eˆtre de´compose´es.
L’action (navigate rover waypoint3 waypoint2) de la figure 1 est une version instancie´e de la taˆche prim-
itive (navigate ?r ?w1 ?w1). navigate est le nom de la taˆche et (?r, ?w1, ?w2) ses parame`tres. (rover,
waypoint3, waypoint2) sont les constantes repre´sentant les parame`tres de la taˆche instancie´e. On peut citer
comme exemple de taˆche compose´e dans le domaine rover (get soil data ?waypoint) qui se de´compose en
sous taˆches de navigation, de collecte de sol et de transmission de donne´es.
De´finition 3.5 Un re´seau de taˆches est le tuple tn = (U,C), ou` U est un ensemble des taˆches et C un
ensemble de contraintes qui portent sur ces taˆches. Un re´seau de taˆches ne contenant que des taˆches prim-
itives est dit primitif et repre´sente un plan solution si toutes les contraintes qu’il contient sont satisfaites.
Chaque contrainte repre´sente une condition qui doit eˆtre ve´rifie´e dans tous les plans solution. Quatre types
de contraintes peuvent eˆtre de´finies dans une me´thode:
• Order constraint : une contrainte d’ordre est une expression de la forme (series t1, t2, ..., tk). Elle
signifie que dans un plan solution, la taˆche t1 doit eˆtre ordonne´e avant la taˆche t2, t2 avant t3 ainsi de
suite jusqu’a` tk.
• Before constraint : une contrainte du type Before est une expression de la forme (before (ϕ)
(t1, ..., tk)) ou` ϕ est une expression logique, et (t1, ..., tk) est une liste de taˆches. Les contraintes
Before servent a` ve´rifier que l’expression ϕ est vraie dans l’e´tat juste avant la premie`re taˆche du
groupe (t1, ..., tk).
• After constraint : les contraintes du type After s’e´crivent comme des contraintes Before sous la
forme d’une expression (after (ϕ) (t1, ..., tk)) et signifient que ϕ doit eˆtre vraie dans l’e´tat juste apre`s
l’exe´cution de la dernie`re taˆche de (t1, ..., tk).
• Between constraint : une contrainte Between est une expression de la forme de (between (ϕ)
(t11, ..., t1k) (t21, ..., t2k)). L’expression logique ϕ doit eˆtre ve´rifie´e dans tous les e´tats entre la
dernie`re taˆche de (t11, ..., t1k) et la premie`re de (t21, ..., t2k).
Par rapport au formalisme de la planification classique qui permet de de´finir les ope´rateurs, le formal-
isme HTN rajoute de la connaissance a` travers la de´finition de me´thodes de de´composition. On peut voir
la de´finition des me´thodes comme une fac¸on de spe´cifier par des connaissances des heuristiques qui per-
mettent de diriger la recherche. L’utilisation de ces connaissances permet aux algorithmes HTN d’eˆtre plus
performants.
4 Algorithme d’instanciation du proble`me HTN
L’instanciation des proble`mes passe par plusieurs e´tapes d’e´nume´ration et de simplification qui permettent
de ne ge´ne´rer que les actions, me´thodes et propositions pertinents pour le proble`me, en re´duisant le nombre
d’e´tats atteignables et la complexite´ de la recherche. Pour ce faire, nous nous appuyons sur les travaux
de (Koehler et al., 1997) et sur la notion d’inertie introduite par (Koehler & Hoffmann, 1999). Dans cette
partie, nous allons commencer par de´finir le proble`me de l’instanciation et la complexite´ qu’implique un tel
processus. Ensuite, nous pre´senterons les deux phases d’instanciation d’un proble`me HTN, a` savoir : (1) la
phase d’instanciation des ope´rateurs. (2) la phase d’instanciation des me´thodes.
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4.1 Le proble`me d’instanciation
La plupart des planificateurs prenant en entre´e le langage PDDL passent par une e´tape d’instanciation qui
leur permet d’avoir plus d’informations pour effectuer des e´tudes d’atteignabilite´ sur l’espace de recherche
afin d’en de´duire par exemple des fonctions heuristiques et les utiliser pour ame´liorer le temps de recherche
et la qualite´ des solutions obtenues.
Le processus d’instanciation consiste a` remplacer toutes les occurrences d’une variable type´e par les
constantes du meˆme type. Le processus d’instanciation ge´ne`re toutes les instances possibles avec toutes
les combinaisons de valeurs constantes possibles. Le proble`me d’instanciation de´pend du nombre de
parame`tres dans la me´thode ou de l’ope´rateur et de la cardinalite´ du domaine de chaque variable. Pour
un ope´rateur posse´dant k parame`tres xi avec i ∈{1, ..., k} ayant pour domaine D(xi) et dont la cardinalite´





On peut voir que le nombre d’instances cre´e´es augmente rapidement avec un grand nombre de constantes
dans le proble`me ce qui fait exploser la complexite´ de l’instanciation et de la recherche. Si on prend comme
exemple l’instanciation du domaine rover avec le proble`me p40 de l’IPC5. En conside´rant juste l’ope´rateur
communicate soil data (?x - rover ?l - lander ?p1 - waypoint ?p2 - waypoint ?p3 - waypoint) on arrive a`
14 millions d’instances = (14 × rover) × (1 × lander) × (100 × waypoint1) × (100 × waypoint2) ×
(100× waypoint3).
En HTN, le proble`me de la complexite´ est d’autant plus important qu’il concerne en plus des ope´rateurs
toutes les me´thodes de de´composition. En sachant qu’une me´thode contient le plus souvent plusieurs taˆches
chacune d’entre elles comportant des parame`tres, une me´thode a donc un nombre de parame`tre supe´rieur
ou e´gal au nombre de parame`tres de la taˆche qui en contient le plus. Ce qui donne aux me´thodes un nombre
de parame`tre plus important que les ope´rateurs et donc un nombre d’instances beaucoup plus important.
Bien-sur le nombre d’instances de me´thodes par rapport au nombre d’ope´rateurs instancie´s de´pend de la
de´finition du domaine. Reprenons comme exemple l’instanciation du proble`me p40 du domaine rover, la
me´thode send soil data (?x - rover ?from - waypoint) ne compte que deux parame`tres de´clare´s. Cepen-
dant, elle contient deux taˆches, a` savoir: (do navigate ?x ?w1) et (communicate soil data ?x ?l ?from ?w1
?w2) qui introduisent trois parame`tres supple´mentaires. Dans cet exemple, nous arrivons au meˆme nombre
d’instances que pour l’ope´rateur communicate soil data, a` savoir 14 millions d’instances. Mais on peut
facilement imaginer avoir d’autres taˆches et des parame`tres supple´mentaires.
4.2 L’instanciation des ope´rateurs
L’instanciation des ope´rateurs passe par quatre e´tapes : une e´tape de normalisation des expressions logiques,
une e´tape d’instanciation des ope´rateurs, une e´tape de simplification des expressions logiques, et enfin, une
e´tape de simplification et de re´duction du nombre d’ope´rateurs.
4.2.1 La normalisation des expression logiques
Dans cette e´tape, toutes les expressions logiques contenant des implications et des quantificateurs sont
reformule´es sous une forme conjonctive ou disjonctive simple en suivant les re`gles de re´e´criture suivantes :
• φ→ ϕ⇒¬φ ∧ ϕ
• ¬(φ ∧ ϕ)⇒¬φ ∨ ¬ϕ
• forall(?x− type)⇒ x1 ∧ x2 ∧ ... ∧ xn
• exists(?x− type)⇒ x1 ∨ x2 ∨ ... ∨ xn
Toutes les formules logiques contenues dans les ope´rateurs sont affecte´es par cette re´e´criture. Ces re`gles
permettent de mettre les expressions logiques sous la forme conjonctive normale qui est un pre´alable clas-
sique a` toute manipulation des expressions logiques.
4.2.2 L’instanciation des ope´rateurs
Instancier un ope´rateur consiste a` remplacer chaque variable de´clare´e dans ce dernier par les constantes
dont le type correspond a` celui de la variable ou en est un sous-type. Pour chaque combinaison de valeurs
une nouvelle action est cre´e´e. L’exemple 4.1 montre une instance de l’ope´rateur navigate pre´sente dans
l’exemple 3.1 ou` la variable ?x a` e´te´ remplace´e par la constante rover1, ?p1 par waypoint3 et ?p2 par
waypoint2. L’instanciation se base sur les types des variables pour trouver les constantes correspondantes.
Mais dans certains cas, les proble`mes ne sont pas type´s. Il faut alors infe´rer les types des variables a`
partir des pre´dicats unaires dans lesquels elles apparaissent avant d’instancier les ope´rateurs. Le processus
d’infe´rence des types est pre´sente´ en de´tail dans (Koehler & Hoffmann, 1999).
Exemple 4.1 :
( : a c t i o n n a v i g a t e
: p a r a m e t e r s ( r o v e r 1 waypo in t3 waypo in t2 )
: p r e c o n d i t i o n
( and ( a v a i l a b l e r o v e r 1 ) ( a t r o v e r 1 waypo in t3 )
( c a n t r a v e r s e r o v e r 1 waypo in t3 waypo in t2 )
( v i s i b l e waypo in t3 waypo in t2 ) )
: e f f e c t ( and ( n o t ( a t r o v e r 1 waypo in t3 ) ) ( a t r o v e r 1 waypo in t2 ) )
)
4.2.3 La simplification des formules atomiques
La phase de simplification doit eˆtre effectue´e le plus toˆt possible dans le processus d’instanciation afin
d’optimiser le processus et de re´duire sont couˆt. La simplification consiste a` essayer d’e´valuer en amont
les formules atomiques contenues dans les ope´rateurs a` vrai ou faux en utilisant le concept d’inertie.
L’ensemble des propositions conside´re´es comme une inertie regroupe les inerties ne´gatives et les inerties
positives.
• L’inertie ne´gative regroupe les propositions qui n’apparaissent jamais dans les effets ne´gatifs d’un
ope´rateur, donc elles ne sont jamais consomme´es par une action du proble`me. Par conse´quent, si
les propositions conside´re´es comme des inerties ne´gatives n’apparaissent pas dans l’e´tat initial, elles
n’apparaıˆtront dans aucun e´tat du proble`me.
• L’inertie positive regroupe les propositions qui n’apparaissent jamais dans les effets positifs d’un
ope´rateur, donc elles ne sont jamais produites par une action du proble`me. Comme pour les iner-
ties ne´gatives, si une proposition est une inertie positive et qu’elle n’est pas dans l’e´tat initial, elle
n’apparaıˆtra dans aucun e´tat du proble`me.
Le calcul des inerties est re´alise´ en parcourant une seule fois l’ensemble des ope´rateurs du proble`me. Il se
fait tre`s facilement, puisque les effets des ope´rateurs se limitent a` une forme conjonctive. Les pre´dicats qui
ne sont pas dans l’ensemble des inerties sont nomme´s ”fluent” et peuvent de ce fait apparaıˆtre ou disparaıˆtre
d’un e´tat a` un autre. La simplification des formules atomiques se fait en remplac¸ant un pre´dicat dans les
inerties ne´gatives par faux s’il n’est pas dans l’e´tat initial, et en le remplac¸ant par vrai s’il est dans les
inerties positives et l’e´tat initial. Si p est un pre´dicat totalement instancie´ et I l’e´tat initial, alors les re`gles
de simplification sont de´finies comme suit:
• Si p est une inertie ne´gative et p /∈ I alors p est simplifie´e a` faux.
• Si p est une inertie positive et p ∈ I alors p est simplifie´e a` vrai.
• Sinon p ne peut pas eˆtre simplifie´e.
Toutes les propositions simplifie´es peuvent eˆtre supprime´es du proble`me et toutes celles qui restent sont
conside´re´es comme pertinentes. Si on prend, par exemple, le domaine rover, la proposition (can traverse
?x - rover ?p1 - waypoint ?p2 - waypoint) n’apparaıˆt ni dans les effets ne´gatifs ni dans les effets positifs des
ope´rateurs. Elle est par conse´quent dans l’ensemble des inerties positives et ne´gatives et peut eˆtre remplace´e
par vrai si elle est dans l’e´tat initial ou par faux sinon.
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4.2.4 La simplification des actions
La simplification des actions vise a` trouver celles qui ne pourront jamais eˆtre re´alise´es, en s’appuyant
sur les simplifications atomiques explicite´es dans §4.2.3. Pour cela, on s’inte´resse aux simplifications
des expressions logiques de´finies dans les pre´conditions et les effets des actions. Comme on l’a vu
pre´ce´demment, les expressions atomiques peuvent eˆtre simplifie´es a` vrai ou faux, ce qui permet de sim-
plifier les pre´conditions et les effets en appliquant les re`gles de logique suivantes:
¬TRUE ≡ FALSE ¬FALSE ≡ TRUE
TRUE ∧ ϕ ≡ ϕ ϕ ∧ ϕ ≡ φ
FALSE ∧ ϕ ≡ FALSE ϕ ∨ ϕ ≡ ϕ
TRUE ∨ ϕ ≡ TRUE ϕ ∧ ¬ϕ ≡ FALSE
FALSE ∨ ϕ ≡ ϕ ϕ ∨ ¬ϕ ≡ TRUE
Si ces simplifications permettent de re´duire a` vrai ou faux toute l’expression logique des pre´conditions
ou des effets d’une action, elle peut eˆtre simplifie´e comme suit:
• Si la pre´condition ou un effet d’une action est remplace´ par faux, l’action est supprime´e du proble`me
de planification. Dans le cas ou` la pre´condition est fausse, l’action ne peut jamais eˆtre applique´e. Dans
le cas ou` c’est l’effet est simplifie´ a` faux, l’action produit un e´tat incohe´rent.
• Si tous les effets d’une action sont e´value´s a` vrai, elle peut eˆtre supprime´e parce qu’elle ne produit
aucun changement.
4.3 L’instanciation des me´thodes
L’instanciation des me´thodes passe par cinq e´tapes : Une e´tape de normalisation des expressions contenues
dans les contraintes, une e´tape d’infe´rence de types, une e´tape d’instanciation des me´thodes, une e´tape de
simplifications des expressions logiques, et enfin, une e´tape de simplification et de re´duction des me´thodes
instancie´es.
4.3.1 La normalisation des expressions logiques
En HTN, la normalisation des expressions logiques utilise les re`gles de´finies dans §4.2.1 pour re´e´crire les
expressions logiques contenues dans les contraintes des me´thodes. Les contraintes concerne´es par cette
normalisation sont celles contenant des expressions logiques: Before, After et Between. La re´e´criture des
expressions logiques sous forme normale conjonctive est ne´cessaire pour les futures manipulations.
4.3.2 L’infe´rence des types
La diffe´rence avec l’instanciation des ope´rateurs re´side dans le fait que les me´thodes permettent de spe´cifier
des variables non de´clare´es dans les parame`tres. Dans l’exemple 3.2, la variable ?mid est utilise´e dans les
sous taˆches et presque toutes les contraintes mais n’est pas de´clare´e dans les parame`tres de la me´thode. Ces
variables n’ont aucun type de´fini, ce qui ne´cessite d’effectuer l’infe´rence des types de ces variables avant de
pouvoir re´aliser l’instanciation des me´thodes. Le processus d’infe´rence pour chaque variable non de´clare´e
se de´coupe en deux e´tapes :
L’infe´rence a` partir des taˆches
1. Re´cupe´rer toutes les taˆches T qui contiennent dans leurs parame`tres la variable non de´clare´e,
2. Pour chaque taˆche t ∈ T , re´cupe´rer l’ope´rateur opr ou les me´thodes mr qui sont pertinents pour t.
3. Pour chaque taˆche t ∈ T , re´cupe´rer les types de´clare´s dans les parame`tres de opr ou des mr. Si on
obtient deux types A et B, ou` B est un sous type de A, on ne garde que le type B,
4. Si plusieurs types n’ayant aucun lien d’he´ritage sont re´cupe´re´s, alors une erreur de typage qui doit
eˆtre signale´e.
L’infe´rence a` partir des contraintes
1. Re´cupe´rer l’ensemble des propositions P , a` partir des contraintes qui contiennent dans leurs
parame`tres la variables non de´clare´e,
2. Pour chaque proposition p ∈ P , re´cupe´rer les types de la variable non de´clare´e a` partir de la formule
atomique pertinente pour p,
3. Si plusieurs types qui n’ont aucun lien d’he´ritage sont re´cupe´re´s, alors une erreur de typage doit eˆtre
signale´e. Sinon, si les types ont un lien d’he´ritage, il faut garder le type qui n’a pas de sous types.
A` la fin, si, a` partir des diffe´rentes e´tapes d’infe´rence, plusieurs types sont obtenus, il faut garder le type ne
posse´dant pas de sous types. S’il reste encore plusieurs types, alors c’est une erreur.
4.3.3 L’instanciation des me´thodes
L’instanciation d’une me´thode consiste a` remplacer les variables qu’elle contient par toutes leurs instances
possibles. Comme pour les ope´rateurs, une instance d’une variable est une constante dont le type est e´gal
a` celui de la variable ou en est un sous-type. Chaque instance de me´thode correspond a` une combinaison
d’instances des variables qu’elle contient.
Exemple 4.2 :
( : method d o n a v i g a t e
: p a r a m e t e r s ( r o v e r 1 waypo in t3 waypo in t0 )
: e x p a n s i o n
( ( t a g t 1 ( n a v i g a t e r o v e r 1 waypo in t3 waypo in t1 ) )
( t a g t 2 ( v i s i t waypo in t1 ) )
( t a g t 3 ( d o n a v i g a t e r o v e r 1 waypo in t1 waypo in t0 ) )
( t a g t 4 ( u n v i s i t waypo in t1 ) ) )
: c o n s t r a i n t s
( and
( s e r i e s t 1 t 2 t 3 t 4 )
( b e f o r e ( and ( n o t ( c a n t r a v e r s e r o v e r 1 waypo in t3 waypo in t0 ) )
( n o t ( v i s i t e d waypo in t1 ) )
( c a n t r a v e r s e r o v e r 1 waypo in t3 waypo in t1 ) ) t 1 )
( be tween ( v i s i t e d waypo in t1 ) t 2 t 4 )
( a f t e r ( and ( n o t ( a t r o v e r 1 waypo in t3 ) )
( a t r o v e r 1 waypo in t0 ) ) ( t 1 t 2 t 3 t 4 ) )
)
)
Le re´sultat de l’instanciation de la me´thode do navigate de l’exemple 3.2 est la me´thode totalement in-
stancie´e pre´sente´e dans l’exemple 4.2 avec la combinaison suivante: ?x ≡ rover1, ?from ≡ waypoint3, ?to
≡ waypoint0, ?mid≡ waypoint1. La valeur affecte´e a` ?mid correspond au type waypoint en s’appuyant sur
l’infe´rence des types depuis les sous taˆches et les contraintes de la me´thode.
4.3.4 La simplification des formules atomiques
En sachant que le nombre d’instances de me´thodes obtenues pour un proble`me est plus grand que
celui des ope´rateurs, la phase de simplification doit eˆtre effectue´e le plus toˆt possible dans le processus
d’instanciation. Comme pour les ope´rateurs, la simplification consiste a` essayer d’e´valuer en amont les
formules atomiques contenues dans les contraintes de la me´thode a` vrai ou faux en utilisant le principe
d’inertie. Sans rede´finir la notion l’inertie et les re`gles de simplification pre´sente´s dans §4.2.3, le re´sultat
conduirait a` la simplification de la contraintes de´finies dans la me´thode do navigate de l’exemple 4.2:
( b e f o r e ( and ( n o t ( c a n t r a v e r s e r o v e r 1 waypo in t3 waypo in t0 ) )
( n o t ( v i s i t e d waypo in t1 ) )




( b e f o r e ( f a l s e ) t 1 ) )
si (can traverse rover1 waypoint3 waypoint0) est dans l’e´tat initial. On voit que le processus de simplifi-
cation des formules atomiques re´duit conside´rablement la complexite´ des contraintes et re´duit de ce fait la
complexite´ du traitement effectue´ lors de la phase de simplification des me´thodes.
4.3.5 La simplification des me´thodes
La simplification des me´thodes cherche a` identifier et supprimer les me´thodes dont les contraintes ne vont
jamais eˆtre ve´rifie´es quel que soit l’e´tat initial et le but du proble`me. Deux simplifications sont re´alise´es
lors d’un seul parcours sur l’ensemble des me´thodes :
La simplification fonde´e sur les contraintes
Comme son nom l’indique, la simplification fonde´e sur les contraintes s’appuie sur les e´valuations de
leurs expressions logiques. De la meˆme manie`re qu’elles peuvent l’eˆtre pour les ope´rateurs, ces dernie`res
peuvent eˆtre simplifie´es a` vrai ou faux en se fondant sur les re`gles de logiques pre´sente´es dans §4.2.4. En
sachant que les contraintes de´finies dans les me´thodes sont sous forme normale conjonctive, les re`gles de
simplifications qui s’appliquent sont les suivantes :
• Si l’expression logique est simplifie´e a` vrai, toute la contrainte est supprime´e, puisqu’elle est toujours
ve´rifie´e.
• Si la formule logique d’une contrainte est simplifie´e a` faux, toute la me´thode est supprime´e. Dans
ce cas, cette contrainte ne pourra jamais eˆtre ve´rifie´e dans le proble`me, ce qui implique que cette
me´thode ne me`nera jamais a` un plan solution.
La simplification fonde´e sur les taˆches
La simplification fonde´e sur les taˆches cherche a` supprimer les me´thodes dont les taˆches primitives ne
peuvent pas eˆtre re´alise´es. En sachant que la simplification des ope´rateurs est effectue´e avant celle des
me´thodes, la proce´dure de simplification est comme suit :
1. Re´cupe´rer l’ensemble des taˆches primitives T de´finies dans la me´thode a` simplifier,
2. Pour chaque taˆche t ∈ T , ve´rifier si l’action permettant de re´aliser t a e´te´ supprime´e lors de la phase
de simplification des ope´rateurs. Si c’est le cas, alors toute la me´thode est supprime´e. Sinon, elles est
conserve´e,
3. Si aucune action n’est trouve´e, toute la me´thode est supprime´e.
Une simplification des me´thodes fonde´e sur les taˆches pourrait eˆtre re´alise´e en conside´rant les taˆches
compose´es. Dans cette simplification, une me´thode est supprime´e si elle contient une taˆche compose´e
dont l’ensemble des me´thodes pertinentes est vide. Ce processus de simplification ne´cessiterait plusieurs
ite´rations sur l’ensemble des me´thodes. Dans chaque ite´ration, des me´thodes sont supprime´es parce qu’elles
contiennent des taˆches compose´es dont l’ensemble des me´thodes pertinentes est vide. En sachant que ces
me´thodes peuvent eˆtre pertinentes pour des taˆches t′, leur suppression ouvre la possibilite´ de supprimer
d’autres me´thodes contenant t′ dans la prochaine ite´ration. Le processus se poursuit ainsi jusqu’a` ce que
l’ensemble des me´thodes a` simplifier se stabilise.
5 Tests et re´sultats
Apre`s avoir pre´sente´ la me´thode d’instanciation et de simplification des domaines HTN, nous cherchons
a` savoir dans cette partie si la diminution du nombre des me´thodes et des ope´rateurs, en utilisant une
approche instancie´e, ame´liore les performances des algorithmes HTN. Pour re´pondre a` cette question, nous
avons imple´mente´ une version simplifie´e de l’algorithme SHOP nomme´e iSHOP (instanciated SHOP) et
fonctionnant avec un proble`me totalement instancie´, et nous l’avons compare´ avec l’algorithme SHOP
classique.
5.1 L’algorithme iSHOP
iSHOP est de´veloppe´ en Java en utilisant la librairie de planification PDDL4J (Pellier, 2016). La librairie
inclut les modules ne´cessaires pour l’analyse lexicale et syntaxique et la planification classique en plus du
module d’instanciation et de simplification des proble`mes de planification HTN que nous avons de´veloppe´.
Notre choix s’est porte´ sur SHOP parce que c’est l’algorithme de re´fe´rence pour la planification HTN, qu’il
est performant et simple a` imple´menter.
L’algorithme 1 pre´sente un processus ge´ne´rique de iSHOP qui prend en entre´e le proble`me (S,T,O,M ,P )
ou` S est un e´tat, T = (t1, t2, ..., tn) est une liste de taˆches, O est l’ensemble des actions, M les me´thodes
instancie´es et P les propositions du proble`me. Dans cet algorithme on commence par ve´rifier si l’ensemble
des taˆches T n’est pas vide, sinon il faut retourner un plan vide. On re´cupe`re ensuite la premie`re taˆche et
selon si elle est primitive ou compose´e, on applique l’action correspondante a` l’e´tat dans le premier cas,
ou on applique une me´thode de de´composition dans le deuxie`me. Le processus se re´pe`te jusqu’a` ce que
toutes les taˆches du re´seau de taˆches sont traite´es. Le plan est constitue´ des actions applique´es aux taˆches
primitives du re´seau de taˆches. Contrairement a` SHOP, aucune contrainte d’instanciation n’est maintenue
et la ve´rification des pre´conditions est effectue´e en une seule ve´rification d’inclusion dans l’e´tat, graˆce a`
l’instanciation qui nous permet de repre´senter les pre´conditions sous forme d’un ensemble de propositions
a` comparer avec l’ensemble des propositions de l’e´tat.
Algorithm 1 iSHOP(S, T,O,M,P )
1: si T = ∅ alors retourner plan vide
2: t← la premie`re taˆche de T
3: U ← T − t
4: si t est primitive alors
5: a← l’action pertinente pour t
6: si precond(a) ∈ S alors





12: active← {m ∈M et m est pertinente pour t}
13: si active 6= ∅ alors
14: Choisir de fac¸on non de´terministe m ∈ active
15: si precond(m) ∈ S alors
16: T ′ ← U ∪ tasks(m)





iSHOP utilise la structure des me´thodes de´finie dans §3. Cette structure permet de de´finir les me´thodes
utilise´es dans l’algorithme SHOP mais reste beaucoup trop expressive. Pour iSHOP toutes les contraintes
sont ignore´es sauf les before qui repre´sentent les pre´conditions de´finies dans SHOP. L’ordre des taˆches
suit l’ordre dans lequel elles ont e´te´ de´finies dans les me´thodes et le proble`me. L’expressivite´ du langage
d’entre´e permet une e´volution facile a` SHOP2, en conside´rant les contraintes d’ordre, ou vers les autres
algorithmes HTN avec toutes les contraintes. Dans les proble`mes, en plus de de´finir les goal task, iSHOP
permet en plus de de´finir un e´tat but avec les contraintes after. Chaque nœud de l’arbre de recherche
contient un task network et l’e´tat du syste`me. Il repre´sente l’e´tat atteint apre`s l’exe´cution de la dernie`re
action exe´cutable dans le task network. Elle correspond a` la dernie`re taˆche primitive de la suite de taˆches
primitive sans interruption en partant du de´but.
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5.2 Le cadre expe´rimental
Dans le cadre de notre comparaison entre SHOP et iSHOP, nous avons effectue´ une premie`re compagne de
tests ou` nous avons compare´ les deux algorithmes sur trois domaines de planification: rover, childsnack et
satellite. La premie`re phase de test s’est limite´e aux trois proble`mes cite´s pre´ce´demment, principalement
a` cause de la difficulte´ de de´finir des me´thodes HTN dans deux langages diffe´rents, un pour SHOP et un
pour iSHOP, tout en veillant a` ce que les deux de´finitions soient les plus proches possibles afin de ne pas
fausser la comparaison. En plus des de´compositions, nous avons re´e´crit en HTN tous les proble`mes donne´s
dans les compe´titions de planification pour trois domaines, ce qui nous a permis de comparer aussi les deux
algorithmes avec un algorithme de planification classique qui a de´ja` e´te´ utilise´ dans les compe´titions de
planification, a` savoir Fast Downward (Helmert, 2006). Afin de recre´er exactement les meˆmes conditions
pour les deux algorithmes, nous avons voulu avoir les deux algorithmes code´s dans le meˆme langage.
Donc, nous avons choisi de comparer iSHOP qui est code´ en Java avec un planificateur de´veloppe´ au
sein de l’e´quipe et imple´mentant SHOP en Java. Nous n’avons pas utilise´ JSHOP2, puisqu’il imple´mente
l’algorithme SHOP2 et montre en plus des erreurs d’exe´cution sur le domaine rover.
Mate´riel
Les tests ont e´te´ effectue´s sur un ordinateur multi-cœurs Intel Core i7 cadence´s a` 2,2GHZ posse´dant 16 Go
de RAM DDR3 avec 1600MHz. Le nombre de cœurs n’affecte pas beaucoup les performances des algo-
rithmes, puisqu’ils n’imple´mentent pas des techniques de paralle´lisation et que le processus Java s’exe´cute
sur un seul cœur. Les autres cœurs ne sont utilise´s par la JVM que pour la compression de me´moire
lorsque celle qui est alloue´e est de´passe´e. La me´moire alloue´e pour l’exe´cution du processus Java dans cet
expe´rimentation est de 10 Go.
Crite`res de comparaison
Le but de l’instanciation est de re´duire le temps de recherche. Nous avons, donc, compare´ les algorithmes en
nous appuyant sur les crite`res de la cate´gorie agile des compe´titions de planification, ou` chaque planificateur
obtient un score base´ sur son temps de traitement par rapport au meilleur temps des autres algorithmes. Pour
iSHOP, le temps total est compose´ du temps de recherche et du temps de pre´-traitement. Nous nous sommes
aussi inte´resse´s a` la longueur des plans obtenus avec chaque algorithme. Mais la comparaison en terme de
longueur de plan reste tre`s lie´e a` la de´finition du domaine, surtout entre les algorithmes HTN et classiques.
La figure 2 pre´sente les re´sultats obtenus lors de la premie`re compagne de tests en terme de temps
d’exe´cution. Sur l’axe des abscisses, sont repre´sente´s les proble`mes de planification des trois domaines.
L’axe des ordonne´es repre´sente le temps, en secondes, pris par chaque planificateur pour trouver un re´sultat.
Si aucun point n’est affiche´ pour un proble`me donne´, cela signifie que le planificateur n’a pas trouve´ de so-
lution dans le temps imparti qui est de 10 minutes. La figure 3 repre´sente les re´sultats des algorithmes en
terme de longueur de plans qui sont repre´sente´s en nombre d’actions sur l’axe des ordonne´es.
5.3 Re´sultats et e´valuation
Les re´sultats obtenus avec un algorithme planification HTN restent tre`s lie´s a` la de´finition du domaine. En
prenant en compte cette caracte´ristique et dans un esprit d’e´quite´, nous avons de´fini des domaines HTN tre`s
similaires pour les deux algorithmes. Ne´anmoins, de le´ge`res diffe´rences n’ont pas pu eˆtre e´vite´es, cela est
duˆ principalement aux spe´cificite´s des langages d’entre´e de chaque planificateur.
En conside´rant les temps de recherche affiche´s dans la figure 2 (a, b et c), on peut remarquer que, iSHOP
prend moins de temps que SHOP pour trouver une solution. L’e´cart de temps de recherche augmente avec
la complexite´ des proble`mes. Il est tre`s petit, voire ne´gligeable sur les proble`mes simples, de l’ordre de
plusieurs secondes, sur les proble`mes moyens et de l’ordre de la dizaines de secondes sur les proble`mes
complexes. On peut voir e´galement que SHOP ne trouve plus de solutions a` partir du 20e proble`me dans
rover, du 17e dans childsnack et du 12e dans satellite, alors que iSHOP trouve une solution pour le proble`me
le plus complexe de rover en 85 sec, de childsnack en 22 sec et satellite en 350 sec.
On peut noter que le temps du pre´-traitement repre´sente plus de 90% du temps total de traitement de
iSHOP dans childsnack et satellite, et moins de 10% du temps total dans satellite. Cela est duˆ, en grande
partie, a` la de´finition des me´thodes et aux inerties pre´sentes dans le proble`me. Dans rover, nous avons suivi
la de´finition du domaine donne´e par SHOP mais nous aurions pu de´finir le domaine autrement, ce qui aurait
conduit a` plus de simplifications. Dans le graphe (d) de la figure 2, la mauvaise performance de iSHOP par
rapport a` Fast Downward est due principalement au temps de pre´-traitement pour les meˆmes raisons cite´es
pre´ce´demment. Sans le temps de pre´traitement, le temps de recherche de iSHOP est de 0,78 sec avec moins
de 7 844 nœuds explore´s pour le proble`me le plus complexe, contre 8,21 sec et 7 091 nœuds explore´s avec
Fast Downward.
Le tableau 1 montre les scores obtenus pour chaque algorithme sur les trois domaines en s’appuyant sur
les re`gles de la cate´gorie agile de l’IPC 8. On voit que sur le domaine rover, Fast Downward est en teˆte avec
un score parfait de 22/22. Il est 13,95% plus performant que iSHOP, et SHOP est 16,4% plus performant que
SHOP. Sur le domaine childsnack, iSHOP est en teˆte avec un score 18,59/20. Il est 62,5% plus performant
que Fast Downward. Sur le domaine satellite, c’est Fast Downward qui a re´alise´ le meilleure score avec
18,65/20. iSHOP est 6,23% moins performant que Fast Downward et 43% plus performant que SHOP. La
note globale sur les trois proble`mes pour Fast Downward, iSHOP et SHOP est respectivement de: 45,5/62
54,81/62 et 37,57/62. Sur les trois domaines, iSHOP est 15% plus performant que Fast Downward et 27,8%
plus performant que SHOP. Les re´sultats prouvent que iSHOP reste plus performant en terme de temps de
calcul que la version SHOP classique avec une nette avance sur les proble`mes complexes.
Comme pour le temps de recherche, la longueur des plans, en HTN de´pend grandement de la de´finition
des me´thodes de de´composition. Dans la figure 3 (a,b,c), on peut observer que la longueur des plans obtenus
avec SHOP et iSHOP. On voit clairement que les deux algorithmes trouvent des plans de longueurs assez
similaires. Dans le cas de Fast Downward, la diffe´rence de plans avec iSHOP est tre`s grande. Cela est duˆ
principalement a` l’approche HTN de iSHOP qui de´finit le but comme une succession de taˆches ordonne´es,
alors que Fast Downward, en plus d’heuristiques tre`s performantes, de´finit le but comme un e´tat a` atteindre,























































































(d) Temps de traitement de f downward et iSHOP sur le domaine rover
Figure 2: Comparaison des temps de traitement des algorithmes iSHOP, Fast Downward et SHOP sur les
domaines de planification: rover, childsnack et satellite
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Rover fdwd iSHOP SHOP
pb00 1 1 1
pb01 1 1 1
pb02 1 1 1
pb03 1 1 1
pb04 1 1 1
pb05 1 1 1
pb06 1 1 1
pb07 1 1 1
pb08 1 1 1
pb09 1 0,88 0,63
pb10 1 0,86 0,79
pb11 1 0,96 0,81
pb12 1 0,72 0,63
pb13 1 0,77 0,64
pb14 1 0,81 0,59
pb15 1 0,74 0,62
pb16 1 0,73 0,54
pb17 1 0,70 0,47
pb18 1 0,70 0,54
pb19 1 0,67 0
pb20 1 0,67 0
pb21 1 0,67 0
Total 22 18,93 15,32
Childs fdwd iSHOP SHOP
pb00 0 0,88 1
pb01 0,49 0,91 1
pb02 0,34 0,94 1
pb03 1 0,61 0,61
pb04 1 0,64 0,66
pb05 1 0,70 0,72
pb06 0 1 0,95
pb07 0 1 0,95
pb08 0 1 0,91
pb09 1 0,88 0,84
pb10 0 1 0,92
pb11 0 1 0,93
pb12 0 1 0,83
pb13 0 1 0,81
pb14 0 1 0,83
pb15 0 1 0,81
pb16 0 1 0,59
pb17 0 1 0
pb18 0 1 0
pb19 0 1 0
Total 4,84 18,59 14,42
Satlte fdwd iSHOP SHOP
pb00 1 1 1
pb01 1 1 1
pb02 1 1 1
pb03 1 1 1
pb04 1 1 0,33
pb05 1 f 1 0,39
pb06 1 1 0,37
pb07 1 1 0,37
pb08 1 0,43 0,32
pb09 1 0,66 0,42
pb10 0,86 1 0,76
pb11 1 0,61 0,39
pb12 0,91 1 0,42
pb13 0,98 1 0
pb14 0,88 1 0
pb15 1 0,90 0
pb16 0 1 0
pb17 1 0,48 0
pb18 1 0,69 0
pb19 1 0,47 0
Total 18,65 17,28 7,81























































































(d) Longueur des plans de f downward et iSHOP sur le domaine rover
Figure 3: Comparaison de la longueur de plans des algorithmes iSHOP, Fast Downward et SHOP sur les
domaines de planification: rover, childsnack et satellite
6 Conclusion
Nous avons pre´sente´, dans cet article, une nouvelle approche totalement instancie´e pour la planification
HTN. La particularite´ de cette approche re´side dans le fait qu’elle re´utilise les me´thodes d’instanciation et de
simplification utilise´es dans la planification classique, et propose de nouvelles re`gles pour l’instanciation des
me´thodes HTN. Nous avons utilise´ pour cela une repre´sentation des me´thodes ayant une grande expressivite´
permettant d’eˆtre utilise´e par tous les types de planificateur HTN a` la fois dans l’espace de plan et a` la fois
dans l’espace d’e´tats. Nous avons cherche´ a` de´montrer l’efficacite´ de notre approche sur trois domaines
de planification a` travers l’imple´mentation et le test de l’algorithme iSHOP. Les re´sultats obtenus avec ce
dernier montrent qu’une approche de planification HTN totalement instancie´e permet d’avoir des temps de
recherches beaucoup plus courts qu’avec une approche HTN classique. L’avantage de l’approche instancie´e
ne re´side pas seulement dans le temps de traitement, puisqu’elle permet d’effectuer des e´tudes atteignabilite´
a` partir des me´thodes comple`tement instancie´es et ouvre la porte a` l’utilisation d’heuristiques de recherche.
Au vu des re´sultats obtenus lors de la premie`re phase de tests, nous envisageons de continuer de faire plus
de tests sur d’autres domaines de planification, afin d’avoir plus de points de comparaisons et valider les
re´sultats actuels. Nous envisageons aussi dans de futurs travaux de proposer et d’imple´menter des heuris-
tiques de recherche avec l’algorithme iSHOP et un autre algorithme HTN utilisant l’espace de plans qui est
en cours de de´veloppement au sein de l’e´quipe et tester les performances de l’approche HTN totalement
instancie´e avec heuristiques sur les deux types d’algorithmes.
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