1] In late October and early November of 2003, the Sun unleashed a powerful series of events known as the Halloween storms. The coronal mass ejections launched by the Sun produced several severe compressions of the magnetosphere that moved the magnetopause inside of geosynchronous orbit. Such events are of interest to satellite operators, and the ability to predict magnetopause crossings along a given orbit is an important space weather capability. In this paper we compare geosynchronous observations of magnetopause crossings during the Halloween storms to crossings determined from the Lyon-Fedder-Mobarry global magnetohydrodynamic simulation of the magnetosphere as well to predictions of several empirical models of the magnetopause position. We calculate basic statistical information about the predictions as well as several standard skill scores. We find that the current Lyon-Fedder-Mobarry simulation of the storm provides a slightly better prediction of the magnetopause position than the empirical models we examined for the extreme conditions present in this study. While this is not surprising, given that conditions during the Halloween storms were well outside the parameter space of the empirical models, it does point out the need for physics-based models that can predict the effects of the most extreme events that are of significant interest to users of space weather forecasts.
Introduction
[2] As reliance on spacecraft technology increases, our society becomes more vulnerable to space weather [Carlowicz and Lopez, 2002] . Thus an increasing amount of research is being done in the field of space weather [Lanzerotti, 2003] in order to be able to predict the space environment and the configuration of Earth's magnetosphere. In the past few years the Center for Integrated Space weather Modeling (CISM), has been funded to do fundamental research on coupled models that will extend from the Sun to the Earth [Hughes and Hudson, 2004] . Some of the models are empirical [e.g., Siscoe et al., 2004] , while others are based on a numerical simulation approach [e.g., Elkington et al., 2004] . All of the models are to be tested against a set of metrics , for both ''operational'' and ''science'' components, although some of the latter may also be of interest to operations that can be impacted by space weather.
[3] One metric that is of interest to satellite operators is the question of whether their spacecraft will exit the magnetosphere during an event. According to staff at the Space Environment Center, this issue is of interest to spacecraft operations (T. Onsager, personal communication, 2006) . While there are excellent empirical models of the magnetopause position that could be used to determine if a satellite will exit the magnetosphere, the periods of special interest are during times when empirical models are outside their range of validity because of extreme solar wind conditions. Therefore it seems reasonable to use a physics-based simulation model to predict magnetopause crossings during such events, and to document the ability of the physics-based model to make accurate predictions.
[4] Previous work by Shue et al. [2000] , Yang et al. [2002] , and Dmitriev et al. [2004] compared several empirical magnetopause models to observations, and quantified these comparisons by calculating skills scores of the kind that are used in the meteorological community. In this paper we examine the accuracy of the predictions of such models during an extreme event along with predictions made by a numerical simulation model of the magnetosphere that is one of the four core models in the CISM portfolio. This will establish a baseline for the CISM numerical simulation model of the magnetosphere that may be used in future comparisons to determine if later versions of the numerical simulation are producing better predictions during extreme events.
Modeling the Magnetopause Position
[5] Over the years, a number of models of the magnetopause have been presented in the literature [e.g., Roelof and Sibeck, 1993; Petrinec and Russell, 1993; Shue et al., 1997 Shue et al., , 1998 ]. Generally such models are obtained by using observations of magnetopause crossings by spacecraft along with simultaneous solar wind data to fit analytic functions representing magnetopause position and determine the coefficients of those functions. The model of Petrinec and Russell [1993] is somewhat different in that it uses observations of the magnetic field in the lobe and MHD pressure balance to calculate the magnetopause shape. The range of solar wind parameters for which the models cited here are valid varies among the models. Roelof and Sibeck's [1993] model is valid for B z = ±5 nT, Petrinec and Russell's [1993] model is valid for B z = ±10 nT, and the model of Shue et al. [1998] is valid for B z = ±18 nT. However, even the largest of these B z ranges can be exceeded by a large magnetic cloud. Similarly, the dynamic pressure one can find in a magnetic cloud (especially the fast ones) can be well above the ranges of dynamic pressure for which the empirical models are valid.
[6] Extreme conditions outside the valid ranges of empirical models are of great interest to the space weather community since it is during extreme events that one would expect the most hazardous environmental conditions in space. On the other hand, physics-based numerical simulation models should, in principle, be as valid during extreme conditions as they are during quiet times. Therefore it is reasonable to compare a physics-based numerical simulation model to empirical models during an extreme event outside of the parameter range of the empirical models to see if the physics-based model is able to provide a better prediction than the empirical models. The Halloween storms provide just such an extreme event for testing the ability of a physics-based numerical simulation model to provide predictions of the magnetopause position during a period when one would not want to use an empirical model.
Halloween Storms and Their Simulation
[7] The early part of October 2003 seemed uneventful for the point of view of solar activity. All that changed on 18 October when sunspot group 484 appeared. Two other large sunspot groups soon joined 484. Over the next few days these magnetically intense regions were the sites of a series of energy releases, including the most powerful flare yet recorded by modern instruments [Lopez et al., 2004] . The events were of considerable interest both to the scientific community and to the space weather community [Onsager et al., 2004] .
[8] To simulate the event, we use the Lyon-Fedder-Mobarry (LFM) code, which is a fully three-dimensional magnetohydrodynamic simulation of the solar wind -magnetosphere interaction [e.g., Lyon et al., 2004] . The simulation uses solar wind data as an outer boundary condition (the inner boundary being a 2-D semiempirical ionosphere model), so it is able to model real events [e.g., Lopez et al., 2000] or be used as an experimental tool to study solar wind --magnetosphere coupling [e.g., Wiltberger et al., 2003] . LFM is one of the basic building blocks of the overall CISM space environment simulation Wiltberger et al., 2004] , and it has been used successfully in the past to model periods of strong driving of the magnetosphere by the solar wind as one finds during large magnetic storms [Lopez et al., 2000] .
[9] The simulation of the Halloween storms presents a challenge because the solar wind information is incomplete because of the fact that ACE suffered a loss of plasma density data. However, we reconstructed a solar wind data file by using densities inferred from the Geotail plasma wave experiment (Geotail was upstream of the Earth's bow shock throughout the event). Those data were shifted back in time to align with the ACE data (using the ACE plasma velocities). A merged data file was created and used to drive the LFM simulation of the event. Dmitriev et al. [2005] made an evaluation of a similarly reconstructed solar wind data file and found that the Geotail plasma wave data was a relatively good measure of the solar wind densities, except for 1600 --1800 UT on 29 October, 1700 --1800 UT on 30 October, and 0000 --0400 UT on 31 October, when they inferred that the solar wind dynamic pressure was larger than one would calculated on the basis of the densities inferred from Geotail.
[10] The reconstructed solar wind data, propagated to 30 R E upstream of the Earth (the earthward edge of the LFM simulation grid), are presented in Figure 1 . Typically the X component is expressed as a linear function of Y and Z so that the full 3-D field can be propagated into the simulation while still preserving a zero divergence of the magnetic field. However, in this case the simulation the solar wind X component of the magnetic field was set to zero. The variation in the dipole tilt angle is included by running the simulation in SM coordinates, with the solar wind data rotated into this magnetically aligned coordinate system.
[11] Geosynchronous orbit is one of the most important orbits for commercial spacecraft, and it is also an orbit that can lie outside the magnetopause during large storms. Therefore our analysis will focus on this orbit, a task that is made possible by the fact that geosynchronous satellite data from GOES 10 and 12 are available for this event. Figures 2 and 3 show the geosynchronous magnetic field observations along with the magnetic field as simulated by the LFM interpolated to the positions of the GOES spacecraft. For the days in question GOES 10 was at 135°W longitude (LT = UT À 9) while GOES 12 was at 75°W longitude (LT = UT À 5). The overall agreement in the Z Figure 1 . Reconstructed solar wind data as fed into the LFM simulation. and Y components is quite good. The correspondence between the simulated and observed X component is not as good as the others, although the overall trends are in the correct direction. The fact that visual inspection shows such a good agreement in general between the simulation and reality leads us to surmise that the reconstructed solar wind data file is not an unreasonable representation of what really hit the Earth's magnetosphere and that the magnetospheric response is also reasonable. However, we want a quantitative measure like a skill score that will allow us to judge the ''goodness'' of the prediction [e.g., Murphy, 1993] .
[12] While we might have confidence in the general accuracy of the solar wind data file, given this extreme event, we recognize that we are pushing the empirical models well out of the data parameter space that was used to derive them in the first place. Looking solely at the performance of the empirical models under such solar Figure 2 . Magnetic field (GSM coordinates) from the GOES 10 spacecraft along with the magnetosphere simulation data interpolated to the satellite position. The bottom plot shows the periods (given by solid lines) when each model (or the actual satellite data) indicated that the satellite was outside the magnetopause. wind conditions could give a misleading impression of their prediction efficiency. However, when benchmarking the performance of the LFM code in predicting geosynchronous magnetopause crossings we believe that we should begin with the several of the models cited by Shue et al. [2000] , Yang et al. [2002] , and Dmitriev et al. [2004] , despite the fact that we are pushing them out of their valid parameter space. We simply want to provide a quantita-tive assessment of which models, in an off-the-shelf fashion, can provide the best predictions during the Halloween storms, recognizing that some authors might not want their models so evaluated [Shue et al., 2000] .
Forecast Verification
[13] The goal of forecast verification is to determine how well a given model is performing. Murphy [1993] divided Figure 3 . Magnetic field (GSM coordinates) from the GOES 12 spacecraft along with the magnetosphere simulation data interpolated to the satellite position. The bottom plot shows the periods (given by solid lines) when each model (or the actual satellite data) indicated that the satellite was outside the magnetopause. the determination of forecast ''goodness'' into three separate measures. First, a determination is made about how consistent the results match an expert forecaster's best judgment as to what will happen in these circumstances. Second, the quality of how well the forecast matches what actually happened is determined. Finally, the value of a forecast is measured by determining how well it helps a decision maker obtain some benefit. There are numerous aspects to forecast quality. Among them are bias, accuracy, skill, reliability, and resolution. Traditionally accuracy and skill are the leading aspects of determining model quality with the other aspects contributing significantly to the model's value.
[14] The meteorological community has developed an extensive set of tools for measuring the accuracy of predictions, the majority of which are reviewed by Stanski et al. [1989] . The simplest category of forecast is for events that have a ''Yes'' or ''No'' outcome, e.g., ''Will it rain tomorrow?'' or ''Is a spacecraft outside the magnetopause?'' Analysis of these dichotomous forecasts begins with a contingency table, shown in Table 1 , which accounts for the four possible combinations of yes/no events for forecasts and observations.
[15] In Table 1 , H is the number of hits, F is the number of false alarms, M is the number of misses, and N is the number of correct negatives. A hit represents a forecast event which did occur while a false alarm is a forecast event which did not occur. A miss represents an event which did occur which was not forecast while a correct negative represents no event occurring with a correct forecast. FY is the total number of Yeses forecasts and is the sum of hits and false alarms. The total number of forecast Nos, FN, is the sum of misses and correct negative forecasts. The total number of observed Yeses, OY, is the number of hits plus the number of misses. ON is the total of observed Nos, which is the sum of false alarms and correct negatives. As a final check the sum of FY and FN must equal the sum of ON and OY which is the total number of events in the data set.
[16] We can use the contingency table to calculate a number of different measures that assess the model's ability to forecast correctly. Among these is accuracy (A)
which is a simple measure of the fraction of the correct forecasts. It ranges from 0 to 1 with 1 being a perfect score.
It is fairly intuitive to use, but the results can be misleading since it is heavily biased by the most common situation of correct forecasting of No events.
[17] Model bias (B)
compares the forecast frequency of Yes events to the observed frequency of Yes events. It ranges from 0 to infinity with 1 being a perfect score. It indicates whether the model has a tendency to under forecast (<1) or over forecast (>1) events. It provides no measurement of how well these forecasts correspond to the observations.
[18] Probability of detection (POD)
measures the fraction of observed yes events which where correctly forecast. It ranges from 0 to 1 with 1 being a perfect score. This measure is good for rare events, but it can be artificially improved by issuing more yes forecasts to increase hits. It should be used in conjunction with the false alarm ratio (FAR)
which measures the fraction of predicted Yes events that did not occur. It ranges from 0 to 1 with 0 being a perfect score. It is sensitive to the climatological frequency of the event.
[19] The probability of false detection (POFD)
measures the fraction of No events that were incorrectly forecast as Yes events. It ranges from 0 to 1, with 0 being a perfect score. It is similar to the POD except in this case it can be improved by issuing fewer Yes forecasts and so needs to be used with the POD in order to truly assess the model's capabilities.
[20] In addition to these basic ratios of values in the contingency table a variety of threat scores are used to make quantitative determinations which can be compared between various models for a given interval of interest. The critical success index (CSI), or threat score (TS)
measures the fraction of observed or forecast events which where correctly predicted. It ranges from 0 to 1 with a perfect score being 1 and 0 indicating no skill. It can be thought of as accuracy with correct No events removed. It is sensitive to hits and penalizes both misses and false alarms.
[21] The true skill score (TSS)
measures how well the model separates Yes events from No events. It ranges from --1 to 1, with 0 indicating no skill and 1 being a perfect score. It can be interpreted as (accuracy of events) minus (accuracy of nonevents) minus 1. The true skill score is unduly weighted toward the POD for rare events, so this score is more useful for events that occur frequently. A variant on this skill score is known as the modified true skill score
It measures how well the forecast separates the yes events from the no events except in this case it does not over emphasize the POD. It ranges from À1 to 1, with 0 indicating no skill and 1 being a perfect score. The first term is the POD remapped to range of À1 to 1 and the second term penalizes a forecast for predicting a large area for a rare event.
[22] Finally the Heidke skill score
measures the fraction of correct forecasts after eliminating those forecasts that would be correct purely by random chance. It ranges from infinity to 1, with 0 indicating no skill and 1 being a perfect score.
[23] Clearly there are numerous ways to determine the quality of a given forecast. Basic information about the models accuracy and bias will be useful to decision makers in utilizing the results in applications. Another key point is that no single number can be used alone to determine the quality of a given model over any other model.
Comparing Model Predictions and Observations
[24] What is of interest from a space weather perspective is if a geosynchronous satellite will cross the magnetopause, and this is a binary prediction; you are either inside or outside. Thus a model does not have to provide an actual magnetopause location. In fact, for the LFM providing the actual magnetopause location might prove difficult since the spatial resolution along the dayside magnetopause is 0.25 R E or greater, with a consequent smearing of boundaries on at least that scale. However, interpolating the LFM results to the satellite position does allows us to produce a binary prediction, even if we do not know the exact magnetopause position. The bottom plots of Figures 2 and 3 presents this binary information. A solid black line indicates for each model when that model predicts that the satellite will be outside the magnetosphere when the IMF at the Earth is negative. The condition that B z is negative is essential since we identified magnetopause crossings from the GOES 10 and 12 data using negative B z as our indicator. The actual times when GOES 10 and 12 were outside the magnetosphere (with negative B z ) are also presented in the same plot.
[25] For each minute on 29 and 30 October, we determined if a particular model indicated that GOES 10 was outside the magnetosphere (as calculated using 1-min resolution solar wind data propagated to the Earth) and the IMF at the Earth had negative B z . This excludes magnetopause crossings during northward B z , just as they were excluded from analysis of the GOES data. We recognize that this does skew the comparison somewhat, but magnetopause compressions to, or within, geosynchronous orbit are most often during periods of negative B z [Rufenach et al., 1989 ], so we think from a forecasting standpoint, our results are robust. Using this information we are able to calculate the elements of the contingency table for each model. Displaying the contingency table for each model is of little utility, so we only present as a sample the results from LFM for the entire 2-day interval in Table 2 . It is interesting to note that GOES 10 only spent 15% of the time outside the magnetopause even under the extreme circumstances of the Halloween storms.
[26] The next step in the forecast verification process is to compute the various measures discussed above. These results are presented in Table 3 for the comparison with GOES 10 and Table 4 for the comparison with GOES 12. In Tables 3 and 4 the metrics are displayed rows with names consistent with the previous formulas. Each model has its [1998] and Petrinec and Russell [1996] models. That study used several years of data with a 20-min separation cadence, with event being a 20-min period when a model predicted that the subsolar standoff distance would be inside of 6.6 R E at a time when a GOES spacecraft was between 0900 LT and 1500 LT. Thus the Shue et al. [2000] study included a number of events less extreme than the Halloween storms that were still able to produce geosynchronous magnetopause crossings. Also, the way in which an ''event'' was defined is different from our ''event'' definition, thus one cannot directly compare our results in Tables 3 and 4 to the results of Shue et al. [2000] . Yang et al. [2002] also calculated skill scores for magnetopause crossings. While they used a different data set with less extreme events than the Halloween storm, they used the same event definition as we use to develop a contingency table (inside or outside on a 1-min timescale). As a comparison, we note that the POD (0.74) and the FAR (0.27) obtained by Yang et al. [2002] for the SA model during the period 1999 --2000 are similar to the corresponding values we find in Table 3 .
[28] Examining the statistical information in Tables 3  and 4 provides some basic information about how well the model predictions correspond to reality. All the models have an accuracy around 90% which is not surprising since this statistic is heavily influence by correctly forecasting a No event, which is mostly like state for the GOES satellites. It is also clear from these statistics that the models produce better predictions for GOES 10 than for GOES 12. Each model has a higher POD for GOES 10 then for GOES 12 with the FAR and POFD not showing much variation between the spacecraft. All of the models show a reduction in the bias in the GOES 12 data with the LFM and SA models moving from a tendency to over predict crossings to a tendency to under predict them.
[29] The peak POD of 92% was obtained by the LFM for GOES 10 predictions and the worst POD of 34% was obtained by the SA model for GOES 12 predictions. Shue et al. [2000] found a much better POD for the SA model, a result that we do not believe is in conflict our result here. The definition of what constitutes an ''event'' is different in our study, and we are in a much different parameter regime during the Halloween storm than the data set used by Shue et al. [2000] . Moreover, we are driving all of the models with a ''best guess'' solar wind data file, which will by necessity introduce some error into all of the predictions. The false alarm rate ranged from a low of 22% for LFM and a high of 47% for RS (both for GOES 10). A high false alarm rate is of particular concern in determining the value of a forecast for decision makers. The models that have the highest PODs for the GOES 12 predictions also have the highest FARs.
[30] The threat score removes the prediction of correct negatives from the metric and as such it provides a basic level of assessment of the models abilities. The LFM obtains the highest TS of 73% for GOES 10, but shows a significant reduction to 36% when it comes to predictions for GOES 12. RS obtains a peak value of 65% for GOES 10 and a value of 45% for GOES 12. The PR model shows the least variation between spacecraft for this metric. The SA model has a range comparable to the results from the RS model. Using this statistic we see the LFM obtains the highest score and has an average value for both spacecraft of 55%, which is the same as the average value of the RS model.
[31] While the true skill score measures how well the model separates Yes and No intervals, it is biased toward the POD and is therefore more useful for events that occur frequently, which is not the case for geosynchronous magnetopause crossings. On the other hand, the modified true skill score penalizes models for predicting large Yes intervals for rare events and thus is well suited to the assessment of magnetopause crossings. Once again the LFM obtains the highest value for this metric for its predictions of GOES 10. It is also clear from this metric that none of the models is accurately predicting GOES 12 crossings because a value of 0 indicates that models have no skill and only RS and PR obtain values slightly above 0 for this comparison.
[32] The predictions for GOES 12 seem to be not as good as the predictions for GOES 10, with the exception of PR, where the overall predictions were comparable for GOES 12. This result is not likely that this is due to major errors in the solar wind data file, because the GOES 10 predictions at the same time are much better. In addition, the general behavior of the magnetic field at GOES 12 in the LFM simulation is similar to that recorded by GOES 12, it is just that the number of negative B z intervals predicted by LFM are less, especially on 30 October. The only difference is that GOES 12 leads GOES 10 by four hours in local time.
[33] Dmitriev et al. [2005] came to the same conclusion; there is a pronounced asymmetry between GOES 10 and 12 during the Halloween storm. Moreover, Dmitriev et al. [2004] presented clear statistical evidence of a local time asymmetry in geosynchronous magnetopause crossings. They posited two possible explanations. One was the effect of the asymmetric ring current during the main phase of a storm, and the other is asymmetric magnetopause erosion. Given the extreme nature of the Halloween storms, it is not surprising that the local time asymmetry is so pronounced, since either mechanism would be exaggerated in this case.
[34] We do not consider asymmetric erosion to be the most likely origin of the asymmetry. The LFM code does a good job of capturing the large-scale physics of magnetopause erosion [Wiltberger et al., 2003] , so if a global aspect of solar wind --magnetosphere coupling like erosion were the origin of the asymmetry, we would expect to capture it in the simulation. On the other hand, the ring current explanation is certainly consistent with the fact that the LFM does not include the energy-dependent drifts in the inner magnetosphere. If the ring current is indeed the origin of the asymmetry, once the LFM is coupled to the Rice Convection Model [e.g., , which will provide a ring current with multiple species and energy-dependent drifts, we should see an increase in the skill scores for GOES 12 during this event.
If we see no improvement in the skill scores once a ring current is added one could surmise that additional physics not included in the model is the origin of the asymmetry. In general, there should increase in skill scores over time as increasingly sophisticated models become available, as happened in terrestrial meteorology [Siscoe, 2006] .
[35] One further point concerns the reason (or reasons) why we get the results we get, for all of the models. Although we pushed the empirical models well outside of their bounds of validity [e.g., Shue et al., 2000] , they actually performed rather well. In fact, it was not clear at the outset that the LFM would be a better predictor of geosynchronous magnetopause crossings than the empirical models, and actually the differences in the skill scores are not overwhelming. However, the LFM is able to handle a wide range of solar wind conditions from first principles. The LFM simulation code, being dynamic, could also represent in a more realistic fashion the response of the magnetospheric boundary to the solar wind variations, as opposed to models that are self-similar analytic solutions that cannot represent local boundary motions. One might also want to ask why a particular empirical model scored better than another. Such a discussion is beyond the scope of this paper, which focuses solely on a quantitative assessment of the prediction efficiency of geosynchronous magnetopause crossings during an extreme event. For the purpose of this study is enough to know that the LFM code does as well (or even a bit better) at predicting geosynchronous magnetopause crossings during the Halloween storms and to document the skills scores. This extreme event is a period that we will use as benchmark to determine the relative performance of improved CISM models to determine if we are indeed moving up the skill curve, especially with regard to local time asymmetry.
Conclusions
[36] We have assessed the ability of several models to predict whether the GOES spacecraft will be in or out of the magnetosphere during the Halloween storms of 2003, with the goal of providing a benchmark against which to measure the skill of CISM simulations in the future. The Lyon-Fedder-Mobarry simulation had the best overall set of skill scores, though these scores were not dramatically better that the empirical models. We conclude that the LFM provides the best prediction for magnetopause crossing for the extreme conditions present during the Halloween storm. This result is not entirely surprising since the empirical models were pushed well beyond the range of validity because of the extreme solar wind conditions, while the LFM code is relying on basics physics to make its predictions and thus can handle extreme conditions as long as the physics is not altered by those conditions. It should be noted that the most valuable space weather predictions are likely to be during extreme conditions, when the effects of space weather are greatest.
[37] Following previous results [Dmitriev et al., 2004 [Dmitriev et al., , 2005 , we find a significant local time asymmetry in the magnetopause position. While it is unclear exactly what is the cause of this asymmetry, it should be possible to determine if the asymmetry is ring current related using future CISM magnetospheric models that incorporate the ring current. These results will allow us to benchmark future improvements in the LFM code, and well as additional codes that comprise LFM coupled to a ring current code. However, all of the comparisons have been done for southward IMF so that we could easily identify crossings. We do not know if the skills scores we developed are representative of northward IMF magnetopause crossings, which should be rare in any case. Nonetheless, it seems reasonable to develop a robust method for identifying such crossings in the simulation.
