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13 Allen-Cahn Approximation of Mean Curvature
Flow in Riemannian manifolds II,
Brakke’s flows
Adriano Pisante∗ and Fabio Punzo†
Abstract
We prove convergence of solutions to the parabolic Allen-Cahn equation
to Brakke’s motion by mean curvature in Riemannian manifolds, gen-
eralizing previous results from [15] in Euclidean space. We show that
a sequence of measures, associated to energy density of solutions of the
parabolic Allen-Cahn equation, converges in the limit to a family of recti-
fiable Radon measures, which evolves by mean curvature flow in the sense
of Brakke. A key role is played by a local almost monotonicity formula
(a weak counterpart of Huisken’s monotonicity formula) proved in [22], to
get various density bounds for the limiting measures.
Keywords: Allen-Cahn equation, Riemannian manifold, Huisken’s monotonicity for-
mula, mean curvature flow, Brakke’s inequality, varifolds .
1 Introduction
In [22] we started to investigate the Allen-Cahn equation
∂tu
ε = ∆uε − 1
ε2
f(uε) in M × (0,∞) , (1.1)
completed with the initial condition
uε = uε0 in M × {0} , (1.2)
were ε > 0 is a small parameter and M is an N−dimensional Riemannian
manifold with Ricci curvature bounded from below.
We suppose that the nonlinearity is the negative gradient of a double well
potential F with two minima of equal depth. More precisely, we assume for
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simplicity that
(H0)


(i) f = F ′, with F ∈ C∞(IR), F even ;
(ii) f(0) = f(±1) = 0 , f < 0 in (0, 1) , f > 0 in (1,∞),
f ′(0) < 0, f ′(±1) > 0 ;
(iii) F > 0 in IR \ {±1}, F (±1) = 0 ;
(iv) min[α,∞) F ′′ > 0, for some α ∈ (0, 1) .
For any ε > 0 and for any (x, t) ∈M × [0,∞), set
Eε(x, t) :=
1
2
|∇uε|2 + 1
ε2
F (uε) (x ∈M, t ≥ 0) , (1.3)
and define the energy density
dµεt :=
{
ε
2
|∇uε|2 + 1
ε
F (uε)
}
dV(x). (1.4)
Clearly,
dµεt (x) = εE
ε(x, t)dV(x) (x ∈M, t ≥ 0) . (1.5)
Let E0 ⊂M be an open bounded subset with smooth boundary ∂E0 = Σ0.
Hence there exist C0 > 0, R0 > 0 such that
HN−1(Σ0 ∩BR(x)) ≤ C0ωN−1RN−1
for all 0 < R < R0 . In the end, the hypersurface Σ0 will be the initial datum
for an evolution by mean curvature, in a suitable weak sense, obtained as limit
of diffuse interfaces, the regions say {|uε| ≤ α}, where uε solve (1.1)-(1.2).
Concerning the initial conditions uε0 in (1.2) (and the corresponding µ
ε
0 ≡
µε(·, 0) given by (1.4)) we always assume the following:
(H1)


(i) µε0 → αHN−1⌊Σ0 as ε→ 0 as Radon measures, for some α ≥ 0 ;
(ii)uε0 → 2χE0 − 1 as ε→∞ ∗−weakly in BVloc(M) ;
(iii) there exists C0 > 0 such that
µε0(BR(x))
ωN−1RN−1
≤ C0
for all x ∈M, 0 < R < R0, 0 < ε < 1;
(iv) there exists k0 > 0 such that ‖uǫ0‖∞ ≤ H0 ;
(v) there exists Cˇ > 0 such that for any 0 < ε < 1
‖∇uε0‖∞ ≤ Cˇε .
Under hypotheses (H0), (H1) in [22] it is shown that problem (1.1)-(1.2) admits
a unique bounded solution. Moreover, uε ∈ C∞(M × (0,∞))∩C(M × [0,∞));
|uε| ≤ k0 for all x ∈M, t > 0 . (1.6)
In addition,
sup
ε>0
sup
t∈(0,∞)
ε
∫
M
EεdV ≤ C2 (1.7)
where C2 := supε>0 µ
ε
0(M);
t 7→
∫
M
Eε(x, t)dV(x) is nonincreasing for t > 0 . (1.8)
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Moreover, recalling the difinition of discrepancy Radon measure
dξεt :=
(
ε
2
|∇uε|2 − 1
ε
F (uε)
)
dV ,
it is proved that
lim sup
ε→0+
sup
(x,t)∈Q
ξεt (x) ≤ 0 , (1.9)
for each compact subset Q ⊂M × (0,∞). Using (1.9) is then shown that
d
dt
∫
M
φ(x, t)dµεt ≤
C3√
s− t
∫
M
φ(x, t)dµεt + C4 +
C5√
s− t (1.10)
for all 0 ≤ t < s, for some positive constants C3, C4, C5 independent of ε.
Here, for any fixed reference point (y, s) ∈M × (0,∞), φ(x, t) ≡ φ(x, t; y, s)
is a suitable kernel, depending explicitely on the Riemannian distance d(x) =
d(x, y) for x, y ∈M as follows
φ(x, t) = ζˆ(d2(x))(s − t)−N−12 e− d
2(x)
4(s−t) . (1.11)
In constrast with the case of IRN , it has a suitably small compact support in
space due to the cut-off function ζˆ. In addition, we were able to deduce the
previous inequality in full generality, without assuming well prepared initial
data as in [15].
Clearly, inequality (1.10) does not imply monotonicity for the function t→∫
M
φ(x, t)dµεt (x). Nevertheless, it still allows us to control the behavior of dµ
ε
t at
small scales. For this reasons, we refer to (1.10) as a local almost monotonicity
formula, in analogy with the monotonicity formula valid in the Euclidean space.
As a consequence of (1.10), we were able to obtain the inequality
G(t) ≤ eC32 (
√
s−t0−
√
s−t)[G(t0) + C4(t− t0) + C5(√s− t0 −√s− t)] , (1.12)
for all 0 ≤ t0 < t < s, where
G(t) :=
∫
M
φ(x, t)dµεt (0 ≤ t < s) .
Actually, (1.9), (1.10) and (1.12) remain true (see [22] for details), if instead
of (H1), we only assume that (1.6) is satisfied, and that for each compact subset
K ⊂M,T > 0, there holds:
sup
ε>0
sup
t∈(0,T )
ε
∫
K
EεdV ≤ C (1.13)
for some constant C > 0 depending on the compact subset K and on T , but
independent of ε. In addition, for each compact subset K ⊂M we have that
(Gε1)
∫
M
φ(x, t; y, s)dµεt (x) ≤ C for all y ∈M, 0 ≤ t < s ,
for some C = CK > 0, and
(Gε2) µ
ε
t (BR(x)) ≤ ωN−1D0RN−1 for all x ∈ K, 0 < R < R˜, t ≥ 0,
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for some 0 < R˜ < R0 and D0 = D0(C, R˜) > 0 independent of ε .
In the present paper, extending results from [15] in the Euclidean space, we
describe the asymptotic behaviour of the family of measures {µεt} as ε → 0
on Riemannian manifolds. First of all, adapting the semidecreasing trick from
[15]-[16], we prove that we can extract a subsequence µεnt that, for every t > 0,
converges as Radon measure on M to a limit Radon measure µt for all t ≥ 0 as
n→∞.
Using (1.10), a version of Brakke’s Clearing-Out Lemma [8, Lemma 6.3] is
established, similar to [15, Lemma 6.1]. Note that our proof is direct and self-
contained. In particular, it does not rely on the so-called Empty Spot Lemma [15,
Lemma 6.4] and on the related results on propagation of fronts (see [9]), which
at present are not available on Riemannian manifolds. However, we also point
out that the same strategy as [15] could be adapted to the present situation
(see Remark 4.5). Furthermore, we do not use the gradient bound coming
from the assumption of well prepared data. In particular, it is shown that if
(y, s) 6∈ ⋃t′≥0 suppµt′ × {t′}, then there exists a neighborhood U ⊂M × [0,∞)
of (y, s) such that {uεn} converges uniformly in U to either 1 or −1 as n →
∞ . Such a result, well known in the Euclidean case, show once more absence
of evolving interface where there is no energy concentrating in the limiting
measures µt. In addition, an estimate for the size of the bad set follows, showing
that HN−1(suppµt) is locally finite for a.e. t > 0.
With the local almost monotonicity formula (1.10) at disposal, we adapt to
the present situation the strategy of [15] and show that the discrepancy measure
dξεt converges to 0 as ε → 0+. Indeed, in view of (1.9) it is enough to consider
the negative part of the limiting discrepancy dξt. In addition, at |dξ|−a.e. point
in space-time a suitable (forward) density of µt defined through (1.11) is shown
to be both zero (as a consequence of (1.10)) and strictly positive (because of
the Clearing-Out lemma), so the discrepancy has to vanish identically.
Thus, we obtain all preliminary results necessary to pass to limit as ε→ 0+,
in the sense of varifolds, in the Brakke’s type equality (7.2) satisfied by µεt (see
Section 6). Hence N−1−rectifiability for the limiting measures µt for a.e. t > 0
and Brakke’s inequality, namely
Dt µt(φ) ≤
∫
M
{− φH2t + 〈∇φ, Txµ⊥t (−→H t )〉} dµt , (1.14)
for all φ ∈ C2c (M ; IR+) and for every t > 0, follows at once (all the terms in
the formula being actually well defined and finite for a.e. t > 0). Here Dt is the
upper derivative of
µt(φ) ≡
∫
M
φ(x)dµt(x) ,
−→
H t is the mean curvature vector associated to the varifold corresponding to µt
and Txµ
⊥
t is the orthogonal projection onto the normal space to the measure
(see Section 2 for precise definitions). Note that in this paper we do not address
the issue of integrality for the limiting rectifiable measures µt (or, equivalently,
for the corresponding varifolds). This should follow from a careful adaptation of
the subtle result in [25] (see also [27]) valid in the Euclidean space. In particular,
once integrality is established one would have
−→
H ⊥ Txµt a.e. (see [8]) and in
particular no projection operator in (7.3). In addition, we do not investigate
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partial regularity property of the solution we contruct. In this respect, when
trying to discuss this issue, expecially in connection with the so-called ’unit
density hypotesis’ for the limiting varifolds, it would be natural to generalize
the recent partial regularity results from [19], [26] valid in the Euclidean case.
As a final remark we observe that, among several possible ways to obtain
global weak solutions of the mean curvature flow on manifolds, such as the
level-set approach via viscosity solutions (see e.g. [11], [17], [4] or [10]), the
method of barriers (see e.g [5], [6])) or the geometric measure theory approach
via varifolds, currents or BV functions (see, e.g. [8], [16] or [20]), we decided to
adapt the Allen-Cahn approximation from [17]. In our opinion this approach
seems more promising in order to flow unbounded initial hypersurfaces with
only locally finite area. Such problem arises naturally for example when try-
ing to evolve complete noncompact surfaces in the hyperbolic space. Indeed,
unbounded minimal hypersurfaces with prescribed boundary at infinity in HN
exist in abundance and can be constructed e.g. by the stationary phase-field
approximation analogous to (1.1) (see e.g. [21]). As it was the main motiva-
tion for the present research, we plan in a future paper to study convergence to
such equilibria under mean curvature flow in HN for unbounded hypersurfaces
with fixed boundary at infinity and the connections of such evolution with the
renormalized area studied e.g. in [2].
2 Mathematical background: varifolds, rectifi-
able Radon measures, rectifiable varifolds, first
variation, mean curvature
In this Section we recall some preliminaries from Geometric Measure Theory
(for more details see, e.g., [3], [23], [16]).
To begin with, recall that by Nash Embedding Theorem, we can assume that
M is isometrically embedded in IRL for some L ≥ N .
Let G(L, k) be the Grassman manifold of unoriented k−planes in IRL (k ≤
N); let
Gk(M) :=
{
(x, S) ∈M ×G(L, k) : S ⊂ TxM
}
.
A general k− varifold is a Radon measure on Gk(M). We denote by Vk(M)
the set of all general k−varifolds, and we give it the topology corresponding to
the weak-∗ convergence of Radon measures. We write:
V (ψ) =
∫
Gk(M)
ψ(x, S)dV (x, S),
where ψ ∈ C0c (Gk(M)).
Denote by M+(M) the set of all positive Radon measures on M . Given
µ ∈ M+(M) For any x ∈M,λ > 0, 1 ≤ k ≤ N we can define the scaled Radon
measure µx,λ ∈ M(IRL) by
µx,λ(A) =
µ[M ∩ (λA+ x)]
λk
(A ⊆ IRL) .
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Let P a k−plane in TxM and α > 0. We say that P ≡ Txµ is the k−dimensional
approximate tangent plane of µ at x, if
lim
λ→0+
µx,λ = αHk⌊P ,
where Hk is the k−dimensional Hausdorff measure in IRL. The k−dimensional
approximate tangent space of a set X ⊆M at x ∈M is defined by
TxX := Tx(Hk⌊X) ,
if it exists. We say that X is countably k−rectifiable, ifX ⊆ C0∪(∪i≥1Ci), where
Hk(C0) = 0 and each Ci ⊆M is an embedded C1 k− submanifold. We say that
X ⊆ M is locally k−rectifiable if in addition X has locally finite Hk−measure.
If X is locally k−rectifiable and Hk−measurable, then TxX exists Hk⌊X−a.e.
.
Let X be an Hk−measurable subset ofM , and let θ :M → [0,∞) be locally
Hk−integrable, with X = {θ > 0}Hk−a.e. . The Radon measure µ on M is
a k−rectifiable Radon measure, if either of the following equivalent conditions
holds:
(a) µ has k−dimensional tangent planes of positive multiplicity µ−a.e.;
(b) µ = Hk⌊θ for someX which is Hk−measurable and countably k−rectifiable,
and θ locally Hk−integrable.
We denote by Mk(M) the set of k−rectifiable Radon measures on M . We call
µ an integer k−rectifiable Radon measure, if either of the following equivalent
conditions hold:
(c) µ has k−dimensional tangent planes of positive integer multiplicity µ−a.e.;
(d) µ = Hk⌊θ for XHk−measurable and locally Hk−rectifiable, and θ locally
Hk−integrable with values in IN .
We write IMk(M) for the set of all such µ.
Associated to a varifold V there is a Radon measure µV on M , defined by
µV := pi♯(V ) ,
where pi : Gk(M)→M is the natural projection map. On the other hand, if µ
is a k−rectifiable Radon measure, then x 7→ Txµ is a µ−measurable section of
Gk(M) defined µ−a.e. . Therefore, we can define the varifold V = Vµ by
Vµ(ψ) =
∫
Gk(M)
ψ(x, S)dVµ(x, S) =
∫
M
ψ(x, Txµ)dµ(x)
for ψ ∈ C0c (Gk(M)) . Observe that µ = ‖V ‖, where ‖V ‖ is the Radon measure
defined as follows:
‖V ‖(A) := V
(
Gk(M) ∩ pi−1(A
)
whenever A ⊂M .
We denote by RVk(M) the set of k−rectifiable varifolds, i.e. the varifolds
associated to k−rectifiable Radon measures on M ; whereas, by IVk(M) the
set of integer k−rectifiable varifolds, i.e. the varifolds associated to integer
k−rectifiable Radon measures on M .
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When S is a k−plane in G(TxM,k), we also use S to denote the orthogonal
projection from TxM onto S. Furthermore, we write A : B for the inner product
of endomorphisms A and B on TxM .
Let U ⊆ M be an open subset; we set C1c (U, TU) :=
{
Y ∈ Γ(TM) :
suppY ⊂ U} . When U =M , we write C1c (TM) instead of C1c (M,TM) .
Let Y ∈ C1c (TM). Recall the first variation formula for a varifold
δ V (Y ) =
∫
Gk(M)
S : DY dV (x, S) ;
here (
S : DY
)
(x) =
k∑
i=1
〈Dei Y (x), ei〉,
{e1, . . . , ek} being any orthonormal basis of S and Dei Y the corresponding
covariant derivatives. For U ⊆M open, define the total first variation by
| δ V |(U) = sup{ δ V (Y ) : Y ∈ C1c (U), |Y | ≤ 1} .
If δV is a Radon measure and |δV | << ‖V ‖, then
δ V (Y ) =
∫
Gk(M)
S : DY dV (x, S) = −
∫
M
〈Y (x),−→H (x)〉d‖V ‖(x),
where
−→
H : M → TM is the Radon-Nikodym derivative of δV with respect
to ‖V ‖. By definition −→H is called the mean curvature vector field. When, in
addition, V = Vµ is also a k−rectifiable varifold, then
δ Vµ(Y ) =
∫
M
Txµ : DY dµ = −
∫
M
〈−→H,Y 〉dµ .
3 Passing measures to limits
In this section we address compactness of the family of Radon measures {µεt}ε>0.
At first, recall the following lemma (see Lemma 6.6 in [16]).
Lemma 3.1 Let ϕ ∈ C2c (M ; [0,∞)). Then
|∇ϕ|2
ϕ
≤ 2 max
{ϕ>0}
|Hessϕ| in {ϕ > 0} .
The next key-fact is known as the semidecreasing property for the family of
measures {µεt}ε>0.
Lemma 3.2 Let assumption (H0) be satisfied. Let u
ε be the solution to problem
(1.1)-(1.2). Suppose that (1.6) and (1.13) hold true. Let ϕ ∈ C2(M ; IR+) with
suppϕ compact. Then, for any T > 0, the function
t 7→ µεt (ϕ)− C(ϕ)t (t ∈ (0, T ))
is nonincreasing, for some constant C = C(ϕ, T ) > 0.
7
Proof . By (1.1),
d
dt
∫
M
εϕ(x)Eε(x, t)dV(x) = −
∫
M
εϕ
(
−∆uε + 1
ε2
f(uε)
)2
dV(x)
+
∫
M
ε〈∇ϕ,∇uε〉
(
−∆uε + 1
ε2
f(uε)
)
dV(x) .
(3.1)
Hence
d
dt
∫
M
εϕ(x)Eε(x, t)dV(x)
≤ −
∫
M
εϕ
(
−∆uε + 1
ε2
f(uε)− 〈∇ϕ,∇u
ε〉
2ϕ
)2
dV(x)
+
∫
M
ε|∇uε|2 |∇ϕ|
2
4ϕ
dV(x) ≤ C1(ϕ)µεt ({ϕ > 0}) ≤ C
for all t ∈ (0, T ), for some positive constant C = C(ϕ, T ) in view of Lemma 3.1
and the uniform bound (1.13). So, the conclusion follows. 
Now, we define the kernel φ used in (1.10). In fact, let K ⊂M be a compact
subset, y ∈ K, s > 0. Let ζˆ ∈ C2([0,∞)) such that
|ζˆ| ≤ 1 , |ζˆ′| ≤ 1 , |ζˆ′′| ≤ 1 in [0,∞) , (3.2)
ζˆ =


1 in [0, R20/4)
0 in [R20,∞) ,
(3.3)
where R0 := infy∈K inj(y) . Define
ηˆ(ρ, t) := [(s− t)]−N−12 e− ρ4(s−t) (ρ ≥ 0, 0 ≤ t < s) .
For any x ∈M , let
η(x, t) := ηˆ(d2(x), t) (x ∈M, 0 ≤ t < s) . (3.4)
ζ(x) := ζˆ(d2(x)) (x ∈M) .
Finally, define
φ(x, t) ≡ φ(x, t; y, s) := η(x, t)ζ(x) (x ∈M, 0 ≤ t < s) . (3.5)
In view of (1.13) and the above monotonicity property in Lemma 3.2 we can
repeat the argument in [8] (see also [15]), to show the next compactness result.
Proposition 3.3 Let assumption (H0) be satisfied. Let u
ε be the solution to
problem (1.1)-(1.2). Suppose that (1.6) and (1.13) hold true. Then there are a
Radon measure µt on M and a sequence {εn} ⊂ (0,∞), εn → 0 as n→∞ such
that, for every t > 0,
µεnt → µt for all t ≥ 0 as n→∞ (3.6)
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as Radon measure on M . Furthermore, for each compact subset K ⊂ M we
have
(G1)
∫
M
φy,s(x, t)dµt(x) ≤ C for all y ∈ K, 0 ≤ t < s ,
and
(G2) µt(BR(x)) ≤ ωN−1D0RN−1 for all x ∈ K, 0 < R < R˜, t ≥ 0 .
Proof . In view of (Gε2) and the above monotonicity property we can repeat the
argument in [8] (see also [15]), to show (3.6). Furthermore, under hypothesis
(H0), as a consequence of (G
ε
1) and (G
ε
2) from the introduction, we get (G1)
and (G2). 
4 Clearing-Out Lemma
In this section we will prove the Clearing-Out Lemma. This result roughly says
that energy concentration occurs only near the interface region, e.g. {|uε| ≤ α}.
In particular, we show that as ε→ 0+ the solution uε converges to either 1 or −1
in a neighborhood of any point which does not belong to
⋃
t′≥0 suppµt′ × {t′},
where µt is the limit Radon measure obtained in Section 3.
For each y ∈M, s > 0 we shall write
φ(x, t; y, s) ≡ φy,s(x, t), x ∈M, 0 ≤ t < s .
Observe that because of (3.5) we clearly have φy,s(x, t) = φx,s(y, t) .
Lemma 4.1 Let assumption (H0) be satisfied. Let u
ε be the solution to problem
(1.1)-(1.2). Suppose that (1.6) and (1.13) hold true. Then
(i) there exists κ1 > 0, κ2 > 0 depending on N,R0 and F such that, if for
some s > t ≥ 0,
s− t < κ1, (4.1)
and ∫
M
φy,s(x, t)dµt(x) < κ2, (4.2)
then there exists a neighborhood V ⊂M × [0,∞) of (y, s) such that
|uε| ≥ α in V (4.3)
for all ε > 0 small enough. As a consequence,
(y, s) 6∈
⋃
t′≥0
suppµt′ × {t′} .
(ii) If (y, s) 6∈ ⋃t′≥0 suppµt′ × {t′}, then there exists a neighborhood U ⊂
M × [0,∞) of (y, s) such that {uεn} converges uniformly in U to either 1 or −1
as n→∞ .
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To prove the Clearing-Out Lemma we need the following technical lemma,
which parallels Lemma 3.4 in [15] and will be used to prove Lemma 4.1. The
proof is standard and is omitted for brevity.
Set
φry(x) = φy,s(x, t) whenever r
2 = 2(s− t) , (4.4)
so
φry(x) := ζ(x)
1
rN−1
e−
(d(x,y))2
2r2 , x ∈M .
Lemma 4.2 Let µ be a measure satisfying for each K ⊂⊂M
µ(BR(y)) ≤ ωN−1D˜0RN−1 for all y ∈ K, 0 < R < R0
for some D˜0 = D˜0(K) > 0. Then, for some positive constant D = D(R0,K),
we have:
(i)
∫
M
φrydµ ≤ D ;
(ii) for any r > 0, 0 < R < R0, y ∈M∫
M\BR(y)
φrydµ ≤ 2N−1De−
3R2
8r2 ;
(iii) for any δ > 0 and r¯ > 0 there exists γ2 = γ2(δ, r¯) > 0 such that for any
r ∈ (0, r¯), d(y, y1) ≤ γ2r we have∫
M
φry1dµ ≤ (1 + δ)
∫
M
φrydµ+Dδ ;
(iv) for any R > 0, 0 < r < R0 with r ≤ R we have:
∫
M
φrydµ ≤
(
R
r
)N−1 ∫
M
φRy dµ ;
(v) for any δ > 0 there exists γ3 = γ3(δ) > 0 such that for any r > 0, 0 < R < R0
with 1 ≤ Rr ≤ 1 + γ3 and for any y ∈M we have:∫
M
φRy dµ ≤ (1 + δ)
∫
M
φrydµ+Dδ ;
(vi) for any δ > 0 there exists α = α(δ) > 0 such that for all r > 0, y ∈M ,∫
M
φα(δ)ry dµ ≤
µ(Br)
ωN [α(δ)]N−1rN−1
+ δD .
Now we can prove the Clearing-Out Lemma.
Proof of Lemma 4.1 . 1. In view of Lemma 4.2(iii) − (v) we can a find a
neighborhood U ⊂M × [0,∞) of (y, s) such that for all (y′, s′) ∈ U
0 < inf
U
(s′ − t) ≤ s′ − t < κ1 , (4.5)
∫
M
φy′,s′(x, t)dµt(x) < κ2 for all (y
′, s′) ∈ U .
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We may assume U ⊂⊂M × (t,∞). By Proposition 3.3 and (Gε1),∫
M
φy′,s′(x, t)dµ
εn
t (x) ≤ 3κ2 (4.6)
for all n > n0 (for some n0 ∈ IN) and for all (y′, s′) ∈ U . 4. By [22, Proposition
3.2], for any compact subset K ⊂ M and for any τ ∈ (0, T ) there exists a
constant k˜ > 0 independent of ε such that
‖∇uε(·, t)‖L∞(K) ≤ k˜
ε
for all t ∈ (τ, T ) . (4.7)
We claim that, for some C > 0, if d(x, y′) ≤ ρ, then
[F (uε(y′, s′))]2 ≤ C
∫
M
φ
y′,s′+ ρ
2
2
(x, s′)dµεs′ (x), (4.8)
where
ρ ≡ ρ(y′, s′) := ε
2Lk˜
F (uε(y′, s′)) ,
and L is the Lipschitz constant of F in [−k0, k0].
In fact, whenever d(x, y′) ≤ ρ, we have
F (uε(y′, s′)) = F (uε(x, s′)) + F (uε(y′, s′))− F (uε(x, s′))
≤ F (uε(x, s′)) + L|uε(y′, s′)− uε(x, s′)| ≤ F (uε(x, s′)) + Lk˜d(x, y′)
≤ F (uε(x, s′)) + Lk˜
ε
ρ .
Hence
F (uε(y′, s′)) ≤ 2F (uε(x, s′)) .
This easily implies that, for some C > 0,
F (uε(y′, s′)) ≤ C
ρN
∫
Bρ(y′)
F (uε(x, s′))dV(x) = C
ρN−1
∫
Bρ(y′)
F (uε(x, s′))
ρ
dV(x) .
So,
[F (uε(y′, s′)]2 ≤ C
ρN−1
∫
Bρ(y′)
F (uε(x, s′))
ε
dV(x) ≤ C
∫
M
φ
y′,s′+ ρ
2
2
(x, s′)dµεs′(x) .
By (1.12), ∫
M
φ
y′,s′+ ρ
2
2
(x, s′)dµεs′(x)
≤ e
C3
2 (
√
s′+ ρ
2
2 −t− ρ√2 )
[ ∫
M
φ
y′,s′+ ρ
2
2
(x, t)dµεt (x) + C4
(
s′ − t
)
+
C5
(√
s′ +
ρ2
2
− t− ρ√
2
)]
.
(4.9)
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Now if r2 = 2(s′ − t), R2 = 2
(
s′ + ρ
2
2 − t
)
, in view of (4.5) and ρ = O(ε), then
R
r ≥ 1, Rr → 1 as ε→ 0 uniformly in U . So, from Lemma 4.2-(v) with µ = µεt ,
for any δ > 0, for ε > 0 small enough, we have∫
M
φ
y′,s′+ ρ
2
2
(x, t)dµεt ≤ (1 + δ)
∫
M
φy′,s′(x, t)dµ
ε
t +Dδ . (4.10)
In view of (4.8), (4.6) and (4.10), we get
F (uε(y′, s′)) ≤ eC3
√
κ1
[
(1 + δ)κ2 +Dδ + C4κ1 + C5
√
κ1
]
. (4.11)
If we select κ1 > 0, κ2 > 0 and δ > 0 small enough, from (4.11) and (H0)− (iv)
it follows that
|uε| ≥ α (4.12)
for all (y′, s′) ∈ U and for any ε > 0 sufficiently small.
4. By the same arguments as in [22, Lemma 3.5], there exists a neighborhood
of (y, s), V := BR(y)× I ⊂ U , such that
1− ε ≤ |uε| ≤ 1 + ε in V . (4.13)
Let s′ ∈ I. From (1.9) we have that for any δ′ > 0 there exists εδ′ > 0 such that
for any ε ∈ (0, εδ′) there holds:
µεs′
(
BR
2
)
=
∫
BR
2
[
ε
2
|∇uε|2 + 1
ε
F (uε)
]
dV(x)
≤
∫
BR
2
[
2
ε
F (uε) + δ′
]
dV(x) ≤
∫
BR
2
(
2
ε
F (1− ε) + 2
ε
F (1 + ε) + δ′
)
dV(x)
≤
∫
BR
2
[
C
ε
(
sup
|s|≤k0
|F ′′(s)|ε)2 + δ′
]
dV(x) ≤
∫
BR
2
(C¯ε+δ′)dV(x) = V(BR
2
)(C¯ε+δ′) ;
here use of (4.13) has been made. Letting ε→ 0, and then δ′ → 0+, we get
µs′
(
BR/2(y)
)
= 0 for s′ near s ,
and
uεn → ±1 uniformly in a neighborhood of (y, s);
thus, (i) has been shown.
To prove (ii), let (y, s) 6∈ ⋃t≥0 suppµt × {t}; hence∫
M
φy,s′dµ
′
s → 0 as s′ → s−,
thus,
u(y′, s′) = lim
n→∞
uεn(y′, s′) = ±1 near (y, s) .

As a simple consequence we have the following result.
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Corollary 4.3 We have
suppµ =
⋃
t′≥0
suppµt′ × {t′} ,
where
dµ := dµt′dt
′ .
Proof . It is obvious that suppµ ⊆ ⋃t′≥0 suppµt′ × {t′}. Now, let (y, s) 6∈
suppµ. Then we can find an open subset U ⊂ M × [0,∞) such that (y, s) ∈
U, U ∩ suppµ = ∅. Hence ∫
M
φy,s(x, t)dµt → 0 as t → s− . By Lemma 4.1(i),
(y, s) 6∈ ⋃t′≥0 suppµt′ × {t′}; this completes the proof. 
Another consequence of the Clearing-Out Lemma is that one can control the
size of the set where the energy is concentrating.
Corollary 4.4 Let U ⊆ M be an open subset. Then there exists C5 > 0 and
C6 > 0 such that if (suppµ)t := suppµ ∩
(
M × {t}) , then
(i) HN−1((suppµ)t ∩ U) ≤ C5 lim infs→t− µs(U) for every t > 0,
(ii) HN−1((suppµ)t ∩BR) ≤ C6RN−1 for every 0 < R < R0 and t ≥ 0 .
Proof . Clearly, (i) follows, if we show that
HN−1((suppµ)t ∩K) ≤ C lim inf
s→t−
µs(U)
for every t > 0, for every compact subset K ⊂ U .
Let (y, t) ∈ (suppµ)t∩K; take any δ > 0 and α = α(δ) > 0 given by Lemma
4.2(vi). For each 0 < r <
√
κ1, by Lemma 4.1
κ2 ≤
∫
M
φαry dµt−α2r22
. (4.14)
which combined with Lemma 4.2−(vi) yields
κ2 ≤
µ
t−α2r22
(Br)
ωNrN−1[α(δ)]N−1
+Dδ .
The previous inequality with δ = κ22D gives
κ2 ≤
2µ
t−α2r22
(Br)
ωNrN−1[α(δ)]N−1
. (4.15)
Let r > 0 such that dist(K, ∂U) > r and consider the covering of suppµt ∩K
B = {Br(x) : x ∈ (suppµ)t } .
By the Besicovitch Covering Theorem, which can be applied for compact subset
of Riemannian manifolds, (see, e.g., Theorem 1.1.4 and Example 1.15 (c) in
[14]), there are finitely many countable subcollections B1, . . . ,Bl¯ of B such that
each Bi is made of disjoint balls, and
(suppµ)t ∩K ⊆
l¯⋃
l=1
⋃
Br(yj)∈Bl
Br(yj) .
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We have, for some C˜ > 0, an estimate for the pre-Hausdorff measures
HN−1r
(
(suppµ)t ∩K
)
≤ C˜
l¯∑
l=1
∑
Br(yj)∈Bi
ωNr
N−1
≤ C˜
l¯∑
l=1
2
αN−1κ2
∑
Br(yj)∈Bi
µt−α2r2/2
(
Br(yj)
)
≤ C˜
l¯∑
l=1
2
αN−1κ2
µt−α2r2/2
({
x : dist(x,K) ≤ r}) ≤ 2C˜l¯
αN−1κ2
µt−α2r2/2(U).
Sending r → 0+, we obtain
HN−1
(
(suppµ)t ∩K
)
≤ C lim inf
s→t−
µs(U) ,
so, (i) has been proven. Furthermore, (ii) follows by (i) and (G2). 
Remark 4.5 Notice that the Clearing-out Lemma could also be proved analo-
gously to [15]. In that case, we need the so-called Empty Spot Lemma, which
could be deduced in the present situation, too. Indeed, it is mainly based on a
result given in [9] in Euclidean space, concerning propagation of interfaces, that
could be easily shown also in a general Riemannian manifold M . To do this
the key role is played by an important property of the the signed distance d˜(x, t)
from ∂Σt, Σt being a family of sets evolving by mean curvature flow, starting
from a sphere ∂BR(x0), with R > 0 small enough. Indeed, as in [4, Section 7],
in a tubular neighborhood of Σt, one has:∣∣∂td˜(x, t)−∆d˜(x, t)∣∣ ≤ C˜|d˜(x, t)| . (4.16)
This is all what is needed to conclude.
5 Density lower bound
The result of this section, roughly speaking, shows that a suitable (N−1)−density
of µ (forward density in the terminology of [15]) is bounded below on the sup-
port of the measure. More precisely, we show that an explicit lower bound holds
HN−1−a.e. on each time-slice of suppµ .
In the sequel, we take κ2 as in Lemma 4.1. Define
Z− :=
{
(x, t) ∈ suppµ : lim sup
s→t+
∫
M
φy,sdµs(y) < κ2
}
,
Z−t := Z
− ∩
(
M × {t}
)
.
Lemma 5.1 For any σ˜ > 0, HN−2+σ˜(Z−t ) = 0 for a.e. t ≥ 0 .
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Proof . 1. It is direct to see that, for each τ¯ > 0,
Z− =
⋃
0<τ<τ¯,κ3<κ2
Zκ3,τ ,
where
Zκ3,τ :=
{
(x, t) ∈ suppµ :
∫
M
φy,sdµs(y) ≤ κ3 for all s ∈ (t, t+ τ)
}
.
Hence, the thesis will follow, if we prove that HN−2+σ˜(Zκ3,τt ) = 0 for each
κ3 < κ2, 0 < τ < κ1.
Claim. Let δ > 0, s ∈ [t, t + τ ], γ2 = γ2(δ,
√
2τ) be the constant given by
Lemma 4.2(iii), r :=
√
2(s− t), t′ := s+ r22 = t+ r2. If
t′ − t ≤ 2τ and d(x, x′) ≤ γ2r ,
then
either (x, t) 6∈ Zκ3,τ or (x′, t′) 6∈ Zκ3,τ .
Indeed, more precisely, we are going to show that if (x, t) ∈ Zκ3,τ , then
P(x,t)2τ ∩ Zκ3,τ = {(x, t)}, (5.1)
where
P(x,t)2τ :=
{
(x, t) ∈M × [0,∞) : d
2(x′, x)
γ2
≤ t′ − t ≤ 2τ
}
.
In fact, let (x, t) ∈ Zκ3,τ . By Lemma 4.2(iii), for any x′ ∈ Bγ2r(x), we have:∫
M
φx′,s+r2/2(y, s)dµs(y) =
∫
M
φrx′(y)dµs(y)
≤ (1 + δ)
∫
M
φrx(y)dµs(y) +Dδ = (1 + δ)
∫
M
φy,s(x, t)dµs(y) +Dδ
≤ (1 + δ)κ3 +Dδ < κ2,
for δ > 0 sufficiently small. By Lemma 4.1, (x′, t′) 6∈ ⋃ξ≥0 suppµξ; thus,
(x′, t′) 6∈ Zκ3,τ . This proves the claim.
2. For every x0 ∈M, t0 > 0, define
Z ′ := Zκ3,τ ∩ (B1(x0)× [t0 − τ, t0 + τ ]) .
Since Zκ3,τ is a countable union of such Z ′, the thesis follows, if we show that
HN−2+σ˜(Z ′t) = 0 for a.e. t ≥ 0, where Z ′t := Z ′ ∩
(
M × {t}) .
Observe that the set Z ′ ∩ ({x} × IR) contains at most one point, for P(x,t)2τ
is higher than Z ′ when (x, t) ∈ Z ′, in view of (5.1).
Let pi be the (nearest point) projection from M × [0,∞) onto M × {0};
so pi(Z ′) ⊂ B1(x). Let δ1 > 0. There exist sequences {xi}i∈IN ⊂ pi(Z ′) and
{ri}i∈IN ⊂ (0, δ1) with
∞∑
i=1
ωNr
N
i ≤ 2V
(
B1(x0)
)
, (5.2)
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such that ∞⋃
i=1
Bri(xi) ⊇ pi(Z ′) .
In view of Step 1.,
Z ′ ⊆ Bri(xi)× [ti − r2i /γ2, ti + r2i /γ2] ,
where (xi, ti) := pi
−1(xi). Thus, for some C˜ > 0, we have:∫ t0+τ
t0−τ
HN−2+σ˜δ1 (Z ′t)dt ≤
∫ t0+τ
t0−τ
∑
{i∈IN :t∈[ti−r2i /γ2,ti+r2i /γ]}
C˜rN−2+σ˜i dt
= C˜
∞∑
i=1
∫ ti+r2i /γ2
ti−r2i /γ2
rN−2+σ˜i = C˜
∞∑
i=1
2
γ2
rN+σ˜i
≤ 2C˜Dδσ˜1V
(
B1(x0)
)
.
Sending δ1 → 0+, by the monotone convergence theorem∫ t0+τ
t0−τ
HN−2+σ˜(Z ′t)dt = 0 .
This implies the result. 
6 Vanishing of the limit discrepancy
The purpose of this section is to show that the discrepancy Radon measure
vanishes as ε→ 0+, up to subsequences. More precisely, define
dξε = dξεt dt, dµ
ε := dµεtdt.
Since |ξε| ≤ µε, by Proposition 3.3 we can assume that there exist a Radon
measure ξ onM × [0,∞), and a subsequence of {εn}, which will be still denoted
by {εn}, such that
ξεn → ξ, µεn → µ := dµtdt as n→∞
as Radon measure on M × [0,∞). By (1.9), ξ ≤ 0. Indeed, we are going to
show the following result.
Proposition 6.1 There holds ξ = 0 .
In order to prove Proposition 6.1 we use the following lemma (see [22]).
Lemma 6.2 Let assumption (H0) be satisfied. Let u
ε be the solution to problem
(1.1)-(1.2). Suppose that (1.6) and (1.13) hold true. Let K ⊂ M be a compact
subset, y ∈ K, s > 0. Let φ := ηζ with ζ and η as in Section 3. Then for every
ε > 0
d
dt
∫
M
φ(x, t)dµεt (x) ≤
1
2(s− t)
∫
M
φε
{|∇uε|2 − Eε}dV(x)
+
C3
(s− t)1/2
∫
M
φdµεt (x) + C4 for all 0 < t < s .
(6.1)
for some positive constants C3 and C4 only dependending on K.
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Proof of Proposition 6.1 . Step 1. Given x0 ∈M and K = BR0(x0), in view of
(Gε1), integrating (6.1) we get
−
∫ s−σ˜
0
∫
M
1
2(s− t)φy,s(x, t)dξ
ε
t (x)dt ≤
∫
M
φy,s(x, 0)dµ
ε
0(x)
+C3C
√
s+ C4s
for every (y, s) ∈M×(0,∞), 0 < σ˜ < s . Letting ε→ 0, using Lemma 4.2(i) and
(G1), since ξ ≤ 0, we obtain a uniform bound, for s in a compact set, namely∫ s−σ˜
0
∫
M
1
2(s− t)φy,s(x, t)d|ξ|(x, t) ≤
∫
M
φy,s(x, 0)dµ0(x)
+C3C
√
s+ C4s ≤ C + C3C
√
s+ C4s =: C¯ .
Now, take T > 0, 0 < R < R0. Integrating over BR(x0)× (0, T +1) we have:∫ T+1
σ˜
∫
BR(x0)
∫ s−σ˜
0
∫
M
1
2(s− t)φy,s(x, t)d|ξ|(x, t)dµs(y)ds
≤ C¯ωN−1D0(T + 1)RN−1 .
Hence, by Tonelli theorem,∫ T+1−σ˜
0
∫
M
∫ T+1
t+σ˜
1
2(s− t)
∫
BR(x0)
φy,s(x, t)dµs(y)dsd|ξ|(x, t)
≤ C¯ωN−1D0(T + 1)RN−1 .
Sending σ˜ → 0, by the monotone convergence theorem we have∫ T+1
0
∫
M
∫ T+1
t
1
2(s− t)
∫
BR(x0)
φy,s(x, t)dµs(y)dsd|ξ|(x, t)
≤ C¯ωN−1D0(T + 1)RN−1 .
So, ∫ t+1
t
1
2(s− t)
∫
BR(x0)
φy,s(x, t)dµs(y)ds ≤ C(x, t) <∞
for |ξ|−a.e. (x, t) ∈M × (0, T ) .
Step 2. For any x ∈ BR/2(x0), s > t > 0 we have:∫
M
φy,s(x, t)dµs(y) =
∫
BR(x0)
φy,s(x, t)dµs(y) +
∫
M\BR(x0)
φ
√
2(s−t)
y (x)dµs(y)
≤
∫
BR(x0)
φy,s(x, t)dµs(y) +
∫
M\BR/2(x0)
φ
√
2(s−t)
y (x)dµs(y)
≤
∫
BR(x)
φy,s(x, t)dµs(y) + 2
N−1e−
3
8
(R/2)2
2(s−t) D;
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here the fact that BR/2(x) ⊂ BR(x0) for any x ∈ BR/2(x0), and Lemma 4.2-(ii)
have been used. Thus for |ξ|− a.e. (x, t) ∈ BR/2(x0)× [0, T ],∫ t+1
t
1
2(s− t)
∫
M
φy,s(x, t)dµs(y)ds ≤
≤ C(x, t) +
∫ t+1
t
1
2(s− t)2
N−1e−
3
32
R2
2(s−t)D <∞ .
(6.2)
Since T > 0 and x0 ∈ M were arbitrary, (6.2) holds for |ξ|−a.e. (x, t) ∈
M × [0,∞).
Step 3. Now, take (x, t) ∈ M × [0, T ] such that (6.2) holds true. We shall
prove that
lim
s→t+
∫
M
φy,s(x, t)dµs(y) = 0 .
Let β(s) := log(s− t), and
h(s) :=
∫
M
φy,s(x, t)dµs(y) .
Hence, (6.2) implies ∫ 0
−∞
h(t+ eβ)dβ <∞ . (6.3)
We are going to show that (6.3) yields h(t+ eβ)→ 0 as β → −∞ .
Step 4. Let γ ∈ (0, 1] to be specified later. By (6.3), there exists a sequence
{βn} ⊂ (−∞, 0) such that
lim
n→∞
βn = −∞, 0 < βn − βn+1 ≤ γ, h(t+ eβn) ≤ γ . (6.4)
Let β ∈ (−∞, β1] and assume β ∈ [βn, βn−1) for some n ∈ IN . Since βn ≤ β,
from (1.12) we get
h(t+ eβ) =
∫
M
φy,t+eβ (x, t)dµt+eβ (y)
=
∫
M
φx,t+e2β (y, t+ e
β)dµt+eβ (y)
≤ eC32
(√
e2β−eβn−
√
e2β−eβ
)[ ∫
M
φx,t+e2β (y, t+ e
βn)dµt+eβn (y)
+C4(e
β − eβn) + C5
(√
e2β − eβn −
√
e2β − eβ)]
= e
C3
2
(√
e2β−eβn−
√
e2β−eβ
)[ ∫
M
φRx (x, t+ e
βn)dµt+eβn (y)
+C4(e
β − eβn) + C5
(√
e2β − eβn −
√
e2β − eβ)] ,
(6.5)
where R :=
√
2(2eβ − eβn) . Furthermore, in view of (6.4), we have
γ ≥ h(t+ eβn) =
∫
M
φy,t+eβn (x, t)dµt+eβn (y) =
∫
M
φrx(y)dµt+eβn(y) , (6.6)
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where r :=
√
2eβn . Note that
1 ≤ R
r
=
√
2eβ−βn − 1 ≤ 1 + C˜γ . (6.7)
Step 5. Let δ > 0 and set γ = min{δ, γ3(δ)/C˜}, where γ3 is given by Lemma
4.2(iv). By (6.5)-(6.6) and Lemma 4.2(v),
h(t+ eβ) ≤ eC32
(√
e2β−eβn−
√
e2β−eβ
)[ ∫
M
φRx dµt+eβn (y)
+C4(e
β − eβn) + C5
(√
e2β − eβn −
√
e2β − eβ)]
≤ eC32
(√
e2β−eβn−
√
e2β−eβ
)[
(1 + δ)
∫
M
φrxdµt+eβn (y) +Dδ
+C4(e
β − eβn) + C5
(√
e2β − eβn −
√
e2β − eβ)]
≤ eC32
(√
e2β−eβn−
√
e2β−eβ
)[
(1 + δ)γ +Dδ
+C4(e
β − eβn) + C5
(√
e2β − eβn −
√
e2β − eβ)]
for all β ∈ [βn, βn−1) . So, letting δ → 0+ (and thus γ → 0+), as β → −∞
(hence βn → −∞) we obtain
lim
s→t+
h(s) = 0 for |ξ| − a.e. (x, t) ∈M × (0, T ) . (6.8)
Step 6. By Lemma 5.1, for any σ˜ > 0,
lim sup
s→t+
h(s) ≥ κ2 > 0 d
(HN−2+σ˜⌊suppµt )dt−a.e. (x, t) ∈M×(0,∞) . (6.9)
On the other hand, in view of (G2), for all x¯ ∈M, 0 < R < R0, in BR(x¯)× [0, T ]
for any σ˜ ∈ (0, 1) there holds:
d|ξ| ≤ dµ = dµtdt << d
(HN−2+σ˜⌊suppµt )dt . (6.10)
By (6.8)-(6.10),
0 < κ2 ≤ lim sup
s→t+
h(s) = 0 |ξ| − a.e. (x, t) ∈M × (0, T ).
This implies ξ⌊BR(x¯)×(0,T )= 0. Since x¯ > 0 and T > 0 were arbitrary, the
conclusion follows. 
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7 Brakke’s inequality for the limit measure
In this section we establish the main result of the present paper. In fact, we
prove that the limit measure µt evolves by mean curvature flow, in the sense of
Brakke. To state this result precisely, we need some notations.
Recall that the upper derivative of a function ψ : IR→ IR at x0 ∈ IR is given
by
Dx0 ψ := lim sup
x→x0
ψ(x) − ψ(x0)
x− x0 .
Let φ ∈ C2c (M ; IR+); for any µ ∈ M(M) define:
B(µ, φ) ≡ −∞
whenever either of the following holds:
(i) µ⌊{φ > 0} 6∈ Mk(M);
(ii) |δµ|⌊{φ > 0} is not absolutely continuous with respect to µ⌊{φ > 0} ;
(iii)
∫
M φH
2dµ =∞ .
Otherwise,
B(µ, φ) :=
∫
M
{− φH2 + 〈∇φ, Txµ⊥(−→H )〉} dµ . (7.1)
Define
B
ε(uε, φ) := −ε
∫
M
{
φ
(
−∆uε + f(u
ε)
ε2
)2
+ 〈∇φ,∇uε〉
(
−∆uε + f(u
ε)
ε2
)}
dV
and observe that, in view of (3.1), for any t > 0 we have
d
dt
µεt (φ) = B
ε(uε, φ) . (7.2)
Our purpose is pass to the limit as ε → 0+ in (7.2). Indeed, to do it
appropriately we shall use suitable varifolds (see Subsection 2) associated to uε,
and results proved in Sections 3, 5, 6. Our main result is as follows.
Theorem 7.1 Let assumptions (H0) be satisfied. Let u
ε be the solution to
problem (1.1)-(1.2). Suppose that (1.6) and (1.13) hold true. Then the family
of Radon measures {µt}t≥0 from Proposition 3.3 are (N−1)−rectifiable for a.e.
t > 0 and satisfies the Brakke’s inequality:
Dt µt(φ) ≤ B(µt, φ) (7.3)
for every φ ∈ C2c (M ; IR+) and for every t > 0, where
µt(φ) ≡
∫
M
φ(x)dµt(x) .
Before going into the proof of the main result, let us introduce varifolds that
will be used in the sequel.
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Let t0 ≥ 0; {tn}n∈IN ⊂ [0,∞), tn → t0. Let uε be a family of equibounded
solutions to problem (1.1)-(1.2). Let {εn} ⊂ (0, 1), εn → 0; consider the se-
quence of functions
{un} ≡ {uεn(·, tn)} .
Define
dµn :=
(
εn
2
|∇un|2 + F (u
n)
εn
)
dV ;
dξn :=
(
εn
2
|∇un|2 − F (u
n)
εn
)
dV .
By standard results in unique continuation for parabolic equations, for each
t > 0 and n ∈ IN ,
V({∇uεn(·, t) = 0}) = 0 . (7.4)
So, for all n ∈ IN , we can define the (N − 1)− varifold V n by∫
M
ψ(x, S)dV n(x, S) =
∫
M
ψ(x,∇un(x)⊥)dµn(x)
for any ψ ∈ C0c (GN−1(M); IR). Note that ‖V ‖ = µn . Define
B
n(un, φ) := −εn
∫
M
{
φ
(
−∆un + f(u
n)
ε2n
)2
+〈∇φ,∇un〉
(
−∆un + f(u
n)
ε2n
)}
dV .
(7.5)
The next proposition will have a key role in the proof of Theorem 7.1
Proposition 7.2 Let φ ∈ C2c (M ; IR+). Assume that
(i) there exists µ such that µn → µ as n→∞, as Radon measure on M ;
(ii) |ξn|({φ > 0})→ 0 as n→∞ ;
(iii) there exists a constant Cˇ > 0 such that Bn(un, φ) ≥ −Cˇ for all n ∈ IN ;
(iv) HN−1( suppµ ∩ {φ > 0}) <∞ .
Then
(a) µ⌊{φ > 0} is (N − 1)−rectifiable;
(b) there exists V ∈ RVN−1(M) such that V n⌊{φ > 0} → V as n → ∞, and
‖V ‖ = µ⌊{φ > 0} ;
(c) for all Y ∈ C1c
({φ > 0};TM),
δ V (Y ) = − lim
n→∞
∫
M
εn〈Y,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV ;
(d) B(µ, φ) ≥ lim supn→∞Bn(un, φ) .
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7.1 Proof of Proposition 7.2
The proof of Proposition 7.2, to which this Subsection is devoted, needs some
preliminary results. To begin with, the next density lemma will be used (see
Lemma 7.4 in [16]).
Lemma 7.3 Let µ ∈ Mk(M). For any vector field Z ∈ L2µ(TM) and any
δ > 0, there exists a vector field Y ∈ C1c (TM) such that
‖Z − Y ‖L2µ(TM) ≤ δ .
Furthermore, we make use of the following lemma.
Lemma 7.4 Let φ ∈ C2c (M ; IR+), µ be a Radon measure, C1(φ) := sup
M
|Hessφ| .
Let uε be solution to equation (1.1) . Then∫
M
〈∇φ, Txµ⊥(−→H )〉dµ ≤ 1
2
∫
M
φH2dµ+ C1(φ)µ({φ > 0}) , (7.6)
∫
M
φH2dµ ≤ −2B(φ, µ) + 2C1(φ)µ({φ > 0}) , (7.7)
when these are defined; similarly∫
M
ε〈∇φ,∇u〉
(
−∆u+ 1
ε2
f(uε)
)
dV(x)
≤ 1
2
∫
M
εφ
(
−∆uε + 1
ε2
f(uε)
)2
dV(x) + 2C1(φ)
∫
{φ>0}
ε
2
|∇uε|2dV(x) ;
(7.8)
∫
M
εφ
(
−∆uε + 1
ε2
f(uε)
)2
dV(x)
≤ −2Bε(uε, φ) + 4C1(φ)
∫
{φ>0}
ε
2
|∇uε|2dV(x) .
(7.9)
Proof . Inequality (7.6) follows from the Cauchy-Schwartz inequality, since
C1(φ) ≥ supM |∇φ|
2
φ , in view of Lemma 3.1. Moreover, from (7.6) we deduce
(7.7). Inequalities (7.8)-(7.9) can be shown similarly. 
Note that in view of (7.4), for all n ∈ IN we can define the unit tangent field
νn :=
∇un
|∇un| V − a.e. in M ,
and the dual unit cotangent field ν˜n
(
i.e. ν˜n(νn) = 1 a.e. in M
)
.
We have the following auxiliary identity.
Lemma 7.5 Let φ ∈ C2c (M ; IR+), U ⊂⊂ {φ > 0}, Y ≡ (Y 1, . . . , Y N ) ∈
C1c (U ;TM). There holds:
−ε∆un〈∇un, Y 〉 = ε
2
div
(
Y |∇un|2)− ε
2
|∇un|2D Y : I
−ε div(∇un〈∇un, Y 〉) + εDY : ∇un ⊗ dun .
(7.10)
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Proof . Write u instead of un for brevity. Take any p ∈M and fix an orthonor-
mal frame {Ei}i=1,...,N around p. We have ∇u =
∑N
i=1 EiuEi around p ;
furthermore, if Z =
∑N
i=1 Z
iEi, then at p there holds divZ =
∑N
i=1 EiZ
i
and
∆uEiu =
( N∑
j=1
EjEju
)
Eiu =
N∑
j=1
[
Ej(EjuEiu)− EjuEj(Eiu)
]
=
N∑
j=1
Ej(EjuEiu)− 1
2
Ei
N∑
j=1
(Eju)
2;
here equality [Ei, Ej ](p) = 0 has been used. Thus,
−ε∆u〈∇u, Y 〉 = −ε∆u
N∑
i=1
EiuY
i
= −ε
N∑
i=1
Y i
N∑
j=1
Ej(EjuEiu) +
ε
2
N∑
i=1
Y iEi|∇u|2
= −ε
N∑
j,i=1
Y iEj(EjuEiu) +
ε
2
N∑
i=1
[
Ei(Y
i|∇u|2)− EiY i|∇u|2
]
= ε
N∑
j,i=1
[− Ej(Y iEjuEiu) + EjY iEjuEiu]
+
ε
2
div(Y |∇u|2)− ε
2
|∇u|2 div Y
= −ε
N∑
j=1
Ej(Eju〈∇u, Y 〉) + ε
N∑
i=1
〈∇Y i,∇u〉Eiu
+
ε
2
div(Y |∇u|2)− ε
2
|∇u|2 div Y .
(7.11)
It is easily seen that
DY : I = div Y , (7.12)
D Y : ∇u⊗ du =
N∑
j,i=1
EiY
jEjuEiu =
N∑
i=1
〈∇Y i,∇u〉Eiu . (7.13)
From (7.11)-(7.13) we get (7.10). 
The following representation formula for δ V n holds.
Lemma 7.6 Let assumptions of Lemma 7.5 be satisfied. There holds:
δ V n(Y ) =
∫
M
νn ⊗ ν˜n : DY dξn
−
∫
M
εn〈Y,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV(x) .
(7.14)
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Proof . Defining the stress tensor by
T :=
{
εn
2
|∇un|2 + 1
εn
F (un)
}
I − εn∇un ⊗ dun ,
we have
T =
εn
2
|∇un|2 (I − 2νn ⊗ ν˜n) + F (u
n)
εn
I . (7.15)
Integrating by parts, by (7.10) and (7.15),∫
M
εn
(
−∆un + f(u
n)
ε2n
)
〈∇un, Y 〉dV = −
∫
M
T : DY dV
= −
∫
M
(
εn
2
|∇un|2 + F (u
n)
εn
)
(I − νn ⊗ ν˜n) : DY dV
+
∫
M
(
−F (u
n)
εn
+
εn
2
|∇un|2
)
νn ⊗ ν˜n : DY dV
= −
∫
M
(I − νn ⊗ ν˜n) : DY dµn +
∫
M
νn ⊗ ν˜n : D Y dξn .
(7.16)
Since
δ V n(Y ) =
∫
M
DY : S dV (x, S) =
∫
M
DY : (I − νn ⊗ νn)dµn ,
from (7.16) we obtain (7.14). 
Now we are ready to prove Proposition 7.2.
Proof of Proposition 7.2 . Keep the same notation as above. By compactness
theorem for Radon measures with locally equibounded masses, there exist a
subsequence of {V nk} ⊂ {V n} and V˜ ∈ VN−1(M) such that V n → V˜ as
n→∞, as varifolds. Let us write {V nk} ≡ {V n}.
Claim 1. We have that V˜ ⌊{φ > 0} ∈ RVN−1({φ > 0}); moreover, ‖V˜ ‖ = µ
and µ is a (N − 1)−rectifiable Radon measure on M .
In fact, for U ⊂⊂ {φ > 0} and Y ∈ C1c (U ;TM), sending n → ∞ in (7.14),
in view of hypothesis (ii), we get
δ V˜ (Y ) =
∫
M
D Y : S dV˜ (x, S)
= − lim
n→∞
∫
M
εn〈Y,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV .
(7.17)
Furthermore, by hypothesis (iii) and (7.9) we obtain
| δ V˜ (Y )| ≤ ‖Y ‖∞ lim sup
n→∞
∫
U
εn|∇un|
∣∣∣∣−∆un + f(un)ε2n
∣∣∣∣ dV
≤ ‖Y ‖∞ lim sup
n→∞
∫
U
{
εn
2
|∇un|2
φ
+ εnφ
(
−∆un + f(u
n)
ε2n
)2}
dV
≤ ‖Y ‖∞ lim sup
n→∞
[
2C(φ, U)µn
({φ > 0})+ 2Cˇ + 4C1(φ)µn({φ > 0})]
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= ‖Y ‖∞
[
C(φ, U)µ
({φ > 0})+ 2Cˇ] .
Hence
|δV˜ (Y )| ≤ C(φ, U, µ, Cˇ)‖Y ‖∞. (7.18)
By (7.18), | δ V˜ |⌊{φ > 0} is a Radon measure on {φ > 0}. By Corollary 2) of
the rectifiability theorem in [3, pag. 450] and hypothesis (iv), Claim 1 follows.
So, (a) has been verified.
In view of rectifiability, the varifold V ≡ V˜ is uniquely determined by µ, in-
dependently of the subsequence; thus, the all sequence
{
V n⌊{φ > 0}} converges
to V as varifolds. So, (b) follows. From (7.17) we get (c).
It remains to prove (d). To this aim take ψ ∈ C2c
({φ > 0}; IR+) with√
ψ ∈ C1({φ > 0}; IR+). Since µ is rectifiable, in view of Lemma 7.3 we have:
(∫
{φ>0}
ψH2dµ
)1/2
= sup
{
〈
√
ψY,
−→
H 〉 : Y ∈ C∞c ({φ > 0};TM), ‖Y ‖L2(µ) ≤ 1
}
.
By (7.14), with Y replaced by
√
ψY , and assumption (ii), we get:∫
suppφ
√
ψ〈Y,−→H 〉dµ = −δV (
√
ψY ) = − lim
n→∞
δV n(
√
ψY )
= lim
n→∞
∫
suppφ
εn
√
ψ〈Y,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV
− lim
n→∞
∫
suppφ
νn ⊗ ν˜n : D(
√
ψY )dξn
≤ lim sup
n→∞
(∫
suppφ
εn|∇un|2|Y |2dV
)1/2 [∫
suppφ
εnψ
(
−∆un + f(u
n)
ε2n
)2]1/2
dV
≤ lim sup
n→∞
(∫
suppφ
|Y |2dµn
)1/2
lim sup
n→∞
[∫
suppφ
εnψ
(
−∆un + f(u
n)
ε2n
)2
dV
]1/2
= ‖Y ‖L2(µ) lim sup
n→∞
[∫
suppφ
εnψ
(
−∆un + f(u
n)
ε2n
)2
dV
]1/2
.
Fixing ψ = ψk and taking the sup on Y , this implies∫
suppφ
ψkH
2dµ ≤ lim sup
n→∞
∫
suppφ
εnψk
(
−∆un + f(u
n)
ε2n
)2
dV (7.19)
for all k ∈ IN , where {ψk}k∈IN ⊂ C2c ({φ > 0}) with
√
ψk ∈ C1({φ > 0}), ψk ≤
ψk+1 for every k ∈ IN, ψk → φ in L1({φ > 0}). Letting k → ∞ in (7.19), in
view of the monotone convergence theorem we have:
∫
suppφ
φH2dµ ≤ lim sup
n→∞
∫
suppφ
εnφ
(
−∆un + f(u
n)
ε2n
)2
dV
≤ C(φ, µ, Cˇ) ;
(7.20)
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in the last inequality (7.9) and hypothesis (iii) have been used.
Claim 2. The following equality holds:
lim
n→∞
∫
suppψ
εn〈∇ψ,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV
=
∫
suppψ
〈∇ψ, S⊥(−→H )〉dµ ,
(7.21)
for any ψ ∈ C2c
({φ > 0};TM) ; here S = S(x) = Tx µ .
To prove Claim 2, note that since µ is rectifiable, by Lemma 7.3 for each
δ > 0 we can select Y ∈ C1c
({φ > 0} ;TM) such that∫
suppψ
|Y (x) − S⊥(∇ψ(x))|2dµ ≤ δ2 . (7.22)
From (7.14) we obtain:
∫
suppψ
〈∇ψ, S⊥(−→H )〉 dµ =
∫
suppψ
〈S⊥(∇ψ),−→H 〉 dµ =
6∑
i=1
Ai , (7.23)
where
A1 :=
∫
suppψ
(
S⊥(∇ψ) − Y
)−→
H dµ ,
A2 := −δV (Y ) + δV n(Y )
A3 := −δV n(Y )−
∫
suppψ
εn〈∇un, Y 〉
(
−∆un + f(u
n)
ε2n
)
dV
A4 :=
∫
suppψ
εn
〈
Y − 〈∇ψ, νn〉νn,∇un〉(−∆un + f(un)
ε2n
)
dV
A5 :=
∫
suppψ
εn
〈〈∇ψ, νn〉νn −∇ψ,∇un〉(−∆un + f(un)
ε2n
)
dV
A6 :=
∫
suppψ
εn〈∇ψ,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV .
Let us estimate |Ai| for i = 1, . . . , 6 .
From (7.20) and (7.22) we get
|A1| ≤ δ
(∫
suppψ
H2dµ
)1/2
≤ C(ψ, φ) δ . (7.24)
In view of (b), we get
lim
n→∞
A2 = 0 . (7.25)
By (7.17),
lim
n→∞
A3 = lim
n→∞
∫
suppψ
νn ⊗ ν˜n : DY dξn = 0 . (7.26)
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Moreover, by (7.9), hypothesis (iii) and Ho¨lder inequality,
|A4| ≤
(
εn
∫
suppψ
|∇un|2
∣∣∣Y − 〈∇ψ, νn〉νn∣∣∣2dV)1/2
·
[
sup
suppψ
1
φ
∫
suppψ
εnφ
(
−∆un + f(u
n)
ε2n
)2
dV
] 1
2
≤
(
2
∫
suppψ
∣∣∣Y (x)− S⊥(∇ψ(x))∣∣∣2dV n(x, S))1/2 [C(suppψ, φ)]1/2
·
[
−2Bn(un, φ) + 4C1(φ)
∫
suppψ
εn
2
|∇un|2dV
]1/2
≤
(
2
∫
M
∣∣∣Y − S⊥(∇ψ)∣∣∣2dV n)1/2 [C(suppψ, φ)]1/2[C(φ, µεnt ({φ > 0}), Cˇ)]1/2 .
Thus,
lim sup
n→∞
|A4| ≤ C(φ, ψ)
(
2
∫
suppψ
|Y − S⊥(∇ψ)|2dV n)1/2
≤ C(φ, ψ, µ, Cˇ)δ .
(7.27)
Note that by definition of νn, I5 ≡ 0, hence from (7.23)-(7.27) we deduce∣∣∣∣
∫
suppψ
εn〈∇ψ,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV −
∫
suppψ
〈S⊥(∇ψ),−→H 〉 dµt
∣∣∣∣
≤ C(ψ, φ)δ .
Letting δ → 0+, we obtain (7.21).
Claim 3: The limit (7.21) remains true with ψ replaced by φ.
Too see this, for any δ > 0 we take ψ ∈ C2c
({φ > 0}; IR+) such that ψ <
φ, ‖φ− ψ‖C2 < δ . We write:
lim sup
n→∞
∣∣∣ ∫
suppφ
εn〈∇φ,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV
−
∫
suppφ
〈S⊥(∇φ),−→H 〉dµ
∣∣∣ ≤ lim sup
n→∞
|I1 + I2 + I3|,
(7.28)
where
I1 := −
∫
suppψ
〈S⊥(∇ψ),−→H 〉dµ+ lim
n→∞
∫
suppψ
εn〈∇ψ,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV ,
I2 := lim
n→∞
∫
suppφ
εn〈∇φ −∇ψ,∇un〉
(
−∆un + f(u
n)
ε2n
)
dV ,
I3 :=
∫
suppφ
〈S⊥(∇φ −∇ψ),−→H 〉dµ .
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By (7.21),
lim sup
n→∞
|I1| = 0 . (7.29)
By (7.20), Ho¨lder inequality and Lemma 3.1,
lim sup
n→∞
|I2| ≤ lim sup
n→∞
(∫
{φ>0}
|∇φ −∇ψ|2
φ− ψ |∇u
n|2dV
)1/2
·
[∫
{φ>0}
εn(φ − ψ)
(
−∆un + f(u
n)
ε2n
)2
dV
]1/2
≤ [2µ({φ > 0}) sup
{φ>0}
|Hess(φ− ψ)|]1/2C(φ, µ, Cˇ)1/2 ≤ C(φ, µ, Cˇ)δ .
(7.30)
Furthermore, it is easily checked that from (7.20) one also has
|I3| ≤ C(φ)δ . (7.31)
From (7.28)-(7.31), letting δ → 0+, and combining (7.19) and (7.20) with (7.1)
and (7.5), we get Claim 3 and (d). This completes the proof. 
7.2 Proof of Theorem 7.1
Finally we can prove the main result of the paper.
Proof of Theorem 7.1 .
For any φ ∈ C2c (M, IR+), from the semidecreasing property in Lemma 3.2
we have that
Dt0 µt(φ) > −∞ (7.32)
for a.e. t0 > 0, the upper derivative being clearly an ordinary derivative. Now,
fix any t0 > 0 such that (7.32) is satisfied, otherwise there is nothing to be
proven. Set
−∞ < D˜ ≡ Dt0 µt(φ) . (7.33)
Thus, there exists sequences {δk} ⊂ (0, 1), δk → 0 and {tk} ⊂ (0,∞), tk → t0
as k →∞ such that
D˜ − δk ≤ µtk(φ)− µt0(φ)
tk − t0 ;
we may assume that tk > t0 for all k ∈ IN.
Since µεnt → µt, we can find a sequence {rk} ⊂ (0,∞), rk → ∞ such that
for all k ∈ IN
D˜ − 2δk ≤
µ
εrk
tk
(φ)− µεrkt0 (φ)
tk − t0 =
1
tk − t0
∫ tk
t0
d
dt
µ
εrk
t (φ)dt . (7.34)
Note that, for d|ξεn | → 0 in M × [0,∞), we can increase rk so that∫ tk
t0
∫
{φ>0}
d|ξεrk | ≤ δ2k(tk − t0) . (7.35)
By the proof of Lemma 3.2, there exists C1 = C1(φ) > 0 such that
d
dt
µεnt (φ) ≤ C1(φ) for all n ∈ IN, 0 < t < t0 + 1 .
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For any k ∈ IN , define
Zk :=
{
t ∈ [t0, tk] : d
dt
µεrk (φ) ≥ D˜ − 3δk
}
.
We have
D˜ − 2δk ≤ 1
tk − t0
∫
[t0,tk]\Zk
(D˜ − 3δk)dt+ 1
tk − t0
∫
Zk
C1(φ)dt.
So,
meas(Zk) ≥ δk(tk − t0)
C1(φ) − D˜ + 3δk
≥ δk(tk − t0)
2(C1(φ)− D˜)
,
for k ∈ IN big enough. By (7.35),
meas(Zk) inf
t∈Zk
∣∣ξεrkt ∣∣({φ > 0} ≤ δ2k(tk − t0)) .
Hence, due to (7.2) and (7.15), we can construct a sequence {sk} ⊂ Zk such
that
D˜ − 3δk ≤ d
dt
µ
εrk
t (φ)|t=sk = Bεrk (uεrk (·, sk), φ) , (7.36)
and ∣∣∣ξεrksk ∣∣∣ ({φ > 0}) ≤ 2(C1 − D˜)δn . (7.37)
By hypothesis (1.13) with K = suppφ and standard compactness results,
there exists a subsequence of {µεrksk }, which converges to µ˜, for some Radon
measure on M µ˜. By Lemma 3.2 it is possible to show that (see [16], Section
7.6)
µ˜⌊{φ > 0} = µt0⌊{φ > 0}, (7.38)
hence B(µ˜, φ) = B(µt0 , φ) .
Corollary 4.4 combined with (7.36)-(7.38) implies that hypotheses (i)−(iv) of
Proposition 7.2 are satisfied with {un} replaced by {uk}, where uk ≡ uεrk (·, sk).
By (7.33), (7.36)-(7.38), due to Proposition 7.2-(a), we see that µt0 is locally
(N − 1)−rectifiable (varying φ = φi ∈ C2c (M,R+) in a coutable set of functions
such that ∪{φi > 0} =M). Moreover, in view of Proposition 7.2-(d), we obtain
Dt0 µt(φ) ≤ B(µt0 , φ).
This completes the proof. 
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