ABSTRACT Information fusion using evidence theory in wireless sensors networks has been used extensively to identify targets because it offers the advantage of handling uncertainty. But the classical Dempster's combination rule cannot deal with highly conflicting information because it often generates counterintuitive results. In this paper, a new weighted evidence combination approach is proposed to solve this problem. First, two measures, i.e., a new contradiction measure of each body of evidence (BOE) and a probabilisticbased dissimilarity measure between two BOEs, are introduced to estimate the value of weight of each sensor. Then, when combining conflicting information, reasonable results can be produced by using weighted average of BOEs and Dempster's rule. Our experimental results showed that the proposed method has better performance in convergence than the existing methods.
I. INTRODUCTION
Recently, the fusion of multisensor information for detecting and identifying targets has been studied extensively and implemented in wireless sensor networks (WSNs). The fusion of multisensor information is a technology that combines the data provided by several sources into a unified result [1] , [2] . It generates a comprehensive decision on monitoring the target based on the information collected from several sensor nodes in WSNs. In a target identification system with decision fusion, local decisions are produced by distinct sensor nodes, and the fusion center combines these local decisions in order to form a more rational final decision [3] . Recently, decision fusion has received significant attention due to its advantages in communication bandwidth, energy consumption and reliability [4] . It is used extensively in many complex applications, including military, healthcare, disaster search, and security surveillance applications [5] . In such applications, the sensors are vulnerable to the complicated physical surroundings and battlefield operations. In addition, in the process of recognizing similar targets that belong to different classes, it is difficult to correctly classify the target into a specific class [6] . Thus, the local decision derived from each sensor is always imprecise, vague, and uncertain. In order to solve these problems, several mathematical theories have been discussed and used to deal with uncertain, vague, and imprecise sensor information. These theories include the Bayesian theory [7] , fuzzy set theory [8] , evidence theory [3] , and possibility theory [9] , all of which have been proven to provide rational and effective solutions for combining imperfect information [10] . In this paper, we focused on using evidence theory represented by belief functions to deal with the decision fusion problem for identifying targets in WSNs.
The theory of evidence, also called the Dempster-Shafer theory or belief functions theory, is used extensively for information fusion due to its advantages of handling uncertainty and imprecision with an evidential reasoning framework [11] . This framework depends on the principal notion of mass function or belief function to express uncertainty [12] . In this view, mass function is related to an ill-known variable, W , that has a unique correct value on a finite space. We consider that only one of the potential classes concerning the target is true, and we use the variable W to model all possible classes of a target. The combination of several bodies of evidence (BOEs) will decrease the degree of belief of the impossible class, keeping the class that is most possible as the outcome [13] . However, combining uncertain or imperfect information collected from distinct sensors always involves unavoidable conflicts. A series of papers has indicated that the conflict is due to the disagreement between sensors concerning the same observation, or to some unreliable sensors [12] , [14] .
In the theory of belief functions, the interpretation and measure of conflicts have essential roles. In particular, the naive application of the classical Dempster's combination rule [15] , which requires less computation, always leads to counterintuitive results when BOEs are in conflict. This problem is clarified by the famous Zadeh's counterexample [16] . In order to obtain a reasonable combined result, different approaches have been proposed to manage conflicting belief functions. Roughly speaking, there are two kinds of methodologies [17] , the first of which defines alternative combination rules, allowing us to directly manage the conflicts in these rules of combination in a flexible way. Three famous alternatives, i.e., conjunctive combination rule [18] , disjunctive combination rule [19] , and compromise combination rule [20] , are presented and analyzed [21] . Different alternative rules would be appropriate for disparate conflicting situations and redistribute the global (or partial) conflicting mass values to corresponding subsets of all classes. However, since most of these alternatives are not commutative and associative, they always increase the computation burden associated with the complex combination operation. As a consequence, we have the second kind of methodology, which reduces the conflict before combination and can be used as a feasible approach for combining conflicting belief functions in WSNs. In this way, the degrees of conflict often are used to estimate the weighting factors of different sources without any extra training or a priori knowledge. The original BOEs are modified based on the different weighting factors, and the influences of conflicting belief functions are decreased, which keeps the classes supported by reliable sensors as the combined result by using Dempster's rule. Furthermore, because this kind of methodology has the better mathematical properties of Dempster's combination rule, many works related to the weighted evidence combination have emerged, such as the discounting rule and the weighted average of BOEs [22] - [24] .
Based on the aforementioned methodologies, we use the weighted combination method as our basic idea. The initial BOEs from unreliable sensors are modified by means of corresponding weights. Thus, rational, combined results can be expected by using the classical Dempster's rule, since the effect of bad evidence is reduced before combination. To do this, we used both the dissimilarity measure between BOEs and the contradiction measure of each BOE to estimate the weights of distinct sensors [14] , [25] . In this paper, the contradiction measure is used to quantify the quality of a BOE. This measure is based on the idea of internal conflict and the well-known pignistic probability function, BetP [26] . When working in a probabilistic framework, the potential classes of the monitoring target are expressed as singleton focal elements. Computing the conflicts of such singleton elements seems more useful for making decisions in the target identification scenario in WSNs. In order to complement the disadvantages of probability function, BetP, a simple uncertainty measure called nonspecificity measure also is considered, allowing the determination of contradiction to be defined more comprehensively. Subsequently, we introduce a feasible method to capture the dissimilarity between BOEs collected from two independent sensors. This dissimilarity measure references the idea of mutual conflict and uses the pignistic probability to find the principal difference between conflicting BOEs. Then, based on the assumption that the majority of sources are credible, the degree of credibility of each sensor can be computed by using the probabilistic-based dissimilarity measure. As a result, the weights of distinct sensors are determined from both the contradiction measure and the credibility measure. First, we use the proposed dissimilarity measure to generate the degree of credibility of each sensor, and then the degree of contradiction of each BOE is jointly calculated by using the internal conflict and the nonspecificity measure. Finally, the value of weight is estimated according to both the degree of credibility and the degree of contradiction of each BOE. All of these measures are determined based on the information provided by the sensors, so no training or a priori knowledge is required to estimate the weight of the evidence. Considering the requirements of energy consumption and communication bandwidth in WSNs, the weighted combination approach using the weighted average of multisource evidence, which has a relatively low computation burden, is used in this paper.
The rest of the paper is organized as follows. Section 2 summarizes the related work. Section 3 introduces some basic concepts and the existing measures of conflict in belief function theory. The proposed measure of weight of each sensor and the weighted evidence combination approach are presented in Section 4. Section 5 provides numerical examples to show the efficiency of our proposed method. Our conclusions are presented in Section 6.
II. RELATED WORK AND CONTRIBUTIONS OF THIS WORK
The dissimilarity measure and contradiction measure [14] , [25] always are described by the degree of conflict. In the last few decades, different approaches to conflict measures have been presented. The conventional definition of conflict, which the mass of combined belief assigned to the empty set that results from the conjunctive combination rule, often is questionable in real applications. Indeed, we always obtain a positive value of conflict even if two identical BOEs are combined. The evidential distance between two BOEs is another criterion that generally is used in the theory of belief functions as a measure of conflict [27] - [29] . Nevertheless, the conflict measure based on distance captures only one aspect of the differences between belief functions [11] , and this definition of conflict is inadequate in some cases (e.g., [21] ). In [14] , a rational conflict measure defined by the product of the Jousselme's distance and the degree of inclusion was proposed. In spite of this measure has better performance than other existing ones, its computation burden is very heavy due to the complex computational process of Jousselme's distance. Since the aforementioned approaches are not always very appropriate, Daniel [25] introduced the idea that we should distinguish internal conflict from mutual conflict in order to capture the nature of the interrelation between BOEs. The internal conflict, also called auto-conflict or self-conflict, has been studied and described in different ways as a contradiction measure within a single BOE [12] . But by looking only at the internal conflict, it is difficult to find the difference between a uniform Bayesian belief function and a vacuous belief function.
This paper focuses on the weighted evidence combination approach for identifying targets in WSNs, and the measure of conflict is essential in this work. Considering the disadvantages of existing measures, the main contributions are summarized as follows:
1) The nonspecificity measure is adopted to address the disadvantage of the definition of internal conflict, and the probabilistic-based dissimilarity measure that has a lower computation burden is introduced to characterize the difference between two BOEs. 2) We present a novel weighted evidence combination method based on the dissimilarity measure between BOEs and the contradiction measure within a single BOE. In particular, the weight of each sensor is defined by the fusion of two such measures. 3) Two different numerical examples are given to demonstrate the performance of our proposed method by comparing with other methods' results.
III. LIMITATIONS OF THE EXISTING CONFLICT MEASURES
In this section, we list a few basic concepts commonly used in belief functions theory. Some existing measures of conflict also are presented.
A. BASICS OF THE EVIDENCE THEORY
Let be a finite set called the frame of discernment, = {w 1 , w 2 , . . . , w i , . . . , w n } , the elements of which are exhaustive and mutually exclusive, and we denote its corresponding power set as 2 . This power set represents the set of all possible subsets of , indicated by: Let m 1 and m 2 be two BBAs derived from independent sensors. The Dempster's combination rule is often applied for combining them, as follows:
,
where B∩C=φ,∀B,C⊆ m 1 (B) ×m 2 (C) is the mass of combined result committed to the empty set, denoted as m ⊕ (φ). The Dempster's combination rule is applicable only when m ⊕ (φ) = 1. In [26] , the well-known pignistic probability function, BetP, which transfers the BBA into a subjective probability distribution, is formally defined as follows:
where m (·) is the given BBA defined on , and |A| is the cardinality of focal element A. The transformation from BBA, m, to pignistic probability, BetP, is called the pignistic probability transformation. For an unknown target, the final decision based on decision fusion can be made according to the corresponding BetP of each singleton.
B. EXISTING CONFLICT MEASURES
Assume that there is a target identification system that is composed of several independent sensors, and all of the sensors implement local classification operations and make local decisions based on their observations [3] . For a target that has = {w 1 , w 2 , . . . , w i , . . . , w n } possible classes, the local decision of each sensor can be regarded as the corresponding evidence, and the decision fusion operation is VOLUME 5, 2017 conducted according to a feasible combination rule that has a lower computation burden in the fusion center. Due to the interference of application scenarios and the malfunction of distinct sensors, combining the information provided by each sensor should take the inevitable conflict into consideration, and the measure of conflict has a central role in information fusion [14] . In the last few decades, many researchers have proposed a series of approaches to quantify the degree of conflict among BOEs. In this section, we present some commonly-accepted methods and use several examples to show the problems of these conflict measures.
The measure m ⊕ (φ) is the conventional measure of conflict in evidence theory. When the value of m ⊕ (φ) between two BOEs is high, it indicates that most of the focal elements from these two BOEs, which are combined, have a small intersection. Unfortunately, this explanation of conflict is often questionable, as indicated in the following example.
Example 1: Consider that two BOEs, E1 and E2, from two distinct sensors on the frame of discernment, = {A, B, C}, are defined as follows:
These two BOEs are identical numerically, and combining them with Dempster's rule produces a positive value of conflict (m ⊕ (φ) = 2 3 ).This is not in consistent with reality, since we always consider two identical BBAs to be nonconflicting. This idea also was supported by Liu [21] , and we can often obtain m ⊕ (φ) > 0 between two identical BBAs unless they are consonant BBAs. As a consequence, m ⊕ (φ) is not adequate as the conflict measure between the two BBAs.
2) CONFLICT MEASURE BASED ON THE EVIDENTIAL DISTANCE
According to the idea that the two BOEs are considered in conflict when the strongly supported hypotheses of two sources are far away from each other, several conflict measures based on evidential distance are presented and analyzed. In [27] , a famous distance, denoted as d J , was presented by Jousselme et al. This distance considers a BOE as a multidimensional vector. The conflict between two BOEs can be quantified on the basis of the distance between distinct vectors. Let m 1 , m 2 be two BOEs collected from two different sensors on the frame of discernment . The distance d J between m 1 and m 2 is formally defined as follows:
where D is a 2 | | × 2 | | matrix, and the elements in D are calculated as: D ij = |Ai∩Bj| |Ai∪Bj| , A i , B j ∈ 2 . This measure of distance has been used in many scenarios with conflicting BOEs. But, in some special cases, it is not sufficient to express the difference between two BOEs, and the computing complexity of this measure will increase rapidly as the size of matrix D increases.
Example 2: Let's consider two BOEs, E1 and E2, on the frame of discernment = {A, B, C, D, E, F}, and the following BBAs:
In this example, the two BOEs completely contradict each other. There is no hypothesis that can be collectively supported by these two BBAs. However, the value of d J is not large enough (d J = 0.577) to reflect the real degree of conflict between them.
3) CONFLICT MEASURE BASED ON THE COSINE THEOREM
According to the concept of vector space, different conflict measures based on the cosine theorem are discussed. Jousselme and Maupin [31] suggested using the plausibility function to transform the BOE into a 2 n -dimensional vector. In [29] , the pignistic probability function, BetP, was proposed to transform a single BOE into an n-dimensional vector in WSNs. Compared with the plausibility function, the computing complexity of the conflict measure using the pignistic probability function is relatively lower, and it seems more consistent with the requirement of energy consumption in WSNs. On the frame of discernment = {w 1 , w 2 , . . . , w i , . . . , w n } , this conflict measure between m 1 and m 2 is defined as follows:
where PignisticVector m is an n-dimensional pignistic probabilistic vector, |PignisticVector m| is the cardinality of vector m, PignisticVector m 1 , PignisticVector m 2 is the vector product in n-dimensional space. 
According to equation (6), we can obtain ConfDegree (m 1 , m 2 ) = 0. This indicates that there is no conflict between a uniform Bayesian BBA, m 1 , and a vacuous BBA, m 2 . The result computed by using (6) in this example is not realistic. In fact, the vacuous BBA expresses that the real class of a monitoring target is completely unknown. Nevertheless, a uniform Bayesian BBA indicates that all possible classes of a target may appear with equal probabilities. These two BBAs have very different opinions about the real class. Therefore, the uncertainty of E2 is larger than that of E1, and this measure of conflict based on the cosine theorem cannot reflect the difference between two such BOEs.
IV. A NEW WEIGHTED EVIDENCE COMBINATION METHOD
Usually the degrees of conflict among BOEs can be used to estimate the weighting factors of independent sources. The higher the conflict is between two BOEs, the less similarity there is between them. When there are n BOEs from distinct sensors, the weight of evidence, m i , is calculated by the similarity between m i and the other n − 1 BOEs. Based on this principle, a series of conflict measures in evidence theory has been proposed, but there is no universally agreed approach to measure the degree of conflict between BOEs. In [25] , Daniel introduced the idea of distinguishing internal conflict from mutual conflict to capture the nature of the conflict. The idea that an internal conflict can be seen as a contradiction measure within a single BOE also was supported by Martin [14] . Thus, to define a rational conflict measure, we must take into account both the internal conflict and the mutual conflict. The internal conflict of a BOE can quantify its own quality. But by looking only at the internal conflict is insufficient to indicate the difference between a uniform Bayesian BBA and a vacuous BBA, as shown in Example 3. Thus, we should take into consideration another measure that also describes the quality of a single BOE. When both of the measures can be used jointly, a more efficient contradiction measure can be expected. In addition, the credibility measure is based on the underlying assumption that most of the sources are credible. With this assumption, first, we introduce a probabilistic-based dissimilarity measure to characterize the difference between two BOEs, and then the degree of credibility of the BOE is calculated by using the degree of dissimilarity between this BOE and the others. Finally, the value of weight can be estimated according to both the degree of credibility and the degree of contradiction. As a consequence, the determination of the weight of a BOE involves both the dissimilarity measure and the contradiction measure, and a novel estimation approach of the weights defined by the fusion of two such measures is presented in this section.
A. CONTRADICTION WITHIN MASS FUNCTIONS
For a target identification task, we often consider that only one class on the frame of discernment = {w 1 , w 2 , . . . , w i , . . . , w n } is true. In evidence theory, if all of the BOEs are reliable, they should strongly support the same class, w i , as their decisions. Thus, a relatively accurate BBA should contain less focal elements on , and the extreme case of a totally correct BBA appears when the only focal element is a singleton, w i , such that m (w i ) = 1. In the pignistic probabilistic framework, the mass, m (w i ), is converted into the probability, BetP (w i ). When BetP (w i ) < 1, it means that some of the existing focal elements support other classes as the outcomes for the identification task. Such a BBA is conflicting, and the conflict within a single BBA is defined as the internal conflict, which has the following form:
where BetP (w) is the pignistic transformation that corresponds to a BBA, m. Although the internal conflict can characterize the quality of the evidence correctly and effectively in most situations [12] , [25] 
This example indicates that there is not the slightest difference in their internal conflicts. However, the evidence E2 is a vacuous BBA, and the evidence E1 is a uniform Bayesian BBA. The uncertainty of E2 is larger than that of E1, whereas the quality of E1 should be better than that of E2, and the result is not reasonable. This problem is produced by the assumption that the pignistic transformation is linear. In order to address this problem, we introduce a simple uncertainty measure to complement the measure of internal conflict. In the last few decades, various methods have been presented to measure the degree of uncertainty of a BBA [30] , [32] , such as the nonspecificity measure, the ambiguity measure, the aggregated uncertainty measure, and Deng entropy. Deng [30] demonstrated that both the nonspecificity measure and Deng entropy have better performance because they can generate rational values when the size of the focal element changes. In this paper, we used the nonspecificity measure, which uses the cardinality of focal elements to eliminate the effect of the assumed linearity property. The nonspecificity measure has low computing complexity, and it is defined as follows:
where A is the focal element of a BBA, and |A| is the cardinality of A. Using (8), we can get N (m 1 ) = 0, N (m 2 ) = 1 in Example 4. We also find that the value of N (m 2 ) is larger than that of N (m 1 ), thus this result correctly corresponds to reality. Nevertheless, the value of N (m) only can characterize the number of singletons in compound focal elements. When all focal elements are singletons, the value of N (m) is always equal to 0. By looking at this value alone, it is impossible to capture the real quality of a BBA.
Example 5: Let's consider two BOEs, E1 and E2, on the frame = {A, B} and the following the BBAs:
According to the definition of the nonspecificity measure, both N (m 1 ) and N (m 2 ) are equal to 0. There is no uncertainty within these two BOEs. In fact, evidence E1 shows that class A and class B appear with equal probabilities, and the evidence E2 is absolutely certain that class A is the real class of the target. Therefore, the uncertainty of E1 should be relatively larger, and the value of N (m 1 ) is not consistent with reality. But by (7), we can obtain InC(m 1 ) = 0.5, InC(m 2 ) = 0. These two InC(m) values indicate that the two BBAs have rather different quantities regarding their degrees of uncertainty.
As a result, the value of InC(m) itself may not reflect the total quality of the evidence very well. The InC(m) coupled with the N (m) can provide a more comprehensive contradiction measure.
If we assume that there are k pieces of evidence, the contradiction measure ContP (m i ) of a BBA, m i , can be calculated by:
where InC (m i ) is the normalized internal conflict of m i , and N (m i ) is the normalized uncertainty measure of m i . If there are n possible classes of , according to equation (7) , the maximal value of internal conflict is equal to n−1 n . In this condition, both the uniform Bayesian BBA and the vacuous BBA can have the maximal internal conflict. Their distinction can be characterized by the value of N (m). However, the categorical BBA has the minimal value of internal conflict InC(m) which is equal to 0, and the minimal value of the degree of uncertainty N (m), which also is equal to 0. This shows that the internal conflict measure and the uncertainty measure are complementary and compatible. The performance of the new contradiction measure ContP (m), which associates the two measures, should be more rational and comprehensive. The following example demonstrates the different behaviors of InC , N , and ContP.
Example 6: Let be a frame of discernment with 20 elements, which are shown as element 1, element 2, . . . Table 1 provides the process of changing subset A. Fig. 1 shows the comparison of InC , N , and ContP for these 20 cases. Fig. 1 shows that, with the growth of the size of subset A, the values of InC , N , and ContP increase monotonously at different rates. Indeed, for cases 1 through 5, the set of singletons with maximum pignistic probability keeps changing, and the maximum value of the pignistic probability is decreasing rapidly. Therefore, the InC and ContP values, which maintain relatively fast growth in these cases, are reasonable, and the value of N , which keeps growing at a steady rate, does not reflect the actual changes of the singletons. Then, from cases 7 through 20, element 7 is the only singleton with maximum pignistic probability in these cases, and its value of pignistic probability keeps decreasing gradually. Thus, the N and ContP values, which increase steadily, also are reasonable, and the value of InC maintains a very low growth rate cannot reveal the increase in the uncertainty of these cases.
In general, both the normalized internal conflict InC and normalized uncertainty measure N are changing irrationally as the size of subset A increases. The contradiction measure ContP is the only rational measure among the three measures.
B. DISSIMILARITY OF MASS FUNCTIONS
The contradiction measure characterizes the quality of a single BBA. In order to capture the dissimilarity between two or more BBAs, the probabilistic-based dissimilarity measure is introduced in this subsection. Liu [21] defines a general interpretation of conflict. This definition indicates that the conflict between two BOEs can be interpreted as the hypothesis strongly supported by one BOE is incompatible with another hypothesis, which is strongly supported by the other BOE. Indeed, if two sensors are in agreement and most of the masses from the two sensors are assigned to identical or compatible focal elements, we believe that there is no conflict between the information provided by the sensors. Otherwise, we believe that at least one of the two sensors is not credible, and the information they provide is in conflict. In such a definition, we pay more attention to the singletons with maximum pignistic probability because only one class concerning the target is true. When two BOEs are mutually conflicting, the singletons with maximum pignistic probability from them should be contradictory and incompatible. According to the aforementioned ideas, a probabilistic-based measure of dissimilarity can be given by:
where X = {arg max This dissimilarity measure is built from the interpretation of mutual conflict between two BOEs. According to equation (11) , when the BBAs reported by two sensors assign their maximum pignistic probability to compatible singletons, there is not even the slightest dissimilarity between them. Otherwise, the degree of dissimilarity between such two sensors is limited to the interval from 0 to 1. Equation (11) provides a reasonable way to measure the degree of dissimilarity, but it only shows the difference between the possible classes that are strongly supported by two sensors for a target identification task in WSNs. Thus, it is not possible to tell the difference between the other classes, which are relatively weakly supported by the two sensors. This problem is illustrated in Example 7.
Example 7: Assume that the BBAs for three BOEs, i.e., E1, E2, and E3, on the frame = {A, B} are defined as:
In this example, both evidence E1 and evidence E2 support class A as their final decisions, and evidence E3 considers that the real class of the target is absolutely unknown. However, according to equation (11), we get DismP (m 1 , m 2 ) = DismP (m 1 , m 3 ) = DismP (m 2 , m 3 ) = 0. The results don't correspond to reality intuitively. Furthermore, using (3), we can get BetP m 1 (A) = 0.7, BetP m 2 (A) = 1. It says that the two BBAs have rather different degrees of support for class A based on pignistic probability. E2 doesn't support class B at all, whereas E1 provides a small amount of support to class B. By using only the probabilistic-based dissimilarity measure, we cannot identify such differences between E1 and E2, and, as well, the vacuous BBA E3 cannot be distinguished from E1 and E2.
In order to avoid the counterintuitive results produced by (11), we argue that the contradiction measure should be taken into consideration. If the proposed contradiction measure ContP (m i ) is used, we can get:
The results of the contradiction measure seem more rational because they are in accord with the analysis of the degrees of support of the decisions. Indeed, the degree of contradiction of a BBA, m, should be relatively larger if the m assigns a smaller degree of support to its decision. The dissimilarity quantifies the disagreement between two decisions reported by sensors on the real class of a target, and the contradiction defines how a BBA contradicts its decision. These two factors are complementary, and both of them can describe different aspects of the BBAs involved. Therefore, a rational and effective approach for the determination of the weighting factors of distinct sensors should take into account both the contradiction measure and the dissimilarity measure. Thus, we propose a reasonable way to estimate the weights of sensors, and we used the combination method based on the weighted average of multisource evidence to generate better combined results.
C. DETERMINATION OF THE WEIGHTING FACTORS OF SENSORS
As mentioned earlier, we suggest that the measure of the weights of sensors is associated with both the contradiction measure and the dissimilarity measure. In this paper, the dissimilarity measure is used to generate the degree of credibility of each source of evidence based on the assumption that most of the sources are credible. Then, the weight of each sensor is calculated by the fusion of the credibility and contradiction measures. The value of DismP represents the degree of conflict between two BOEs. We posit that the more one source of evidence is in conflict with the other sources of evidence, the less credible it becomes. When n sensors are deployed in the monitoring area for a target identification task, the dissimilarity between two sensors can be calculated by (11) . The greater the dissimilarity is between two sensors, the less the similarity is between them. Therefore, the similarity measure can be given by:
where Sim m i , m j denotes the degree of similarity between m i and m j . When the degree of similarity between each pair of sensors is computed by (12), a similarity measure matrix is defined as follows:
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Subsequently, the credibility of the BBA, m i , can be given by:
Obviously,
Crd(m i ) = 1, and Crd(m i ) can be regarded as the weight of the sensor that reports the BBA, m i . But by using the degree of credibility alone, it is difficult to get rational weights when the singletons with maximum pignistic probability provided by distinct sensors are identical or compatible, such as the three BOEs in Example 7. Consequently, we should jointly use the mutually-complementary credibility measure and the contradiction measure to estimate the appropriate weight of each sensor. Various fusion approaches have been proposed to mix these two kinds of measures. In this work, we used a negative exponential function to merge two disparate measures as our solution [17] . First, this idea uses the degree of credibility as the weight of corresponding sensor and then uses the contradiction measure to modify the generated weight. When a credible sensor has a lower degree of contradiction, the value of the weight of the sensor should be increased. However, when an incredible sensor has a lower degree of contradiction, the value of the weight of this sensor should be decreased. The estimation approach of the weight is presented as follows:
where Crd(m i ) denotes the degree of credibility of m i based on the dissimilarity measure. ContP(m i ) denotes the degree of contradiction of m i calculated by (10) . Crd(m i ) is used to evaluate the degree of credibility, as given by:
Crd(m j ).
In ( 
D. COMBINATION METHOD BASED ON THE WEIGHTED AVERAGE OF EVIDENCE
Assume that there are n BOEs reported by n sensors. According to the weighted average method proposed in [23] , the modification of the initial BBAs from distinct sensors is given as:
where
and it denotes the normalized weight of m i . Using (18), we can obtain the weighted averaged evidence, MAE (m), which has reduced the effect of incredible evidence according to corresponding weight w i . After that, the final combined result is calculated by using Dempster's combination rule to combine the weighted averaged BBA MAE (m) for n − 1 times. Algorithm 1 describes the pseudocode of the proposed combination method based on the weighted average of evidence. (11) 5: determine the degree of credibility Crd (m i ) according to equation (15) 6: estimate the value of weight w(m i ) according to equation (16) 7: end for each 8: generate the weighted averaged BBA MAE (m) of the original BBAs by (18) 9: obtain the combined result by using Dempster's rule to combine the MAE (m) for n-1 times. 10: end event
V. NUMERICAL EXAMPLES
In this section, two illustrative examples are given to demonstrate the effectiveness of our combination approach, which introduces a new way to determine the weights of distinct sensors. We assumed that the information collected from the sensors had been processed into BBAs by some existing algorithms. Some specific BBAs, which always lead to unreasonable combined results using Dempster's rule, and the example of target identification in [33] were used to test the performance of our approach.
Example 8: Four groups of BOEs are given in Table 2 . Group 1 defines two BOEs that contradict each other. Group 2 defines two BOEs that are in low conflict. Groups 3 and 4 define four BOEs that are in high conflict. The BOEs of these four groups were combined based on our approach and the classical Dempster's rule, respectively, and the combined results are shown in Table 3 .
In Table 3 , the classical Dempster's rule produced unreasonable combined results for all of the groups. For Groups 1, 2, and 3, counterintuitive results were provided by Dempster's rule, whereas our proposed method provided rational results that were consistent with intuitive reasoning. For Group 4, Dempster's rule was unavailable because m 2 totally contradicted the other BOEs. The result with our proposed method for Group 4 also had a reasonable BBA in that A was considered to be the most probable outcome in such a conflicting situation. Hence, by contrast, the proposed method can provide satisfactory performance on the combination of conflicting BOEs whereas the classical Dempster's rule cannot. In the next example, the effectiveness of our proposed method is demonstrated by comparing its results on target identification with a series of combination approaches.
Example 9: Assume that a real target is observed by a multisensor-based target identification system with five different kinds of sensors. Assume that the frame of discernment regarding the potential classes of the target is = {A, B, C}, and the real target is A. In this example, it is apparent that S1, S3, S4, and S5 strongly support target A, whereas S2 strongly supports target B. Obviously, the BBA collected from S2 is abnormal, i.e., S2 is in conflict with the other sensors due to its own malfunction or errors in the observation.
The final combined results can be calculated by using algorithm 1. In order to demonstrate the advantages of our proposed method, some different combination approaches also were used for Example 9. Table 4 lists the combined results using different approaches.
The results in Table 4 indicate that, when conflicting BOEs were obtained, counterintuitive results that will lead to the wrong decisions are always produced by the classical Dempster's rule. As the number of BOEs increased, various approaches provided accurate and reasonable results that committed the largest mass values to the real target A. The approaches that successfully provided accurate and reasonable results were our proposed method, Murphy's method based on the arithmetic average of BOEs [22] , Yong et al. et al. [23] weighted averaging based on Jousselme's distance, Zhang et al. [29] weighted averaging based on the cosine theorem, and Han et al. [17] weighted averaging based on Jousselme's distance and uncertainty measure. However our proposed method assigned a larger mass value to the real target than the other four approaches. In addition, our proposed method can identify the real target explicitly when the system obtains three BOEs. As the number of BOEs increased, the combined result steadily converged to a rational target. Table 4 shows that our proposed method had the best convergence performance among the five methods. The reason for these phenomena was that the determination of weights depended on both the dissimilarity measure and the contradiction measure, and these weights can sufficiently reduce the harmful effect of bad evidence on the final results. Thus, the numerical examples showed that our proposed method can provide much better results than the other four methods.
VI. CONCLUSION
In this paper, we mainly discuss the weighted evidence combination approach for the target identification problem in WSNs. Counterintuitive results often are produced by Dempster's combination rule when conflicting local decisions are collected from distinct sensors and combined. Consequently, many researchers have proposed various methods to address this problem. Considering the limitations of the energy of the nodes and the computation ability in WSNs, in this paper, we presented a new weighted evidence combination method based on the dissimilarity between BOEs and the contradiction within a single BOE. The experimental results showed that our proposed method had better performance in effectiveness and convergence than the other existing weighted evidence combination methods. In future study, the improvement will include the following two aspects: (1) identifying more rational factors for use in estimating the weights of sensors to further decrease the harmful effect of bad evidence on the final results and (2) designing more effective combination approaches to handle uncertain and conflicting information.
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