Suppose G is a cyclic group and M a closed smooth Gmanifold with exactly one isotropy type. We will show that there is a nonsingular real algebraic G-variety X which is equivariantly diffeomorphic to M and all G-vector bundles over X are strongly algebraic.
(1) G is the trivial group, see [5] .
(2) G is the product of an odd order group and a 2-torus, see [15] . ( 3) The action of G on M is semifree, see [15] . (4) All points of M have orbit type H, and N H/H is of odd order, see [32] . (5) M is a circle, see [10] . J. Hanson showed in [20] that for a closed smooth Z 4 -manifold and one Z 4 -bundle ξ over M one can find a non-singular real algebraic Z 4 -variety X together with an equivariant diffeomorphism X → M that pulls back ξ to an equivariant strongly algebraic vector bundle over X. The algebraic realization of complex equivariant vector bundles over a circle is discussed in [11] .
In Section 2 we will provide basic definitions and background material. If the only isotropy group in Theorem 1.1 is called H, then its proof is known if H or G/H is of odd order. In Section 3 we will sketch the proofs. We also show an attempt at a proof in case H and G/H are both of even order. One encounters a bundle extension problem. Its vanishing would make the proof complete and our paper really short. Calculations in the later sections of the paper indicate that the extension problem does not vanish. We need to overcome it.
1.1. Sketch. The following program is carried out in detail in the body of this paper. The final conclusion is Theorem 1.1.
We define a space G that classifies a finite collection of G vector bundles. The proof of the conjecture reduces to a bordism problem for a finite collection of bundles. Denote the only isotropy group by H and set C = G/H. We have to represent classes in N G * [{H}](G) by algebraic maps g : X → G, so X is a nonsingular real algebraic G-variety all of whose points have isotropy group H, and g is entire rational. Actually, we may replace G by F b , a relevant factor of a component of G H . Then N G * [{H}](F b ) ∼ = N C * (EC× C F b ) and we have the Thom homomorphism s : N C * (EC × C F b ) → H * (EC × C F b , Z 2 ). The cohomology group of EC × C F b can be computed from the Leray-Serre spectral sequence of the fibration
The E 2 -term of the spectral sequence is H * (BC, Z 2 ) ⊗ H * (F b , Z 2 ), the spectral sequence collapses at the E 3 level, and E * , *
It remains to lift generators of H * (EC × C F b , Z 2 ) back to algebraically represented classes in N G * [{H}](F b ). Both spaces, BC and F b , have totally algebraic homology. Given any class z ∈ H r (BC, Z 2 ) there exists an algebraic map κ : Z → BC so that κ * [Z] = z. Lift κ to κ : Z → EC. Similarly for t ∈ H * (F b , Z 2 ) we have a regular map ι : M → F b so that ι * [M ] = t.
Based on the appearance of the E 2 -term of the spectral sequence it is tempting to represent a class in H r+m (EC × C F b ) that is represented by
That works fine for r = 0. For r = 1 we have to twist the factors into a fibration that maps to the one in (1.1) . That makes sure that we are representing the desired class in E r,m 3 ⊂ H r+m (EC × C F b ). It fails for r ≥ 2. What saves us is that, as shown by the spectral sequence computation, we only need very specific classes t. For those the construction in (1.2) again makes sense.
1.2.
Context. Let us sketch the bigger picture. Tognoli's important breakthrough in the discussion of the algebraic realization problem was its reduction to a bordism problem [33] . The following meta-theorem is well supported:
General Principle. [23, p. 154 ] If a topological situation is cobordant to an algebraic situation, then it is isomorphic to an algebraic situation (if you have the right notion of bordism and do a lot of work).
Following the approach taken by Akbulut and King [1] , the question of M n being diffeomorphic to a nonsingular real algebraic variety can be reformulated as asking whether the classifying map χ M : M → BO(n) of its tangent bundle is cobordant to a algebraic map χ X : X → BO(n). Strictly speaking, we need to (and we will) replace BO(n) by a finite approximation so that it becomes a variety. For the map to be algebraic we are requiring that X is a nonsingular real algebraic variety and χ X is entire rational. Put this way, the question is whether classes in the bordism group N n (BO(n)) have algebraic maps as representatives. Once we apply the Künneth formula (1.3) N * (BO(n)) ∼ = N * ⊗ H * (BO(n), Z 2 ) the question is whether classes in H * (BO(n), Z 2 ) have algebraic Steenrod representatives. Cohomology classes in H * (BO(n), Z 2 ) are polynomials in the Stiefel-Whitney classes, see [9] or [26, §7] . They can be expressed in terms of Schubert cycles, which are algebraic subvarieties of finite approximations of BO(n). This only constitutes a shift in emphasis, because one still needs to represent classes in N * algebraically. The proof of Conjecture 1.3 in the non-equivariant case (G = 1) follows from generalities about strongly algebraic vector bundles and the fact that K-theory is finitely generated. Ivanov explains this program well in [22] .
Little is know about other varieties having totally algebraic Z 2 -homology. Here are two striking results: Theorem 2] In every dimension ≥ 11 there are closed smooth manifolds, so that none of their algebraic realizations has totally algebraic homology.
Theorem 1.5. [4] Every closed smooth manifold is homeomorphic to a real algebraic set with totally algebraic homology.
The first result is in the smooth category, the second one in the topological one. See [3] for another result similar to Theorem 1.4. Add to this Theorem 1.6. [8] For every closed smooth manifold M of positive dimension there are uncountably many birationally inequivalent algebraic varieties that are diffeomorphic to M .
For an equivariant generalization of this theorem see [18] . It is tempting to pose Question 1.7. Let Y be a non-singular real algebraic variety. Which classes in N * (Y ) have algebraic representatives?
Above results suggest that any answer depends in a subtle way not only on a differentiable structure of Y , but also on its algebraic structure. Bochnak and Kucharz studied such problems if Y is a sphere [7] and the results are delicate.
The questions become less tractable if one imposes the action of a group G. One may use a partial ordering on the sets of subgroups of G to analyse N G * (Y ) inductively. In the inductive step one uses a long exact Conner-Floyd sequence. Even if we inductively know that the classes in any two of three terms are algebraically represented, we have no general result that allows us to conclude that the remaining terms are algebraically represented.
The relative terms in the Conner-Floyd sequence are typically rewritten as non-equivariant bordism groups. Still, their calculation remains delicate. Even for a simple group like Z 4 it involves the calculation of a spectral sequence which does not collapse at the E 2 -level. For G a cyclic group and Y of a very specific form, we were able to calculate enough about the relative terms in the Conner-Floyd sequence to deduce the results in [19] .
We will encounter an equivariant equivalent of (1.3) as (5.1). It involves equivariant (Borel) homology groups instead of regular homology. We can calculate these homology groups in only very few cases.
In brief, as tempting as it is to ask Question 1.7, great care needs to be excercised so that the question yields an interesting answer.
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Basic definitions and background material
We gather definitions and results that appeared elsewhere.
2.1.
Real algebraic varieties and entire rational maps. Let G be a compact Lie group and Ω an orthogonal representation of G, an underlying Euclidean space R n together with an action of G via orthogonal maps.
If V = {x ∈ Ω | p 1 (x) = · · · = p m (x) = 0} is the common set of zeros of polynomials p 1 ,. . . , p m : Ω → R and V is G-invariant, then we call V a real algebraic G-variety. We use the Euclidean topology on varieties and use the term 'nonsingular' with its standard meaning [35] .
Let V ⊆ R n and W ⊆ R m be real algebraic varieties. A map f : V → W is said to be regular if it extends to a map F : R n → R m such that each of its coordinates F i is a polynomial. We say that f is entire rational if there are regular maps p : R n → R m and q : R n → R, such that f = p/q on V and q does not vanish anywhere on V . Terminology 2.1. A map to a nonsingular real algebraic variety is said to be algebraic, if its domain is a nonsingular real algebraic variety and the map is entire rational. This notion has a natural equivariant generalization.
Suppose that W is the direct limit of a directed system {W j | j ∈ J} of varieties. If j ≤ j then it is assumed that the embedding W j → W j is algebraic. Then we say that a map f : V → W is entire rational if f factors entire rationally through a W j .
2.2.
Grassmannians and classification of vector bundles. Let Λ stand for R or C, and let Ω be a representation of G over Λ. We assume that the action of G preserves the standard inner product on Λ n , the underlying space of Ω. Let End Λ (Ω) denote the set of endomorphisms of Ω over Λ. It is a representation of G with the action given by
Let d be a natural number. We set
Here L * denotes the adjoint of L. This description specifies G Λ (Ω, d) and E Λ (Ω, d) as real algebraic G-varieties. Define p : E Λ (Ω, d) → G Λ (Ω, d) as projection on the first factor. This defines the universal G-vector bundle over G Λ (Ω, d). For us elements of Grassmannians or not subspaces, but orthogonal, respectively unitary, projections onto subspaces.
Let V be a representation of H ⊆ G over Λ, and suppose that dim Λ V = d. Then we set
So, we are requiring that L(Ω) is invariant under the action of H and isomorphic to V as a representation of H. In particular, if we set V = Λ d and let H be the trivial group, then
For details of the upcoming discussion we refer the reader to [34] . If Ω is a universe, i.e., it contains each irreducible representation of G a countably infinite number of times, then G R (Ω, d) serves as classifying space for G vector bundles of dimension d over nice spaces, such as finite G-CW complex or compact smooth G-manifold. In other words, there is a 1 − 1 correspondence between isomorphism classes of G-vector bundles over M and equivariant homotopy classes from M to G R (Ω, d). Actually, it suffices that Ω is sufficiently large, which means that it contains each irreducible representation of G sufficiently often. How often depends on the dimension of the base space and the fibre of the bundle. Being sufficiently large is a stable condition.
At times, in particular in the situation studied in this paper, it is not necessary that Ω contains multiples of each irreducible representation of G. Suppose H is a subgroup of G and Ω is a representation of G. Let α be an irreducible representation of H and Ω α the summand of Ω that restricts to a multiple of α. Let Ω be a representation of G such that Ω α contains at least one irreducible representation of G a countably infinite number of times. Then G R (Ω, d) is a classifying space for G-vector bundles over nice spaces (finite G-CW complexes or compact smooth G-manifolds) all of whose isotropy groups are contained in H. For a given dimension of the base space and fibre dimension d it suffices if Ω α contains one irreducible representation of G a large number of times. For later reference we give the extreme case a name.
Suppose Ω is a representation of G and H is a subgroup of G. We call Ω pure if, for each irreducible representation α of H, each Ω α is a multiple of a single irreducible representation α of G.
Strongly algebraic vector bundles.
Our preferred concept of a vector bundle is the one of a strongly algebraic vector bundle. One has this notion with real and complex coefficients, Λ = R or Λ = C. Definition 2.4. A strongly algebraic G-vector bundle over a real algebraic G-variety is a bundle whose classifying map to G Λ (Ξ, k) is equivariantly homotopic to an equivariant entire rational map. Frequently we think of G-vector bundles as equivariant maps to a Grassmannian G Λ (Ξ, k). Then we need to allow stabilization of Ξ.
2.4. Algebraic models. We introduce the idea of algebraic models. Definition 2.5. If M is a closed smooth G-manifold and X is a nonsingular real algebraic G-variety equivariantly diffeomorphic to M , then we call X an algebraic model of M . We call X a strongly algebraic model of M if all G-vector bundles over X are strongly algebraic.
Let M be a closed smooth G-manifold, Y a real algebraic G-variety, and f : M → Y an equivariant map. An algebraic map g :
Let M be a closed smooth G-manifold, and ξ 1 , . . . , ξ k G-vector bundles over M classified by maps χ i . An equivariant model for (M ; ξ 1 , . . . , ξ k ) is an equivariant model for (M, χ 1 × · · · × χ k ). Alternatively, one can ask for an algebraic model X of M with an equivariant diffeomorphism χ : X → M that pulls the bundles ξ 1 , . . . , ξ k back to strongly algebraic bundles over X.
Fixed point sets in Grassmannians.
Let Ω be a representation of G and H be a subgroup of G. We would like to describe the H-fixed point set G R (Ω, d). We explored this topic before, see [15, §10] . To keep matters simple, we assume that G is abelian. There are three levels of analysis.
• Decompose G R (Ω, d) H into components.
• Decompose each component as a product.
• Describe each factor in classical terms, at least if G is cyclic.
Proposition 2.6. Let V be the set of all real representations of H of dimension d, and G R (Ω, V ) as in (2.3). Then
The fixed point set G R (Ω, d) H and its components
Idea of Proof. A subspace U of Ω belongs to G R (Ω, d) H if it is left invariant under the action of H. Necessarily, orthogonal projection onto U must commute with the action of h for all h ∈ H. By definition, U is a representation of H, so that it must belong to one of the spaces G R (Ω, V ). For the variety structure of the components we refer the reader to [15, Proposition 5.4 ].
Let α be an irreducible representation of H. We let Ω α and V α be the summands of Ω and V that restrict to multiples of α.
The product ranges over the irreducible representations α of H, and each factor in (2.5) is invariant under the action of G.
Idea of Proof. The product decomposition follows from Schur's Lemma.
The remainder of this subsection is specific to cyclic groups. We come to the third level of the analysis and study the factors in (2.5). By definition Ω α is the sum of irreducible representations α of G, each of which restricts to α. The action of G on Ω α induces one on G R (Ω α , V α ), and this action is trivial if restricted to H. Thus C = G/H acts on G R (Ω α , V α ).
While G R (Ω α , V α ) is a specific space, there are different models for BO(a) and BU (a), unique up to homotopy. At times we will use G R (Ω α , V α ) as one of those models and set them equal, G R (Ω α , V α ) = BO(a) or = BU (a). This is convenient when we think more about the cohomology of the space than the action on it.
Proposition 2.11. Let our setup be as above. Then
(1) Depending on whether α is of real or complex type, G R (Ω α , V α ) is either a BO(a) or a BU (a). These spaces are truncated if Ω α is finite instead of countably infinite dimensional.
If α is a good representation of G and α is an irreducible representation of G that restricts to α, then C acts trivially on G R (A α, aα), i.e., G R (A α, aα) C = G R (A α, aα). (4) If α is bad and a is odd, then G R (Ω α , aα) C = ∅. (5) If α is bad and a is even, then the embedding of the fixed point set is described by Discussion of Proposition 2.11. We verify (1) . Suppose that α is of complex type.
Then Ω α has a complex structure, and a generator h of H acts on the underlying spaces of α and Ω α by multiplication with a complex number e = ±1. By definition, elements in G R (Ω α , V α ) = G R (Ω α , aα) are real subspaces of Ω α on which h acts by multiplication with the same complex number e. Thus complex subspaces of Ω α of complex dimension a are exactly the elements of G R (Ω α , aα). Hence, when Ω α is of infinite dimension,
Taking a finite dimensional Ω α simply truncates BU (a). This concludes the verification of (1) in the case that α is of complex type. If α is of real type and good the argument is similar, and we leave it to the reader. To verify (2) we observe that the Z 2 cohomology rings of BO(a) and BU (a) are polynomial rings on generators in different dimensions, and any group action on it via graded algebra homomorphisms must be trivial. The argument still applies if we truncate the space and the polynomial ring.
We verify (3) if α is of complex type. If α is an irreducible representation of G as in (3) and A a non-negative integer or ℵ 0 , then a generator of G acts on A α via multiplication with a complex number not equal to ±1. As before, spaces are invariant if and only if they are complex, and we conclude that
This verifies (3) if α is of complex type. We leave it to the reader to check (3) when α is good and of real type.
Let us turn our attention to the case in which α is bad. The underlying space of α is R and a generator h of H acts by multiplication with −1. Let α be a representation of G that restricts to twice α when restricted to H. The underlying space of α is C and a generator g of G acts by multiplication with a complex number e = ±1. Every subspace of A α is invariant under the action of H and
possibly truncated. This verfies (1) also in case α is bad. A subspace of A α is invariant under the action of G if and only if multiplication with the complex number e maps it to itself. This is equivalent to being a complex subspace. In particular, subspaces of odd dimension over R are excluded and
To understand the embedding BU (a/2) β → BO(a) in (2.6), we identify C n and R 2n , and view a complex subspace of C n of complex dimension a/2 as a real subspace of R 2n of dimension a. The universal bundle over BO(a) restricts to the realification of the complex universal bundle over BU (a/2). This implies the identity in (2.7).
Remark 2.12. If we make a specific choice for α b , then we get a complete understanding of the actions on G R (A α b , aα b ). Making such a choice for the purpose of this paper is acceptable due to the discussion in Subsection 2.2. We identify G with a subgroup of S 1 ⊂ C. If |G| = r and g is a chosen generator of G, then we set g = exp(2πi/r). Suppose the index of H in G is 2m, then we use g 2m = h = exp(4πmi/r) as a preferred generator of H. Let σ ∈ S 1 act on the underlying space C of α b by multiplication with σ r/4m . Then g acts by multiplication with exp(πi/|C|), and h acts by multiplication with −1 on α b and trivially on G R (A α b , aα b ). If a is odd, then the induced
Being induced by linear actions, these actions are also algebraic. After rescaling the circle we find,
is a free nonsingular real algebraic C as well as S 1 variety.
2.6.
Results from the literature. Previously we showed: Let C be a cyclic group. Serre [30] credits unnamed, older sources for the computation of H * (BC, Z 2 ):
if |C| is twice an odd number,
Here x denotes a class in grading 1 and y a class in grading 2. Set
This makes sense because the only case that will concern us is the one where C is of even order and then H p (BC, Z 2 ) ∼ = Z 2 for all p ≥ 0. So ζ (p) is the unique nonzero class in grading p.
Proof of Theorem 1.1 in two special cases
By assumption, the action of G in Theorem 1.1 has only one isotropy type, and we call the single isotropy group H. Then the proof of Theorem 1.1 is known in case H or C = G/H is of odd order. We will review these proofs below. If H and C are of even order one may attempt the same proof as in case H is of odd order and C of even order, but one encounters a bundle extension problem if the fibre of the bundle has a bad representation (see Definition 2.8) as a summand.
Sketch of proof of Theorem 1.1 if |C| is odd. For a detailed proof see [32] . Let M be a closed smooth G-manifold, all of whose points have isotropy group H. Let ξ 1 , . . . , ξ k be G-vector bundles over M . Because C is of odd order, induction is onto in bordism. Specifically, see [17, Proposition 5.2],
There is a nonsingular real algebraic H-variety X together with a diffeomorphism Φ : X → M , so that ξ 1 , . . . , ξ k pull back to strongly algebraic bundles over X . This is due to the classical theory, enhenced so that we may impose actions on the fibres of the bundles. We apply induction and turn our algebraic H-data into algebraic G-data. We obtain a nonsingular real algebraic G-variety Ind G H X and a G-
. . , Ind G H ξ k will pull back to strongly algebraic bundles over Ind G H X . In conclusion, the right hand side in (3.1) consists of algebraic data. Theorem 2.16 tells us that (M ; ξ 1 , . . . , ξ k ), the data on the left hand side in (3.1), is diffeomorphic to an algebraic situation. This is true for M with any finite number of G-vector bundles over it. It follows from Proposition 2.14, that there is a real algebraic G-variety X, equivariantly diffeomorphic to M , so that all G-vector bundles over X are strongly algebraic.
Proof of Theorem 1.1 if |H| is odd and |C| is even. The ideas in this proof are based on the techniques employed in the proof of Lemma 4.2 in [17] .
Let M be a closed smooth G-manifold, all of whose points have isotropy group H, with G-vector bundles ξ 1 , . . . , ξ k over it. We will show momentarily that (M ; ξ 1 , . . . , ξ k ) is an equivariant boundary. We will construct a G manifold W and G-vector bundles ξ 1 , . . . , ξ k over W so that M = ∂W and the bundles ξ j restrict to the bundles ξ j . Being cobordant to the empty set, (M ; ξ 1 , . . . , ξ k ) is cobordant to an algebraic situation. Theorem 2.16 then tells us that there is a nonsingular real algebraic variety X and an equivariant diffeomorphism Φ : X → M , so that each of the bundles ξ 1 , . . . , ξ k pulls back to some strongly algebraic bundle over X. The final argument in the proof, going from the realization of finite collections of bundles to the realization of all bundles is as in the previous proof.
As promised, we construct (W ; ξ 1 , . . . , ξ k ). Let τ be an element of G that maps to the unique element of order 2 in C. Let W be the mapping cylinder of the orbit map M → M/τ . It is a smooth G-manifold, M = ∂W , and the orbit map extends to a G-equivariant strong deformation retraction r : W → M/τ . We extend the bundles ξ j over W , 1 ≤ j ≤ k. A generator h of H acts on the fibres of the bundles ξ j , and this action is not multiplication with −1. Thus we can take a continuous square root of the action and obtain a linear bundle map h
In fact, ξ j is a G-vector bundle. To see this, let h not only denote the specific element of G but also the map given by multiplication with h. Then h is a G-equivariant map. Also, the map h 1 2 can be expressed as an absolutely convergent power series in h [26, p. 24] , so that h 1 2 is G-equivariant as well. Because multiplication by τ is also G-equivariant, we conclude that G acts on the equivalence classes that make up the elements of ξ j .
We use the retraction r to pull back ξ j to a bundle over W and set r * ( ξ j ) = ξ j . It is apparent from the construction that the G-vector bundle ξ j restricts to ξ j over W . With this we have completed the construction of (W ; ξ 1 , . . . , ξ k ) and the proof.
Doomed Proof of Theorem 1.1 if |H| and |C| are even. If H and C are of even order, we may still attempt to proceed as in the previous proof. We can still construct the mapping cylinder W . If the bad irreducible representation (a generator of H acts by multiplication with (−1)) occurs as a summand in the fibres of the bundle, then there may not be a continous square root for the action on the bundle and we may not be able to form a quotient bundle. Equivalently, there is an obstruction to extending the G-vector bundles from M over W . We are stuck.
There is no easy fix for the proof, and the remaining part of the paper is devoted to proving Theorem 1.1 never-the-less.
Reduced problem
In this section we deduce our main result, Theorem 1.1, from Theorem 4.1. Technically speaking, we translate the discussion into bordism theoretic language and dispose of bundles with good fibres. This eliminates some of the routine work in proving Theorem 1.1 and cuts down on our notational effort later on. As before, G denotes a cyclic group, H a subgroup of G and C = G/H.
Let α b denote the bad irreducible representation of H (see Definition 2.10) and α b one fixed representation of G that restricts to twice α b , see Proposition 2.9 and Remark 2.12. Let n, k and N be natural numbers and A = (a 1 , . . . , a k ) a sequence of nonnegative integers. Then we set
The factors G R (N α b , aα b ) were defined in (2.3) and discussed in Proposition 2.11. We suppose that F b , respectively N , is sufficiently large. I.e., N should be large enough so that G R (N α b , a j α b ) classifies bundles with fibre a j α b , 1 ≤ j ≤ k, over spaces of dimension at most n + 1, all of whose points have isotropy group H. Recall from Remark 2.12 that G R (N α b , a j α b ), as well as F b are non-singular real algebraic S 1 varieties. [12] . As indicated, actions on domains and on bordisms in between them are assumed to be free. The concept of an algebraic map was defined in Terminology 2.1, and the theorem asserts that the bordism classes are represented by an algebraic map.
Deduction of Theorem 1.1 from Theorem 4.1. Let M be a closed smooth G-manifold as in Theorem 1.1. We denote the unique isotropy group on M by H. We suppose that M consists of only one G-component of dimension n, i.e., one component and it translates under the group action. This is acceptable because the algebraic realizations of the G-components can be put together to provide one for M .
Let ξ 1 , . . . , ξ k be G-vector bundles over M , classified by
We assume that Ω is sufficiently large so that the G R (Ω, d j ) classify the bundles ξ j and we suppose that Ω is pure, see 
for some sequence of representations V j of H, 1 ≤ j ≤ k. Using the results in Subsection 2.5, we factor F:
In the first factor α b is the unique bad irreducible representation of H, a j,b is the multiplicity of α b in V j , and Ω b is a representation of G that restricts to a multiple of α b . In the second factor E g is an index set for the good irreducible representations of H and the multiplicity of the irreducible prepresentation α of H in V j is a j, . The representation Ω of G is the summand of Ω that restricts to a multiple of α . We assumed that Ω is pure. This implies that the action of C on F g is trivial, see Proposition 2.11. We then see that
We apply the Borel construction and Künneth formula [12, Section 19] :
(4.5)
We may represent classes in N C n [free](F) as union of products of the form (4.6)
The product has an algebraic representative if each factor does. The first factor has as domain a closed smooth manifold M 1 with trivial action of G.
The range of f 1 is a product of (truncated) BO(a)'s and BU (a)'s, and f 1 classifies a collection of bundles. There is an algebraic model for such a map according to the classical theory [5] . The factors of F g have encoded the action on the fibres of the individual bundles.
The second factor f 2 : M 2 → F b represents a class in N C * [free](F b ) and according to Theorem 4.1 classes in these bordism groups have algebraic representatives. In other words, Theorem 1.1 follows from Theorem 4.1.
Remark 4.2. If either H or C is of odd order, then F b is a point and
. Classes in N * (BC) are represented by manifolds with free actions of C. They can be algebraically realized [15] and Theorem 4.1 is known in this case.
The computation of H
As one aspect of proving Theorem 4.1, we like to gain some understanding of N G * [{H}](F b ). As before, H is a subgroup of G and C = G/H. We assume that C is of even order. Otherwise Theorem 4.1 is known, see Remark 4.2. Standard techniques in equivariant bordism theory reduce this task to a computation of H * (EC × C F b , Z 2 ) because:
. These bordism groups may not be computable in the sense of Stong [31] , but we will gain sufficient insight for our purpose.
We use the Leray-Serre spectral sequence of the fibration
, see Proposition 2.11 (2) . We also exploit the fact that we are using coefficients in the field Z 2 (use [29, p. 457] or [25, Proposition 5.4] ). Then we find that
We identify H * (F b , Z 2 ) with a differential graded algebra (S A , ∇). By definition, see (4.3) but drop a redundant subscript b,
According to results of Borel [9] , the Z 2 -cohomology of BO(a) is a polynomial ring in the Stiefel-Whitney classes of the universal bundle:
We will need double-indices for the Stiefel-Whitney classes, so w j,i refers to the i-th Stiefel-Whitney class in the j-th factor. For a given sequence A = (a 1 , . . . a k ) of non-negative integers we will have a space F b as in (5.4) and we set
We define a differential ∇ on S A by setting
This formula for the derivatives of the variables extends naturally to any polynomial in the w j,i using linearity and the product rule. Let Z * (S A ) and H * (S A ) denote the cycles and homology in the differential graded algebra (S A , ∇).
Proposition 5.1. Suppose that C is of even order and let F b be as in (4.1). Then
The spectral sequence of the fibration in (5.2) collapses at the E 3 -level and classses in H * (EC × C F b , Z 2 ) are represented by classes in the E 2 -term of the spectral sequence.
We worked out Z * (S A ) and H * (S A ) in [14] .
Proposition 5.2. If A has at least one odd entry, then (S A , ∇) is acyclic. If A = (2b 1 , . . . , 2b k ) has only even entries, then
The remainder of this section is devoted to the proof of Proposition 5.1 and Proposition 5.2.
Later in this section we will show that the differential on E * , * 2 is given by
For the moment we use this formula in the Proof of Proposition 5.1. Apparently,
Suppose one entry of A = (a 1 , . . . , a k ) is odd, then H * (S A ) = 0, see Proposition 5.2. It follows that
The proof of Proposition 5.1 is complete in this case.
If all entries of A = (a 1 , . . . , a k ) = (2b 1 , . . . , 2b k ) are even, then we follow the ideas employed in Kosniowski's proof, [24, 3.3.11 Lemma] . For an even value of a we saw in (2.6) that
We have a diagram of fibrations:
, and the spectral sequence E of the top fibration in (5.11) collapses at the E 2 -level. Let
be the induced map. As before, let ζ (p) ∈ H p (BC) be the unique nonzero class in the indicated group. Let w j,i be the i-th Stiefel-Whitney class of the canonical a j -plane bundle over the factor BO(a j ) of F b .
Let c j,i be the i-th Chern class (modulo 2) of the canonical b j -plane bundle over the factor BU (b j ) of (F b ) C . Then, because the vertical map in the center of the diagram in (5.11) is the identity on the first factor and forgets the complex structure on the second one, we find (5.12)
We mentioned the second equality in (2.7).
The map θ 2 is multiplicative and commutes with the differentials in the spectral sequences. We have a diagram (5.13)
In Proposition 5.2 we saw that H * (S A ) has a basis consisting of classes w 2 j,2r . If the first superscript is at least 2, then E * , * 3 = H * (BC) ⊗ H * (S A ). Using the first two formulas in (5.12), we conclude that θ p+3,q−2 3 is injective. This implies that d 3 = 0, so that E 3 = E 4 . Proceeding inductively, we see that E 3 = E 4 = E 5 = · · · . The spectral sequence for the fibration in (5.2) collapses at the E 3 -level as asserted.
Proof of Proposition 5.2. Suppose the t-th entry a t of A is odd, w t,1 is the first Stiefel-Whitney class in H * (BO(a t )), and z is a cycle in S A . Then, as asserted in Proposition 5.2, z is a boundary:
For the second claim, according to the Künneth formula, it suffices to prove the formula for (S A , ∇) with A = (2b) of length 1. We proceed by induction over b. If b = 0, then F b is a point, and we read the formula as saying that H * (S A ) = Z 2 , which is true.
We assume that the assertion holds for A = (2b), and show that it holds A = (2b + 2). This follows once we show that any cycle f in S A can be expressed in the form
where h is a boundary in S A , and c 0 , . . . , c 2N are cycles in S A .
where the g * , * are in S A . We use the formulae in (5.6) to calculute ∇(f ):
n,m≥0 ∇(g n,2m )w n 2b+1 w 2m 2b+2 + ∇(g n,2m+1 )w n 2b+1 w 2m+1 2b+2 + g n,2m+1 w n+1 2b+1 w 2m 2b+2 .
As f is a cycle, we deduce that ∇g 0,2m = 0 and ∇g n,2m + g n−1,2m+1 = 0 for n > 0 and m ≥ 0. We set:
The coefficients g 0,2m are cycles in S A , and this sum, which equals the last sum in in our expression for f , accounts for all terms on the right hand side of (5.14), except for h. We also set
Each summand is a boundary because
This verifies that a cycle is of the form asserted in (5.14) .
Proof of (5.8). The proof of the formula in (5.8) is lengthy and involves a number of techniques. We start with a simple case and then build on it.
The one line bundle case.
To begin with, we consider the case in which F b classifies one line bundle with a bad representation as fibre. Then
where α b stands for a single copy of the bad irreducible representation of H, and, by permissable choice, Ω b stands for a countably infinite multiple of the irreducible representation α of G or S 1 that we chose in Remark 2.12. According to Proposition 2.11:
and as noted in Remark 2.12, the induced action of C on G R (Ω b , α b ) is free. The fibration in (5.2) specializes to
and the E 2 -term of the Leray-Serre spectral sequence of the fibration specializes to
Here 0 = x ∈ H 1 (BC) and 0 = y ∈ H 2 (BC), while 0 = w 1 ∈ H 1 (RP ∞ ) is the universal 1st Stiefel-Whitney class and the cohomology generator of RP ∞ . The prevailing case depends on whether the order of C is twice an odd number or whether the order of C is divisible by 4, see (2.10). Following the notational convention from (2.11) we denote by ζ (p) the non-zero element in H p (BC, Z 2 ). Then
As a Z 2 -vector space, each first quadrant term E p,q 2 in the spectral sequence is generated by a single element.
The transgression on the E 2 -level of the spectral sequence is a map
and we like to show that (5.18) τ (w 1 ) = ζ (2) .
For Kosniowski's argument see [24, p. 90 ] The formula for the transfer is equivalent to the statement that τ = 0. Assume, to the contrary, that τ = 0. Then the spectral sequence collapses at the E 2 -level, and H * (EC × C F b ) ∼ = H * (BC)⊗H * (F b ). In this case the map H * (BC) → H * (EC × C F b ), induced by the projection p : EC × C F b → BC, is a monomorphism. If C ∼ = Z 2 , then it follows from the Criterion for the existence of a fixed point in [21, p. 45] that the action of C on F b has a fixed point, which it does not.
If the order of C is twice an odd number, the argument is only slightly more difficult as we are working with Z 2 coefficients.
So, let us show that the transgression is not zero even when 4 divides the order of C. In the following diagram we index the transfers to indicate which group they go with. Let Z 2 denote the unique subgroup of C of order 2. We have a naturally defined, hence commutative diagram
If τ 2 = 0, then τ C = 0. This is what we asserted. We use (5.18) to compute the differential on the E 2 -level of the spectral sequence and verify to formula that we claimed in (5.8) . When we rewrite (5.18) we obtain
The product structure on the E 2 -term of the spectral sequence comes from the cup product on the cohomology of the base and fibre, and the differential is an algebra homomorphism. Making use of the product rule and that we have a first quadrant spectral sequence, we compute that
The last equality is a special case of (5.6). In the present situation A = (a) = (1), so that one may drop the subscript j and set a = 1. We verified (5.8), the equation for the differential on the E 2 -term of the spectral sequence in the one line bundle case.
Remark 5.3. There is an alternate approach. Let K be the kernel of the action of H on α b . Set C = G/K. Then K is of index two in H and we have short exact sequences:
We find Proposition 5.4. If C acts freely on RP ∞ then
The assumption that C acts freely on RP ∞ implies the first homotopy equivalence, see [13, p.180 ]. The second one is true by construction.
Making use of Proposition 5.4, the fibration in (5.16) turns into
The alternate description of EC × C RP ∞ as BC provided by the proposition gives us an alternate description of the cohomology of this space. Note that the order of C is divisible by 4. The cohomology ring is a tensor product of a polynomial ring is a degree 2 element y and an exterior algebra in a degree 1 element x :
and there is a vector space basis B = {(x ) (y ) m | = 0, 1 and 0 ≤ m ∈ Z}.
The previous approach yields the vector space
and there is a vector space basis B = {x w 2m 1 | = 0, 1 and 0 ≤ m ∈ Z}. The correspondence between the basis elements is (5.24) x ⊗ w 2m 1 ↔ (x ) ∪ (y ) m . Finally, the alternative to τ (w 1 ) = ζ (2) in (5.18) would be that τ ≡ 0, which would give the wrong result for H * (F b , Z 2 ).
5.2.
The one bundle case. We consider the case in which F b classifies bundles of dimension a whose fibres are a multiple of the bad representation α b . In our notation,
and Ω b stands for a countably infinite multiple of the irreducible representation α b of G that we chose in Remark 2.12. As before, we would like to compute the differential on the the E 2 -term
of the Leray-Serre spectral sequence of the fibration
Consider Borel's diagonal embedding ∆ B and a modification ∆ of it.
We need double indexing to express elements in the product. The first subscript will indicate the index of the factor BO(1).
To describle an element in an individual copy of BO(1) we think of this space as RP ∞ and use homogeneous coordinates. The second subscript will indicate the position within each vector. We think of BO(a) as G R (RP ∞ , a), subspaces of R ∞ of dimension a. The rows of the matrix form a basis for the subspace of R ∞ , i.e., the element of G R (RP ∞ , a).
Borel's map ∆ B sends
The modified map ∆ rearranges the columns and sends the same vector to Rearranging the columns induces a diffeomorphism of BO(a). The induced isomorphism of H * (BO(a), Z 2 ) is necessarily the indentity map. It is the only degree preserving isomorphism of Z 2 [w 1 , . . . , w a ]. The maps ∆ and ∆ B differ by a rearrangement of the columns. Hence, with coefficients in Z 2 :
Notation 5.5. Denote the generator of the j-th factor H * (BO(1) , Z 2 ) of H * ( BO(1) , Z 2 ) by z j , . . . , z a and the elementary symmetric functions in these variables z j , . . . , z a by σ 1 , . . . , σ a .
The map ∆ * B is well known, e.g. see [26, §7] : Proposition 5.6. The induced map
is injective, and its image are the symmetric functions in z 1 , . . . , z a . It maps w r , the r-th Stiefel-Whitney class of the canonical a-plane bundle, to the r-th elementary function σ r in z 1 , . . . , z a .
Previously we found ∇(w q 1 ) = qw q−1 1 as derivative on H * (BO(1) , Z 2 ), which leads us automatically to the derivative on H * (BO(1) , Z 2 ):
Definition 5.7. Define a differential ∇ on a j=1 H * (BO(1) ,
by setting ∇(z j ) = 1. Use the standard rules of differentiation, linearity and the product rule, to define ∇(t) for any polynomial t in the degree 1 variables z 1 , . . . , z a .
For the symmetric functions in z 1 , . . . , z a this means that
Consider the diagram of fibrations
Here π j denotes the projection on the j-th factor. Both, π j and ∆, are equivariant, and they induce the maps on the balanced products in the second row.
Denote the spectral sequences for the first, second, and third fibrations by E, E and E.
In the E 2 -term of the spectral sequence for the first fibration the transgression sends the generator z j ∈ H 1 (BO(1) , Z 2 ) to ζ (2) , the nonzero element in H 2 (BC, Z 2 ), see (5.18) . Replacing w 1 by z j , it follows that
The second equality uses the differential ∇ to write d 2 in a more compact way.
There is one first fibration for each j between 1 and a, and the map from the middle fibration to it induces a map of spectral sequences E → E, one for each value of j. Combining the formulae in (5.31) for the values of j = 1, . . . , a yields a formula for the differential on E 2
for any polynomial t in the variables z 1 , . . . , z a . For the symmetric functions the formula for ∇ specializes to the formula in (5.29) .
We need a derivative on H * (F b , Z 2 ). Set
and use the rules of differentiation, linearity and the product rules, to find the derivative of any polynomial in Z 2 [w 1 , . . . , w a ]. Taken together, we have a differential graded algebra (Z 2 [w 1 , . . . , w a ], ∇).
We identify the Stiefel-Whitney classes with the elementary symmetric function (see Proposition 5.6) and use that they differentiate the same way, see (5.33) and (5.29) . It follows also in this case that the formula in (5.8) holds.
The general case.
In the most general case
classifies a collection of bundles of dimension a 1 , . . . , a k whose fibres are multiples of the bad irreducible representation α b of H. We obtain a derivative on each factor H * (BO(a j ), Z 2 ) of H * (F b , Z 2 ), and they combine naturally to a derivative ∇ on H * (F b , Z 2 ). We have fibrations, one for each j between 1 and k,
Projections induce a map of fibrations from the one in (5.35) to each of the ones in (5.34) . The induced maps on the E 2 -term of the spectral sequence combine the differential in the desired form, and (5.8), the formula for the differential on the E 2 -term of the spectral sequence of the fibration in (5.35) follows also in this case.
6. Totally Algebraic Z 2 -Homology of a Cyclic Group.
The Schubert cycles provide algebraic representatives of all Z 2 -homology classes of BO(n). As Akbulut and King express this observation in [1] , the Grassmannians have totally algebraic homology. We interpret some classical results as saying BC has totally algebraic homology.
Consider the finite approximations E s C of EC and B s C of BC: U (s − 1) ) .
As homogeneous spaces they have unique real algebraic structures, so that U (s) acts on them real algebraically [16] . The orbit maps E s C → B s C are regular, and we have a filtered system of fibrations with regular inclusions E s C → E s+1 C and B s C → B s+1 C. Having this system in mind, it makes sense to ask whether BC has totally algebraic homology. See (2.10) for the computation of H * (BC, Z 2 ). We denote the mod 2 orientation class of a manifold Z by [Z]. Proposition 6.1. For any ω ∈ H r (BC, Z 2 ) and a sufficiently large s, there exists a (connected) nonsingular real algebraic variety Z of dimension r and an entire rational map κ : Z → B s C, such that κ * maps [Z] to ω.
Remark 6.2. It was advantageous to compute cohomologically, but the applications are formulated homologically. As we are working with coefficients in a field and the relevant spaces are of finite type, this is fine:
The first isomorphism follows from the Universal Coefficient Theorem, and it is natural. Denote the Kronecker product by ·, · . Then an element a ∈ H n (X, Z 2 ) maps to a homomorphism φ a : H n (X,
The second isomorphism is not natural. Still, if Z is a connected closed manifold of dimension n, then H n (Z, Z 2 ) is canonically isomorphic to H n (Z, Z 2 ). Corresponding to [Z] we have a class [Z] * ∈ H n (Z, Z 2 ). A cohomological reformulation of Proposition 6.1 reads . The first of these expressions being 1 ∈ Z 2 expresses the assertion of Proposition 6.3 and the second one being 1 expresses the assertion of Proposition 6.1.
Proof of Proposition 6.1. Express C as a product C 2 ×C odd , where C 2 stands for the Sylow 2-subgroup of C and C odd for the product of the other Sylow subgroups. Then BC = BC odd × BC 2 , BC odd has vanishing reduced Z 2 homology, and H * (BC, Z 2 ) ∼ = H * (BC 2 , Z 2 ). Zero classes are trivial to represent. So, from now on we assume, without loss of generality, that ω = 0 and that C 2 = {e}. Recall that in each grading r < s there is exactly one non-zero class ζ.
We provide, in part for later reference, diagrams of C-fibrations
The fibration in the first column is classified by κ and κ covers κ. The bottom row provides the data called for in the proposition. If C 2 is of order 2, then the diagram is (compare 3.4.6 LEMMA in [24] ):
The maps are as follows. The projection p maps (c, x) to [x], the class of x under antipodal identification. We assume that s is odd, and p and p divide out a free action of Z 2 , respectively C, on the sphere. The map ι is the natural inclusion, and π divides out the action of C odd . Set κ = π • ι. It is well known that κ * [Z] is the non-zero class ω ∈ H r (BC, Z 2 ) and that κ is entire rational, in fact regular.
Assume that 4 divides the order of C. One reference for our discussion is 3.4.7 LEMMA in [24] . Assume that r is even and s is odd. Consider the diagram (6.5)
In the balanced product C × Z 2 S r the group Z 2 acts on C as a subgroup and on S r antipodally. The map p sends [c, x] to [x] and ι sends [c, x] to cx. Here we view x as an element of S r as well as of S s . The other maps are as before.
The algebraic structure on all spaces in this diagram was specified in (6.1). The principal C-fibration p : C × Z 2 S r → RP r is classified by κ = π • ι, the composition of the natural, regular inclusion RP r ⊂ B s Z 2 and the regular orbit map π : B s Z 2 → B s C. By construction, κ * [RP r ] = ω and our proposition is also proved in this case.
In our last case we assume that r and s are both odd, and the order of C is even. There is no need to distinguish the cases where the order of C is twice an odd number or divisible by 4. We are constructing a diagram (6.6)
Form the balanced product S 1 × Z 2 S r−1 by letting Z 2 act antipodally on S r−1 and as a subgroup on S 1 . Left multiplication defines a free action of C on S 1 × Z 2 S r−1 . The first vertical map is the orbit map, κ classifies it, and κ covers κ. We may take E s C as a sphere of dimension s. Then we can extend the action of C to one of S 1 . The action of S 1 on EC induces an action of S 1 /C on B s C. Let κ r−1 be as in the previous case. Then an explicit description of κ is
Earlier we observed that κ r−1 is regular. If we compose κ r−1 with the regular action of S 1 /C , then the result is a regular map that we call κ. This map κ : (S 1 /C) × RP r−1 → BC is what we are looking for. It is regular, and κ * [(S 1 /C) × RP r−1 ] = ω also in this final case. With this we completed the proof of the proposition.
Equivariant Steenrod Representability
In Section 4, we reduced the proof of Theorem 1.1, our main result, to the proof of Theorem 4.1. It states that classes in N C * [free](F b ) are algebraically represented. We intend to prove the theorem by finding algebraic Steenrod representatives of certain homology classes.
Suppose Y is a CW-complex. There is a well defined homomorphism s : N * (Y ) → H * (Y, Z 2 ), called Thom homomorphism in [12, p. 14] . If f : X → Y represents α ∈ N * (Y ), and [X] denotes the fundamental class of X with Z 2 -coefficients, then s(α) = f * [X]. The Thom homomorphism is an epimorphism, see [12, (8.1 ) THOM]. If ω ∈ H * (Y, Z 2 ) and ω = s(α), then we say that f : X → Y (or α) is a Steenrod representative of ω. After a choice of basis for H * (Y, Z 2 ) one defines an N * -module homomorphism
and this homomorphism is an isomorphism [12, (17. 2) Theorem]. Algebraic representation of bordism classes is compatible with addition (disjoint union) and the N * -module structure (cartesian product). Recalling that, according to the classical theory, elements in N * are algebraically represented, we conclude Proposition 7.1. If Y is a real algebraic variety and the elements in a basis of H * (Y, Z 2 ) have algebraic Steenrod representatives then all classes in N * (Y ) are algebraically represented.
We use equivariant homology to extend these ideas to the equivariant setting. Consider the map
The isomorphism b is induced by the Borel construction. Consider the diagram
where f : X → F b is C-equivariant and represents a class α ∈ N C * [free](F b ) and χ : X → EC covers a classifying map χ : X/C → BC of the orbit map π : X → X/C. Taking orbit spaces in the top row of the diagram, we obtain a map
In this context we assume that the action of C on N is trivial. It is a straight forward excercise to check that 
Construction of Equivariant Steenrod Representatives
Let F b be as in (4.1). This space depends on a sequence A of nonnegative integers, see (5.4 ). Suppose we are given an algebraic map ι : M n → F b representing a class t ∈ H n (F b , Z 2 ), so ι * [M ] = t. Let r be nonnegative integer. If r ≥ 2 we impose restrictions on t and ι. Let 0 = ω ∈ H r (BC, Z 2 ) and κ : Z → BC so that κ * [Z] = ω, see Proposition 6.1. For Z see (6.3). We construct an equivariant map
The construction depends somewhat on r. Once we have it we can form the map f C : X/C → EC × C F b , see (7.2) and (7.3), which will then give us a homology class
We like to relate ι * [M ] = t and (f C ) * [X/C]. According to the formula in (5.7) a typical generator of H n+r (EC × C F b , Z 2 ) is of the form D = ζ (k) ⊗D F . Here 0 = ζ (k) ∈ H k (BC, Z 2 ) is as in 2.11. We defined a differential on H * (F b , Z 2 ) and denoted the cycles and homology by Z * (S A ) and H * (S A ). The factor D F is an element in Z * (S A ) if k = 0 or k = 1. It is an element in H * (S A ) and represented by an element in Z * (S A ) if k ≥ 2. Eventually we prove that
We know that such a map ι exists because each factor G R (R ∞ , a j ) = BO(a j ) of F b has totally algebraic homology (see [1, p. 436 ]), and so does F b . Next we define f :
The action of C is on the first factor of X, and by construction f is C-equivariant. The action of C on F b is algebraic, as pointed out in Proposition 2.13, and hence f is algebraic. All of this allows us to conclude that f : X → F b is an algebraic representative of a class in N C n [free](F b ).
A second construction (r = 1): Let ι : M n → F b be an algebraic Steenrod representative of t ∈ H n (F b , Z 2 ). Identify S 0 with {±1} ⊂ S 1 and define
We discussed the action of S 1 on F b in Proposition 2.13. It is algebraic, and this means that f : X → F b , with a free action of C by left multiplication on the factor S 1 , is an algebraic representative of a class in N C n+1 [free](F b ).
In preparation for the remaining case, recall that (F b ) C = ∅ if and only if all entries of A = (a 1 , . . . , a k ) are even, say a i = 2b i for all 1 ≤ i ≤ k. Then, as we discussed in Proposition 2.11,
Note that (F b ) C has totally algebraic homology. Appealing to the Künneth formula, it suffices to show this for a single factor. Given τ ∈ H n (BU (b), Z 2 ) there are Schubert cycles C 1 , . . . , C s so that τ = [C 1 ] + · · · + [C s ]. Then we set M = C 1 · · · C s and let ι 0 : M → (F b ) C be the inclusion of the subvariety.
A third construction (r ≥ 0): The important feature of this third and final case is that we assume that all entries in the sequence A are even. Denote the inclusion of the fixed point set by β :
so that that there exists some τ ∈ H n ((F b ) C , Z 2 ) for which β * (τ ) = t. Then there exists a nonsingular real algebraic variety M and an entire rational map ι 0 : M → (F b ) C so that (ι 0 ) * [M ] = τ . For any r ≥ 0 we defined Z, see Proposition 6.1 and in (6.3). Set
By construction, f : X → F b is algebraic and represents a class in N n+r (F b ). It is the map that we set out to construct.
Let is make three remarks before we address the proof of 8.1. We fix r and k. For r ≥ 0 we had a map κ : Z r → BC so that
Here 0 = ζ (k) ∈ H k (BC, Z 2 ), see (2.11) . We decorate Z with a subscript r to remind us of the dimension. In all three constructions X/C = Z × M , hence
In each variation of the construction we start with a map ι : M n → F b and construct a map f : X → F b . An additional step gives us a map
Proof of (8.4). Suppose for the moment that p = 1. We will consider other values of p later. Then we have two fibrations and a map between them:
To be precise, κ covers κ : Z → BC, and F ([c, τ ], x) = ( κ([c, τ ]), cτ ι(x)). Dividing out the action of C in the right square we find the diagram
Let E be the cohomology Leray-Serre spectral sequence of the fibration in the second row of (8.5) , and E the one of the fibration in the first row. On the E 2 level and with Z 2 coefficients throughout, f C induces a map
If p = 0 the argument is easier with S 1 replaced by C. If p ≥ 2 then ι : M → F b factors through the fixed point set, and we can essentially work with product fibrations.
Remark 8.1. The formula in (8.4) is somewhat deceiving. Given a specific value of k only certain D F are permissable so that D = ζ (k) ⊗ D F is an element in H * (EC × C F b , Z 2 ). They are spelled out in (5.7) . Use E and E as in the proof above. If we take an inappropriate element in E 2 that dies in E 3 , then its image in E 2 need not die in E 3 .
Verification of 8.1. We fix r and k. We decorate Z with a subscript r to remind us of the dimension. We compute:
We used (8.2), (8.3), and (8.4) as well as the naturality of the Kronecker product and compatibility with tensor products.
Proof of Theorem 4.1
In light of Proposition 7.4, to prove Theorem 4.1 we need to find equivariant algebraic Steenrod representatives for the elements in a basis of the homology groups H * (EC × C F b , Z 2 ). The space F b is defined in (4.1), and it depends on a sequence A = (a 1 , . . . , a k ) of nonnegative integers, see (5.4). 9.1. A basis of H * (EC × C F b , Z 2 ). Recall that we defined a differential on H * (F b , Z 2 ) and that we denoted the cycles and homology by Z * (S A ), and H * (S A ). They are used in the description of H * (EC × C F b , Z 2 ), see (5.7). We fix a value for n and construct a basis of H n (EC × F b , Z 2 ):
Let {D n 1 , . . . , D n r 0 } be a basis of Z n (S A ) ⊂ H n (F b , Z 2 ). The latter is one term in the zeroth column of the E 2 -term of the spectral sequence of the fibration F b → EC × C F b → BC. The subalgebra Z * (S A ) survives as the zeroth column in the E 3 = E ∞ -term of the spectral sequence. In this sense Z n (S A ) ⊂ H n (EC × C F b , Z 2 ). To make the D n i look like elements of H * (EC × C F b , Z 2 ), or elements in the E 3 -term of the spectral sequence, we write D n i = 1 ⊗ D n i = ζ (0) ⊗ D n i . So, set
Next, let {D n−1 1 , . . . , D n−1 r 1 } be a basis of Z n−1 (S A ) ⊂ H n−1 (F b , Z 2 ) and set B 1 = {ζ (1) ⊗ D n−1 1 , . . . , ζ (1) ⊗ D n−1 r 1 }. This set is a basis for the summand of H * (EC × C F b , Z 2 ) that is found in the first column and (n − 1)-st row of the E 3 = E ∞ -term of the spectral sequence.
Finally, for any p ≥ 2 we pick a basis {D n−p 1 , . . . , D n−p np } of the subquotient H n−p (S A ) of H n−p (F b , Z 2 ). It will simplify our discussion if we suppose that each D b−p j is a monomial in even powers of even Stiefel-Whitney classes. Such a choise is permissible based on the description of H n−p (S A ) in Proposition 5.2. Set B p = {ζ (p) ⊗ D n−p 1 , . . . , ζ (p) ⊗ D n−p np } This set is a basis for the summand of H n (EC × C F b , Z 2 ) found in the p-th column and (n − p)-th row of the E 3 = E ∞ -term of the spectral sequence.
Having covered the terms in the varies columns of the E 3 = E ∞ -term of the spectral sequence we conclude Proposition 9.1. The constructed set B is a basis of H n (EC × C F b , Z 2 ).
9.2.
A basis of H * (EC × C F b , Z 2 ). Next we would like to find elements d n− j ∈ H n (EC × C F b , Z 2 ) for ≥ 0 and 1 ≤ j ≤ r . We proceed one at a time. Denote by J : F b → EC × C F b the inclusion of the fibre, compare (5.2).
We start with = 0. There are elements b n 1 , . . . b n r 0 in H n (F b , Z 2 ) so that D n i , b n j = δ i,j for 1 ≤ i, j ≤ r 0 . Such elements exist because the Kronecker product ·, · : H n (F b , Z 2 ) ⊗ H n (F b , Z 2 ) → Z 2 is nondegenerate. Set d n j = J * (b n j ) and b 0 = {d n 1 , . . . , , d n r 0 } ⊂ H n (EC × C F b , Z 2 ). Let us study the d n j . If we apply the first construction from Section 8 with t = b n j then the result is an algebraic map f 0,i : X 0,i → F b that represents a class in N C n [free](F b ) and this map is an equivariant Steenrod representative of d n j . According to the construction and (8.1) we have the following orthogonality relations: We continue with = 1. This time we pick elements b n−1 1 , . . . , b n−1 r 1 in H n−1 (F b , Z 2 ) so that D n−1 i , b n−1 j = δ i,j for 1 ≤ i, j ≤ r 1 . Apply the second construction from Section 8 to them. We find algebraic maps ι 1,j : M 1,j → F b so that (ι 1,j ) * [M 1,j ] = b n−1 j . In turn, they give us equivariant algebraic maps f 1,j : X 1,j → F b that represent classes in N C n [free](F b ). These maps are equivariant Steenrod representatives of 
A priori, the top square in the diagram does not have to commute.
Earlier in this section we picked a basis B p of H n−p (S A ). We picked its elements so that they are monomials in even Stiefel-Whitney classes. In (2.6) we saw that β * sends even Stiefel-Whitney classes to mod 2-Chern classes. These Chern classes are algebraically independent. Consequently, β * is a monomorphism when restricted to H n−p (S A ), and there are elements b n−p We set b p = {d n−p 1 , . . . , d n−p rp } ⊂ H n (EC × C F b , Z 2 ). By design, we have the orthogonality relations As a consequence of Proposition 7.4, it suffices to find equivariant algebraic Steenrod representatives for the elements in a basis of H * (EC× C F b , Z 2 ). For any n ≥ 0 we constructed a basis B of H n (EC × C F b , Z 2 ). We constructed a subset b of H n (EC × C F b , Z 2 ). The orthogonality relations in (9.2), (9.3) and (9.4) and the fact that H n (EC × C F b , Z 2 ) ∼ = H n (EC × C F b , Z 2 ) imply that b is a basis of H n (EC × C F b , Z 2 ). All elements of b had algebraic equivariant Steenrod representatives, so we are done.
