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Let p ≥ 3 be a prime and F a totally real number field. Let f be a Hilbert cuspidal eigenform of
parallel weight 2, trivial Nebentypus and ordinary at p. It is possible to construct a p-adic L function which
interpolates the complex L-function associated with the symmetric square representation of f . This p-adic
L-function vanishes at s = 1 even if the complex L-function does not. Assuming p inert and f Steinberg at
p, we give a formula for the p-adic derivative at s = 1 of this p-adic L-function, generalizing unpublished
work of Greenberg and Tilouine. Under some hypotheses on the conductor of f we prove a particular case
of a conjecture of Greenberg on trivial zeros.
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1 Introduction
The aim of this paper is to prove a conjecture of Greenberg on trivial zeros of p-adic L-functions [Gre94],
generalizing the classical conjecture of Mazur-Tate-Teitelbaum [MTT86] to ordinary motives.
Let V = {Vl} be a compatible system of continous, finite-dimensional l-adic representations of GQ =
Gal(Q/Q). Let us denote by V ∗ the dual motive whose l-adic realizations are V ∗l = Hom(Vl,Ql(1)).
We can associate in a standard way a complex L-function L(s, V ), converging for Re(s)≫ 0; we suppose that
L(s, V ) extends to an holomorphic function on the whole complex plane and that it satisfies the functional
equation
L(s, V )Γ(s, V ) = ε(s)L(1− s, V ∗)Γ(s, V ∗)
where Γ(V, s) is a product of complex and real Gamma functions and ε(s) a function of the form ζNs, for ζ
a root of unity and N a positive integer. We suppose moreover that both Γ(0, V ) and Γ(1, V ∗) are defined;
in this case s = 1 is critical a` la Deligne [Del79] and we suppose in addition the existence of a Deligne period
Ω such that
L(V, 0)
Ω
∈ Q.
Let us fix a prime number p; we will fix once and for all an isomorphism C ∼= Cp. This in particular defines
an embedding of Q in C and Cp. We say that V is ordinary at p if Vp as GQp = Gal(Qp/Qp)-representation
admits a decreasing and exhaustive filtration FiliVp such that Ip acts on Gr
iVp as χ
i
cycl, where χcycl denotes
the p-adic cyclotomic character.
Let us denote by K the coefficient field of Vp and by O its valuation ring. Under these hypotheses, Coates
and Perrin-Riou [CPR89] have formulated the following conjecture;
Conjecture 1.1. There exist a formal series G(T, V ) in O[[T ]] such that for all finite order, non trivial
characters ε of 1 + pZp we have
G(ε(1 + p)− 1, T ) = CεL(V ⊗ ε, 0)
Ω
;
here Cε is an explicit determined algebraic number. Moreover
G(0) = E(V )L(V, 0)
Ω
;
where E(V ) is a finite product of Euler type factors at p.
A description of E(V ) when Vp is semistable can be found in [Ben13, §0.1].
It is clear from the above interpolation formula that if one of the factors of E(V ) vanishes then the p-adic
L-function does not give us any infomation about the special value L(V,0)Ω . In this case, we say that we have
an “exceptional” or “trivial” zero. In [Gre94], Greenberg proposes a conjecture which generalizes the well
known conjecture of Mazur-Tate-Teitelbaum.
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Conjecture 1.2. Let us denote by g the number of factors of E(V ) which vanish. We have then
G(T, V ) = L(V )E∗(V )L(V, 0)
Ω
T g
g!
+ (T g+1)
where E∗(V ) denotes the non-zero factor of E(V ) and L(V ) is a non zero error term.
The factor L(V ), usually called the L-invariant, has conjecturally an interpretation in terms of the
Galois cohomology of Vp. At present, not many cases of these conjecture are known; up to the 90’s, the
conjecture was known essentialy when V is a Dirichlet character [FG79] or an elliptic curve over Q with
split multiplicative reduction at p [GS93] or the symmetric square of an elliptic curve with multiplicative
reduction at p (Greenberg and Tilouine, unpublished).
Recently, many people [DDP11, Mok09, Spi13b, Spi13a] have obtained positive results on this conjecture in
the case when V is an induction from a totally real field of the Galois representation associated with a Hecke
character or a modular elliptic curve; these cases can be seen both as an attempt to test the conjecture for
higher rank V and as a (highly non-trivial) generalization of the known cases. The natural next step is the
case of the induction of the symmetric square representation associated with an elliptic curve over a totally
real field; it is the main subject of this paper.
Let F be a totally real number field and r its ring of integers, let I be the set of its real embeddings. Let f
be a Hilbert modular form of weight k = (kσ)σ∈I , kσ ≥ 2 for all σ. Let K ⊂ Cp be a p-adic field containing
the Hecke eigenvalues of f and let O be its valuation ring. It is well known [BR89, Tay89] that there exists
a 2-dimensional p-adic Galois representation
ρf :Gal(F/F )→ GL2(O)
associated with f . Let Sym2(ρf ) be the symmetric square of ρf , it is a 3-dimensional Galois representation.
For almost all primes q of r, the Euler factor of L(s, Sym2(ρf )) is
(1− α(q)2N (q)−s)(1− αβ(q)N (q)−s)(1− β(q)2N (q)−s)
where α(q) and β(q) are the two roots of the Hecke polynomial of f at q.
We define similarly the twisted L-function L(s, Sym2(ρf ), χ) for χ a gro¨ssencharacter of A
×
F . We shall
write L(s, Sym2(f), χ) = L(s, Sym2(ρf ), χ). Let us denote by k
0 = max(kσ) and k0 = min(kσ); in [Im91],
Im proves Deligne’s conjecture for this L-function, i.e. he shows for any integer n in the critical strip[
k0 − k0 + 1, k0 − 1
]
such that χv(−1) = (−1)n+1 for all v | ∞ the existence of non-zero complex number
Ω(f , n) such that the ratio
L(n, Sym2(f), χ)
Ω(f , n)
is an algebraic number. This algebraic number will be called the special value of L(s, Sym2(f), χ) at n.
We can make a “good choice” of the periods Ω(f , n) such that the special values can be p-adically interpolated.
Actually, there exists a power series G(T, Sym2(f)) in O[[T ]] constructed in [Wu01] and in Section 7 of the
present work which satisfies the following interpolation formula
G(ε(1 + p)(1 + p)n − 1, Sym2(f)) =Cε,nE(n, ε, f)L(n, Sym
2(f), ε)
Ω(f , n)
.
for n critical. Here ε is a finite order character of 1 + pZp, Cε,n is a non-zero explicit number, and E(n, ε, f)
is a product of some Euler-type factors at primes above p as predicted by the above conjecture.
Let us pose Lp(s, Sym
2(f)) := G(us−1, Sym2(f)). The trivial zeros occur when the Nebentypus of f is trivial
at p and s = k0 − 1. In this case the number of vanishing factors is equal to the number of primes above
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p in F . The problem of trivial zeros for the symmetric square has already been studied in great generality
by Hida [Hid00, Hid06, Hid09]. Hida calculated the L-invariant, defined according to the cohomological
definition of Greenberg [Gre94], in [Hid06]. It is a hard problem to show that it is non-zero, but we know
that it is “frequently” non-zero when f varies in a p-adic family which is Steinberg for all primes above p
except possibly one.
The main result of the paper is the following
Theorem 1.3. Let p ≥ 3 be a prime such that there is only one prime ideal p of F above p and let f be
a Hilbert cuspidal eigenform of parallel weight 2 and conductor Np such that the Nebentypus of f is trivial.
Suppose that N is squarefree and divisible by all the primes of F above 2; suppose moreover that π(f)p is a
Steinberg representation. Then the formula for the derivative in Conjecture 1.2 is true.
In the case where f corresponds to an elliptic curve, such a theorem has been claimed in [Ros13a]. We
were able to substitute the hypothesis p inert by there is only one prime ideal of F above p thanks to a
clever remark of E´ric Urban to whom we are very grateful.
In this particular case of multiplicative reduction, the L-invariant depends only on the restriction of Vp to
GQp and was already calculated in [GS93]. By the “The´ore`me de Saint-E´tienne” [BSDGP96], we know that
L(Sym2(f)) is non-zero when f is associated with an elliptic curve.
In reality, we could weaken slightly the hypothesis on the conductor; see Section 8 for one example.
We point out that this theorem is a generalization of the theorem (unpublished) of Greenberg and Tilouine
when F = Q. In fact, our proof is the natural generalization of theirs to the totally real case.
Recently, again in the case F = Q, Dasgupta has shown Conjecture 1.2 in the case the symmetric square of
modular forms of any weights. He uses the strategy outlined in [Cit08] which suggests to factor the three
variable p-adic L-function Lp(k, l, s) associated with the Rankin product of a Hida family with itself [Hid88b]
when k = l. To do this, he exploits recent results of Bertolini, Darmon and Rotger expressing the values at
s = l = k = 2 of Lp(ε1k, ε1l, ε2s) in term of complex and p-adic regulators of Beilinson-Flach elements (and
circular units). Clearly at this moment such a method is almost impossible to generalize to an arbitrary
totally real field.
The proof of Theorem 1.3 follows the same line as in the work of Greenberg and Stevens for the standard
L-function.
We view the p-adic L-function Lp(s, Sym
2(f)) as the specialization of a two-variable p-adic L-function
Lp(s, k). Such a function vanishes identically on the line s = k − 1 so that we can relate the derivative
with respect to s to the one with respect to k. In order to evaluate the derivative with respect to k, we find a
factorization of Lp(1, k) into two p-analytic functions, one which gives rise to the trivial zero (it corresponds
to the product of some Euler factors at primes above p) and one which interpolates the complex L-value (the
improved p-adic L-function in the terminology of Greenberg-Stevens). The construction of the improved
L-functions is done as in [HT01] by substituting the convolution of two measures used in the construction
of Lp(s,m) by a product of a function and a measure.
The main limit of this approach is due to the fact that we are using only two variables and so, such a
method can not go beyond the first derivative without a new idea. In fact, one can define a p-adic L-function
associated with the nearly ordinary family deforming f which has d+ 2 + δ variables; however, we can only
find a factorization of this multi variable p-adic L-function only after restricting to the ordinary part. This
is because the Euler factors which we remove from our p-adic L-functions are not p-adic analytic functions
of the nearly ordinary variables. Moreover, this method works only when f is Steinberg at p and such rep-
resentation at p in the nearly ordinary setting can appear only when the weight is parallel and equal to 2t.
Still, we want to point out that in the case when f is Steinberg at all primes above p we can show a formula
similar to one in Conjecture 1.2 but for the derivative with respect to the weight. It seems quite an hard
problem to relate this derivative to the one with respect to s.
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As this method relies on Shimura’s integral formula which relates the symmetric square L-function to a
suitable Petersson product, it can be generalized to all the cases of finite slope families, assuming similar hy-
pothesis and the existence of the many variable p-adic L-function. In particular, thanks to the recent work
of Urban [Urb] on families of nearly-overconvergent modular forms, this method can now be successfully
applied in the case F = Q. This is the main subject of [Ros13b].
We point out that understanding the order of this zero and an exact formula for the derivative of the p-adic
L-function has recently become more important after the work of Urban on the main conjecture for the
symmetric square representation [Urb06] of an elliptic modular form. We shall explain how its proof can be
completed with Theorem 1.3.
We shall also extend the result of Theorem 1.3 to the base change of a Hilbert modular form as in Theorem
1.3, providing examples of the conjecture for trivial zeros of higher order.
This paper is the result of the author’s PhD thesis and would have never seen the light of the day without
the guidance of Prof. Jacques Tilouine and his great helpfulness. The author would like to thank him very
much.
The author would like to thank also Arno Kret for his great patience in answering all the author’s questions
and Prof. Ralph Greenberg, Prof. Haruzo Hida, Chung Pang Mok, Prof. Johannes Nicaise, Prof. E´ric Urban
and John Welliaveetil for useful discussions and suggestions. Part of this work has been written during a
stay at the Hausdorff Institute during the Arithmetic and Geometry program, the author would like to thank
the organizers and the institute for the support and the optimal working condition.
The structure of the paper is the following: in Section 2 we recall the theory of complex and p-adic
modular Hilbert modular forms of integral weight and in Section 3 we do the same for the half-integral
weight, presenting our definition of p-adic modular form of half-integral weight. In Section 4 we recall the
definition of the L-function for the symmetric square of f and relate it to the Rankin product of f with a theta
series. In Section 5 we present some operators which will be used in the construction of p-adic L-function,
and in Section 6 we recall briefly the theory of p-adic measures. In Section 7 we use the method of Hida and
Wu to construct a many variable p-adic L-function for the symmetric square (relaxing also some of their
hypotheses) and the improved one, while in Section 8 we prove Theorem 1.3. In Section 9 we deal with the
case of base change. In Section 10 we explain how our result allows one to complete the proof of the main
conjecture given by Urban. Finally, in Appendix A and B we prove a theorem on the holomorphicity of the
p-adic L-functions constructed in Section 7.
2 Classical Hilbert modular forms
In this section we review the theory of complex and p-adic Hilbert modular forms.
2.1 Complex Hilbert modular forms
As our interest lies more in Hecke algebras than in modular forms per se, we look at adelic Hilbert modular
forms. Let F be a totally real field of degree d and r its ring of integers. Let I be the set of its real
embeddings. An element w ∈ Z[I] is called a weight. For two weights k =∑σ∈I kσσ and w =∑σ∈I wσ, we
say that k ≥ w if kσ ≥ wσ for all σ in I. In particular k ≥ 0 if kσ ≥ 0 for all σ in I. Define t =
∑
σ∈I σ.
Let m ≥ 0 be an integer and v in Z[I]. Consider a Hilbert cuspidal eigenform f of weight k = (m+ 2)t− 2v
and define k0 as the minimum of kσ for σ in I. Let d be the different of F and DF = NF/Q(d) the discriminant
of F . By abuse of notation, we shall denote by d also a fixed ide`le which is 1 at the primes which do not
divide the different, and is a generator of the local different at the primes dividing it.
We denote by AF the ade`les of F , and we factor AF = Ff × F∞ into its finite component and infinite
component. For y in AF , we denote by yf resp. y∞ the projection of y to Ff resp. F∞.
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Let GL2 be the algebraic group, defined over F , of 2 × 2 invertible matrices. For y in GL2(AF ), we denote
by yf , resp. y∞, the projection of y to GL2(Ff ) resp. GL2(F∞).
Let S be a compact open subgroup of GL2(Ff ) and let GL2(F∞)
+ be the connected component of GL2(F∞)
containing the identity. Let H be the upper half plane then GL2(F∞)+ acts on HI by linear fractional
transformation. Let C∞+ be the stabilizer of the point z0 = (i, . . . , i) in HI under this action.
Fix two elements k and w of Z[I] such that k ≥ 0. Let t = ∑σ∈I σ. We say that an element of Z[I] is
parallel if it is of the form mt with m an integer.
We use the multi-index notation; for x in F and k =
∑
σ∈I kσσ, z
k will denote
∏
σ∈I σ(z)
kσ .
We define Mk,w(S,C) as the space of complex-valued functions on GL2(AF ), holomorphic on GL2(F∞) such
that
f(αxu) = f(x)jk,w(u∞, z0)
−1
for α ∈ GL2(F ) and u ∈ SC∞+,
where jk,w
((
a b
c d
)
, z
)
= (ad− bc)−w(cz + d)k, under the multi-index convention.
We say that f is cuspidal if ∫
F\AF
f(ga)da = 0 for all g ∈ GL2(AF );
we shall denote by Sk,w(S,C) the subset of cuspidal modular forms.
Fix a pair (n, v) such that k = n + 2t and w = t − v, and suppose that n + 2v = mt (otherwise there are
no non-zero Hilbert modular forms). The choice of v ∈ Z[I] guarantees that the Fourier coefficients of f ,
defined below, belong to a number field.
For an element k ∈ Q[I], we will denote by [k] the integer such that k = [k]t if k is parallel or 0 otherwise.
We define some congruence subgroups of GL2(AF ). Let rˆ be the profinite completion of r, then let
U˜0(N) =
{(
a b
c d
)
∈ GL2(ˆr)|c ∈ Nrˆ
}
,
U˜0(N,M) =
{(
a b
c d
)
∈ U0(N)|b ∈Mrˆ
}
,
V˜1(N) =
{(
a b
c d
)
∈ U0(N)|d ≡ 1 mod Nrˆ
}
,
U˜(N) =
{(
a b
c d
)
∈ V1(N)|a ≡ 1 mod Nrˆ
}
,
U˜(N,M) =
{(
a b
c d
)
∈ U(N)|b ∈Mrˆ and a ≡ d ≡ 1 mod NMrˆ
}
for two integral ideals N,M of r. The subgroup U˜(N,M) is isomorphic to U˜(NM) and we will use it in the
following to simplify some calculations in the construction of the p-adic L-function.
We say that S˜ is congruence subgroup if S˜ contains U˜(N) for a certain ideal N. For such a S˜, we pose
detS˜ =
{
det(s)|s ∈ S˜
}
⊂ F×f , and decompose the ide`les into
A×F =
h(S)⋃
i=1
F×aidetS˜FF
×
∞+. (2.1)
Here h(S) is a positive integer and {ai} is a set of ide`les such that the {ai = air} form a set of representatives.
We can and we will choose each ai such that ai,p = 1 and ai,∞ = 1. When S˜ = U˜(N), we will use the notation
h(N) for h(S), as in this case h(S) is the strict class number of F of level N. Define now
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E =
{
ε ∈ r×|ε≫ 0} , r×(N) = {ε ∈ r×|ε ≡ 1 mod N} ,
E(N) = E ∩ r×(N) and
Γ˜[N, a] =
{(
a b
c d
)
∈
(
r a
N r
)
|ad− bc ∈ E,
}
.
In this way we can associate to each adelic form f for U˜(N) exactly h(N) complex Hilbert modular forms,
fi(z) = jk,w(u∞, z)f(tiu∞) = y
−w
∞ f
(
ti
(
y∞ x∞
0 1
))
where u∞ is such that u∞(z0) = z. Each fi is an element of Mk,w(Γ˜
≡[Nai, a
−1
i ]), where
Γ˜≡[Nai, a
−1
i ] =
{(
a b
c d
)
∈ Γ˜[N, a]|a ≡ d mod N,
}
.
This allows us to define the following isomorphism
I−1N : Mk,v(U(N),C) →
⊕
iMk,v(Γ˜
≡[Nai, a
−1
i ],C)
f 7→ (f1, . . . , fh(N))
We point out that each fi(z) is a Hilbert modular form on a different connected component of the Shimura
variety associated with U˜(N).
Each fi(z) has a Fourier expansion
fi(z) = a(0, fi) +
∑
0≪ξ∈ad−1
a(ξ, fi)eF (ξz).
As in the classical case, f is cuspidal if and only if a(0, fi|γ) = 0 for i = 1, . . . , h(N) and all the matrices
α ∈ GL2(F∞)+.
Let K0 be a finite extension of the Galois closure of F , and suppose that in its ring of integers all the integral
ideals of F are principal. We choose a compatible system of generators {yσ} for all ide`les y as in [Hid88a, §3
]. Let K be the p-adic completion of K0 with respect to the embedding of Q in Cp fixed in the introduction.
When we will be working with coefficients in K, we will suppose {y} = 1 if y is prime to p.
We define now functions on F×A+; let y be an integral ide`le, by the decomposition given in (2.1) write
y = ξaidu, for u in UF (N)F
×
∞+, and define
a(y, f) = a(ξ, fi)
{
y−v
}
ξv|ai|−1A ,
ap(y, f) = a(ξ, fi)y
−v
p ξ
vNp(ai)−1
and 0 if y is not integral. HereNp is the cyclotomic character such thatNp(y) = y−tp |yf |−1A . If the infinity-part
and the p-part of ai are 1 as we chose before, then
ap(y, f) = a(y, f) {yv} y−vp .
Multiplication by ξv is necessary to ensure that these functions are independent of the choice of the decom-
position of y. We define also the constant term
a0(y, f) = a(0, fi)|ai|1−[v]A , a0,p(y, f) = a0(y, f)Np(yd−1)
[v]
,
and we can now state a proposition on the Fourier expansion of f .
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Proposition 2.2. [Hid91, Theorem 1.1] Let f be an Hilbert modular form of level V˜1(N), then f has a
Fourier expansion of the form
f
((
y x
0 1
))
=|y|A
{
a0(yd, f)|y|−[v]A +
+
∑
0≪ξ∈F×
a(ξdy, f){ξdy}v(ξy∞)−ve∞(iξy∞)eF (ξx)

 . (2.3)
and by formal substitution we obtain a p-adic q-expansion
f =Np(y)−1

a0,p(yd, f)|y|−[v]A +
∑
0≪ξ∈F×
ap(ξdy, f)q
ξ

 .
Here eF is the standard additive character of AF /F such that e∞(x∞) = exp(2πix∞).
We define
fu(x) = |DF |−(m/2)−1fρ(x)j(x∞, z0)kρ|det(x)|m/2A ;
fu is the unitarization of (the complex conjugate of) f . If f is of weight (k, w), fu is of weight (k, k/2).
For arithmetic applications, we define the normalized Fourier coefficient as
C(a, f) = ξ−k/2a(ξ, fu),
where we have a = ξa−1i . From [Hid91, (1.3 a)(4.3 b)] we have the relation
C(a, f) = a(ξ, fi)N (a)−m/2−1ξv|ai|−1A . (2.4)
From now on, following Shimura, we conjugate all the previous subgroups by
(
d 0
0 1
)
. The conjugated
groups will be denoted by the same symbol without the tilde. The advantage of this choice is that the Fourier
expansion of a Hilbert modular form f for V1(N) is now indexed by totally positive elements in r instead of
totally positive elements belonging to the fractional ideal d−1.
2.2 The p-adic theory
In [Hid88a, Hid89b, Hid02] Hida develops the theory of nearly ordinary modular forms. It is constructed via
the duality between modular forms and their associated Hecke algebra. Let v ≥ 0 and k > 0 be a couple of
weights and m ≥ 0 an integer such that mt = k− 2t− 2v; let w = t− v. Let S be a compact-open subgroup
of GL2(ˆr), U0(N) ⊃ S ⊃ U(N). We suppose N prime to p.
Let K be a p-adic field containing the Galois closure of F and O its ring of integers. For all integral domain
A which are O-algebra we define :
Mk,w(S,A) = {f ∈Mk,w(S,C) | a0(y, f), a(y, f) ∈ A} ,
Sk,w(S,A) = {f ∈ Sk,w(S,C) | a(y, f) ∈ A} ,
mk,w(S,A) = {f ∈Mk,w(S,C) | a(y, f) ∈ A} .
For all y ∈ F×f , we define the Hecke operator T (y) as in [Hid88a, §3] and we pose T0(y) = {y−v}T (y).
T (y) is an operator on Mk,w(S,A) and mk,w(S,A) and, if {y−v} belongs to A for all y, then T0(y) acts on
both spaces. Furthermore, we define T (a, b) as in [Hid91, §2].
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We define the Hecke algebra Hk,w(S,A) (resp. hk,w(S,A)) as the sub-algebra of EndA(Mk,w(S,A)) (resp.
EndA(Sk,w(S,A))) generated by T (y) and T (a, b).
For a positive integer α, we pose S(pα) = S ∩ U(pα) and define:
Mk,w(S(p
∞), A) = lim−→
α
Mk,w(S(p
α), A),
Sk,w(S(p
∞), A) = lim−→
α
Sk,w(S(p
α), A),
mk,w(S(p
∞), A) = lim−→
α
mk,w(S(p
α), A),
hk,w(S(p
∞), A) = lim←−
α
hk,w(S(p
α), A),
Hk,w(S(p
∞), A) = lim←−
α
Hk,w(S(p
α), A).
Hida shows in [Hid89b, Theorem 2.3] that when k ≥ 2t we have an isomorphism hk,w(S(p∞), A) ∼=
h2t,t(S(p
∞), A) which sends T0(y) into T0(y). Let h
n.ord
k,w (S(p
∞), A) be the direct summand of hk,w(S(p
∞), A)
where T0(p) acts as a unit. We will drop the weight from the notation in what follows.
We let e = limn T0(p)
n! be the idempotent of h(S(p∞), A) which defines hn.ord(S(p∞), A).
Let Sn.ord(S(p∞), A) be defined as eSk,w(S(p
∞), A), where the line denotes the completion with respect to
the p-adic topology on the function ap(y, f). This completion is independent of (k, w) as shown in [Hid91,
Theorem 3.1].
Let now S0(p
α) = S ∩ U0(pα). We define
Gα =S(pα)r×/S0(p
α)r×,
G = lim←−
α
Gα.
Let SF (resp. S(p
α)F ) be S ∩ F×f (resp. S(pα) ∩ F×f ) and
ClS(p
∞) = lim←−
α
SF r
×/S(pα)F r
×.
From [Hid89b, Lemma 2.1] we have an isomorphism G ∼= r×p × ClS(p∞) via the map
S ∋ s =
(
a b
c d
)
7→ (a−1p dp, a). (2.5)
If S = U(N), then ClS(p
∞) = ClN(p
∞); in general, ClS(p
∞) is always a subgroup of ClN(p
∞) of finite index.
We have an action of Gα on Mk,w(S(p
α), A); the couple (a, z) acts via T (z, z)T (a−1, 1). In the fol-
lowing, we will denote T (z, z) by 〈z〉. For two characters ψ, ψ′ of finite order modulo Npα, we define
Sn.ordk,w (S(p
α), ψ, ψ′;O) as the forms on which (a, z) acts via ψ(z)N (z)mψ′(a)av and hn.ordk,w (S(pα), ψ, ψ′;O)
in the obvious way.
We let W be the torsion-free part of G. Let Λ be the Iwasawa algebras of W; we have that hn.ord(S(p∞), A)
is a module over Λ and O[[G]]. We say that a O-linear morphism P : O[[G]] → O is arithmetic of type
(m, v, ψ, ψ′) if P (z, a) = ψ(z)N (z)mψ′(a)av for m ≥ 0 and ψ, ψ′ finite order characters of Gα.
We have the following theorem, which subsumes several results of Hida [Hid89b, Theorem 2.3, 2.4], [Hid91,
Corollary 3.3], [Hid02, §4]
Theorem 2.6. Let S as above, then hn.ord(S(p∞), A) is torsion-free over Λ, and for all points P of type
(m, v, ψ, ψ′) we have
hn.ord(S(p∞),O)P /Phn.ord(S(p∞),O)P ∼=hn.ordk,w (S(pα), ψ, ψ′;O).
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Moreover, there is a duality as O-module between Sk,w(S(p∞),O) (resp. mk,w(S(p∞),O)) and h(S(p∞),O)
(resp. H(S(p∞),O)). When S = U(N), then for all points P of type (m, v, ψ, ψ′) we have also
Sn.ord(S(p∞),O)[P ] ∼=Sn.ordk,w (S(pα), ψ, ψ′;O).
If moreover p ∤ 6DF , then h
n.ord(U(N)(p∞),O) is free over O[[W]].
In the following, we will concentrate on the case S = V1(N), in what follows we will use the notation
hn.ord(N,O) for hn.ord(V1(N)(p∞),O). We will denote by hord(N,O) the ordinary part of the Hecke alge-
bra. Via the above mentioned duality, it corresponds to the Hilbert modular forms of parallel weight; it is
a module over O[[ClN(p∞)]]. We have hord(N,O) = hn.ord(N,O)/P ord, where P ord is the ideal of O[[G]]
corresponding to the projection on the second component G→ ClN(p∞).
Let K be a field extension of Frac(Λ) and I the integral closure of Λ in K. By duality, to each morphism
λ : hn.ord(N,O) → I corresponds an I-adic modular form F which is characterized by its I-adic Fourier
coefficient ap(y,F) = λ(T0(y)). To such a λ corresponds an irreducible component of Spec(h
n.ord(N,O)),
determined by the prime ideal Ker(λ). Let X(I) be the set of arithmetic points of Spec(I), i.e. the Qp-
points that restrained to Λ correspond to an arithmetic point of type (m, v, ψ, ψ′). By the previous theorem,
to each arithmetic point P corresponds a Hilbert modular eigenform fP = P (F) such that ap(y, fP ) =
P (λ(T0(y))), fP |T (a−1, 1) = avψ′(a)fP and fP | 〈z〉 = Nm(z)ψ(z)fP . In particular, the center of GL2(ˆr) acts
via Nm(−)ψ(−).
Following [Hid89a, Theorem I], we can associate to each family of nearly ordinary Hilbert modular forms
with coefficients in a complete noetherian local integral domain of characteristic different from 2 (i.e. to each
λ : hn.ord(N,O) → A), a 2-dimensional semisimple and continuous Galois representation ρλ, unramified
outside Np such that for all q 6 |Np, we have
det(1 − ρλ(Frq)) = 1− λ(T (q))X + λ(〈q〉)N (q)X2.
Moreover this representation is nearly-ordinary at all p|p. For the exact definition of nearly ordinary, see
[Hid89a, Theorem I (iv)]. Essentially, it means that its restriction to Dp, the decomposition group at p, is
upper triangular and unramified after a twist by a finite order character of Ip.
As in Section 8 we will discuss the relation between the analytic and the arithmetic L-invariant, we give
now briefly the definition of the cyclotomic Hecke algebra hcycl(N,O); it has been introducted in [Hid06,
3.2.9]. Roughly speaking, hcycl(N,O) corresponds to the subspace of hn.ord(N,O) defined by the equation
vσ1 = vσ2 , for σ1 and σ2 which induce the same p-adic place p of F .
Consequently, we say that an arithmetic point P is locally cyclotomic if P , as a character of T (Zp) ≡{(
a 0
0 d
)
∈ GL2(rp)
}
, factors through the local norms, i.e.,
P |T (Zp) =
∏
p|p
(N (ap)vp ,N (dp)mp),
up to a finite order character.
From the deformation-theoretic point of view, requiring that a Hilbert modular form f belongs to hcycl(N,O)
is equivalent to demand that, for all p | p the local Galois representation at p, ρf ,p is of type
(
εp ∗
0 δp
)
,
with the two characters εp and δp of fixed type outside Gal(Fp(µp∞)/Fp) ([Hid06, (Q4’)]).
3 Hilbert modular forms of half-integral weights
In this section we first recall the theory of Hilbert modular forms of half integral weight, with particular
interest in theta series and Eisenstein series. We will use these series to give, in the next section, an integral
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expression for the L-function of the symmetric square representation. In the second part of the section, we
develop a p-adic theory for half integral weight Hilbert modular forms which will be used in Section 6.
3.1 Complex forms of half-integral weights
We will follow in the exposition [Shi87]. Half-integral weight modular forms are defined using the metaplectic
groups as defined by Weil. One can defineMAF as a certain non trivial extension of SL2(AF ) by the complex
torus S1 with a faithful unitary representation (called the Weil representation) on the space L2(AF ).
Similarly, for any place v, Mv is defined as a certain extension of SL2(Fv) by the complex torus S
1 together
with a faithful unitary representation on L2(Fv). We denote by the same symbol pr the projection of MA
onto SL2(AF ) and of Mv onto SL2(Fv). In the following, we will sometimes use G to denote the algebraic
group SL2.
Denote by PAF the subgroup of upper triangular matrices in SL2(AF ) and by ΩAF the subset of SL2(AF )
consisting of matrices which have a bottom left entry invertible.
The extension MAF is not split, but we have three liftings r, rP and rΩ of SL2(F ), PAF and ΩAF such that
pr ◦ r? is the identity, for ? = ∅, P,Ω. Their explicit description is given in [Shi87, (1.9),(1.10)] and they are
compatible in the sense that r = rP on G ∩ PAF and r = rΩ on G ∩ ΩAF .
For x in GL2(Ff )×GL2(F∞)+ and z in HI we define j(x, z) = det(x∞)−1/2(cz+d), where x∞ =
(
a b
c d
)
is the projection of x to GL2(F∞)
+. For τ in MAF we pose j(τ, z) = j(pr(τ), z).
We define C′ as the matrices γ in G(AF ) such that γv belongs to the group C
′
v defined as follows
C′v =


{γ ∈ SL2(Fv)|γi = i} if v|∞{
γ ∈ SL2(Fv)|γ ∈
( ∗ 2dv
2d−1v ∗
)}
if v finite
.
Let η0 be defined by
(η0)v =


1 if v|∞(
0 −d−1v
dv 0
)
if v finite
.
C′′ is define as the union of C′ and C′η0. By [Shi87, Proposition 2.3], we can define for τ in pr
−1(PAFC
′′)
an holomorphic function h(τ, z) such that
h(τ, z)2 =ζτ j(τ, z),
where ζτ is a certain fourth root of 1.
Let Γ be a congruence subgroup contained in C′′G(F∞), we define a Hilbert modular form of half-integral
weight k + 12 t, k in Z[I] and k ≥ 0, as a holomorphic function on HI such that
f |k+ 12 tγ(z) = f(γz)j(γ, z)
−k
h(γ, z)
−1
= f(z)
for all γ in Γ. Contrary to the case of GL2, such complex modular forms are the same as the functions
f :MA → C such that
f(αxw) = f(x)j(w, z0)
−k
h(w, z0)
−1
for all α ∈ SL2(F ), w ∈ pr−1(B),
where B is a compact open subgroups of C′′.
In fact, we can pass from one formulation to the other in the following way: to such a f we associate a Hilbert
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modular form f on G ∩BΓ∞ by f(z) = f(u)j(u, z0)−kh(u, z0)−1 for any u such that u(z0) = z. Conversely,
to such f we can associate f such that
f(αx) = f |(k+ 12 t)x(z0) for all α ∈ SL2(F ), x ∈ pr
−1(BG(F∞)).
Let N and M be two fractional ideals such that NM is integral and divisible by 4. Congruence subgroups
of interest are D(N,M) which are defined as the intersection of G(A) and U0(N,M) × SO(2)a. The inter-
section of D(N,M) with G shall be denote by Γ1[N,M]. In particular, assuming 4 | N, h(−, z) is a factor
of automorphy and the map χ−1 : τ 7→ ζ2τ , for the root of unit ζτ defined above, is a quadratic character of
D(N, 4) depending only on the image of dγ modulo 4.
Let k′ = k + 12 t, with k ∈ Z[I] and k ≥ 0 and choose a Hecke character ψ of A×F (i.e. ψ in trivial on
F×) of conductor dividing M and such that ψ∞(−1) = (−1)
∑
σ∈I kσ . Let ψM =
∏
v|M ψv. We define
Mk(Γ
1[N,M], ψ,C) (resp. Sk(Γ
1[N,M], ψ,C) ) as the set of all holomorphic functions f (resp. cuspidal)
such that
f |kγ = ψMN(aγ)f for all γ ∈ Γ1[N,M].
This definition implies that the corresponding adelic form f satisfies f(xγ) = ψ(dγ)f(x) for γ ∈ D(N,M).
To have a non-zero Hilbert modular form on D(N, r), we need to suppose that 4 | N. So we will define
Mk(N, ψ,C) = Mk(Γ
1[2−1N, 2], ψ,C) and similarly for Sk(N, ψ,C)
We can define a Fourier expansion also for half-integral weight.
Proposition 3.1. Let k ∈ Z[I] and let f be a Hilbert modular form in Mk′(N, ψ,C), for k′ = t2 + k, or in
Mk,−k/2(U0(2
−1N, 2), ψ,C), then we have (ignore rP if the weight is integral)
f
(
rP
(
y x
0 y−1
))
=ψ−1∞ (y)y
k
∞|y|[k
′−k]
A
∑
ξ∈F
λ(ξ, yr; f , ψ)e∞(iξy
2
∞/2)eF (yxξ/2).
The following properties hold
• λ(ξ,m; f , ψ) 6= 0 only if ξ ∈ m−2 and ξ = 0 or ξ ≫ 0,
• λ(ξb2,m; f , ψ) = bkψ∞(b)λ(ξ, bm; f , ψ) for all b ∈ F×.
In particular
f(z) =
∑
ξ∈F
λ(ξ, r; f , ψ)e∞(ξz/2)
We can compare with the previous Fourier expansion when f has integral weight and we have
λ(ξ, yr; f , ψ) =ψ−1∞ (y)|y|2+mA a(y2ξ, f)
{
y2ξ
}v
(y2∞ξ)
−v
. (3.2)
Proof. The Fourier expansion and the first properties are contained in [Im91, Proposition 2.1]. For the last
formula, we point out that f can be written as f ′|
(
2−1 0
0 1
)
f
with f ′ a Hilbert modular form for V1(N).
Then we note that (
y x
0 y−1
)
=
(
y2 xy
0 1
)(
y−1 0
0 y−1
)
and, if the central character of f is ψ| |−mA , we obtain the formula by comparison with 2.3.
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The interest of this adelic Fourier expansion is that it can give rise to the Fourier expansions at all cusps.
Let N be an integral ideal such that 4|N and n a finite ide`le representing N: nr = N and n is 1 at the place
outside N. We shall define now two operators [n2] and τ(n2) which will be useful to simplify the calculations
of Eisenstein series and p-adic L functions we shall perform later. The latter operator will be used to define
a Hecke equivariant pairing on integral weight modular forms. Let k′ = t2 + k. We set
f |[n2](x) = N (n)− 12 f
(
xrP
(
n−1 0
0 n
)
f
)
.
This operator sends a form of level group D(C,M) into one of level group D(CN2,N−2M) and its the
analogue of [Hid90, §2 h3]. It is easy to see how the Fourier expansion changes;
λ(ξ, yr; f |[n2], ψ) =λ(ξ, n−1yr; f , ψ). (3.3)
In particular, we have from [Im91, Proposition 2.1 (i)] that a necessary condition for λ(ξ, r; f |[n2], ψ) 6= 0 is
that ξ ∈ n2 and ξ ≫ 0. We write f resp. f ′ for the complex version of f resp. f |[n2]; we easily see that the
Fourier expansion at infinity is
f ′(z) =
∑
0≪ξ∈F×,ξ∈n2
λ(ξ, n−1r; f , ψ)e∞(ξz/2).
If moreover N = (b), for a totally positive element b, then f ′(z) = bkf(b2z).
Important remark: in the next section we shall often use a similar operator
[
n2
4
]
. This operator is defined
exactly as above with the difference that 4 does not represent the ideal 4r, but 4 is diagonally embedded in Ff .
We define the half-integral weight Atkin-Lehner involution
f |τ(n2) =f |η2|rP
(
n−1 0
0 n
)
f
=f |rΩ
(
0 −2d−1n−1
2−1dn 0
)
f
.
The matrix η2 is η0 conjugated with the matrix
(
2 0
0 1
)
f
(embedded diagonally).
This second operator sends Mk′(N
2, ψ,C) to Mk′(N
2, ψ−1,C), since the corresponding matrix normalizes
D(2−1N2, 2). Note that τ(n2) is almost an involution:
f |τ(n2)τ(n2) = f |
( −1 0
0 −1
)
= (−1)kf .
3.2 Theta Series
We give now a first example of half-integral weight modular forms which will be used for the integral
formulation of the symmetric square L-function. We follow [Shi87, §4]. Recall that we have a unitary action
of MAF on the space L
2(AF ). For a Schwartz function on the finite ade`les η and n ∈ Z[I], we define a
function for τ ∈MAF
θn(τ, η) =
∑
ξ∈F
τηn(ξ, i)
where we define for ξ in AF and w in HI
ηn(ξ, w) = η(ξf )
∏
σ∈I
φnσ (ξσ, wσ),
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φnσ (ξσ, wσ) = y
−nσ/2
nσ Hnσ (
√
4πynσξσ)e(ξ
2
σwσ/2), where Hn is the n-th Hermite polynomial. It is the adelic
counterpart of the complex form
θn(z, η) = (4πy)
−n/2
∑
ξ∈F
η(ξ, i)Hn(
√
4πyξ)e∞(ξ
2z/2)
Choose a Hecke character χ of F of conductor N such that χ∞(−1) = (−1)
∑
I
nσ , we denote also by χ
the corresponding character on the group of fractional ideals. Recall that we defined t =
∑
σ∈I σ; for n = 0, t
we have
θ0(χ) =
∑
ξ∈F
χ∞(ξ)χ(ξr)e∞(ξ
2z/2)
θt(χ) =
∑
ξ∈F
χ∞(ξ)χ(ξr)ξ
te∞(ξ
2z/2).
From now on θn(χ) := θnt(χ); θn(χ) is holomorphic. Moreover, from [Shi87, Lemma 4.3], we have that for
all γ in Γ1[2N2, 2] we have
θn(χ)|(n+1/2)tγ = χ4N2(aγ)θn(χ).
This tells us that θn(χ) is a modular form in Mn+ t2 (4N
2, χ−14N2 ,C). The explicit coefficients, given by [Shi87,
(4.21)], are as follows:
λ(ξ,m, θn(χ), χ) =


2χ∞(η)χ(ηm)ξ
n if 0 6= ξ = η2 ∈ m−2,
χ(m) if 0 = ξ, f = r and n = 0,
0 otherwise.
For a Hecke character χ, we define, following [Shi93, (4.8)], the Gauß sum of χ
G(χ) =
∑
x∈f−1d−1/d−1
χ∞(x)χf (xdf)eF (x).
We conclude with the following proposition which generalizes a well-known result for F = Q.
Proposition 3.4. Let χ be a Hecke character of conductor N. Then
θ(τ, χ)|τ(4n2) = C(χ)θ(τ, χ−1)
for C(χ) = G(χ)N (N)−1/2χ(dN).
Proof. We decompose (
0 −d−1n−1
nd 0
)
=
(
d−1n−1 0
0 nd
)(
0 −1
1 0
)
.
As in [Shi87, Lemma 4.2] we have(
0 −1
1 0
)
χf (x) = N (d)−1/2N (n)−1G(χ)χ(dn)χ−1f (dnx).
Now, we are left to study the action of the diagonal matrix on χ. As this matrix is in PAF , we can use
[Shi87, (1.12)] to reduce ourself to local calculations
rP
(
d−1n−1 0
0 nd
)
χf =
∏
v
rP
(
d−1n−1 0
0 nd
)
v
χv.
With [Shi87, (1.9)] we see that the action of this diagonal matrix sends χv(x) to |dn|v−1/2χv(d−1v n−1v x), then
τ(4n2)χf (x) = G(χ)N (n)−1/2χ(dN)χ−1f (x).
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3.3 Eisenstein series
We give a second example of half-integral weight forms which we shall use in the next sections. The aim
of this section is to find a normalization of these series which shall allow us to p-adically interpolated its
Fourier coefficients 3.10.
Let us fix an integral weight k ∈ Z[I], a congruence subgroup of level c, a Hecke character ψ of finite
conductor dividing c and of infinite part of type (x/|x|)k. Decompose
G ∩ PAFD(2−1N, 2) =
∐
ai∈Cl(F )
PβiΓ
1[2−1N, 2],
where P is the Borel of G and βi =
(
ti 0
0 1
)
, for ti an ide`le representing ai.
We pose
E(z, s; k, ψ, c) =
∑
ai∈Cl(F )
N(ai)
2s+ 12
∑
γ∈Pi\βiΓ1[2−1N,2]
ψ(dγa
−1
i )ψ∞(dγ)
yst−k/2h(γ, z)
−1
j(γ, z)
−k
|j(γ, z)|2st−k
,
where Pi = P ∩ βiΓ1[2−1N, 2]β−11 . We follow mainly the notation of [Im91, §1], but we point out that our
Eisenstein series E(z, s; k, ψ, c) coincides with Im’s series E evaluated at s+ 1/4 and a = 2−1r, and we refer
to loc. cit. for the statements without proof which will follow.
Take an element η1 in SL2(F ) such that η
−1
1 ∈ Z(AF )η0 and an element η˜ in MAF such that pr(η˜) = η0;
we can define
E′(z, s; k, ψ, c) =E(z, s; k, ψ, c)|k+ 12 η1.
We can see E(z, s; k, ψ, c) as an adelic form, as in Section 3.1: for all non-negative integers ρ we define
J(τ, z) = h(τ, z)2ρ+1(j(τ, z)/|j(τ, z)|)k
and a function f on MA as
f(τ) = ψf (dp)ψc(d
−1
w )|J(τ, z0)|J(τ, z0)−1
if τ = pw is in PAFD(2
−1cd, 2d−1) and 0 otherwise. We define moreover, for τ in PAFC, τ = pw
′, δτ = |dp|A
and for τ ∈ pr−1PAFC, δτ = δpr(τ).
The adelic Eisenstein series is defined by
EA(ξ, s; (2ρ+ 1)/2, k, ψ, c) =
∑
g∈P\SL2(F )
f(gξ)δgξ
−2s−ρ−1/2.
We have therefore E(z, s; k, ψ, c) = EA(u, s; 1/2, k, ψ, c)J(u, z0), where u is such that z = u(z0). Moreover,
E′(z, s; k, ψ, c) = EA(uη˜, s;
1
2
t, k, ψ, c)J(u, z0).
For k = κt, κ > 0 and s = κ/2 we have:
E(z, κ/2;κt, ψ, c) ∈Mk+ 12 (c;ψ
−1
c ),
E′(z, κ/2;κt, ψ, c) ∈Mk+ 12 (2, 2
−1c;ψ−1c ).
We define a normalization of the previous Eisenstein series
E ′ (z, s; k, ψ, c) =Lc(4s, ψ2)E′ (z, s; k, ψ, c) ,
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where Lc(s, ψ) stands for L(s, ψ)
∏
q|c(1 − ψ(q)N (q)−s). We define E (z, s; k, ψ, c) analogously. Let A =
ψ(d)DF
κ−1N (2c−1)iκdπd2d(κ− 12 ). We consider now the case when s is negative; we have the following result
on the algebraicity of these series
Theorem 3.5 ([Im91], Proposition 1.5). The series A−1E ′(z, 1−κ2 ;κt, ψ, c) has the following Fourier devel-
opment
Lc(1− 2κ) +
∑
0≪ξ∈2c−1
Lc(1− κ, ψωξ)β
(
ξ,
1− κ
2
)
e∞(ξx),
where ωξ is the Hecke character associated with F (
√
ξ) and
β(ξ, s) =
∑
a2b2|cξ
a,b prime to c
µ(a)ψωξ(a)ψ(b)
2N(b)−2sN(a)1−4s.
The fact that the Fourier expansion is shifted by c is due to the fact that we are working with forms for
the congruence subgroup D(2, 2−1c). Similarly, if c is the square of a principal ideal in r and c0 an ide`le rep-
resenting this ideal, we can deduce the Fourier expansion of N (c02−1)−κA−1E ′(z, 1−κ2 ;κt, ψ, c)[c204−1] simply
by taking the same sum but over all 0≪ ξ ∈ 2−1r.
We introduce now the notion of nearly-holomorphic modular form. It has been extensively studied by
Shimura. Let k be in Z
[
1
2
]
[I], and v in Z[I] when k is integral. Let Γ be a congruence subgroup of GL2(F∞)
or SL2(F∞), according to the fact that the weight is integral or half-integral, and ψ a finite order character
of this congruence subgroup. Let β ∈ Z[I], β ≥ 0, we define the space of nearly-holomorphic forms of degree
at most β, Nβk,v(Γ, ψ;C) as the set of all functions
f : HI → C
such that f |k,vγ(z) = ψ(γ)f(z) for all γ in Γ and f admits a generalized Fourier expansion
f =
β∑
i=0
∞∑
n
a(i)n q
n 1
(4πy)
i
at all cups for Γ.
In case of integral weight, it is possible to define adelic nearly-holomorphic forms for compact open subgroups
of GL2(Ff ) as in [Hid91, §1]; to each such form we can associate form an h-tuple of complex forms as we
defined.
We warn the reader that the function gi(z) =
∑∞
n a
(i)
n qn are not modular forms for Γ, except when i = β.
Let now be l in Z[I], λ in R and σ in I, we define a (non-holomorphic) differential operator on HI by
∂σλ =
1
2πi
(
λ
2iyσ
+
d
dzσ
)
,
∂lk =
∏
σ∈I
(
∂σkσ+2lσ−2 · · · ∂σkσ
)
,
and here zσ = xσ + iyσ is the variable on the copy of H indexed by σ.
Let f be in Nsk,v(Γ, ψ;C), if k > 2s (when F 6= Q this condition is automatically satisfied) then we have the
following decomposition
f =
s∑
i=0
∂ik−2ifi
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with each fi holomorphic and modular. A proof of this, when F = Q, is given in [Shi76, Lemma 7] and for
general F the proof is the same.
For such a form f we define the holomorphic projection H(f) := f0. For any f in N
s
k,v(Γ, ψ;C) we define
the constant term projection c(f) = g0. If we see f as a polynomial in
1
(4πy)i
, c(f) is then the constant term.
We will see when the weight is integral that c(f) is a p-adic modular form. This two operators will be used
to calculate the values of the p-adic L-function in Section 7.
We have the relation
∂lk(f |k,vγ) =(∂lkf)|k+2l,v−lγ (3.6)
which tells us that ∂lk sends nearly-holomorphic modular forms for Γ of weight (k, v) to nearly-holomorphic
modular forms for Γ of weight (k + 2r, v − r).
This operator allows us to find some relation between Eisenstein series of different weights. Let k, l be in
Z[I], k, l > 0. Then we have by the proof of [Im91, Proposition 1.1]
δlk+ 12 t
E(z, s; k, ψ, c) =(4π)
−l
bl
(
−k
2
−
(
s+
1
2
)
t
)
E(z, s; k + 2l, ψ, c) (3.7)
where
bl(x) =
∏
σ∈I
lσ−1∏
j=0
(xσ − j) for x = (xσ) ∈ CI .
If k = κt and 2s = 1− κ then we obtain bl(−t) = (−1)
∑
lv ∏
v∈a(lv)!.
In particular, in the case we will need later, this coefficient is not zero. Let k = m + 2t − 2v ≥ 0 be an
integral weight, let k0 be the minimum of the kσ’s and s an integer such that m− k0 − 1 < s, we have that
bv
(
2v−st−2t
2
) 6= 0.
For x in RI , we pose Γ∞(x) =
∏
σ∈I Γ(xσ).
Let k = m+2t− 2v ≥ 0 be an integral weight, let k0 be the minimum of the kσ’s and s an integer such that
m+ 1 ≤ s ≤ m+ k0 − 1, and n ∈ {0, 1}, n 6≡ s(2) and ψ(−1) = (−1)k−d−nd.
In the notation of [Shi85, Lemma 4.2] we pose, for σ in I, ασ =
s−m−n+kσ
2 , βσ =
s−m−kσ+n+1
2 .
Proposition 3.8. For k, s, m, n and ψ as above we have
E ′
(
z,
s−m
2
; k − (n+ 1)t, ψ, c
)
=A′0
∑
0≤j≤−β
ej(k, s, ψ)
Γ∞(1 − α− j)/Γ∞(1 − α)
(4πy)
j
where
A′0 =i
(n+1/2)d−kπαΓ∞(α)
−1
2k−(n+
1
2 )d(−1)−d(n+1)+
∑
σ
(kσ)×
× ψ(d)N (d)m−sN (2c−1)e∞([F : Q]/8),
ej(k, s, ψ) =
∑
ξ∈2c−1,ξ≫0
ξ−β−jgf (ξ, (s−m)/2)Lc(s−m,ψω2ξ)e∞(ξz).
Here gf(ξ, s) is a product over the primes q dividing ξc but prime with c of polynomials in ψ(q)N (q)s.
Proof. We just have to explicitate the Fourier coefficients denoted by yβξ(y, ξ;α, β) in [Shi85, Theorem 6.1].
They are essentially hypergeometric functions.
Notice that our definition is different from his; in fact we have
E′ (z, s; k − (n+ 1)t, ψ, c) = yk/2E′Sh(z, s; 1/2, k, ψ).
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Note that in our situation the ασ’s are positive half-integers and the βσ’s are non-positive integers, for all σ.
Using [Hid91, (6.9 b)], the evaluation of yβσσ ξ(yσ, ξσ;ασ, βσ) reduces to the following cases: if ξσ > 0, we find
iβσ−ασ (2π)
ασΓ(ασ)
−1
2−βσξασ−1σ e
−4πyξσ/2W (4πyξσ, ασ, βσ)
for W the Whittaker function given in [Hid91, page 359]
W (y, ασ, βσ) = Γ(βσ)
−1y−βσ
∫
R+
e−yx(x+ 1)ασ−1xβσ−1.
If ξσ = 0 we find:
iβσ−ασπασ2ασ+βσ
Γ(βσ + ασ − 1)
Γ(ασ)Γ(βσ)
(4πy)1−ασ
If ξσ < 0 we find :
iβσ−ασ (2π)
βσΓ(βσ)
−1
2−ασyβσ−ασ |ξσ |ασ−1e−4πyξσ/2W (−4πyξσ, βσ, ασ).
Notice that W (y, 1, βσ) = 1.
If ξ is not zero and not a totally positive element, then for at least one σ the corresponding hypergeometric
function is 0 (because of the zero of Γ(βσ)
−1
).
So we are reduced to evaluate these W ’s only for ξσ ≥ 0. By [Shi82, Theorem 3.1] we have W (y, αv, βv) =
W (y, 1− βv, 1− αv). As 1− βσ ≥ 1, we can use [Hid91, (6.5)] to obtain
yβξ(y, ξ;α, β) =iβ−απαΓ(α)
−1
2α−βe
−4piyξ
2
−β∑
j=0
(−β
j
)
Γ∞(1− α+ j)
Γ∞(1− α)
ξα−1−j
(4πy)
j .
We point out that E ′ (z, k02 ; k0t, ψ, c) is an holomorphic Hilbert modular form for all k0 ≥ 1.
Suppose now c = n2, we are interested now in the Fourier expansion of E ′(z, s−m2 ; k − (n + 1)t, ψ,N2)|[n2].
Let us define, for all u in AF , t(u) = rP
(
1 u
0 1
)
and recall the function on MAF
f(τ) = ψf (dp)ψc(d
−1
w )|J(τ, z0)|J(τ, z0)−1 (τ = pw)
defined above. Let ι := rΩ
(
0 −1
1 0
)
f
. Let z˜ = rP
(
y1/2 x
0 y−1/2
)
for y = (yσ) ∈ RI+ and x = (xσ) ∈ RI .
We give now a useful lemma
Lemma 3.9. For u in Ff , we have f(ιt(u)z˜τ(n
2/4)) 6= 0 if and only if u ∈ 2d−1r, and then
f(γτ(n2/4))|δγτ(n2/4)|−2s−
1
2
A = ψf (2
−1n)N (n2−1)−2s−
1
2 f(γ′η0)|δγ′η0 |−2s−
1
2
A
for u′v = (un
24−1)v, γ = ιt(u)z˜ and γ
′ = ιt(u′)z˜.
Proof. For all finite place v, we have
(ιt(u)τ(n2/4))v =
( −(2−1dn)v 0
(u2−1dn)v −(2d−1n−1)v
)
.
We have by definition that f(ξ) 6= 0 if and only if ξ ∈ PAFD(2−1N2d, 2). Let us write then
ιt(u)zτ(n2/4) =rP
( ∗ ∗
0 e
)
rΩ
( ∗ ∗
c d
)
.
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We know that d can be chosen as a v-adic unit for all v | dN; combining this with the explicit expression of
ιt(u)zτ(n2/4), we obtain u ∈ 2d−1r and this proves the first part of the lemma.
Concerning the second part of the lemma, the right hand side has been calculated in [Shi85, Lemma 4.2].
We have (compare this formula with [Shi85, (4.19)])
δ(ιt(u)τ(n2/4))v = |udn2−1|v = N (n/2)|u′d|v
and h(τ(n2/4), z) = j(τ(n2/4), z) = 1. If we write
ιt(u′)η0 = rP
( ∗ ∗
0 e′
)
rΩ
( ∗ ∗
c′ d′
)
,
we see we can choose e = 2n−1e′ and d = d′, and this allows us to conclude.
We can now state the following proposition:
Proposition 3.10. Let k, s, m, n and ψ as in Proposition 3.8, we have
E ′
(
z,
s−m
2
; k − (n+ 1)t, ψ, n2
)
|
[
n2
4
]
=A0
∑
0≤j≤−β
e′j(k, s, ψ)
Γ∞(1 − α− j)/Γ∞(1 − α)
(4πy)
j
where
A0 =i
(n+ 12 )d−kπαΓ∞(α)
−1
2k−(n+
3
2 )d(−1)−d(n+1)+
∑
σ
(kσ)×
× ψ(dn2−1)DFN (dn2−1)m−s−1e∞([F : Q]/8),
e′j(k, s, ψ) =Lc(2(s−m)− 1, ψω2ξ) +
∑
ξ∈2−1r,ξ≫0
ξ−β−jgf (ξ, (s−m)/2)Lc(s−m,ψω2ξ)e∞(ξz).
Here gf(ξ, s) is a product over the primes q dividing 2ξ but prime with 2 of polynomials in ψ(q)N (q)s.
Moreover, let κ be an integer, κ ≥ 2, then
A−10 E ′
(
z,
1− κ
2
;κt, ψ, c
)
|
[
n2
4
]
= Lc(1− 2κ) +
∑
0≪ξ∈2−1
Lc(1− κ, ψωξ)β
(
ξ,
1− κ
2
)
e∞(ξx),
for A0 = i
κdπd2d(κ−
1
2 )ψf (dn2
−1)DFN (dn2−1)κ−2.
Proof. We give a proof only of the first formula as the proofs of the two formulae are identical.
The fact that the Fourier expansion is indexed by ξ ≫ 0 and ξ in 2−1r can be proved exactly as in [Shi83,
page 430]. Using the adelic expression, [Shi85, pag. 300] and Lemma 3.9, we see that up to a factor
ψf (2n
−1)N (n2−1)m−s−1, the sum which gives E ′(z, s−m2 ; k − (n + 1)t, ψ, n2)|[n2/4] is the same as the one
for E ′(z, s−m2 ; k − (n+ 1)t, ψ, c) which can be found in [Shi85, pag. 300]. We can calculate than the Fourier
coefficients as in [Shi85, §5]; we choose a measure on Fv which gives volume 1 to the valuation ring of Fv.
Then we have, in the notation [Shi85, §5], for σ ∈ 2−1d−1r,
cv(σ, s) = |2|Fv , v | 2n.
This implies that we have to substitute the factor N (2n−2) which appears in the factor A′0 defined in
Proposition 3.8 with 2−d. The integrals at the other places are unchanged.
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3.4 The p-adic theory again
We want now define the notion of a p-adic modular form of half-integral weight. This is done in order to
construct in Section 6 some measures interpolating the forms introduced in the previous section and which
will be used to construct the p-adic L-function in Section 7. In particular, we shall construct a p-adic trace
3.14 to pass from “SL2”-type p-adic modular forms (such as the product of two half-integral weight forms)
to “GL2”-type p-adic modular forms. This is done interpolating p-adically the traces defined in [Im91,
Proposition 4.1].
We will construct half-integral weight p-adic modular forms as in [Wu01]; we will define them them via
q-expansion. Although this approach is hardly generalizable to more general context where no q-expansion
principle ia available, it will be enough for our purpose.
For a geometric approach using the Igusa tower, we refer the reader to [DT04].
We fix as above an ideal N of r such that 4 | N and let k be an half integral weight. For all f in Mk(N, ψ,C),
consider the Fourier expansion from Proposition 3.1
f(z) =
∑
ξ∈F
λ(ξ, r; f , ψ)e∞(ξz/2).
This gives us an embedding (because of the uniqueness of the Fourier expansion and the transformation
properties of f) of Mk(N, ψ,C) into C[[q]].
For a subalgebra A of C we define Mk(N, ψ, A) as Mk(N, ψ,C)∩A[[q]]. By the q-expansion principle [DT04,
Proposition 8.7], if p is unramified, we are indeed considering geometric modular forms of half-integral weight
defined over A.
Let K a finite extension of Qp and O its ring of integer, choose a number field K0, of the same degree as K,
dense in K for the p-adic topology induced by the fixed embeddings chosen at the beginning and let O0 its
ring of integers. We define
Mk(N, ψ,O) =Mk(N, ψ,O0)⊗O,
Mk(N, ψ,K) =Mk(N, ψ,O) ⊗K.
It is possible, multiplying by a suitable θ series, to show the independence of the choice of K0 and that these
spaces coincide with the completion w.r.t. the p-adic topology of Mk(N, ψ,O0) and Mk(N, ψ,K0). The
p-adic topology is defined as the maximum of the p-adic norm of the coefficients in the q-expansion. We
define
Mhalf(N,O) =
∑
k∈Z[I]+ 12 t
⋃
r∈N>0,ψ
Mk(Npr, ψ,O),
Mhalf(N,K) =
∑
k∈Z[I]+ 12 t
⋃
r∈N>0,ψ
Mk(Npr, ψ,K).
If p is unramified in F , this is again compatible with the geometric construction [DT04, Application page
608]. From the considerations in [DT04, §9], it could be possible in most cases to prove that the reunion on
both p-level and weight is superfluous.
The same construction allows us to define Shalf(N,O) and Shalf(N,K).
Let χ be an Hecke character of conductor c of finite order. We consider it both as an ide`le character
χ = χfχ∞ for two character of F
×
f and F
×
∞ such that χ is trivial on F
× and as a function on r/c which is
the character χc =
∏
q|c χq on (r/c)
×
and 0 otherwise.
Lemma 3.11. Let χ be an Hecke character of Cl(c) and
f =
∑
ξ
λ(ξ, r; f, ψ)qξ/2
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be an element of Mk(N, ψ,C), k an half-integral weight. Then∑
ξ
χ(ξr)λ(ξ, r; f, ψ)qξ/2
belongs to Mk(Nc
2, ψχ2,C) and we will denote it by f |χ.
Proof. We proceed as in [Hid91, §7.F]. We define
f |χ =G(χ)−1
∑
u
χ(u)f |
(
1 u
0 1
)
,
for u ∈ rc which runs over a set of representative of c−12d−1/2d−1. We have
λ(ξ, yr; f |χ, ψ) =G(χ)−1λ(ξ, yr; f, ψ)
∑
u
χ(u)eF (y
2ξu/2)
Recall that eq(xq) = 1 if xq is in d
−1
q , for q a non-archimedean place, and
∑
u χ(u) = 0 if χ is not trivial.
We have in particular λ(ξ, r; f |χ, ψ) = χ(ξ)λ(ξ, r; f, ψ).
Let C(rp/pe,O) be the set of functions from rp/pe to O, as a O-module it is spanned by the characters
of r×p /p
r and the constant function. So we can define the operator |φ for all function φ in C(rp/pe,O). Let
C(rp,O) be the set of continuous functions from rp to O, the locally constant function are dense in this set.
For all φ in C(rp,O) we define the operator |φ on Mhalf(N,O) in the following way: let {φn} be some locally
constant functions such that φ = limn φn, then we pose f |φ = limn f |φn.
We can also define onMhalf(N,O) the differential operator dσ, for σ ∈ I; take y in r×p , we have the continuous
map ( )σ : y 7→ yσ. We define dσf = f |( )σ. We have then λ(ξ, r; dσf , ψ) = ξσλ(ξ, r; f , ψ). As y 7→ y−1 is a
continuous map, we can define also d−σ such that
λ(ξ, r; d−σf , ψ) = ιp(ξ)ξ
−σλ(ξ, r; f , ψ),
where ιp(ξ) = 0 if (p, ξ) 6= r and 1 otherwise. We define for all r ∈ Z[I] the operator dr =
∏
σ∈I d
σrσ .
We have an action of r×p onMhalf(N,O); it acts via the Hecke operator T (b, b−1) defined in 2.2. T (b, b−1) acts
by right multiplication by the matrix rP
(
b 0
0 b−1
)
f
, as this element normalizes the congruence subgroup
D(2−1N, 2). This actions commutes with the action of (r/Nprr)× via the diamond operators. We can
describe this action in the complex setting as follows.
Let (b′, b) in (r/Nr)
× × r×p and take b0 in F×f which is projected to (b′, b). For f in Mk(Npr, ψ,O) we pose
f |(b′, b) = bkf |γb with γb ∈ SL2(F ) such that
γ−1b rP
(
b0 0
0 b−10
)
f
∈ D(2−1N, 2)SL2(F∞)
and then extend it by continuity on the whole Mhalf(N,O). Here we are implicitly assuming that the coef-
ficients ring O contains all the square roots of elements of r×p .
Such an action is compatible with the action of SL2(ˆr) on the forms of integral weight as defined in [Hid91,
§7.C].
Take now f in Mk1+ t2 (N, ψ1, A) and g in Mk2+
t
2 t
(N, ψ2, A); the product fg is a modular form in
Mk1+k2+t(Γ
1[2−1N, 2], ψ1ψ2χ−1, A) where χ−1 is the quadratic character modulo 4 defined before via the
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automorphy factor h(γ, z).
It is clear that this product induces a map
Mk1+ t2
(N,O)×Mk2+ t2 (N,O)→Mk1+k2+t(Γ
1[2−1N, 2],O)
which on the level of q-expansion is just multiplication of formal series.
We point out that when F = Q, the congruence subgroups which are considered for the integral weights
and the ones for the half-integral weights are the same, because in Z the only totally positive unit is 1, while
when F 6= Q the totally positive units are of positive rank.
This poses a problem because in the sequel we shall need to consider the product of two half-integral weight
modular forms as a “GL2-type modular form” whereas it is only a form of “SL2-type”.
We follow the ideas of [Im91, Proposition 4.1] to work out this problem.
For simplicity, we pose Γ[N] := Γ[2−1N, 2] and Γ1[N] := Γ1[2−1N, 2]. Let k, v be integral weights and A a
p-adic O-algebra of characteristic 0, we define
Mk(Γ
1[N], A) =
⋃
r∈N>0,ψ0
Mk(Γ1[Npr], ψ0, A),
Mk,v(Γ[N], A) =
⋃
r∈N>0,ψ,ψ′
Mk(Γ[Npr], ψ, ψ′, A),
M(Γ1[N], A) =
∑
k∈Z[I]
Mk(Γ1[N], A), (3.12)
M(Γ[N], A) =
∑
k,v∈Z[I]
Mk,v(Γ[N], A),
where completion is taken w.r.t. the p-adic topology defined as the maximum of the p-adic norm of the
coefficients in the q-expansion.
We consider now the three following tori of GL2(r/Np
rr):
Tss =
{(
a 0
0 a−1
)
|a ∈ (r/Nprr)×
}
,
TZ =
{(
a 0
0 a
)
|a ∈ (r/Nprr)×
}
,
Tα =
{(
a 0
0 1
)
|a ∈ (r/Nprr)×
}
.
Let ψ0 resp. ψ, ψ
′ be a character of the torus Tss, resp. TZ , Tα. We say that they form a compatible triplet
if
ψ0
((
a 0
0 a−1
))
= ψ
((
a−1 0
0 a−1
))
ψ′
((
a2 0
0 1
))
.
Proposition 3.13. Let ψ0, ψ and ψ
′ as above forming a compatible triplet. Suppose that ψ factors through
(r/Nprr)
×
/E. Let w ∈ Zd be such that k − 2w = mt, m ≥ 0 and pose, as in Section 2.1, v = t− w.
We have a map
TrGL2
SL2
(v, ψ′) : Mk(Γ
1[N],O) → Mk,v(U [N],O)
which is equivariant for the action of Γ[N] and r×p and such that if f is a modular form in Mk(Γ
1[Npr],O;ψ0),
then TrGL2SL2
(v, ψ′)(f) is a modular form in Mk,v(U [Np
r],O;ψ, ψ′).
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Proof. We point out that we are adding just one variable, namely m.
We extend f to EΓ1[N] simply requiring that it is invariant for the diagonal action of the units.
Let R be a set of representatives of Γ[Npr]/EΓ1[Np
r] ∼= E/E2, we define
TrE(f) =
1
2d−1
∑
εi∈R
ψ′(ε−1i )f |k,wεi.
For all γ in Γ1[Np
r], we have εiγ = γ1εi, with ψ0(γ) = ψ0(γ1). Moreover, the matrix
(
ε 0
0 1
)
acts via
ψ′(ε).
We call the space of such forms Mk,v(Γ[Np
r],O;ψ0, ψ′).
It is easy to see that TrE commutes with the following inclusions:
Mk(Γ
1[Npr],O;ψ0) →֒Mk(Γ1[Npr+1],O;ψ0),
Mk,v(Γ[Np
r],O;ψ0, ψ′) →֒Mk,v(Γ[Npr+1],O;ψ0, ψ′).
At the beginning of Section 2.1 we decomposed the space Mk,w(U(Np
r)) of adelic modular forms for U(Npr)
into complex ones. Let ai be a set of representatives for the strict class group of F modulo Np
r. As ψ factors
through (r/Nprr)×/E, we can see it as a character of Cl(Npr). We define
I : Mk,w(Γ[N], ψ0, ψ′) → Mk,w(U(N), ψ, ψ′)
f 7→ INpr (f, . . . , ψ−1(ai)f, . . . , ψ−1(ah(Npr))f),
where INpr is the isomorphism defined in Section 2.1. We can choose ai in a compatible way when r grows
such that it is compatible with the obvious inclusion
Mk,w(U(Np
r)) →֒Mk,w(U(Npr+1))
and compatible also with the Nebentypus decomposition.
We define TrGL2
SL2
(v, ψ′) := I◦TrE . We can extend this map to the space of p-adic modular forms Nebentypus
by Nebentypus and then to the completion, as it is clearly continuous. It is equivariant by construction.
Let us show that the trace morphisms defined above vary p-adically continuously. We decompose r×p as
the product of a torsion part µ and its free part W′ which we identify with (1 + pZp)
d. Fix elements aj for
j = 1, . . . , d which generates W′.
Choose as before a set R of representative (independent of r) for Γ[Npr]/EΓ1[Np
r]. Let q = pf and s big
enough such that all the torsion of r×p is killed by (q − 1)ps. Fix ψ0, ψ and ψ′ as above, then we have if
v ≡ v′ mod (q − 1)ps
TrE(v, ψ
′)f =
1
2d−1
∑
R
ψ′(ε−1i )det(εi)
wf |k,0εi
≡ 1
2d−1
∑
R
ψ′(ε−1i )det(εi)
w′
f |k,0εi mod ps
=TrE(v
′, ψ′)f mod ps.
This shows that the trace morphism TrE(v, ψ
′) can be p-adically continuously interpolated over r×p .
For each y in r×p , we write the projection of y to W
′ as (〈y〉1, . . . , 〈y〉d), we have by definition
〈y〉j =a
logp(〈y〉j)/ logp(aj)
j .
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Let us identify O[[W′]] with O[[X1, . . . , Xd]], in such a way that aj corresponds to 1 + Xj and define
gi = det(εi). We pose
TrGL2
SL2
: Mk(Γ
1[N],O)→Mk(U(N),O[[r×p ]])
f 7→ I
(
1
2d−1
∑
R
ψ′(ε−1i )Agi(X)f |k,0εi
)
where Ay(X) =
∏
j(1 +Xj)
logp(〈y〉j)/ logp(aj).
For all points P of Spec(O[[r×p ]]) of type a 7→ ψ′(a)av, we obtain a commutative diagram
Mk(Γ
1[N],O)
Tr
GL2
SL2 //Mk(U(N),O[[r×p ]])
P

Mk(Γ
1[Npr], ψ0,O)
OO
Tr
GL2
SL2
(v,ψ′P )//Mk(U(N), ψ, ψ′P ,O)
for ψ′P (ζ) = ψ
′(ζ)ζ−v ([Hid91, page 337]).
Consider the action of r×p defined above, we see exactly as in [Hid91, page 334] that b ∈ r×p acts via bk.
This shows that the sum over k in (3.12), before taking completion, is a direct sum. Substituting in the
above definition Agi(X)f |k,0εi by f |T (gi, 1), for T (gi, 1) the Hecke operator defined in Section 2.2, we can
extend TrGL2SL2
to the map below
TrGL2SL2
: M(Γ1[N],O)→M(U(N),O[[r×p ]]). (3.14)
We show now some compatibility with the Hecke action; Shimura in [Shi87, §5] has defined Hecke oper-
ators T ′(p) in the half-integral weight case.
There is a correspondence between the integral weight Hecke operator T0(p
2) and the half-integral weight
Hecke operator T ′(p). Notice that we can define an operator T (p) onMk,v(Γ[N],O) because T (p), as defined
in Section 2.2, does not permute the connected components of the Shimura variety associated with V1(N).
Using [Hid91, Proposition 7.4] (note that there is a misprint in the expression of a(y, f |T n0 (p)) and that the
correct expression can be found in [Hid91, (2.2b)]), we see that T0(p
n) is given by
f =
∑
0≪ξ∈F×
a(ξ, f)qξ/2 7→f |T0(pn) = pnv{p}−nv
∑
0≪ξ∈F×
a(pnξ, f)qξ/2
Using [Shi87, Proposition 5.4] we see that the operator T ′(pn) defined by Shimura is given by
f =
∑
0≪ξ∈F×
a(ξ, f)qξ/2 7→f |T ′(pn) = p−nk
∑
0≪ξ∈F×
a(p2nξ, f)qξ/2.
So we have then T (p2n) = N (pn)(m+2)T ′(pn). We can think of T ′(pn) as the operator on “unitarized”
Hilbert modular forms (for which v = −k/2).
This compatibility allows us to notice the following; let χ be a Hecke character of conductor pn and f and
g two forms in Mk1+ t2 (N, ψ1,O) and Mk2+ t2 (N, ψ2,O), then as in [Hid91, Proposition 7.4] we obtain
T0(p
n)(f g|χ) =χ∞(−1)T0(pn)(f |χ g).
A similar statement applies to linear combinations of characters. In particular for the idempotent e of Section
2.2 and all r in Z[I] we have
e(f g|dr) =(−1)re(f |dr g).
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4 The L-function for the symmetric square
Nothing new is presented in this section; we shall first recall the definition of the symmetric square L-function
and present in details the Euler factors at place of bad reduction for f . We explain in formula 4.5 the origin
of one of the Euler type factor at p which appears in the interpolation formula of the p-adic L-function 7.2.
4.1 The imprimitive L-function
Let f be a Hilbert modular form of level N, weight (k, w). We put v = t−w, and let m be the non-negative
integer such that (m+ 2)t = k+2v. Suppose that f is an eigenvector for the whole Hecke algebra and let ψ
be the finite order character such that f |T (z, z) = ψ(z)f . Let λ be the morphism of the Hecke algebra such
that f |h = λ(h) and pose∑
m⊂r
λ(T0(m))
N (m)s =
∏
q∈Spec◦(r)
(1− λ(T (q))N (q)−s + ψ(q)N (q)m+1−2s)−1.
We decompose each Euler factor as
(1 − λ(T (q))N (q)−s + ψ(q)N (q)m+1−2s) = (1 − α(q)N (q)−s)(1 − β(q)N (q)−s).
Take a Hecke character χ of F such that χ∞(−1) = (−1)nt with 0 ≤ n ≤ 1 and nt ≡ k mod 2. The L-
function of the symmetric square of the Galois representation associated with f coincides, up to some Euler
factor at the bad primes, with
L(s, f , χ) =
∏
q∈Spec◦(r)
Dq(χ(q)N (q)−s)−1
where
Dq(X) =(1− α(q)2X)(1− α(q)β(q)X)(1 − β(q)2X).
The following elementary identity holds
L(s, f , χ) =LN(2s− 2,N 2mψ2χ2)
∑
m⊂r
λ(T (m2))χ(m)N (m)−s.
We want to express such a L-function in terms of the Petersson product of f with a product of two half-
integral weight modular forms. We define now the Rankin product of two modular forms for a congruence
subgroup of SL2(AF ) following [Im91, §3]. Let f be a modular form of integral weight k and g of half-integral
weight l′ = l + t2 , using the Fourier coefficients defined in Proposition 3.1, we define the Rankin product
D(s, f ,g) as
D(s, f ,g) =
∑
W
λ(ξ,m; f , ψ)λ(ξ,m;g, φ)ξ−(l+k)/2N (ξm2)−s.
where W is the set of classes (ξ,m), modulo the equivalence relation (ξ,m) = (ξξ20 , ξ
−1
0 m). Notice that we
have changed the definition of Im, as we do not conjugate the coefficients of f .
Suppose now that we have f of weight k and g = θnt(χ) with n ≡ k mod 2, we obtain
D(s, f , θn(χ)) =
∑
W
λ(ξ2,m; f)2χ∞(ξ)χ(ξm)ξ
−kN (ξ2m2)−s
=
∑
W
λ(1, ξm; f)2χ(ξm)N (ξ2m2)−s
=
∑
m⊂r
λ(1,m; f)2χ(m)N (m2)−s.
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If f = (f1, · · · , fh(N)) is a modular form for U(N), then define f (2) = f |
(
2−1 0
0 1
)
f
.
We have then f
(2)
1 (z) = f1(2z). Similarly to [Im91, Proposition 2.2], using (3.2) for f
(2) we obtain that
λ (1, y; f1(2z), ψ) = 2
−vψ−1∞ (y)N (y)−2−my2vp ap(y2, f). (4.1)
Using the explicit form of λ(T (q)) in terms of the Fourier coefficient given in 2.2, we conclude
D(s, f1(2z), θn(χ)) =2
−v+1
∑
m⊂r
λ(T (m2))χ(m)N (m)−2s−m−2,
D
(
s−m− 1
2
, f1(2z), θn(χ)
)
=2−v+1
L(s+ 1, f ;χ)
LN(2s− 2m,ψ2χ2) . (4.2)
We quote the following proposition [Im91, (3.13)] which gives an integral expression of the Rankin product
defined above
Proposition 4.3. Let f be a Hilbert modular form in Mk(Γ
1[2−1N, 2], ψ1,C) for an integral weight k, and
g a Hilbert modular form of half integral weight l′ in Mk(N, ψ2,C). Define
R =
{
γ ∈ Γ1[2−1N, 2]|aγ ≡ 1 mod N
}
.
and let Φ be a fundamental domain for R \ HI . Then∫
Φ
fgEykdµ(z) =BD−1/2F (2π)−d(s−3/4)−
k+l′
2 Γ∞
((
s− 3
4
)
t+
k + l′
2
)
D
(
s− 1
2
, f, g
)
where
B =2
[
Γ1[2−1N, 2] : {±1}R]N(2d−1),
E =E
(
z, s; k − l′ − 1
2
t, χ−1ψ2ψ
−1
1 ,N
)
.
Let χ be a Hecke character of level c and χ0 be the associated primitive character of conductor c0. Let
us investigate now the relation between D(s, f1(2z), θn(χ)) and D(s, f1(2z), θn(χ0)) in order to make explicit
some of the Euler factors at p (more precisely, the one denoted by E1) which will appear in the interpolation
formula of the p-adic L-function of Section 7.
Suppose that p divides the level of f and suppose that c/c0 is divisible only by primes above p. Let
[
e2
]
be
the operator defined in 3.4 and suppose er|p, we have
D(s, f1(2z), θnt(χ0)|
[
e2
]
) =2−v+1
∑
m⊂er
χ(md−1)λ(T (m2))N (m)−2s−m−2
=λ(T (e2))N (e)−2s−m−22v+1L(2s+m+ 2, f , χ)
LpN(4s+ 2, ψ2χ2)
. (4.4)
and using the formula
θnt(χ) =
∑
e|p
µ(e)χ0(e)θnt(χ0)|[e2]
we can conclude that
D(s, f1(2z), θnt(χ0)) =
∏
pi|c/c0
(1− λ(T (p2i ))N (pi)−2s−m−2)D(s, f1(2z), θnt(χ)) (4.5)
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In [Im91, Theorem 5.3] it is shown, for a Hilbert modular form f of weight (k,−k/2), the algebraicity
and Galois equivariance of the values L(s0, f , χ) when divided by suitable periods, where s0 ranges over the
critical integers (in the sense of Deligne [Del79]) for the symmetric square.
Let k0 be the minimum of kσ for σ in I and n ∈ {0, 1} such that χ(−1) = (−1)nt. Using Deligne’s formalism,
one finds (see [Im91]) that the critical integers are
{0 ≤ s < k0 − n− 3/2, s ≡ k0 − n(2) or − k0 + n+ 1/2 < s ≤ −1, s 6≡ k0 − n(2)} .
As L(s, f , χ) = L(s−m− 1, fu, χ), supposing that m ≥ s ≥ 0, we have that s+ 1 is a critical integer when
s 6≡ n mod 2 and m+ 1 ≤ s ≤ m+ k0 − 1. The other half of the critical values corresponds to s ≡ n mod 2
and m− k0 + n+ 2 ≤ s ≤ m.
For any ρ two dimensional representation, Ad(ρ) denotes the adjoint representation of ρ on sl2, the Lie
algebra of SL2. It is known that Ad(ρ) is the twist of Sym
2(ρ) by the inverse of the det(ρ). We can define a
na¨ıve L-function L(s,Ad(f), χ) for Ad(ρf ) which is then
L(s,Ad(f), χ) =L(s, f , χN−m−1ψ−1)
=LN(2s, χ
2)
∑
m⊂r
λ(T (m2))χψ−1(m)
N (m)s+m+1 .
We have introduced the L-function of Ad(ρ) because in the next subsection we will describe explicitly the
Euler factors at the bad primes for it and in the literature such a classification is given in term of the adjoint
representation, and we prefer to follow the classical references.
4.2 The completed L-function
Let f be a Hilbert modular form of weight (k, v), with (m+ 2)t = k + 2v, and of character ψ. Let λ be the
corresponding morphism of the Hecke algebra and let π(f) be the automorphic representation of GL2(AF )
spanned by f . In [GJ76], the authors construct an automorphic representation of GL3(AF ) denoted πˆ(f)
and usually called the base change to GL3 of π(f). It is standard to associate to πˆ(f) a complex L-function
Λ(s, πˆ(f)) which satisfies a nice functional equation and coincides, up to some Euler factors at the primes for
which π(f) is ramified and factors at infinity, with L(s, Ad(f)). We explicit now the functional equation as
we will need it in the Appendix A to show that the p-adic L-function that we will construct is holomorphic
(unless f has CM).
For a Hecke character of F , the automorphic representation πˆ(f)⊗χ is defined via its L-factor at all primes.
For any place v of F , we pose
Lv(s, πˆ(f), χ) =
Lv(s, π(f)v ⊗ χv × π˜(f)v)
Lv(s, χv)
,
where˜denotes the contragredient and π(f)v × π˜(f)v is a representation of GL2(Fv)×GL2(Fv).
The completed L-function
Λ(s, πˆ(f), χ) =
∏
v
Lv(s, πˆ(f), χ)
is holomorphic over C except in a few cases which correspond to CM-forms with complex multiplication by
χ [GJ76, Theorem 9.3].
In addition to the original article by Gelbart and Jacquet, two very good references for the classification of
the L-factors at bad prime are [Sch88, §1] for F = Q and [HT93, §7], where the authors work in the context
of nearly-holomorphic forms.
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Let π = π(f) and let q be a place where π ramifies and let πq be the component at q. By twisting by a
character of F×q , we may assume that πq has minimal conductor among its twist. In fact, this does not change
the factor at q, as one sees from the explicit calculation given in [GJ76, Proposition 1.4]. We distinguish the
following four cases
(i) πq is a principal series π(η, ν), with both η and ν unramified,
(ii) πq is a principal series π(η, ν) with η unramified,
(iii) πq is a special representation σ(η, ν) with η, ν unramified and ην
−1 = | |q,
(iv) πq is supercuspidal.
We will partition the set of primes dividing the conductor of f as Σ1, · · · ,Σ4 according to this decomposition.
Let ̟q be a uniformizer of Fq. Just for the next three lines, to lighten notation, we assume, by abuse of
notation, that when a character is ramified its value on ̟q will be 0. The Euler factor Lq(πˆq ⊗ χq, s)−1 is
then
(i) (1− χqν−1η(̟q)N (q)−s)(1 − χq(̟q)N (q)−s)(1− χqνη−1(̟q)N (q)−s),
(ii) (1− χqν−1η(̟q)N (q)−s)(1 − χq(̟q)N (q)−s)(1− χqνη−1(̟q)N (q)−s),
(iii) (1− χq(̟)N (q)−s−1),
The supercuspidal factors are slightly more complicated and depend on the ramification of χq. They are
classified by [Sch88, Lemma 1.6]; we recall them briefly. Let q be a prime such that πq is supercuspidal,
and let ξq be the unramified quadratic character of Fq. If χ
2
q is unramified, let λ1 and λ2 the two ramified
characters such that χqλi is unramified (for completeness, we can suppose λ1 = χq and λ2 = χqξq). We
consider the following disjoint subsets of Σ4, the set of cuspidal primes:
Σ04 = {q ∈ Σ4 : χq is unramified and πq ∼= πq ⊗ ξq} ,
Σ14 =
{
q ∈ Σ4 : χ2q is unramified and πq ∼= πq ⊗ λi for i = 1, 2
}
,
Σ24 =
{
q ∈ Σ4 : χ2q is unramified and πq 6∼= πq ⊗ λ1 and πq ∼= πq ⊗ λ2
}
,
Σ34 =
{
q ∈ Σ4 : χ2q is unramified and πq 6∼= πq ⊗ λ2 and πq ∼= πq ⊗ λ1
}
.
If q is in Σ4 but not in Σ
i
4, for i = 0, · · · , 3, then Lq(s, πˆq, χq) = 1. If q is in Σ04, then
Lq(s, πˆq, χq)
−1 = 1 + χ(̟q)N (q)−s
and if q is in Σi4, for i = 1, 2, 3 then
Lq(s, πˆq, χq)
−1
=
∏
j s.t.πq∼=πq⊗λj
(1− χqλj(̟q)N (q)−s).
If σ is an infinite place, the L-factor at σ depends only on the parity of the character by which we twist.
As we are interested in the symmetric square, we consider the twist by ψσχσ, χ as before. We suppose that
the parity of ψ−1σ χσ is independent of σ. Let κ = 0, 1 according to the parity of m, from [Sch88, Lemma 1.1]
we have L(s−m− 1, πˆσ, χσψσ) = ΓR(s−m− κ)ΓC(s−m− 2 + kσ) for the complex and real Γ-functions
ΓR(s) =π
−s/2Γ(s/2),
ΓC(s) =2(2π)
−s
Γ(s).
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We define
EN(s, f , χ) =
∏
q|N
(1 − χ(q)λ(T (q))2N (q)−s)Lq(s−m− 1, πˆq, ψ−1q χq).
Note that λ(T (q)) = 0 if π is not minimal at q or if πq is a supercuspidal representation. We multiply then
L(s, f , χ), the imprimitive L-function, by EN(s, f , χ) to get
L(s, Sym2(f), χ) :=L(s−m− 1, πˆ(f)⊗ χψ)
=L(s, f , χ)EN(s, f , χ).
We can now state the functional equation
Λ(s, πˆ(f), χ) = ε(s, πˆ(f), χ)Λ(1 − s, πˆ(f), χ−1),
Λ(s, Sym2(f), χ) = ε(s−m− 1, πˆ(f), χψ)Λ(2m+ 3− s, Sym2(fc), χ−1).
For a finite place q of F , let us recall the proper normalization εq of the ε-factor which makes it algebraic
and Galois equivariant. In [GJ76], the authors use the Langlands normalization, see [Tat79, §3.6], which we
will denote by εL,q. For a fixed place q, it gives to OFq the measure |dFq/Qq |−1/2. This is not the ε-factor
we want to use, so we multiplying εL,q by the factor N (dFq/Qq )−s+1/2 and we denote this new factor by εq.
This is the ε-factor used in [Sch88].
If q is such that πq is a principal series π(η, ν) or a special representation σ(η, ν), we have explicitly [GJ76,
Proposition 1.4, 3.1.2]
εq = ε(s, πˆq, χq) =
ε(s, πq ⊗ χqη−1)ε(s, πq ⊗ χqν−1)
ε(s, χq)
.
In fact, if πq and χq are both unramified, then ε(πˆq, χq) = 1.
We know from [BH06, §6.26.1, Theorem] that if πq is a principal series
ε(s, πq ⊗ χqη−1) = ε(s, χq)ε(s, νχqη−1)
and that if πq = St is a special representation and χq is ramified then
ε(s, πq ⊗ χq) = ε(s, χq)2.
For a supercuspidal πq we do not need an explicit formula for the ε-factor.
For all prime ideal q, we know from [GJ76, page 475] that εq,L(s, π1,q × π2,q) is N (qc)−sεq,L(0, π1,q × π2,q),
where c is a positive integer such that qc is the exact conductor of π1,q × π2,q.
The ε-factor at infinity is given by [Sch88, 1.12] ε(s, πˆ∞, χ∞) = (−1)mdχ(−1)−1/2.
Our interest is to see how the ε-factor changes under twist by gro¨ssencharacters χ′ of pr-level. This behavior
is studied in [Sch88, Lemma 1.4 b)], but there the form f is supposed to be of level prime to p. We have
then to make explicit the ε-factor ε(s, χq); let αq be the conductor of χq and eq the ramification index of
Fq over Qq. If we define
G(χq) =χ
−1
q (̟
eq+αq
q )
∑
x mod ̟
αq
q
χq(x)eFq
( x
̟eq+αq
)
we have then
ε(s, χq) = N (̟eq+αqq )−sN (̟eqq )1/2G(χq).
We can summarize this discussion in the following lemma
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Lemma 4.6. Let πˆ be the automorphic representation of GL3(AF ) associated with f . Suppose that πp :=
⊗p|pπp is a product of principal series πp ∼= π(η, ν) or special representations πp ∼= σ(η, ν). Let χ be any
gro¨ssencharacter and χ′ a finite order character of the class-group modulo p∞, we have
ε(s, πˆ, χχ′) =ε(s, πˆ, χ)
∏
p
C(χpχ
′
p)
−s
C(νχ′pχq)
−s
C(ν−1χ′pχp)
−s
C(χp)
−s
C(νχq)
−s
C(ν−1χp)
−s ×
× G(χpχ
′
p)G(νχ
′
pχq)G(ν
−1χ′pχp)
G(χp)G(νχq)G(ν−1χp)
.
5 Some useful operators
We define in this section certain operators which will be useful for the construction of p-adic L-functions in
Section 7.
5.1 The Atkin-Lehner involution on GL2
Let N be an integral ideal and n a finite ide`le which represents N: nr = N.
Let f be an element of Mk,w(U0(N), ψ, ψ
′), where k and w are two integral weights. We define
f |τ ′(n) =ψ−1(det(x))f
(
x
(
0 −1
d2n 0
))
.
This operator does not change the level but the Nebentypus of f |τ ′(n) is (ψ−1, ψ′−1).
Take an in integral ideal L prime to p, and a finite ide`le l such that L = lr and lp = 1. We define a level
raising operator
[l] : f 7→ N (L)−1f |
(
l−1 0
0 1
)
.
If the level of f is big enough, at least V1(N), we have independence of the choice of l.
Which is the relation between τ ′(n), [l] and τ ′(nl)? We have
f |τ ′(n)|[l](x) =N (l)−1χ−1(det(x)l−1)f
(
x
(
l−1 0
0 1
)(
0 −1
d2n 0
))
=N (l)−m−1f |τ ′(nl).
If mr|nr we have also
f |[m]|τ ′(n)(x) = N (m)−1f |τ ′(nm−1).
The operator τ ′(n2) differs from the operator of half-integral weight τ(n2) defined at the end of Section
3.1 by a constant which corresponds to the central character of f : f |τ ′(n2) = ψ(nd)N (nd)mf |τ(n2).
Suppose now that l′ is an half-integral weight, l′ = l + t2 , and let n,m be two ide`les which represent N
and M, with M|N. For the operators τ(n2) and [m2] defined at the end of Section 3.1, we have
f |[m2]|τ(n2) =f |τ(n2m−2)N (M)−1/2,
f |τ(n2)|[m2] =f |τ(n2m2)N (M)−1/2.
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5.2 Some trace operators
We recall some trace operators defined in [Hid91, 7.D,E]. Let N and L two integral ideals of level prime to
p such that LN = M, we define a trace operator
TrM/N : Mk,w(U(N,L)) → Mk,w(U(N))
f 7→ ∑x∈U(N,L)/U(N) f |x .
It naturally extends to p-adic modular form if p is coprime with M.
We define then a twisted trace operator
TM/N = TrM/N ◦
(
l 0
0 1
)
: Mk,w(U(M)) → Mk,w(U(N)),
where l and n are two ide`les representing the ideals L and N.
5.3 The Petersson product
We recall briefly the definition of the Petersson inner product given in [Hid91, §4]. For f and g in
Mk,v(U0(N), ψ, ψ
′), we define
〈f ,g〉N =
∫
X0(N)
f(x)g(x)|det(x)|mA dµN(x),
where X0(N) is the Shimura variety associated with U0(N)C∞+ and µN is a measure on X0(N) which is
induced from the standard measure on the Borel of GL2(AF ). Let us point out that we do not divide by the
volume of the corresponding Shimura variety.
Let h be the strict class number of F and ai a set of representatives, using the decomposition
X0(N) =
h⋃
i=1
HI/Γ[Nai, a−1i ],
we have
〈f ,g〉N =
h∑
i=1
〈fi,gi〉Nai
where
〈fi,gi〉Nai = N (ai)m
∫
HI/Γ[Nai,a
−1
i
]
fi(z)gi(z)y
kdµ(z)
y = Im(z) and µ(z) is the standard measure on HI invariant under linear fractional transformations.
Denote by fc the Hilbert modular form whose Fourier coefficients are the complex conjugate of f . If we define
(f ,g) = 〈fc|τ ′(n),g〉 (we dropped from the notation the dependence on the level), we have then that the
Hecke algebra is self-adjoint this Petersson product (−,−). We have, [Hid91, 7.2], the following adjunction
formula 〈
f ,g|TL/N
〉
N
={L/N}−vN (L/N)1−m 〈f |[m],g〉L
and consequently, if L and N are prime to p,〈
f |τ ′(l),g|TN/L
〉
N
= 〈f |τ ′(n),g〉L .
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Let f be a Hilbert modular form in Mk,v(U0(2
−1Npr, 2), ψ, ψ′) and g be a Hilbert modular form of half
integral weight l′ in Ml′(Np
r, ψ2,C), we can now restate Proposition 4.3 in the following way〈
fc,TrGL2
SL2
(v, ψ′)
(
gE
(
z, s; k − l′ − 1
2
t, χ−1ψ2ψψ
′−2,N
))〉
N
=
=2dD
−3/2
F (2π)
−d(s−3/4)− k+l
′
2 ×
× Γ∞
((
s− 3
4
)
t+
k + l′
2
)
D
(
s− 1
2
, f1, g
)
.
6 Arithmetic measures
In this section we recall the notion of an arithmetic measure and construct some of them, in the spirit of
[Hid90, Wu01]. We will first construct a many variable measure Eχχ−1c ∗ Θχ|[l2] which will be used for the
construction of the p-adic L-function in [F : Q] + 2 + δ variable; then, we will construct a one variable
measure Eχ,+c will be used for the construction of the “improved” p-adic L-function (see Section 7).
An arithmetic measure of half integral weight is a measure from a p-adic space V on which r×p acts to the
space of p-adic modular forms of half-integral weight which satisfies certain conditions (cfr. [Hid90, §4 ]).
More precisely, an arithmetic measure of half integral weight is a O-linear map µ : C(V,O) → Mhalf(N,O)
such that
A.1 There exist a non-negative integer κ such that for all φ ∈ LC(V,O), there exists an integer r such that
µ(φ) ∈M(κ+ 12 )t(Np
r,O)
A.2 There is a finite order character ψ : r×p → O× such that for the action | of r×p defined in Section 3.4,
µ(φ)|b = bκt+ 12 tψ(b)µ(φ|b),
where φ|b(v) = φ(b−1v).
A.3 There is a continuous function ν : V → O such that
(ν|b)(v) = b2tν(v) and dt(µ(φ)) = µ(νφ).
We say that such a measure is supersingular if ιpµ = µ and cuspidal if µ has values in Shalf(N,O). Under
some hypotheses, such as Leopodt’s conjecture (but even under weaker hypotheses, cfr. [Hid91, (8.2)]), it is
possible to show that supersingular implies cuspidal as in [Hid90, Lemma 4.1].
We can define an arithmetic measure of half-integral weight for ClN(p
∞) after obvious changes in the prop-
erties A.1 - A.3. Note that the action of r×p is trivial on the closure of global units.
Before giving some examples, we recall that we have the following theorem on the existence of p-adic L-
function for Hecke character of a totally real field [DR80]
Theorem 6.1. Let χ be a primitive character of finite order of conductor c. For all c ∈ ClN(p∞), we have
a measure ζχ,c on ClN(p
∞) such that∫
ClN(p∞)
ψ(z)〈Np(z)〉ndζχ,c(z) =(1− χψ(c)N (c)n+1)
∏
p|p
(1− (ψχ)0(p)N (p)n)L(−n, (ψχ)0).
for all n ≥ 0 and for all finite order character ψ, where (χψ)0 denotes the primitive character associated
with χψ.
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Here Np is the p-adic cyclotomic character. As in the case of Kubota-Leopoldt p-adic L-functions, if χ
is odd, then the above measure is 0 for all n. In the sequel, fix c ∈ ClN(p∞) such that 〈Np(c)〉 generates the
free part of the p∞-cyclotomic extension of F .
It is possible to interpolate the values of the imprimitive L-function. What we have to do is to remove the
factor at prime ideals q, for q prime to p and ranging in a fixed finite set of prime ideals. We multiply the
measure ζχ,c by the factor
(1 − (ψχ)0(q)ANp(q)(X))
for q in this fixed set. Here Az(X) denotes the formal power series (1 +X)
logp(z)/ logp(u).
Let us explain how this theorem implies that the Eisenstein series of Theorem 3.5 can be p-adically interpo-
lated, by interpolating their Fourier coefficients as p-adic analytic functions.
Fix an integral ideal M of F prime to p and divisible by 4. Up to enlarging M, we can suppose that it is
the square of a principal ideal. Call ap and bp the image of a and b in Np(ClM(p∞)).
The first Eisenstein measure (of level M) which we define is
∫
ClM(p∞)
ψ(z)dEχss,c(z) =
∑
0 ≪ ξ ∈ r,
(ξ, p) = O
qξ/2
∑
a2b2|ξ
a,b prime to pM
µ(a)ωξ(a)N (b)
∫
ClM(p∞)
ψ|(apb2p)dζχωξ,c
Here the action of z in ClM(p
∞) on C(ClM(p∞),O) is given by φ|z(v) = φ(z−1v).
We see that for a character ψ of ClM(p
∞) of finite order of p-conductor pα, α = (αp)p|p, with αp ≥ 0 for all
prime ideal p, we have
Eχss,c(ψ(z)N (z)m−1) =(1− ω−nχψ(c)N (c)m)A−10 ×
× E ′
(
z,
1−m
2
;mt, ψχ,M2p2s
)
|[m2̟2α4−1]|ιp
∈Mmt+ 12 t(M
2p2α, χ−1ψ−1),
for A0 = i
mdπd2(m−
1
2 )dψ(dn2−1)DFN (dn2−1)m−2 of Proposition 3.10.
Here ̟ is a product of fixed uniformizers at pi for pi|p. In general, we shall use the notation pα =
∏e
i=1 p
αi
i ,
with α = (αi) and p1, . . . , pe the divisors of p in r.
We define then the measure Eχc on G = ClM(p∞)× r×p ; let ψ be a finite order character of ClM(p∞) and ψ′
a finite order character of r×p which we supposed induced by a finite order Hecke character of F which we
denote by the same symbol. We define for the function avψ′(a)ψ(z)Np(z)m
∫
G
ψ(z)Np(z)mavψ′(a)dEχc (z, a) =d−v
(∫
ClN(p∞)
ψ(z)ψ′
−2
(z)Np(z)mdEχss,c
)
.
Note that such a functions are dense between the continuous function onG. We have that Eχc is an arithmetic
measure of half-integral weight. In fact, it verifies A.1 with κ = 1.
For A.2, we define an action of b ∈ r×p on C(G,O) as φ1(a)φ2(z)|b = φ1(ab−2)φ2(zb). To show that
Eχc (φ1, φ2)|b = Eχc ((φ1, φ2)|b)
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it is enough to check the formula on functions of type avψ′(a)ψ(z) with ψ and ψ′ characters of finite order.
Notice that (dσf)|b = b2σdσ(f |b); we have then
Eχc (avψ′(a)ψ(z))|b =(d−vEχss,c(ψ′−2ψ(z)))|b
=A′b−2vd−v(E ′
(
z, 0; t, ψψ′
−2
,M2p2α
)
|[̟2αm24−1]|ιp|b)
=A′b−2vψ−1ψ′
2
(b)d−vE ′
(
z, 0; t, ψψ′
−2
,M2p2α
)
|[̟2αm24−1]|ιp
=Eχc ((avψ′(a)ψ(z))|b),
for A′ = (1 − ω−nχψ(c)N (c)m)A−10 .
Then A.3 is verified by (a, z) 7→ a−t.
Furthermore, we define a third Eisenstein measure Eχ,+c on ClN(p
∞). Let χ be a Hecke character of
finite order, we define Eχ,+c as the restriction on the divisor D := (Y +1−〈Np(c)〉 (X + 1)2) of the following
measure µ
∫
ClN(p∞)2
φ1(z1)φ2(z2)dµ =(1 − χ(c)Np(c)(1 +X))
∫
ClN(p∞)
φ2dζχ2,c+
+ (1− χ2(c)N 2p (c)(1 + Y ))
∑
ξ ≫ 0,
ξ ∈ r
qξ/2×

 ∑
a2b2|σ
(a,b,pc)=1
µ(a)ωξ(a)N (b)
∫
ClN(p∞)
φ1|apb2pdζχωξ ,c

 .
We define now a theta measure; fix a Hecke character χ of level c, we pose
Θχ : C(Clc(p∞),O) → Mhalf(4c2,O)
ε 7→ ∑ξ≫0 χε(ξ)N (ξ)αq ξ22 ,
where α ∈ {0, 1} and ε a character of finite order of conductor ps, such that χε(−1) = (−1)α. We have seen
that Θχ(ε) ∈ S t
2+αt
(4c2p2s, χε).
We define now the convolution of two measures of half-integral weight; let µ1 and µ2 be two measures,
defined respectively on G and ClN(p
∞), the convolution µ1 ∗ µ2 is defined by∫
ClN(p∞)
(∫
G
Φ(z−1z1)(z, a)dµ1
)
dµ2,
for z1 ∈ ClN(p∞), (z, a) ∈ G = ClN(p∞)× r×p and Φ : ClN(p∞)∗ → C(G,O) a continuous morphism. Here
∗ denotes the O-dual. If we let G acts on ClN(p∞)×G via
(z0, a0)(z1, z, a) = (z1z
−1
0 , zz0, aa
−1
0 ),
we see that this action is compatible with the action of r×p on C(G,O) defined above if we send
r×p ∋ b 7→ (b−1, b2) ∈ ClN(p∞)× r×p .
Let χ be a character of conductor c and N a fixed ideal (which in what follows will be the level of our
Hilbert modular form), and pose M = lcm(4, c2,N2) Let us write L2 = M4c2 and let l be an ide`le representing
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L. We take µ1 = Eχχ−1c (of level M) and µ2 = Θχ|[l2]. Recall that χ−1 is the character corresponding to the
extension F (i) defined in Section 3.1. We have then that Eχχ−1c ∗Θχ|[l2] is a measure which takes values in
Mk(Γ
1[M],O).
We compose now with TrGL2
SL2
and we see that such an action is compatible with the action of G on
m(M(p∞),O), so what we have just constructed is a morphism of O[[G]]-modules.
7 Some p-adic L-functions
In this section we construct two p-adic L-functions for the symmetric square (Theorem 7.2); to do this, we
first recall the definition of the p-adic Petersson product lλ which is a key tool in the construction of p-adic
L-function a` la Hida.
Let us denote by δ Leopoldt’s defect for F and p; the first p-adic L-function Lp(Q,P ) has [F : Q] + 2 + 2δ
and to construct it we use the method of Hida [Hid90] as generalized by Wu [Wu01]. We improve the result
of Wu (which requires the strict class number of F to be equal to 1) and correct some minor errors.
We construct also a one variable p-adic L-function L+p (Q,P ) which we call the “improved” p-adic L-function.
It is constructed similarly to [HT01]; instead of considering the convolution of measures, we multiply the
measure Eχ,+c of the previous section by a fixed theta series θ(χ). By doing so, we lose the cyclotomic variable
but in return we have that when χ is not of conductor divisible by p we do not have to consider theta series
of level divisble by p. As a consequence, in the notation of Theorem 7.2, the factor E1(Q,P ) (whose origin
has been explained in 4.5) does not appear. These two p-adic L-functions are related by Corollary 7.3 which
is the key for the proof of Theorem 1.3; indeed, E1(Q,P ) is exactly the Euler factor which brings the trivial
zero for f as in Theorem 1.3.
We recall that we defined Λ = O[[W]], for W the free part of G. Let I be a finite, integrally closed
extension of Λ and let F be a family of nearly-ordinary forms which corresponds by duality to a morphism
λ : hn.ord(N,O)→ I as in Section 2.2. We suppose that λ is associated with a family of N-new forms. In the
follow, we will denote by hord, resp. Iord, Ford the ordinary part of hn.ord, resp. I, F, i.e. the specialization
at v = 0.
Such a morphism λ induces two finite order characters ψ, resp. ψ′ of the torsion part of ClN(p
∞), resp. r×p .
We define, following [Hid91, §9], the congruence ideal of λ. By abuse of notation, we denote again by λ the
following morphism
λ : hn.ord(N,O)⊗Λ I→ I
which is the composition of multiplication I⊗ I→ I and λ⊗ idI.
Let K be the field of fraction of I; such a morphism λ induce a decomposition of Λ-algebra
hn.ord(N,O) ⊗Λ K ∼= K⊕B,
where the projection on K is induced by λ and B is a complement. Let us call 1λ the idempotent corre-
sponding to the projection onto K and proj the projection on B. We define the congruence ideal
C(λ) :=(I⊕ proj(hn.ord(N,O)⊗Λ I))/(hn.ord(N,O) ⊗Λ I).
We know that C(λ) is a I-module of torsion and we fix an element H of I such that HC(λ) = 0.
Let us define S(Np∞, ψ, ψ′,O) as the part of S(Np∞,O) on which the torsion of G acts via the finite order
characters ψ and ψ′ defined as above. Write Iˆ = HomΛ(I,Λ); we have a O-linear form
lλ : S(Np
∞, ψ, ψ′,O)⊗Λ Iˆ→ O.
Let us denote by X(I) the subset of arithmetic points of Spec(I); let P be in X(I) such that P resticted to Λ
is of type (mP , vP , εP , ε
′
P ). Let p
α be the smallest ideal divisible by the conductors of εP and ε
′
P . The point
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P corresponds by duality to a form fP of weight (kP = (mP + 2)t− 2vP =
∑
σ∈I kP,σσ,wP = t− vP ), level
Npα and character ψP = ψω
−mεP , ψ
′
P (ζ, w) = ε
′
P (w)ψ
′(ζ)ζ−v , where we have decomposed r×p = µ×W′ as
in the end of section 3.4, and a ∈ r×p corresponds to (ζ, w). When there is no possibility of confusion, in the
follow we will drop the subscript P .
We have an explicit formula for lλP := P ◦ lλ given by [Hid91, Lemma 9.3]
lλP (g) =H(P )
〈fcP |τ ′(n̟α),g〉Npα
〈fcP |τ ′(n̟α), fP 〉Npα
for all g ∈ SkP ,wP (Npα, ψP , ψ′P ,Q). Here ̟ denotes the product over p | p of some fixed uniformizers ̟p.
It is clear that we can extend this morphism in a unique way to mk,w(Np
∞,O), using the duality with
Hk,w(Np
∞,O) [Hid91, Theorem 3.1] and then projecting onto hk,w(Np∞,O). We have
Lemma 7.1. Let fP and λ as above, let g ∈MkP ,wP (Npβ , ψP , ψ′P ,Q) with β ≥ α. Then
lλP (g) = H(P )λ(T (̟
β−α))
−1
〈
fcP |τ(n̟β),g
〉
β
〈fcP |τ(n̟α), fP 〉α
Proof. This is proven in [Mok09] on pages 29-30 in the case v = 0. If α = β it is clear. Otherwise, we write
g′ = g|T0(pβ−α) and proceed as in [Hid85, Proposition 4.5]
H(P )−1λ(T0(̟
β−α))lλP (g) = lλP (g
′)
=
〈fcP |τ ′(n̟α),g′〉α
〈fcP |τ ′(n̟α), fP 〉α
=
〈
fcP |τ ′(n̟α)|T ∗0 (pβ−α),g
〉
β
〈fcP |τ ′(n̟α), fP 〉α
=
{
̟−v(β−α)
} 〈fcP |τ ′(n̟β),g〉β
〈fcP |τ ′(n̟α), fP 〉α
.
We can now state the main theorem of the section
Theorem 7.2. Fix an adelic character χ of level c, such that χσ(−1) = 1 for all σ|∞. We have two p-adic
L-functions Lp(Q,P ) in the total ring of fractions of O[[X ]]⊗ˆI and L+p (P ) in the fraction field of Iord such
that the following interpolation properties hold
i) for (almost) all arithmetic points (Q,P ) of type (sQ, εQ;mP , εP , vP , ε
′
P ), with mP−kP,0+2 ≤ sQ ≤ mP
(for kP,0 equal to the minimum of kP,σ’s) and such that the p-part of the conductor of ω
sε−1Q χ
−1ψPψ
′
P
−2
is pα, α positive integer, the following interpolation formula holds
Lp(Q,P ) =C1E1(Q,P )E2(Q,P )
2dL(sQ + 1, fP , ε−1Q ωsQχ−1)
(2π)dsΩ(fP )
,
where the Euler factor E1(Q,P ) and E2(Q,P ) are defined below.
Suppose now that χ is of conductor not divisible by all p|p. Suppose moreover that λ|ClN(p∞) = ψ(p)ωm0 ,
with ψ(p) of conductor coprime to p, then we have a generalized p-adic L-function Lp(P ) in the fraction field
of Iord satisfying the following interpolation property
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ii) for (almost) all arithmetic points P of type (mP , εP ), with mP ≥ 0 and mP ≡ m0 mod p − 1, the
following formula holds
Lp(P ) = C1E′1(P )E2(P )
L(1, fP , χ0)
Ω(fP )
,
where the Euler factor E′1(P ) and E2(P ) are defined below.
The term C1 = C1(Q,P ) can be found in the proof of the theorem and it is a non-zero algebraic number;
Ω(fP ) is the Petersson norm of f
◦
P , the primitive form associated with fp, times (2π)
d−2v
.
We want to point out that number of independent variables of Lp(Q,P ) is [F : Q] + 1+ δ, as along the lines
sQ −mP = c, for c a fixed integer, this function is constant.
In the statement of the theorem we have to exclude a finite number of points which are the zeros of an
Iwasawa function interpolating an Euler factor at 2 for which the interpolation formula, a priori, does not
hold. If 2 divides the conductor of fP or χ, then this function is identically 1. If 2 does not divide neither
the conductor of fP or of χ, then a zero of this Iwasawa function appears for P such that fP is not primitive
at p and Q = (mP ,1). In the Appendix we will weaken this assumption.
The power (2π)
ds
corresponds essentially to the periods of the Tate’s motive; this corresponds, from the
point of view of L-functions, to consider the values at s+ 1 instead that in 1.
According to Deligne’s conjecture [Del79, §7], we would expect as a period for the symmetric square, in-
stead of Ω(fP ), the product of the plus and minus period associated with f via the Eichler-Harder-Shimura
isomorphism (see for example [Dim13, Definition 2.9]); but it is well-known that the Petersson norm of fP
differs from Deligne’s period by πd−2v and a non-zero algebraic number (see [Yos95, Main Theorem]). The
power π2v gives (part of) the factor at infinity of the automorphic L-function of Sym2(fP ) (see Section 4.2).
The term E1(Q,P ) and E2(Q,P ) are the Euler factor at p which has to be removed to allow the p-adic
interpolation of the special values as predicted by Coates and Perrin-Riou [CPR89].
The factor E2(Q,P ) contains the Euler factor of the primitive L-function which are missing when fP is not
primitive; we define, if fP is not primitive at pi
Epi(Q,P ) =(1− (χ−1ε−1Q ωsψP )0(pi)N (pi)m−s)×
× (1− (χ−1ε−1Q ωsψ2P )0(pi)λ(T (̟pi))−2N (̟i)2m+1−s)
and if fP is primitive at pi then Epi(Q,P ) = 1.
The factor E2(Q,P ) is consequently
E2(Q,P ) =
∏
pi|p
Epi(Q,P ).
The factor E1(Q,P ) comes from the fact that we are using theta series of level divisible by p but whose
conductor is not necessarily divisible by p. For two points Q and P as above, let us denote by pβ the
minimum power of p such that the conductors of all the characters appearing in Q and P and the ideal ̟r
divide pβ, and let us denote by pα0 the p-part of the conductor of χεQω
−s. We have
E1(Q,P ) =λ(T (̟
2β−2α0))N (̟β−α0 )−(s+1)
∏
p|p
(1 − (χεQω−s)0(p)N (p)sλ(T (̟p))−2).
The factor E1 is the Euler factor which gives the trivial zero in the case of Theorem 1.3 and that we re-
move in the second part of the above theorem. The factor E′1(P ) which appears in that second part is
λ(T (̟2α−2α0))N (̟α−α0 )−2.
We point out that the factor E1 is in reality the second term of the factor E2 when evaluated at 2m+ 3− s
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(so it an Euler factor of the dual motive of Sym2(f)).
This theorem deals with the imprimitive L-functions. We will show the analog of Theorem 7.2, i) in the
Appendix B for the p-adic L-function interpolating the primitive one.
As an immediate consequences we have the following
Corollary 7.3 (Important Corollary). Let Q0 be the point (0,1) of Spec(O [[ClN(p∞)]]), then we have the
following factorization in the fraction field of Iord:
Lp(Q0, P ) =
∏
pi|p
(1− λ(T (̟i))−2)L+p (P ). (7.4)
Note that a similar formula could be proved for all fixed v.
Theorem 7.5. Let f = fP be a nearly ordinary form of Nebentypus (ψ, ψ
′) and weight k ≥ 2t which we
decompose as k = m+2t−2v. Let χ be a Hecke character of level c, such that χσ(−1) = 1 for all σ|∞. Then
we have a a formal series G(X, f , χ) in O((X))
[
1
p
]
such that for all finite order character ε of 1+pZp ∼= uZp ,
of conductor pα0 , and s ∈ [m− k0 + 2,m] with n ≡ s which are not a pole of G(X) we have
G(ε(u)us − 1, f , χ) =i(s+1)d−k2−d s+n2 s!Ds− 32F ×
G(χεω−s0 )η
−1(m̟αd2−1)χεω−s0 (dc̟
α0 )N (m)s×
ψ(dm̟β)N (l)−2[s/2]N (̟)(s+1)β−α0+ (α−α
′)m
2
λ(T (̟2β−α′))W ′(f)S(P )
∏
p
ην(dp)
|ην(dp)|
∏
J G(νψ
′)
×
E1(s+ 1)E2(s+ 1)
2dL(s+ 1, f , χ−1ε−1ωs)
(2π)dsΩ(f)
.
for η = ωsε−1χ−1−1χ
−1ψψ′
−2
.
Here β = α0 if ε is not trivial, and β = 1 otherwise. The factors E1(s+ 1) and E2(s+ 1) are the factors
E1(Q,P ) and E2(Q,P ) above, for P such that fP = f and Q of type (s, ε). The factor S(P ) is defined below.
We explain the p-part of the fudge factor. Fix a prime p dividing p and let πp be the local component of
π(f), as in Section 4.2. Then πp = π(η, ν) or πp = σ(η, ν), according to the fact that πp is a principal series
or a special representation. In particular we have f |T (̟p) = η(̟p)f .
Let ψ′p be the local component at p of ψ
′. We know that ηψ′p is unramified. Let us denote by ̟
α′p
p the
conductor of νψ′p. Then p
α′ is the p-part of the conductor of the representation π(f) ⊗ ψ′.
The factor S(P ) is defined in [Hid91, page 355] as a product over p|p and each factor depends only on
the local representation at p; if πp is special the factor is −1, if πp is a ramified principal series, the factor
is η−1ν(̟
α′p
p )|̟α
′
p
p |
−1
p
and finally if πp is unramified the factor is
(1 − η−1ν(̟p)|̟p|−1p )(1− η−1ν(̟p)).
Moreover, let us denote by fu the unitarization of f , as defined in Section 2.1, and if we suppose f primitive
of conductor Mpα then we know that fu|τ ′(m̟α) = W (f)fu,c, for an algebraic number W (f) of complex
absolute value equal to 1 (here c stands for complex conjugation). Moreover W (f) can be written as a
product of local Wq(f), and we write it as W (f) = W
′(f)
∏
p|pWp(f). For the explicit expression of Wp(f),
we refer to [Hid91, §4]. From the formulae in loc. cit. we see that the factors ην(dp)|ην(dp)| and G(νψ′) come from
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Wp. The remaining part of Wp is incorporated in the Hecke eigenvalue λ(T (̟
α′)).
We warn the reader that the proof of Theorem 7.2 is computational, and the reader is advised to skip it on
a first reading. We recall in the following lemma some well-known results which we will use when evaluating
the p-adic L-function; recall from Section 3.3 that we have defined H , the holomorphic projector, ∂qp, the
Mass-Shimura differential operator, for σ ∈ I, dσ, the holomorphic differential operator on HI , and c, the
constant term projection of a nearly-holomorphic modular form.
Lemma 7.6. Let f ∈ Sk(Γ1[N]), g ∈ Ns1l+ t2 (Γ
1[N]) and h ∈ Ns2
m+ t2
(Γ1[N, a]) with k, l,m ∈ Z[I] and l > 2s1,
m > 2s2 (recall that these two condition are automatic if F 6= Q). Let r ∈ Z[I].
Then we have
〈f,H(g)〉 = 〈f, g〉 ,
H(g∂rm+ t2
h) =(−1)rH(∂rl+ t2 gh),
eH(g∂rm+ t2
h) =e(gdrh).
Proof. The first formula is [Shi78, Lemma 4.11].
The second formula can be proven exactly as [Hid91, Proposition 7.2].
The last one can be shown as in [Hid91, Proposition 7.3], writing ∂m+ t2 in term of d
j for 0 ≤ j ≤ r (in Z[I])
and noticing that e(dσf) = 0 for all σ in I.
Proof of Theorem 7.2 i). We pose M = lcm(4, c2,N2) = 4c2L2 as in the end of Section 6. Fix two ide`les
m and l such that m2 represents M and l represents L. We suppose moreover that ml−1 represents c. To
lighten the following formulae, let us pose
Tr1 = TM/N ,Tr2 = Tr
GL2
SL2
.
For each q dividing 2 in r, we pose
Eq(X,Y ) =(1− ψ2χ−2(q)A−2N (q)(X)A2N (q)(Y )),
E2(X,Y ) =
∏
q|2
Eq(X,Y ),
where X is a variable on the free part of Z×p in ClN(p
∞) (it corresponds to the variable Q) and Y on the
free part of Z×p embedded in the fist component of G = ClM(p
∞)× r×p (it corresponds to the variable m of
P ).
As in the end of Section 3.4, we have Az(X) = (1 +X)
logp(z)/ logp(u), for u a fixed topological generator of
1 + pZp.
We pose moreover ∆(X,Y ) =
(
1− ψ′−2χ−1χ−1ψ(c)N (c) 1+Y1+X
)
where, as in Section 6, c is chosen such that
〈N (c)〉 correspond to the generator u fixed above.
We define a first p-adic L-function
Lp = (∆(X,Y )E2(X,Y )H)−1lλeTr1(((Tr2(Eχχ−1c ∗Θχ|[l2])|))Ξ2)
where Ξ2 =
(
2 0
0 1
)
f
.
The operator Ξ2 is necessary as the family F is of level U(N) while our convolution of measures is of level
U(2−1M, 2).
This p-adic L-function is an element of the total fraction field of O[[ClN(p∞)]]⊗ˆI. In fact, I is a reflexive
Λ-module as it is integrally closed and finite over Λ. We want to evaluate Lp on an arithmetic point
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(Q,P ) ∈ X(ClN(p∞))×X(I) of type (s, εQ;m, εP , v, ε′P ) with s ≤ m. We let ψP and ψ′P as in the beginning
of this section. Let n ∈ {0, 1}, n ≡ s mod 2, we evaluate
g =(∆(X,Y )
−1Eχχ−1 ∗Θχ|[l2])(Q,P )
=∆(Q,P )
−1
((∫
ClN(p∞)
εQω
−s(z1)Np(z1)sdΘχ(z1)
)
| [l2]×
×
∫
G
ε−1Q ω
sψP (z)〈Np(z)〉m−sψ′P (a)avdEχχ−1c (z, a)
)
=A−10 N (l)−2[s/2]
(
d[s/2]t(θn(χεQω
−s)| [l2]) ×
×d−v
(
E ′
(
z,
s−m
2
; s0t, η
)
|[m2̟2β4−1]
))
for s0 = m− s+ 1, η = ωsε−1Q χ−1−1χ−1ψPψ′P−2, β such that the conductors of εQ, εP and ε′P and the
level of fP divide p
β and, we recall,
A0 = η(m̟
αd2−1)DFN (m̟βd2−1)m−s−1is0dπd2d(s0− 12 ).
For an integral ide`le y we use, by abuse of notation, the expression N (y) to denote the norm of the corre-
sponding ideal yr.
Here we have used the relation dt[l2] = N (l)2[l2]dt. We use Lemma 7.6, formula (3.6), the property that e
commutes with the operator I and Tr2, as seen at the end of Section 3.4, and the formula (3.7) applied two
times to obtain
Lp(Q,P ) =
〈
fcP |τ ′(n̟2α), eTr1(Tr2(g)|Ξ2)
〉
Np2α
〈fcP |τ ′(n̟α), fP 〉Npα
,
=C
〈
fcP |τ(m2̟2β),Tr2(g)|Ξ2
〉
Mp2β
〈fcP |τ ′(n̟α), fP 〉Npα
,
=C
〈
fcP,1|Ξ−12 , h|τ(m2̟2β)
〉
Mp2β
〈fcP |τ ′(n̟α), fP 〉Npα
,
for
h =θn(χεω
−s)| [l2] × E (z, s−m
2
; k − (n+ 1)t, η
)
|τ(m̟2β),
C =ψP (m̟
βd)Γ∞(([s/2] + 1)t− v)22v−sd+nd−ds0+ 12 dπv−[s/2]d−di(s+1)d−k×
η−1(m̟αd2−1)N (l)−2[s/2]N (m̟β2−1)1/2N (m̟βd2−1)sλ(T (̟α−2β))
where we used the formula for the change of variable for the Petersson product and the relation
Ξ2τ
′(m2)Ξ−12 =
(
0 −2
2−1d2m2 0
)
f
.
We apply the duplication formula of the Γ function to the factors Γ∞
(([
s
2
]
+ n+ 12
)
t− v) coming from
Propostion 4.3 and to the Γ factor appearing in the constant C above, to obtain, for z =
[
s
2
] − vσ + n+12 ,
that
Γ(z)Γ(z + 1/2) = 22vσ−s(s− 2vσ)!
√
π.
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We are left to evaluate θn(χεω
−s)| [l2] |τ(m2̟2β). Let us denote by χ′ the primitive character associated
with χεω−s and let us denote by pα0 the p-part of the conductor of χ′. Recall the relations given at the end
on Section 5.1, Proposition 3.4 and the formula
θn(χεω
−s) =
∑
er|p
µ(e)χ′(e)θn(χ
′)|[e2].
We have then
θn(χ
′)| [l2] |τ(m2̟2β) =G(χ′)N (2−1m̟α0)−1/2χ′(dc̟α0 )N (̟β−α0)1/2×
×
∑
µ(e)χ′(e)N (e)−1θn(χ′−1)|
[
̟2β
̟2α0e2
]
.
We know from [Hid91, Lemma 5.3 (vi)] an explicit expression for 〈fcP |τ ′(n̟α), fP 〉N̟α in terms of the
Petersson norm of the primitive form f◦P associated with fP (and ψ
′
P ).
We refer to the discussion after Theorem 7.5 for the notation, we have then
〈fcP |τ ′(n̟α), fP 〉N̟α
〈f◦P , f◦P 〉N̟α′
=N (̟)−(α−α′)m/2λ(T (̟α−α′))ψ∞(−1)×
×W ′(fP )S(P )
∏
p
ην(dp)
|ην(dp)|
∏
J
G(νψ′),
where J is the set of p|p such that πp is a ramified principal series.
We can conclude that
Lp(Q,P ) =i(s+1)d−k21+2v−(s+m)d+nd−d s+n2 π2v−d(s+1)(st− 2v)!Ds−3/2F ×
G(χεω−s0 )η
−1(m̟αd2−1)χεω−s0 (dc̟
α0 )ψP (dm̟
β)×
N (l)−2[s/2]N (m)sN (̟)(s+1)β−α0+ (α−α
′)m
2
λ(T (̟2β−α′))W ′(fP )S(P )
∏
p
ην(dp)
|ην(dp)|
∏
J G(νψ
′)ψ∞(−1)
×
E1(Q,P )E2(Q,P )
L(s+ 1, f , χ−1ε−1Q ωs)
2d−2v 〈f◦P , f◦P 〉N̟α′
.
The factors E1(Q,P ) and E2(Q,P ) are the ones defined after 7.2. To obtain the explicit expression of
E1(Q,P ) we have used the formula (4.5).
Proof of ii). We define the improved p-adic L-function on the ordinary Hecke algebra; let Iord be the ordinary
part of I, i.e. the fiber above v = 0. It is a finite flat extension of O[[W0]], where W0 is the free part of
ClN(p
∞) corresponding, via class field theory, to the cyclotomic extension.
We pose M = lcm(4, c2,N2) = 4c2L2 as above. We fix the same two ide`les m such that m2 represents M
and l which represents L as before. We pose again
Tr1 = TM/N ,Tr2 = Tr
GL2
SL2
For each q dividing 2 in r, we pose
Eq(Y ) =(1− ψ2χ−20 (q)A2N (q)(Y ))
E2(Y ) =
∏
q|2
Eq(Y ),
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where Y is a coordinate of O[[W0]] (it corresponds to the variable m of the weight).
As before we set
∆(Y ) =1− χ−1χ−1ψ(c)N (c)(1 + Y ),
∆′(Y ) =1− χ(c)−2ψ2N (c)2 〈N (c)〉 (1 + Y )2.
We define the improved p-adic L-function
L+p = (∆(Y )∆′(Y )E2(Y )H)−1lλeTr1
(
Tr2
(
θ(χ0)|
[
l2
]
E+
)) |Ξ2 ∈ Iord.
It can be seen that it is an element of Iord as in [Mok09, §6.2] from the duality of [Hid91, Theorem 3.1].
Let P be an arithmetic point of type (εP ,m), such that εP factors through the cyclotomic character. Let
k = m+ 2, we have
lλP eTr1(I ◦ Tr2θ(χ0)|
[
l2
]
E+)|Ξ2 = 〈f
c
P |τ ′(n̟α), eTr1(Tr2g|Ξ2)〉
〈fcP |τ(Nωα), fP 〉
,
for
g =θ(χ0)|
[
l2
]N (m̟β2−1)−1/2A−10 E
(
z,
2− k
2
, (k − 1)t, ψPχ−11 χ−10
)
|τ(m̟2α).
With calculations analogous to the previous one we obtain
L+p =
χ−1χ
−1
0 (d̟
αm2−1)χ0(dc̟
α0 )D
− 32
F 2
1−k+2dN (̟)α−α
′
2 m
λ(T (̟2α0−α′))W ′(fP )S(P )
∏
p
ην(dp)
|ην(dp)|
∏
J G(νψ
′)
×
× id−kG(χ0)ψ−1P (2)
L(1, f , χ−10 )
(2π)
d 〈f◦P , f◦P 〉N̟α′
.
Before the end of the section, we give a proposition about the behavior of Lp(Q,P ) along the element
∆(X,Y ) =
(
1− χ−1−1χ−1ψ′−2ψ(c)N (c)
1 + Y
1 +X
)
.
Proposition 7.7. Suppose that ωχ−1ψψ′
−2
is quadratic imaginary, that its conductor is prime to p and
that the family associated with λ has CM by this character. Then Lp(Q,P ) has a pole along ∆(X,Y ) = 0 of
the same order as the p-adic zeta function. Otherwise Lp(Q,P ) is holomorphic along ∆(X,Y ) = 0.
Proof. We proceed as in [Hid90, Proposition 5.2]. First of all, notice that ∆(X,Y ) has a simple zero along
s = m+ 1, εQ = εP = ε
′
P = 1 if and only if the p-part of ωχ
−1ψψ′−2 is trivial.
The ξ-th Fourier coefficient of the Eisenstein series is a multiple of
∫
ClN(p∞)
〈Np(z)〉−1dζη, where η =
ωχ−1ψψ′−2ω−ξ and ω−ξ is the primitive quadratic character associated with F (
√−ξ). So if ψψ′−2χ−1 is
not imaginary quadratic, then ∫
ClN(p∞)
〈Np(z)〉−1dζη = 0
for all ξ. In fact, we can take s0 ≡ 0 mod pn, s0 odd, and we have then∫
ClN(p∞)
〈Np(z)〉s0−1dζη = ∗L(1− s0, η).
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which is 0 as η is even. We know then that the Eisenstein series we obtain is 0.
If ψψ′
−2
χ−1 = ω−ξ0 , then the value of this integral is a non zero multiple (because the missing Euler factors
at primes dividing N but not the conductor of ω−ξ0 do not vanish) of the p-adic regulator of the global units
of F [Col88].
Let
g =(d[s/2]tθ(χω−s))| [l2]× d−v
(
E ′(z, 1
2
; s0t, η)|[m2̟2β4−1]
)
;
we have to show that if fP has not CM by a ω−ξ0 then g is killed by the Petersson product with fP .
A necessary condition for λ(ξ, r; g, ψPψ
−2
P ) to be different from 0 is ξ = ξ
2
2 + ξ
2
1ξ0, with ξ1 and ξ2 in r. Then
ξ is a norm from F (
√−ξ0) to F . Take ξ such that ξr is a prime ideal of F which remains prime in F (
√−ξ0)
(i.e. it is not a norm) and such that λP (T (ξr)) 6= 0. So T (ξr) acts as a non-zero scalar on fP and as 0 on g,
and g must be orthogonal to fP .
If λ has CM by ω−ξ0 , then Leopoldt’s conjecture for p and F is equivalent to the fact that Lp(Q,P ) has
a simple pole along ∆(X,Y ) = 0.
8 A formula for the derivative
We can apply now the classic method of Greenberg and Stevens [GS93] to the formula (7.4) in order to prove
Theorem 1.3 which has been stated in the introduction and which we recall now.
Theorem 8.1. Let p ≥ 3 be a prime such that there is only one prime ideal of F above p and let f be a Hilbert
cuspidal eigenform of parallel weight 2, trivial Nebentypus and conductor Np. Suppose that N is squarefree
and divisible by all the primes of F above 2; suppose moreover that π(f)p is the Steinberg representation.
Then the formula for the derivative in Conjecture 1.2 is true (i.e. when g = 1).
We fix a Hilbert modular form f of parallel weight 2 and of Nebentypus ψ trivial at p.
Let Iord be the integral closure of an irreducible component of hord and let Pf be an arithmetic point of
X(Iord) corresponding to f . Let us denote by λ the corresponding structural morphism from hord to Iord.
Let Lordp (Q,P ) be the p-adic L functions obtained by specializing the p-adic L-function of Theorem 7.2
to O[[ClN(p∞)]]⊗ˆIord. In particular, we have that, up to some non-zero factor, Lordp (s, Pf ) coincides with
Lp(s, Sym
2(f)), the p-adic L function associated with f .
We remark that if f is primitive, then the first statement of Theorem 2.6 tell us that I is e´tale at Pf
over Λ.This allows us to define a Iord-algebra structure ϕ (which depends on the point Pf ) on the field of
meromorphic functions around 2 of fixed, positive radius of convergence Mer(D2), which is a subfield of
Qp((k − 2)).
Namely we consider the continuous group homomorphism
ϕ0 : ClN(p
∞) → Mer(D(2))×
a 7→ (k 7→ ψ(N (a))〈N (a)〉k−2).
This morphism extends to a continuous algebra homomorphism
ϕ0 : O[[ClN(p∞)]] → Mer(D(2)).
Let us denote by IordPf the localization-completion of I
ord at Pf .
As Iord is e´tale around Pf over O[[X ]] and because the ring of meromorphic functions of fixed, positive radius
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of convergence is henselian [Nag62, Theorem 45.5] we have that it exist a morphism ϕ such that
IordPf
ϕ // Mer(D(2))
O[[ClN(p∞)]].
OO
ϕ0
77
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
As Iord is generated by a finite number of elements λ(T (q)), we deduce that there exists a disc of positive
radius around 2 such that ϕ(i) is convergent for all i in Iord.
For each k in this disc, we can define a new point Pk of I
ord; Pk(i) = ϕ(i)(k). It is obvious that P2 = Pf .
So, it makes sense now to derive elements of Iord with respect to k.
For all arithmetic points P of Iord and i in Iord, we have that P (i) = ϕ(i)(2).
We can do the same also for the cyclotomic variable, that is we define
ϕ′ : ClN(p
∞) → Mer(D(0))×
a 7→ (s 7→ 〈N (a)〉s),
where Mer(D(0)) denotes the ring of meromorphic functions of fixed, positive radius of convergence around
0, and then we extend ϕ′ to a continuous algebra homomorphism
ϕ′ : O[[ClN(p∞)]] → Mer(D(0)).
We define then
ϕ⊗ ϕ′ : O[[ClN(p∞)]]⊗ˆIord → Mer(D(0, 2)).
where Mer(D(0, 2)) denotes the ring of meromorphic functions of fixed, positive radius of convergence around
(0, 2). We consider Mer(D(0, 2)) as a subring of Qp((s, k − 2)). Let us denote by Lp(s, k) the image of
Lordp (Q,P ) through ϕ ⊗ ϕ′ (notice that we have a change of variable s 7→ s− 1 from the p-adic L function
of the introduction).
Before proving the theorem, we recall some facts about the arithmetic L-invariant of the Galois representation
of IndQF (Ad(ρf )); it has been calculated, under certain hypotheses, in [Hid06, Theorem 3.73] following the
definition given in [Gre94].
Untill further notice, suppose p unramified. The main hypothesis required in the proof of [Hid06, Theorem
3.73] is the so-called R = T theorem ([Hid06, (vsl)]). Namely, let hcycl(N,O) be the cyclotomic Hecke
algebra (defined in Section 2.2 of this paper). Let
Defρ
f
: CLN(O) → Set
be the deformation functor from the category of local, profinite O-algebra with same residue fields as O into
sets which associate to A in CNL(O) the set of A-deformations which satisfy certain ramification conditions
outside p and an ordinarity condition at p dividing p. Let Rver be the minimal versal hull for Defρ
f
and let
m be the ideal of Rver corresponding to ρf . Let Tf be the localization-completion of h
cycl(N,O) at Pf . We
have then a morphism u : Rver → Tf . Let R be the localization-completion of Rver at m and let T be the
localization-completion of Tf at m. Then the above mentioned condition (vsl) states that u : R → T is an
isomorphism.
Such a condition holds in many cases thanks to the work of Fujiwara [Fuj06]. For the Hilbert modular form
of Theorem 1.3, a proof can be found in [Hid06, Theorem 3.50].
Let Icycl be the irreducible component of hcycl(N,O) to which f belong and let λcycl be the corresponding
structural morphism; Icycl is finite flat over O[[xp]]p|p. The L-invariant is expressed in term of partial
derivative of λcycl(T0(p)) with respect to xp. This is not surprising, as from its own definition, the L-invariant
is defined in term of the Galois cohomology of the restriction of the representation to Gal(Q/Q(µp∞)) and,
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as we said at the end of Section 2.2, the cyclotomic Hecke-algebra takes into account only modular forms
whose local Galois representation at p is of fixed type outside Gal(Fp(µp∞)/Fp).
In the particular case of an elliptic curve E with multiplicative reduction at all p|p, the calculation of the
L-invariant does not require to consider all the all the cyclotomic deformations, but only the ordinary, as
explained below.
If E has split multiplicative reduction at p, let us denote by Qp the Tate period of E over Fp and pose
qp = NFp/Qp(Qp). If the reduction at p is not split, then λcycl(T (̟p))(2) = −1; we consider a quadratic
twist Ed such that Ed has split multiplicative reduction and we define Qp and qp as above. We have then a
Galois theoretic formula for the L-invariant [Hid06, Corollary 3.74]
L(IndQF (Ad(ρf ))) =
∏
p|p
logp(qp)
ordp(qp)
.
The right hand side as been calculated by Mok in term of logarithmic derivative of the character
λ : hord → Iord.
We obtain from [Mok09, Proposition 8.7]
∂λ(T (̟p))
∂k
(2)λ(T (̟p))(2)
−1 = −1
2
fp
logp(qp)
ordp(qp)
where fp = [Fp : Fp].
We remark that the proof of [Mok09, Proposition 8.7] works without any change when p is 2, 3 or ramified
in F .
The presence of fp has been explained in the introduction of [Hid09] and is related to the Euler factors which
we removed at p in the formula presented in Conjecture 1.2. More precisely, in this formula appears the
product E∗(m+1, f) of all the non-zero Euler factors which have to be removed to obtain p-adic interpolation.
Among the factor which we removed, there is (1− p(1−s)fp) for the primes p such that λ(T (̟p))−2 = 1. We
can rewrite this as
∏
ζ∈µfp
(1− ζp1−s). In the case of the elliptic curve E, we have the trivial zeros at s = 1;
hence the factor E∗(1, f) should then contain
∏
16=ζ∈µfp
(1− ζ) = fp.
We remark that the fact that the L-invariants of ρf and Ad(ρf ) are the same is not a coincidence. Let W
be the part of Hodge-Tate weights 1 and 0 of this two representations restricted to Gal(Qp/Qp) (which are
isomorphic); we have that W is a non-split extension of Qp by Qp(1) and this ensures that the L-invariant
is determined only by the restriction to W (as said at the end of page 169 of [Gre94]).
Proof of Theorem 1.3. Using the interpolation formula of 7.2 we see that Lp(k− 2, k) = 0. In particular, we
apply the operator ddk and we get
dLp(s, k)
ds
|s=k−2 = −dLp(s, k)
dk
|s=k−2.
If we suppose that 2 divides the level of f , than we have that E2(0, k), defined in the proof of Theorem 7.2i),
is identically 1. Let Σp be set of p | p such that f is a Steinberg representation at p, and Πp the set p | p
such that f is a principal series representation at p. Let us denote by g1 the cardinality of Σp, from the
factorization in 7.4, we also have
Lp(0, k) =2
g1
∏
p∈Σp
λ′(T (̟p))(2)
λ(T (̟p))(2)
3
∏
p∈Πp
(1− λ(T (̟p))(2)−2)Ep(Q0, Pf )L(1, f)
Ω(f)
(k − 2)g1+
+ ((k − 2)g1+1).
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If we suppose that the Nebentypus of f is trivial and that the conductor of f is squarefree, then we have that
f is Steinberg at all primes dividing its conductor. Using the explicit description of the Euler factors at the
ramification primes for f given in Section 4.2, case (iii), we see that there aren’t any missing Euler factors
and consequently the primitive L-function and the imprimitive one coincide.
Using the explicit expression of the L-invariant in term derivative of Hecke eigenvalue given above, we obtain
for f as in the theorem
dLp(s, 2)
ds
|s=0 = L(IndQF (Ad(ρf )))fp
L(1, Sym2(f))
Ω(f)
.
We remark that we have something more; if there is at least a prime p at which f is Steinberg and g ≥ 2,
then the order at s = 0 of Lp(s, Sym
2(f)) is at least 2 (keeping the assumptions on the conductor outside p).
Let us point out that the hypothesis that 2 divides the conductor of f is necessary, as the missing Euler factor
at 2 which we remove when interpolating the imprimitive L-function is zero. But a more carefull study of
the missing Euler factor at N could allow us to weaken the hypothesis on the conductor of Theorem 1.3, as
not all the missing Euler factors have to vanish.
For example, we could prove Conjecture 1.2 for L(s, Sym2(f), χ) when the character χ is very ramified modulo
2N.
Let us give now the example of an elliptic curve E over Q. Let q be a prime of potentially good reduction of
E, we have to exclude the cases when one of the missing Euler factor at q is (1− q1−s). We have that in this
case the missing Euler factors have been explicitly calculated in [CS87]; let l be an auxiliary prime different
from 2 and q, Qq(E[l]) the extension of Qq generated by the coordinates of the torsion points of order l of
E and Iq the inertia of Gal(Qq(E[l])/Qq). By [CS87, Lemma 1.3, 1.4] we have that there is no Euler factor
of type (1 − q1−s) at q if and only if one of the following is satisfied:
a) Iq is not cyclic,
b) Iq is cyclic and Qq(E[l])/Qq is not abelian.
We have the following corollary:
Corollary 8.2. Let E be an elliptic curve over Q and let f be the associated modular form. Suppose that E
has multiplicative reduction at p, even conductor and that for all prime of additive reduction one between a)
or b) is satisfied, then 1.2 for f is true.
9 A formula for higher order derivative
In this section we want to provide an example of 1.2 in which g ≥ 2. We begin considering a form f has in 1.3
and we show that 1.2 is true (under mild hypothesis) for Sym2(g), where g denotes an abelian base change
(is a sense we specify below) of f . We follow closely the strategy of [Mok09, §9]. Let F be a totally real
number field as before, and E a totally real abelian extension of F of degree n. For this whole section, we
will suppose for simplicity that p is unramified in E, even though we belive this is not necessary, to simplify
the calculations. We fix, for this section, H = Gal(E/F). Let f be a Hilbert modular form for F , following
[AC89, Chapter 3, §6] we can define its base-change g to E. Let q′ be a prime of E above a prime q of F ,
suppose that f at q is minimal but not supercuspidal, then a(q′,g) = a(NE/F (q′), f). Let us denote by Hˆ
the group of characters of H ; via class field field theory, we can identify each element of Hˆ with a Hecke
character of F factoring through F×NE/F (A×E). We have then
L(s, Sym2(g)) =
∏
φ∈Hˆ
L(s, Sym2(f), φ).
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Note that if f is nearly-ordinary (resp. ordinary), then g is nearly-ordinary (resp. ordinary) too.
Assuming that Conjecture 1.2 holds for f we shall show that the same is true for g by factoring the p-adic
L-function Lp(s, Sym
2(g)) in terms of Lp(s, Sym
2(f), φ).
Lemma 9.1. Let χ a gro¨ssencharacter of F of conductor c and χE = χ ◦ NE/F . Assuming DE/F and c
coprime, for the Gauß sum defined before Proposition 3.4, we have
G(χE) = χ(DE/F )G(χ)
n
.
Proof. As in [Mok07, Lemma 9.4], we use the functional equation for an Hecke character which we recall in
Appendix A and the factorization L(χE , s) in term of L(χφ, s), for φ in Hˆ .
We let cφ be the conductor of χφ and fφ the conductor of φ. Using the formula for the discriminant in tower
of extensions
DE = NF/Q(DE/F )DnF ,
we obtain the equality∏
φ∈Hˆ
G(χφ)NF/Q(cφ)−s = G(χE)NE/Q(c)−sNF/Q(dE/F )−s+1/2.
As c in unramified in E, we can split the Gauß sums and the conductor of χφ for all φ into a c-part and a
prime-to-c-part. We conclude with the following formulae from class field theory [Neu99, §7 (11.9),(6.4)]∏
φ∈Hˆ
fφ = DE/F ,
∏
φ∈Hˆ
G(φ) = NF/Q(D1/2E/F ).
Let us denote by S(f) (resp. S(g)) the factor S(P ) defined after Theorem 7.5 for P the point corre-
sponding to f (resp. g). We show now the following
Proposition 9.2. For E, F , g, f as above. Let χ be a finite order Hecke character of F , and suppose that
the conductor of f and χ are both unramified in the extension E/F . We have then, for all point usε(u)− 1
in the interpolation range of Theorem 7.5,
G(usε(u)− 1,g, χE) =C
∏
φ∈Hˆ
G(usε(u)− 1, f , χφ),
where G(X, f , χφ) (resp. G(X,g, χE)) is the Iwasawa function of Theorem 7.5 giving the p-adic L-function
Lp(s, Sym
2(f), χφ) (resp. Lp(s, Sym
2(g), χE)) and
C = NF/Q(DE/F )−2 (S(f)W (f)
′Ω(f))
n
S(g)W (g)′Ω(g)
.
Proof. We use Theorem 7.5 to evaluate both sides and show that they coincide.
We note that we are implicitly identifying the Zp-cyclotomic extension of E with the one of F via NE/F ; in
particular if pα0 is the conductor of the character ε, seen as a character of ClN(p
∞) of F , then the conductor
of εE is p
nα0 . This is important to write correctly the evaluation formula of 7.5.
We see that the contributions of the factors with 2 and i match as dE = ndF . The complex formula for the
L-function of Sym2(g) gives the equality of the L-values. We use Lemma 9.1 and the relation between DF
and DE to control the contribution of the Gauß sums and discriminants.
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In particular this tells us that Ω(f)n and Ω(g) differ by a non-zero algebraic number. We suppose that
the conductor of f and χ are both unramified in the extension E/F to simplify the calculation, although it
may not be necessary.
It is well known that for E/F an abelian extension of Galois group H and for p a prime ideal of F which is
unramified in E, we have ∣∣∣{φ ∈ Hˆ s.t. φ(p) = 1}∣∣∣ = g,
where g is the number of primes of E above p.
From now on, suppose that p is inert in F . Let p be a prime ideal of E above p and let us denote by fp the
residual degree of Ep, we have the following
Theorem 9.3. Let E, F , g, f be as in Proposition 9.2. Suppose that f satisfies the hypothesis of Theorem
1.3. Then we have
dgLp(s, Sym
2(g))
dsg
|s=0 =CL(IndQF (Ad(ρg)))fgp
Lp(1, Sym
2(g))
Ω(g)
,
where g denotes the number of primes above p in E and C is a non-zero algebraic number.
Proof. First of all from [Mok09, Proposition 8.7] we obtain
L(IndQF (Ad(ρg))) = L(IndQF (Ad(ρf )))
g
.
Let us denote by fp the residual degree of Fp; whenever φ(p) = 1, we can show, in the same way as we
proved Theorem 1.3, that
dLp(s, Sym
2(f), φ)
ds
|s=0 =CφL(IndQF (Ad(ρf )))fp
L(1, Sym2(f), φ)
Ω(f)
.
If φ(p) 6= 1, we have instead
Lp(0, Sym
2(f), φ) = Cφ(1− φ(p))L(1, Sym
2(f), φ)
Ω(f)
If we write f = n/g, we have that ∏
φ∈Hˆ,φ(p) 6=1
(1− φ(p)) = fg
then we use Proposition 9.2 and the fact that fp = fpf to conclude.
We remark that this method does not work for an abelian base change h of g. In fact, if we want
to apply the same strategy as in the proof of Theorem 9.3, we would need a formula for the derivative
of Lp(s, Sym
2(g), ψ). But for the complex L-function L(s, Sym2(g), ψ) there is no factorization in term of
L-functions of Sym2(f) (unless ψ is a base change from F too).
10 Application to the Main Conjecture
In the introduction we said that Theorem 1.3 has application to the main conjecture for the symmetric
square and the aim of this section is to explain how.
We suppose now F = Q; let G(T, Sym2(f)) be the Iwasawa function for f of Theorem 7.5. We shall write
Lanp (T, Sym
2(f)) =
〈f , f〉π2
iΩ+Ω−
G(T, Sym2(f)),
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for Ω± the ± period associated with f via the Eichler-Shimura isomorphism. This change of periods is nec-
essary for what follows and is due to the fact that our p-adic L-function has a denominator Hf . Moreover,
the evaluations of Lanp (T, Sym
2(f)) are compatible with Deligne’s conjecture on special values and periods.
Let Lalp (T, Sym
2(f)) be the algebraic p-adic L-function defined as Ψ(s) in [Hid00, Theorem 6.3]; it is the char-
acteristic ideal of a certain Selmer group. The Greenberg-Iwasawa main conjecture for IndQF (Sym
2(f)) says
that the ideal generated by Lalp (T, Sym
2(f)) in O[[T ]] is the same as the one generated by Lanp (T, Sym2(f)).
In what follows we will denote by Lalp (0, Sym
2(f))∗ resp. Lanp (T, Sym
2(f))∗ the first non-zero coefficient of
Lalp (T, Sym
2(f)) resp. Lanp (T, Sym
2(f)).
Let η be the characteristic ideal of the Pontryagin dual of Sel(Ad(ρf )) (defined as in [Hid00]); in [Hid00,
Theorem 6.3 (3)] it is shown that ordT=0L
al
p (T, Sym
2(f)) = 1 and
Lalp (T, Sym
2(f))∗ | L(Ad(ρf ))η.
From the work of Urban [Urb06] we know that, in most of the cases for F = Q (for example when f is as in
Theorem 1.3), Lanp (T, Sym
2(f)) divides Lalp (T, Sym
2(f)) in O[[T ]][T−1].
We have, from works of Hida and Wiles, a formula which equals the p-adic valuation of the special value
Lanp (0, Sym
2(f)) and of η [Urb06, 1.2.3]. For totally real fields, we mention that in [Dim09] the special value
is related to the cardinality of the Fitting ideal.
If in addition we also know Conjecture 1.2, then we deduce that the two series have the same order at T and
Lalp (0, Sym
2(f))∗|Lanp (0, Sym2(f))∗ in O.
We can write Lalp (T, Sym
2(f)) = A(T )Lanp (0, Sym
2(f)), with A(T ) in O[[T ]]; the above divisibility tells us
that A(0)
−1
belongs to O, i.e. A(T ) is a unit (because its constant term is a unit) and the main conjecture
is proven.
A Holomorphicity in one variable
In this appendix, we want to show that the p-adic L-function of Theorem 7.2 i) can be modified (dividing by
suitable Iwasawa functions interpolating the missing Euler factors) into an Iwasawa function interpolating
special values of the primitive complex L-function.
To do this, we follow an idea of Schmidt [Sch88] and Dabrowski and Delbourgo [DD97]; first we construct
another p-adic L-function which interpolates the other half of critical values and then we relate the two
p-adic L-functions via the functional equation of Section 4.2. We shal use this results in the second part of
the appendix to show that the many variable p-adic L-function is holomorphic too, following [Hid90].
Before doing this, we recall the functional equation satisfied by L(s, χ), for a primitive unitary gro¨ssencaracter
χ. Let f be its conductor, we define the complete L-function
Λ(s, χ) =
∏
v|∞
(
π−(s+pv)/2Γ
(
s+ pv
2
))
L(s, χ),
for pv = 0 or 1 such that χv(−1) = (−1)pv . It is well known since Hecke (see also Tate’s thesis [Tat67]) the
existence of a functional equation
Λ(s, χ) =ε(s, χ)Λ(1− s, χ−1)
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for ε(s, χ) = i
∑
v
pvχ∞(−1)G(χ)N (f)−s|N (d)|−s+1/2 where as before
G(χ) =
∑
x∈f−1d−1/d−1
χ∞(x)χf (xdf)eF (x)
=
∏
G(χq),
G(χq) =χ
−1
q (̟
αq+eq
q )
∑
x mod ̟
αq
q
χq(x)eFq
( x
̟eq+αq
)
,
for eq the ramification index of Fq over Qq and αq such that q
αq divides f exactly. We can now modify
Theorem 6.1 to see
Proposition A.1. Let χ be a character of finite order of conductor f. Suppose χσ(−1) = 1 for all σ ∈ I.
For all c ∈ ClN(p∞), we have a measure ζ′χ,c on ClN(p∞) such that, for all finite order characters ε and for
all s ≥ 0, we have∫
ClN(p∞)
ε(z)Np(z)sdζ′χ,c(z) =(1− (χε)0(c)Np(c)s+1)
∏
p|p
(1− (χε)0(p)N (p)−s)×
× Ω(εχ, s)
∏
p|pG((χε0)p)
N (̟α0)−s L(1 + s, (χ
−1ε−1)0).
where (χε)0 is the primitive character associated with the character χε of r/cp
α, pα0 is the p-part of its
conductor, and
Ω(εχ, s) =iκdDF,p
s+ 12 εχ∞(−1)(π
−(s+1+κ)/2Γ((s+ 1+ κ)/2))
d
(π(s−κ)/2Γ(−(s− κ)/2))d
.
for κ = 0, 1, congruent to s modulo 2
Proof. Let f(p) be the conductor of χ outside p and let d(p) (resp. dp) be the prime-to-p part (the p-part) of
d. Let us denote N (dp) by DF,p and N (d(p)) by D′F . From Theorem 6.1 and the functional equation above,
we simply divide by the functions AN (d(p)f(p))(X), N(d)
−1/2 and the Gauß sums for q|f′.
We recall that for an element c of ClN(p
∞), we have defined 〈Np(c)〉 = ω−1(Np(c))Np(c) and that 〈Np(c)〉
is an element of 1 + pZp, so it makes sense to define
ANp(c)(X) =(1 +X)
logp(〈Np(c)〉)/ logp(u),
where u is a generator of 1 + pZp. In case we have to consider the L-values of imprimitive charac-
ters, we can obtain the p-adic interpolation of the values LN(1 + n, (ψε)
−1) simply multiplying by (1 −
(ψε)0(q)
−1〈Np(q)〉−1ANp(q)(X)−1).
Fix now f , a nearly ordinary form of Nebentypus (ψ, ψ′) and weight k ≥ 2t which we decompose as
k = (m + 2)t − 2v as in Theorem 7.5. Suppose that ψ′ comes from a character of ClN(p∞). We give now
the analogue of Theorem 7.5 for the other critical values, namely the one in the strip [m+ 2m+ k0].
Theorem A.2. Fix a primitive adelic character χ of level c, such that χσ(−1) = 1 for all σ|∞. We have a
p-adic L-functions L−p (Q) in the fraction field of O[[ClN(p∞)]] such that the following interpolation property
hold; for all arithmetic points Q of type (s, εQ), with m− k0+2 ≤ s ≤ m the following interpolation formula
holds
L−p (Q) =C2E−1 (Q)E−2 (Q)E3(Q)
L(2m+ 2− s, f , εQω−sψ−2χ)
(2π)dsΩ(f)
.
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The Euler factors E−1 (Q) and E
−
2 (Q) at p could be thought as the factors E1(Q˜) and E2(Q˜), for Q˜ =
ε−1Q (u)u
2m−2−s − 1, the symmetric of Q; more precisely, they are
E1(Q) =λ(T (̟
2β−2α0))N (̟β−α0)s−2m−2×
×
∏
p|p
(1− (χ−1ψ2ε−1Q ωs)0(p)N (p)2m+1−sλ(T (p))−2),
E2(Q) =
∏
p|p
(1− (χεQω−sψ−1)0(p)N (p)s−m−1)×
× (1− (χεQω−s)0(p)λ(T (̟p))−2N (̟)s).
The Euler factor E3(Q) is defined as
∏
p|p
G(η−1p)(1 − (η−1)0(p)N (p)m−s)
(1− (η)0(p)N (p)s−m−1)
,
for η = εQω
−sχ−1χψ
−1ψ′
−2
. The constant C2 can be found the following proof of Theorem A.2.
Let us point out that this symmetric square p-adic L-function interpolates the imprimitive special values,
but that none of the Euler factors which we have removed outside p is zero. This means that if we could
find a formula for the first derivative of it as we did in Theorem 1.3, we could then prove Conjecture 1.2 in
the case in which p is inert without any assumption on the conductor of f .
Proof. We use the same notation of Sections 5 and 7. In particular we have M = 4c2L2.
We let α such that f is of level pα. Let Q be a point of type (s, εQ), with m − k0 + 2 ≤ s ≤ m and εQ a
finite order character as in the statement of the theorem; in what follows, we shall write ε for εQ. We can
define an Eisenstein measure Eχ,−c on ClN(p
∞) similarly to Section 6; let us define its value on Q as∫
ClN(p∞)
ε(z)〈Np(z)〉sdEχ,−c (z) =(1− η−1(c)Np(c)s0−m)Ω(η−1, s0 −m− 1)×∏
p|p
G(η−1p )×N (̟)(s0−m−1)β0e′0(k, s0, η)|νQ,
where η = εω−sχ−1χψ
−1ψ′
−2
, β is such that η is a character modulo r/Mpβ (we do not assume η primitive),
β0 is the exact p-power of the conductor of η0 and s0 = 2m+ 1− s and νQ is the continuous function on r×p
define on ξ ∈ F , ξ ≫ 0 by
νQ(ξ) =
∏
p|p(1− (η−1ωξ)0(p)N (p)s0−m−1)∏
p|p(1− (ωξη)0(p)N (p)m−s0)
.
We recall from Proposition 3.10
e′0(k, s0, η) =
∑
ξ∈2−1,ξ≫0,(p,ξ)=r
ξ−2vgf (ξ, s0 −m, η)LpM(s0 −m, ηω2ξ)qξ.
Let us point out that it is a p-adic measure as its Fourier coefficients are the p-adic L-functions of Proposition
A.1 (twisted by ε(z) 7→ ε−1(z) 〈Np(z)m+2〉) and some exponential functions as in Section 6. The presence
of the twist by the function νQ is due to the fact that the factor appearing in the interpolation formula of
Proposition A.1 for χ = ηω2ξ is not independent of ξ.
The value of this measure corresponds, up to some normalization factors, with the constant term projection
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(cf. Section 3.3) of E ′ ( s0−m2 , k − (n+ 1)t, η) |[m2̟2β/4], with n = 0, 1 and n ≡ s mod 2.
Let C0 be the conductor (outside p) of χ
−1ψ2 and let c0 be an ide`le representing it. Let Θχψ2 be the
theta measure of Section 6 which we consider now of level C0. We define Θ
′
χ−1ψ2(ε) = Θχ−1ψ2(ε
−1) and then
we define the product measure µ := Θ′χ−1ψ2 |
[
m2
c20
]
× Eχ,−c as p − 1 measures µi on 1 + pZp; for s in Z≥0,
s ≡ i mod p− 1, we pose ∫
1+pZp
εQ(z)〈Np(z)〉sdµi(x) =
=
(∫
ClN(p∞)
ω−sεQ(z)dΘ
′
χ−1ψ2(z)
)
|
[
m2
4c20
]
×
∫
ClN(p∞)
εQNp(z)sdEχ,−c .
Evaluating at Q as above we obtain
A0
−1(1− η−1(c)Np(c)s0−m)Ω(η
−1, s0 −m− 1)
N (̟)−(s0−m−1)β0
×
× θ(χ−1ωsε−1Q ψ2)|
[
m2
4c20
]
c
(
E ′
(
s0 −m
2
, k − (n+ 1)t, η|[m2̟2β2−1]
))
|νQ.
where A0 is given in Proposition 3.10 and is equal to
A0 =i
k−(n+1)dπα
′
Γ∞ (α
′)
−1
2k−(n+
3
2 )d×
× η(m̟βd2−1)N (d)m−s0N (m̟β2−1)m−s0−1,
α′ =
(m− s+ 1− n)t+ k
2
.
Let us denote by χ′ the primitive character associated with ωsε−1χ−1ψ2. We use the relations given in
Section 4.1 to obtain
θ(χ−1ωsε−1ψ2)
[
m2
4c20
]
|τ(m2̟2β) = C(χ′)N (2−1mc−10 )
−1/2N (̟β−α0)1/2×
×
∑
e|p
N (e)µ(e)χ′(e)θ(χ′−1)|
[
̟2β
̟2α0e2
]
.
For each q dividing 2 in r, we pose
E−q (X) =(1 − ψ−2χ2(q)A2N (q)(X)2−2m−2)
E−2 (X) =
∏
q|2
E−q (X),
where X is a variable on the free part of the cyclotomic extension in ClN(p
∞) and corresponds to the variable
Q. We put moreover ∆−(Y ) = (1 − χ−1χ−1ψ−1ψ′−2(c)Np(c)m+2(1 + Y )−1) where c is chosen such that
〈N (c)〉 correspond to the fixed generator u.
We define a p-adic L-function
L−p (X) =(∆−(X)E−2 (X)Hf )
−1
lλf eTr1(Tr2Θ
′
χ × Eχ
−1,−
c |Ξ2).
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where
Tr1 = TM/N ,Tr2 = Tr
GL2
SL2
(v, ψ′),
and Hf is the congruence number of f (the specialization of H , defined at the beginning of Section 7, at the
point corresponding to f).
Let us point out that we can move the twist by νQ from the Eisenstein series to the theta series as we
did to prove the formulas at the end of Section 3.4, and that on θ(χ−1ωsε−1Q ψ
2)|
[
m2
4c20
]
this twist is simply
multiplication by ψ(p)(χ(p))−1χ−1(p
α0)E3(Q).
We have then for Q = X + 1− ε(u)us
L−p (ε(u)us − 1) =E−2 (ε(u)us − 1)
−1N (m̟β2−1)−
1
2E3(Q)Ω(η
−1, s0 −m− 1)
A0λ(T (̟2β−α))N (̟)(m−s0+1)β0
×
×
〈
fc,Tr1 ◦ Tr2
(
θn(χ
′)|
[
m2
4c20
]
E ( s0−m2 , k − (n+ 1)t, η) τ(m2̟2β)〉
Mp2β
〈fc|τ ′(n̟α), f〉Npα
,
=
C(p)
Cp
E−1 (Q)E
−
2 (Q)E3(Q)
L(s0 + 1, f , εQω−sψ−2χ)
〈f◦, f◦〉Npα
.
Here we have
C(p) =21−vi(n+1)d−k2(n−
3
2 )d−kπ
(s+n−m−1)t−k
2 Γ∞
(
(m− s− n+ 1)t+ k
2
)
×
× (2π) (s−m−n)d−k2 Γ∞
(
(m− s+ n)t+ k
2
)
×
× η−1(m̟βd2−1)N (d)m−s− 12N (m̟β2−1)m+
3
2−s×
× Ω(η
−1,m− s)
N (̟)(s−m)β0
G(χ′)N (m2−1)−1/2N (̟ 12β−α0)
×N (2−1dm̟β)mψ(m̟βd)
=i(n+1)d−k21+d(s+n−4m+
s−n−11
2 )−2vπ(s−m)d−k2(s−m+1)d−k((m− s− 1)t+ k)!×
× η−1(m̟βd2−1)ψ(m̟αd)N (d)2m−s− 12N (̟)(m−s)β0+(2m−s+2)β−α0
×G(ωsε−1χ−1ψ2)(ωsε−1χ−1ψ2)(dc0̟α0)
× Ω(η−1,m− s)N (m)2m+1−s,
Cp =N (̟)−(α−α′)m/2λ(T (̟2β−α′))ψ∞(−1)×
×W ′(fP )S(P )×
∏
p
ην(dp)
|ην(dp)|
∏
J
G(νψ′),
where we applied the duplication formula
Γ∞
(
(m− s− n+ 1)t+ k
2
)
Γ∞
(
(m− s+ n)t+ k
2
)
=
=Γ∞((m− s)t+ k)2d(s−m+1)−kπ1/2.
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We can now construct the primitive symmetric square p-adic L-function as a one variable Iwasawa
function.
Recall the factor EN(s, f , χ) defined in Section 4.2 and the partition of the set of primes dividing N in the
four subsets i), ii), iii), iv).
For each prime q dividing N, let fq be a twist of f which is minimal among all the twists at q (in the sense
of Section 4.2), and let λq(T (q)) be the Hecke eigenvalues of fq at T (q). In this case, let us denote by αq
and βq the two roots of the Hecke polynomial at q. The existence of a global character η such that f ⊗ η is
of the desired type at q is guaranteed by [Che51].
We define the following factors; if q belongs to cases i) or ii) we have two possibilities, according to λ(T (q)) = 0
or not. Only for these two cases, we mean χ(q) = 0 if χ is ramified. In the first case, we put
E+q (X) =
(
1− χ−1(q)α2qN (q)−1A−1N (q)(X)
)(
1− ψχ−1(q)N (q)mA−1N (q)(X)
)
×(
1− ψ2χ−1(q)αq(T (q))−2N (q)2m+1A−1N (q)(X)
)
,
E−q (X) =
(
1− ψ−2χ(q)α2qN (q)−2m−2AN (q)(X)
)(
1− ψ−1χ(q)N (q)−1−mAN (q)(X)
)
×(
1− χ(q)α−2q AN (q)(X)
)
,
while if λ(T (q)) 6= 0
E+q (X) =
(
1− ψχ−1(q)N (q)mA−1N (q)(X)
)(
1− ψ2χ−1(q)λq(T (q))−2N (q)2m+1A−1N (q)(X)
)
,
E−q (X) =
(
1− ψ−1χ(q)N (q)−1−mAN (q)(X)
)(
1− χ(q)λq(T (q))−2AN (q)(X)
)
.
If q is in case iv), recall that there are several subcases; if (ψχ)2 is ramified, we do not need to define any
extra factors.
If ψχ is unramified, we define
E+q (X) = 1 + ψχ−1(q)N (q)mA−1N (q)(X),
E−q (X) = 1 + χψ−2(q)N (q)−m−1AN (q)(X).
For the remaining case, (ψχ)
2
unramified and ψχ ramified, recall that in Section 4.2 we have defined two
characters λi, i = 1, 2, such that ψχλi is unramified. The extra factor we need to define are
E+q,i(X) = 1− ψχ−1λi(q)N (q)mAN (q)(X)−1,
E−q,i(X) = 1− χψ−1λi(q)N (q)−m−1AN (q)(X),
and then
E+q (X) =
∏
i s.t.πq∼=πq⊗λi
E+q,i(X),
E−q (X) =
∏
i s.t.πq∼=πq⊗λi
E−q,i(X).
Let G(X) the formal Laurent series of Theorem 7.5. Then the p-adic L-function interpolating the primitive
values is
F (X) := G(X)
∏
q|N
E+q (X)−1.
We give the following proposition;
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Proposition A.3. Let f be a neearly-ordinary Hilbert eigenform. For all fixed s in the interpolation range
and ε a finite order character of 1 + pZp, we have the following identity
F (ε(u)us − 1) = CsL−p (ε(u)us − 1)
∏
q|N
E−q (ε(u)us − 1)−1,
with L−p (X) of Theorem A.2 and Cs in K.
Proof. We fix s in the interpolation range and we compare the two evaluations formula given in Theorem
7.5 and A.2 at points of type (ε, s) such that ε is not trivial and its conductor is bigger than the p-part of
the conductor of f , ψ and χ.
We will then use the complex functional equation given in 4.2.
Recall that the factors at infinity that we need are
ΓR,∞(s+ 1−m− κS) =π−
s+1−m+κS
2 Γ∞
(
s+ 1−m− κS
2
)
,
ΓC,∞(s−m− 1 + k) =22v−sd(st− 2v)!π2v−d(s+1),
ΓR,∞(m+ 3− κS) =πd
s−m+κS−2
2 Γ∞
(
m+ 2− s− κS
2
)
,
ΓC,∞(m− s+ k) =2(s−m+1)d−kπ(s−m)d−k(k + (m− s− 1)t)!,
where κS = 0, 1 is congruent to s+mmodulo 2 (notice that we are evaluating the functional equation at s+1).
In the notation of Theorem 7.5 and A.2 we have then β = α = β0 = α0 and
F (X)
∏
q|N E−q (X)
L−p (X) =i
(s−n)d23md−2sd+
9
2dD
3s−3m+ 12
F,p D
′
F
2s−2m−1×
× N (l)
n−sN (m)2s−2m−1N (̟α)3s−3m−1G(χεω−s)
G(χ−1ε−1ωsψ2)χψ−1ω−sε(̟α+e)
∏
pG(χ
−1
p ψpε−1ωs)
× (χεω
−s)0(dc̟
α)χεω−sψ−1(dm̟α2−1)
(χ−1ε−1ωsψ2)0(dc0̟α)χ−1ε−1ωsψ(dm̟α2−1)
× ΓR,∞(s+ 1−m− κS)ΓC,∞(s−m− 1 + k)
ΓR,∞(m+ 3− κS)ΓC,∞(m− s+ k)
× L(s+ 1, Sym
2(f), χ−1ε−1ωs)
L(2m− s+ 2, Sym2(fc), χεω−s) .
The occurence of the quotient of real gamma factors comes from the expression of the period Ω(η−1,m− s)
in the evaluation formula of Proposition A.1 (noticing that if κ = 0, 1 is such that η(−1) = (−1)κ, we have
κ = 1− κS). As we have
Λ(s+ 1, Sym2(f), χ−1ε−1ωs)
Λ(2m− s+ 2, Sym2(fc), χεω−s) =ε(s−m, πˆ(f), χ
−1ε−1ωsψ)
we can use Lemma 4.6 and after noticing that (in the notation of Lemma 4.6) ν = ψq we obtain that the
only part on the right hand side which depends on ε or p is
(χψ−1εω−sψ)4p(̟
α+e)N (̟α1+α2+α3)s−m
χp(̟α1+e)ψ2pχ
−1
p (̟α2+e)ψpχ
−1
p (̟α3+e)G(χ
−1
p )G(ψ2pχ
−1
p )G(ψpχ
−1
p )
where α1 (resp. α2, α3) is the conductor of χp (resp. χpψ
−2
p , χpψ
−1
p ). If we choose ̟p such that χp(̟p) =
ψp(̟p) = 1 and N (̟ep) = pd, we obtain that this quantity is independent of ε and we are done.
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The main theorem of this section is the following;
Theorem A.4. Let f = fP be a nearly ordinary form of Nebentypus ψ and weight k ≥ 2t which we
decompose as k = m + 2t − 2v. Let χ be a Hecke character such that χσ(−1) = 1 for all σ|∞. Suppose
that f has not CM by χψ−1 (resp. has CM), then we have a a formal series F (X, f , χ) in O[[X ]]
[
1
p
]
(resp.
O[[X ]]
[
1
p ,
1
1+X−um+1
]
) such that for all finite order character ε of 1 + pZp ∼= uZp, of conductor pα0 , and
s ∈ [m− k0 + 2,m] with n ≡ s we have
F (ε(u)us − 1, f , χ) =i(s+1)d+k22v−(s+m)d+nd− s+n2 d(st− 2v)!Ds− 32F ×
G(χεω−s0 )η
−1(m̟α0d2−1)χεω−s0 (dc̟
α0)×
ψ(dm̟β)N (l)−2[s/2]N (̟)(s+1)β−α0
λ(T (̟2β−α))W ′(f)S(P )
∏
p
ην(dp)
|ην(dp)|
∏
J G(ν)
×
E1(s+ 1)E2(s+ 1)
L(s+ 1, Sym2(f), χ−1ε−1ωs)
(2π)dsΩ(f)
.
for η = ωsε−1χ−11 χ
−1ψψ−2 and, we recall, α such that ̟α is the conductor of f and β such that ̟β is
divisible by the l.c.m. of ̟α and ̟α0 .
Proof. Recall the functional equation of Proposition A.3
F ((X + 1)us − 1) = CsL−p ((X + 1)us − 1)
∏
q|N
E−q ((X + 1)us − 1)−1.
We shall show that the possible poles of the left hand side and right hand side are disjoint (are reduce to
X = um+1 − 1 if f has CM by ψ−1χ).
Take for example u = p+1. The possible poles of F (X) are the zeros of
∏
q|N E+q (X), E2(X) and ∆(X). We
recall that
E2(X) =
∏
q|2
(1− ψ2χ−2(q)A−2N (q)(X)N (q)2m),
∆(X) =(1− χ(c)N (c)m+1(1 +X)−1).
Therefore the possible poles must be either
• s = m (occurring in one of the factors E+q where neither λ(T (q)) nor αq do not appear),
• or s = m+ 1 (occurring in the factor ∆(X)),
• or s such that there exists a p∞-root of unit ζ such that one the following occurs:
ψ2χ−1(q)Kq
−2N (q)2m+1A−1N (q)(ζus − 1) =1,
χ−1(q)Kq
2N (q)−1A−1N (q)(ζus − 1) =1,
for Kq = λq(T (q)) or αq.
On the other hand, the possible poles of the right hand side are instead
• s = m+ 1 (occurring in one of the factors E−q where λ(T (q)) does not appear),
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• or when there is a p∞-root of unit such that as
χ(q)Kq
−2AN (q)(ζu
s − 1) =1,
ψ−2χ(q)Kq
2N (q)−2−2mAN (q)(X)(ζus − 1) =1,
for Kq = λq(T (q)) or αq.
From Weierstrass preparation theorem, we know that there is only a finite number of possibilities of the
above cases.
We proceed now exactly as in [DD97, §3.1]. Let q be a prime ideal such that
χ(q)λ(T (q))
−2
AN (q)(ζu
m − 1) = 1
and q′ a prime ideal such that Eq′ has a zero at s = m, ε(u) = ζ. Write 〈N (q)〉 = uzq , so
AN (q)(X) = (X + 1)
zq .
Recall that |λq(T (q))|2C = N (q)m+1. In particular, we obtain the following relations: |um|C = N (q′)m and|um|C = N (q)m+1. But this is a contradiction as |u|C 6= 1. The other cases are similar.
The case s = m+ 1 has already been treated in Proposition 7.7, and we can then conclude.
B Holomorphicity in many variable
In this section we will show that the many variable p-adic L-function constructed in Theorem 7.2 is holo-
morphic (when the family has not complex multiplication). We adapt to the totally real case the strategy
of proof of Hida [Hid90, §6].
Fix a family of I-adic eigenforms F and let λ be the structural morphism as in Section 7; let us denote by ψ
the restriction of λ to the torsion of ClN(p
∞). Before defining the functions interpolating the missing Euler
factors, we have to show that we can interpolate p-adically the correct Satake parameter at the primes q at
which F is not minimal.
Let Fq be a twist of F by a character ηq such that Fq is minimal at q and primitive outside p. This family
corresponds to an Iq-family of eigenforms, where Iq is finite flat over the Iwasawa algebra in d+1+δ variables
(here δ is the default of Leopoldt’s conjecture for p and F ).
Since we have λq(T (q
′)) = ηq(q
′)λ(T (q′)) for almost all prime ideals q′, we see that, after possibly enlarging
the coefficients ring O, we have Iq = I. For all arithmetic points P of Spec(I), we have then an element
λq(T (q)) ∈ I such that the values λq(T (q)) mod P are the Hecke eigenvalues, still denoted by λq(T (q)), of a
form fP which is minimal at q. For the prime ideal q for which F is not minimal, let us denote by αq and
βq the two roots of the Hecke polynomial at q. After possibly enlarging I by a quadratic extension, we may
assume that αq belongs to I.
We can now define the functions interpolating the missing Euler factors; as in the proof of Theorem 7.2 we
use X (resp. Y ) to denote a variable on the free part of Z×p inside ClN(p
∞) (resp. ClN(p
∞) embedded in
G = ClN(p
∞)× r×p ).
We recall that in Section 4.2 we partitioned the set of primes dividing N in the four subsets i), ii), iii), iv).
If q belongs to cases i) or ii) we have two possibilities, according to λ(T (q)) = 0 or not. Only for these two
cases, we mean χ(q) = 0 if χ is ramified. In the first case, we put
E+q (X,Y ) =
(
1− χ−1(q)α2qN (q)−1A−1N (q)(X)
)(
1− ψχ−1(q)AN (q)(Y )A−1N (q)(X)
)
×(
1− ψ2χ−1(q)α−2q N (q)A2N (q)(Y )A−1N (q)(X)
)
,
E−q (X,Y ) =
(
1− ψ−2χ(q)α2qN (q)−2A−2N (q)(Y )AN (q)(X)
) (
1− χ(q)α−2q AN (q)(X)
)×(
1− ψ−1χ(q)N (q)−1A−1N (q)(Y )AN (q)(X)
)
,
57
while if λ(T (q)) 6= 0
E+q (X,Y ) =
(
1− ψχ−1(q)AN (q)(Y )A−1N (q)(X)
)(
1− ψ2χ−1(q)λq(T (q))−2N (q)A2N (q)(Y )A−1N (q)(X)
)
,
E−q (X,Y ) =
(
1− ψ−1χ(q)N (q)−1A−1N (q)(Y )AN (q)(X)
)(
1− χ(q)λq(T (q))−2AN (q)(X)
)
.
If q is in case iv), recall that there are several subcases; if (ψχ)2 is ramified, we do not need to define any
extra factors.
If ψχ is unramified, we define
E+q (X,Y ) = 1 + ψχ−1(q)AN (q)(Y )A−1N (q)(X),
E−q (X,Y ) = 1 + χψ−2(q)N (q)−1A−1N (q)(Y )AN (q)(X).
For the remaining case, (ψχ)
2
unramified and ψχ ramified, recall that in Section 4.2 we have defined two
characters λi, i = 1, 2, such that ψχλi is unramified. The extra factor we need to define are
E+q,i(X,Y ) = 1− ψχ−1λi(q)AN (q)(Y )AN (q)(X)−1,
E−q,i(X,Y ) = 1− χψ−1λi(q)N (q)−1A−1N (q)(Y )AN (q)(X),
and then
E+q (X,Y ) =
∏
i s.t.πq∼=πq⊗λi
E+q,i(X,Y ),
E−q (X,Y ) =
∏
i s.t.πq∼=πq⊗λi
E−q,i(X,Y ).
We define
E±(X,Y ) =
∏
q|N
E±q (X,Y ).
We refer to Section 7 for all the notation used in the following theorem.
Theorem B.1. Fix an adelic character χ, such that χσ(−1) = 1 for all σ|∞ and fix F, a I-adic family of
Hilbert eigenforms. If χψ−1 is imaginary quadratic, suppose that F has not (resp. has) complex multiplication
by χψ−1; then we have a p-adic L-functions H(P )Lp(Q,P ) in O[[X ]]⊗ˆI (resp. O[[X ]]⊗ˆI[(1 +X)− u(1 + Y )−1])
such that, for all arithmetic points (Q,P ) of type (sQ, εQ;mP , εP , vP , ε
′
P ), with mP − kP,0 + 2 ≤ sQ ≤ mP
(for kP,0 equal to the minimum of kP,σ’s) such that ε
′
P factors through ClN(p
∞) the following interpolation
formula holds
Lp(Q,P ) =C1E1(Q,P )E2(Q,P )
2dL(sQ + 1, Sym
2(fP ), ε
−1
Q ω
sQχ−1)
(2π)dsΩ(fP )
.
It is clear that this is generalization of [Hid90, Theorem].
Remarks:
i) If Leopoldt’s conjecture for F and p does not hold, then Lp(Q,P ) is holomorphic also in the case where
F has CM by χψ−1.
ii) If E+(X,Y )E2(X,Y ) ≡ 0 mod (Q,P ) and sQ = mP , then we are in the case of a trivial zero and the
formula above for this point is not of great interest.
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iii) If we could show an holomorphic analogue of Theorem 7.2 ii), we could prove Conjecture 1.2 for simple
zeros without any assumption on the conductor.
Proof. We follow Hida’s strategy [Hid90, §6]. We define
Lp(Q,P ) =
Lp(Q,P )
E+(X,Y ) ,
We shall denote E+(X,Y )E2(X,Y ) (resp. E+(X,Y )) by A(Q,P ) (resp. B(Q,P )). Let us define
ε0(πˆ, χ
−1ψ) =
∏
q∤p
ε(0, πˆq, ψqχ
−1
q ),
ε(X,Y ) =
AN (Cpi,χ)(X)A
3
D′
F
(X)
AN (Cpi,χ)(Y )A
3
D′
F
(Y )
,
C(X,Y ) =
N (m)A2N (m)(Y )AN (l)(X)D′FA2D′
F
(Y )A2N (2)(X)
A2N (m)(Y )2
9
2 dA2D′
F
(X)N (l)nA3N (2)(X)
,
where Cπ,χ is the conductor outside p of πˆ⊗ψχ−1, and, as above,D′F is the prime-to-p part of the discriminant
and m = 2lc is an ide`le representing l.c.m. (N, 4, c) where c is the conductor of χ .
It is plain that ε(X,Y ) and C(X,Y ) are units in O[[X ]]⊗ˆI. We define
L′p(Q,P ) = i
ndCsLp(Q,P )ε0ε(X,Y )C(X,Y ).
Suppose that P ∈ X(I) is such that fP is not primitive at p, then mP is in a fixed class modulo p− 1 and εP
is trivial. We see, using the formula in Proposition A.3, that CsB(Q,P )L
′
p(Q,P ) ≡ L−p (Q) mod P , where
L−p (Q) is the p-adic L-function of Theorem A.2 for f = fP .
Let us denote by R the localization of O[[X ]]⊗ˆI at ((1 + X) − u(1 + Y )). As B(Q,P )L′p(Q,P ) mod P
belongs to O[[X ]][p−1] (or to O[[X ]][p−1, (1 +X − um+1)−1] if F has CM by χψ−1), arguing as in [Hid90,
pag. 137], we see that there exists H ′ in I such that H ′(P )B(Q,P )L′p(Q,P ) belongs to R, (i.e. the possible
denominators do not involve the variable X); from the construction in Theorem 7.2 we see that the choice
H ′ = H , the congruence ideal of the family F, works.
We know then that
R[B−1(Q,P )H−1(P )] ∋ L′p(Q,P ) ×= Lp(Q,P ) ∈ R[A−1(Q,P )H−1(P )],
where
×
= means equality up to a unit.
It remains to show that A(Q,P ) and B(Q,P ) are coprime. As in [Hid90, Lemma 6.2], we know that a prime
factor of A(Q,P ) (resp. B(Q,P )) is of the form (1 +X)− ζ(1 + Y ) (resp. (1 +X)− ζu−1(1 + Y )), for ζ a
p-power-order root of unit, or it is of the form (1+X)−α with α in I such that α = ζKq2N (q)−1 mod P or
α = ζλq(T (q))
−2N (q)2m+1 mod P (resp. α = ζλq(T (q))−2 mod P or α = ζK2qN (q)−2m−2 mod P ), where ζ
is a root of unit and Kq = λq(T (q)) or αq.
Let us denote by ̟K a uniformizer of O, then E±q (X,Y ) 6≡ 0 mod ̟K . By contradiction, suppose that it is
not true, then we would obtain 1+X ≡ α mod ̟K . But this is not possible as X does not belong to I/̟K .
If (1 +X)− α is a factor of both A(Q,P ) and B(Q,P ), we must have α = ζu−1(1 + Y ) (or α = ζ(1 + Y )).
Reasoning with complex absolute values as in the proof of Theorem A.4, we see that this is a contradiction.
The behavior at ((1+X)− u(1+ Y )) has been studied in Proposition 7.7 and we can conclude the first part
of the theorem.
The interpolation formula at points (Q,P ) for which E+(X,Y )E2(X,Y ) ≡ 0 mod (Q,P ) is a consequence of
Theorem A.4.
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