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Abstract
In this paper we investigate the problem of order batching for picker routing. Our ap-
proach is applicable to warehouses (storage areas) arranged in the standard rectangular grid
layout, so with parallel aisles and two or more cross-aisles. The motivation underlying our
work is online grocery shopping in which orders may be composed of dozens of items. The
approach presented directly addresses order batching, but uses a distance approximation to
influence the batching of orders without directly addressing the routing problem.
We present a basic formulation based on deciding the orders to be batched together so as
to optimise an objective that approximates the picker routing distance travelled. We extend
our formulation by improving the approximation for cases where we have more than one
block in the warehouse. We present constraints to remove symmetry in order to lessen the
computational effort required, as well as constraints that significantly improve the value of
the linear programming relaxation of our formulation. A heuristic algorithm based on partial
integer optimisation of our mathematical formulation is also presented. Once order batch-
ing has been decided we optimally route each individual picker using a previous approach
presented in the literature.
Extensive computational results for publicly available test problems involving up to 75
orders are given for both single and multiple block warehouse configurations.
Keywords: integer programming, inventory management, order batching, order picking, partial
integer optimisation, picker routing
1 Introduction
To illustrate the order batching and picker routing problem consider the example warehouse
shown in Figure 1. In that figure we show a (small) warehouse with four aisles running
North↔South. For ease of discussion we shall use compass directions (North, South, East,
West) as also shown in Figure 1.
The aisles shown are connected by cross-aisles running West↔East. So for example the
first aisle contains edges (1, 5), (5, 9), (9, 13), (13, 17) and the first cross-aisle contains edges
(1, 2), (2, 3), (3, 4). Figure 1 contains four aisles and five cross-aisles. Figure 1 illustrates the
standard warehouse rectangular grid layout that is very common, with parallel aisles and two
or more cross-aisles set at right-angles to these aisles.
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As a picker with a trolley traverses an edge in an aisle they can pick products required
for the orders assigned to their trolley from the racks/shelves on either side of the aisle, these
racks/shelves being shown as small squares in Figure 1. Note here that products are only picked
in aisle edges, no products are picked in cross-aisle edges.
In our example warehouse the origin from which empty trolleys start, and to which trolleys
filled with products that have been picked return, is shown in the top-left hand corner of the
warehouse. The warehouse structure contains a number of blocks. The first block consists of aisle
edges (1, 5), (2, 6), (3, 7), (4, 8); the second block consists of aisle edges (5, 9), (6, 10), (7, 11), (8, 12);
etc. Figure 1 contains four blocks. We refer to a single aisle edge as a subaisle, so for example
edge (5, 9) is a subaisle.
Figure 1: Warehouse structure
Given a set of trolleys, each with known capacity, and a set of orders for products (whose
locations in the warehouse where they can be picked are known) the order batching and picker
routing problem is:
• to batch (assign) all orders to a set of trolleys, so as to respect individual trolley capacities;
and
• to route each picker/trolley so as to minimise the distance travelled by that trolley as the
products required for the orders so assigned are collected.
The order batching decision should be made so as to minimise the subsequent total routing
distance travelled over all the trolleys used.
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Previous work, Valle et al. [2017], has indicated that it is now computationally feasible to
optimally route an individual trolley for relatively large problems. In this paper therefore we
focus on order batching. The approach presented directly addresses order batching, but uses
a distance approximation to influence the batching of orders without directly addressing the
routing problem. We present a formulation that decides the orders to be batched together so
as to optimise an objective that approximates the picker routing distance travelled. Once order
batching has been decided we optimally route each individual picker/trolley using Valle et al.
[2017].
The situation considered in this paper is often referred to in the literature as a picker-to-parts
system, where a picker travels (typically with a trolley) along aisles in a warehouse to retrieve
products. As noted in [De Koster et al., 2007, Marchet et al., 2015, Van Gils et al., 2018b] such
systems are widely used and are believed to constitute a significant majority of all order picking
systems.
The motivation behind the research undertaken in this paper was to develop an approach that
could be used for the optimal batching of orders. As the literature survey given below indicates,
although there have been a significant number of papers in the literature dealing with heuristics
for order batching and routing, relatively little work has appeared in the literature dealing with
optimal approaches. In particular we focused on order batching since recent research has shown
that routing can (computationally) be done optimally for relatively large problems. In the light
of this we believe that the contribution of this paper to the literature is:
• to present a formulation of the problem of order batching based upon an approximation
of the routing distance
• to extend our formulation to provide a better distance approximation for cases where we
have more than one block in the warehouse
• to present new symmetry breaking constraints, as well as constraints that significantly
improve the value of the linear programming relaxation of our formulation
• to use our formulation as a basis for a heuristic algorithm based on partial integer optimi-
sation
• to present results, for publically available test problems, for both the optimal solution of
our order batching formulation and for our heuristic algorithm
• to demonstrate computationally, using the same set of test problems, that the distance
approximation approach given in this paper gives results nearly as good, or better, than
the approach given in our previous paper Valle et al. [2017], but in significantly lower
computation times
The structure of this paper is as follows. In Section 2 we review the literature on the order
batching and picker routing problem considered. In Section 3 we present our basic formulation
which decides the orders to be batched together so as to optimise an objective that approximates
the picker routing distance travelled. In Section 4 we extend our formulation by improving the
cross-aisle distance approximation for cases where we have more than one block in the warehouse.
We also extend the aisle distance approximation and present constraints to remove symmetry in
order to lessen the computational effort required. We also discuss in that section some relevant
computational considerations and too present a heuristic algorithm based upon our formulation.
In Section 5 we present constraints that strengthen the linear programming relaxation of our
formulation. Section 6 presents our computational results for the publicly available test problems
we examined. Finally in Section 7 we present our conclusions.
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2 Literature review
There is an extensive literature on the problems of order batching and picking. An early survey
relating to different picking strategies was presented by De Koster et al. [2007], where order
picking was shown to be a critical activity. In this paper we deal with batch picking, where a
picker collects all of the products for one or more orders. A very comprehensive state of the
art classification and review of picking systems has recently been presented by Van Gils et al.
[2018b]. They identify 41 papers in the literature concerned with order batching. It is clearly
of little utility to repeat their work in this paper. As a consequence therefore although we in
this section do briefly consider early work our focus is on work that is either additional to that
considered in Van Gils et al. [2018b], or is of especial relevance to the approach we adopt.
2.1 Early work
Early work considered S-shaped routes [De Koster et al., 1999, 2007, Hall, 1993] where the
routing rule which applies is that any aisle in which any product is picked must be traversed
in its entirety. So an aisle involving picking is either completely traversed North→South from
the first cross-aisle to the last cross-aisle, or completely traversed South→North from the last
cross-aisle to the first cross-aisle. The only exception to this rule is the last aisle visited before
the trolley returns to the origin. Reversal is allowed in this last aisle if it aids in reducing the
distance travelled.
Heuristics have been proposed for the problem of routing a single picker in warehouses
with multiple blocks. An evaluation of several heuristics for single picker routing was given
by Petersen II [1997]. Roodbergen and de Koster [2001b] introduced a dynamic programming
algorithm for single picker routing in warehouses with up to three cross-aisles and Roodbergen
and de Koster [2001a] presented heuristics for warehouses with multiple cross-aisles. Theys et al.
[2010] adapted the TSP LKH heuristic by Lin and Kernighan [1973] for single picker routing.
Heuristics have also been proposed for batching and routing multiple pickers. Routing dis-
tances are often estimated using single picker heuristics during the solution of the batching
problem. Henn et al. [2012] includes an extensive survey of batching methods.
For general warehouses with any number of blocks, several batching methods were presented
by De Koster et al. [1999], where routing distances are estimated using single picker methods.
2.2 Heuristics, single block
Lu et al. [2016] presented a paper dealing with the situation where the pick-list assigned to a
picker is changed (updated) during the picking operation. Computational results were presented.
Chabot et al. [2017] presented a paper that deals with order picking when there are weight,
fragility and category constraints. They presented two formulations for the problem as well as
five heuristic algorithms. Computational results were presented for randomly generated test
problems. Hong and Kim [2017] considered order batching and picker routing where pickers use
S-shaped routes. Their paper builds on their previous work [Hong et al., 2012b] and involves
predefining S-shaped routes. Computational results were presented for a warehouse with six
aisles.
Menendez et al. [2017a] presented a variable neighbourhood search heuristic for order batch-
ing where each order has a specified due date. They aim to batch orders and route the batches
so as to minimise total tardiness. Picker routing was done using the combined strategy given
by Roodbergen and de Koster [2001a]. Computational results were presented for a large number
of test problems. Menendez et al. [2017b] presented a two-stage variable neighbourhood search
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heuristic for order batching where picker routing was done using an approach based on a modi-
fication of the combined strategy given by Roodbergen and de Koster [2001a]. Computational
results were presented for a large number of test problems. Menendez et al. [2017c] presented
both sequential and parallel variable neighbourhood search algorithms for order batching so as
to attempt to minimise the length of the longest picker route. They categorise the problem
as a min-max order batching problem, which has been previously considered in the literature
by Gademann et al. [2001]. Picker routing was done using both the combined strategy given
by Roodbergen and de Koster [2001a] and the dynamic programing approach of Ratliff and
Rosenthal [1983]. Computational results were presented.
Chabot et al. [2018] considered an order picking problem arising in a specific industrial
context which involved narrow aisles. They showed how the specific problem considered can
be modelled as a vehicle routing problem. An arc reduction procedure was presented as well
as two heuristic procedures and an exact branch-and-cut algorithm. Computational results
were presented for randomly generated test problems. Weidinger [2018] considered the situation
where the products to be picked are scattered amongst the warehouses shelves. They presented a
complexity proof as well as three heuristic procedures for routing a single picker. Computational
results were presented for randomly generated test problems. Zulj et al. [2018] presented a
heuristic based on adaptive large neighbourhood search and tabu search for the order batching
problem. Pickers were routed using the S-shaped route strategy and the largest gap routing
strategy [De Koster et al., 1999, 2007, Hall, 1993]. Computational results were presented for a
large number of test problems.
Weidinger et al. [2019] considered the situation where the products to be picked are scattered
amongst the warehouses shelves. They considered multiple locations for the warehouse (depots)
where finished orders can be handed over, and new orders can be initiated. They presented a
mixed-integer program for the problem of routing a single picker as well as a number of heuristic
algorithms. Computational results were presented for randomly generated test problems.
2.3 Heuristics, multiple blocks
For warehouses with two cross-aisles, a variable neighbourhood search heuristic was proposed
by Albareda-Sambola et al. [2009] and tabu search and hill climbing heuristics were introduced
by Henn and Wa¨scher [2012]. The latter was adapted by Henn and Schmid [2013] to a problem
that also considers order sequencing. Kulak et al. [2012] presented an approach for joint order
batching and picker routing based on tabu search integrated with a clustering approach. Order
clustering (batching) was based on seed orders, route similarity and regret. Computational
results were presented for a number of randomly generated test problems involving both a single
block and multiple blocks.
Azadnia et al. [2013] considered heuristics that solve sequencing and batching first, then
routing in a second stage. For warehouses with three cross-aisles, Chen et al. [2013] focused on
preventing the congestion that occurs when there are just two pickers. For example congestion
might occur if the two order pickers attempt to simultaneously traverse the same narrow pick
aisle from opposite directions. They presented a routing heuristic (A-TOP) based on ant colony
optimisation [Dorigo et al., 1996]. Computational results were presented for their heuristic as
well as for a modification to S-shaped routes designed to avoid congestion.
Lam et al. [2014] introduced an integer programming formulation for batching, where routing
distances are estimated. The problem is solved with a heuristic based on fuzzy logic. Matusiak
et al. [2014] proposed a simulated annealing algorithm which includes precedence constraints
with the routing of candidate batches performed using the A* algorithm from Hart et al. [1968].
Matusiak et al. [2017] considered how to incorporate skill differences between pickers in order
5
to help minimise total order picking time. They make use of regression to estimate picker skill
and use a number of heuristic procedures, based on adaptive large neighbourhood search, to
batch orders and route pickers. Computational results were presented using data taken from a
practical application.
De Santis et al. [2018] presented an algorithm for picker routing based upon ant colony
optimisation [Dorigo et al., 1996] in conjunction with a shortest path algorithm based on [Floyd,
1962, Warshall, 1962]. Computational results were presented for test problems involving up to
ten aisles and four blocks Huang et al. [2018] considered the situation where a warehouse is
divided into picking zones and presented a nonlinear model for order batching that considers
balancing workload between picking zones. They applied a bi-objective genetic algorithm for
the solution of this model. They also presented an order batch sequencing model solved via
transformation to a pseudo-boolean optimisation problem. Van Gils et al. [2018a] presented
a paper examining the relationship between storage, batching, zoning and picking using real-
world data for a large warehouse in Belgium comprising 16 aisles and two blocks. They used
full factorial analysis of variance to investigate a number of hypotheses.
Celik and Sutal [2019] considered the routing of a single picker and presented complexity
results. They also presented a graph-theory based merge-and-reach heuristic for the problem,
with the solution obtained by this heuristic improved using the 3-opt local search procedure.
Computational results were presented for a number of randomly generated test problems.
2.4 Exact approaches
Very few exact algorithms for the joint batching and routing problem have been proposed in the
literature. Hong et al. [2012a] dealt with multiple pickers and a single block. They considered
aisle congestion where pickers are delayed by the presence of other pickers in the same aisle.
In terms of picker routing they considered each picker to follow the same route around all
of the aisles, with the proviso that some aisles can be skipped if desirable. Hong et al. [2012b]
presented a formulation that depends on explicitly enumerating all possible picker routes, but no
computational results for that formulation were presented, rather lower bounds on the solution
to that formulation were developed as well as a heuristic procedure. Schloz et al. [2016] dealt
with just a single picker and a single block. Although they indicated that their approach can
be extended to more than one block, no numerical results were given.
Boysen et al. [2017] considered a mobile rack warehouse, where the racks on which products
are stored need to be moved to create one or more aisles down which pickers can travel. In
situations such as these the time to move the racks to create the aisles must be considered. They
discussed both exact and heuristic approaches and presented a heuristic based on simulated
annealing. Computational results were presented for randomly generated test problems for
warehouse configurations involving just a single block. Note that, although they consider pickers
and racks, their paper differs from the majority of the work considered here where the racks are
fixed, not mobile.
Valle et al. [2017] presented a formulation for jointly deciding order batching and picker
routing so as to minimise the total distance travelled. Their formulation is arc based, so
they explicitly distinguish between North→South and South→North traversals in each aisle
and West→East and East→West traversals in each cross-aisle. As well as introducing a number
of valid inequalities based on their arc formulation they deal with subtours via an exponen-
tial number of connectivity constraints which are introduced as required in a branch-and-cut
fashion [Padberg and Rinaldi, 1987, 1991]. In terms of the routes adopted by pickers they con-
sidered both reversal, where pickers can reverse direction after traversing only part of one or
more subaisles, and no-reversal, where pickers can only reverse direction at the end of a subaisle.
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Although, clearly, allowing routes involving reversal may involve less distance than no-reversal
routing they consider that routes with no-reversal may be easier to implement in practice, as
they may seem more logical and intuitive for human pickers. In addition, as they demonstrate
with their approach, finding no-reversal routes may be easier computationally. Computational
results were presented for a number of publicly available test problems.
3 Basic formulation
In this section we present our basic formulation based on deciding the orders to be batched
together so as to optimise an objective that approximates the picker routing distance travelled.
In this formulation we do not attempt to construct any routing of the trolleys, rather we ap-
proximate the distance they travel. In this way we aim to get a good assignment of orders to
pickers/trolleys such that we can later optimally route each trolley individually using previous
work [Valle et al., 2017] presented in the literature.
In this section we also illustrate for a very small example how our formulation approximates
distance without explicitly deciding trolley routes, as well as discuss some practical considera-
tions with regard to its implementation.
3.1 Notation
Let WA be the number of aisles and WB be the number of blocks. Let the origin representing
the starting and return point for trolleys be labelled 0. We assume without significant loss of
generality that this origin is located at the top left corner of the grid layout, as in Figure 1.
Let the vertices in the first cross-aisle be labelled 1, 2, . . . ,WA in a West→East direction, the
vertices in the second cross-aisle are labelled WA+1,WA+2, . . . , 2WA in a West→East direction,
etc. Let Ea be the set of the edges in aisle a, a = 1, . . . ,WA, so that Ea = [(a+ (b− 1)WA, a+
bWA) | b = 1, . . . ,WB]. Let E be the complete set of aisle edges (so E =
⋃
a=1,...,WA
Ea). Note
here that we adopt an edge formulation, so we do not distinguish between a trolley traversing an
aisle edge (i, j) in a North→South or a South→North direction. Similarly we do not distinguish
between a trolley traversing a cross-aisle edge (i, j) in a West→East or an East→West direction.
Let the distance between any two adjacent vertices i and j in the grid layout be dij . Since we
are dealing with a grid layout we can reasonably assume that this distance metric is symmetric,
i.e. dij = dji.
Let O be the set of orders that must be collected. Each order o ∈ O is comprised of a set of
products Po all of which have to be collected by any trolley to which that order is assigned. Let
P be the complete set of products involved in the complete set of orders, so that P =
⋃
o∈O Po.
Let Q(p) be the set of aisle edges (i, j) ∈ E such that it is possible to collect product p (p ∈ P )
by traversing any of the edges in Q(p). If |Q(p)| = 1 then there is a single unique edge in E
where it is possible to pick product p. If |Q(p)| ≥ 2 then there are two or more edges in E where
it is possible to pick product p.
Let T be the number of trolleys which are available to pick the orders. In the formulation
presented below we are not forced to use all T trolleys and so we may use less than T trolleys if
it is desirable in terms of the distance travelled. Let B be the number of baskets that a trolley
can carry and let bo be the known number of baskets needed to carry order o ∈ O. We assume
that a basket will only contain products from a single order, even if it is partially empty, i.e. it
is not possible to put products from different orders into the same basket.
Our formulation involves a significant number of decision variables, as below, let:
• zot = 1 if trolley t picks order o ∈ O, zero otherwise
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• xtij = 1 if aisle edge (i, j) is traversed by trolley t, zero otherwise
• αt = 1 if trolley t is used to pick at least one order, zero otherwise
• β1ta = 1 if the first edge in aisle a in block 1, so edge (a, a + WA), is traversed by trolley
t, zero otherwise
• γF1ta = 1 if trolley t is used and aisle a is the lowest indexed aisle visited by trolley t in
block 1, zero otherwise
• γL1ta = 1 if trolley t is used and aisle a is the highest indexed aisle visited by trolley t in
block 1, zero otherwise
• DWEt (≥ 0) be the contribution to the distance approximation objective function from
trolley t traversing cross-aisles
3.2 Formulation
Our basic formulation is therefore:
8
min
T∑
t=1
[ ∑
(i,j)∈E
dijxtij +
WA∑
a=1
(d0aγ
F1
ta + da0γ
L1
ta ) +D
WE
t
]
(1)
subject to:
T∑
t=1
zot = 1 ∀o ∈ O (2)
zot ≤ αt ∀o ∈ O, t = 1, . . . , T (3)
αt ≤
∑
o∈O
zot t = 1, . . . , T (4)∑
o∈O
bozot ≤ Bαt t = 1, . . . , T (5)
αt ≥ xtij ∀(i, j) ∈ E, t = 1, . . . , T (6)
αt ≤
∑
(i,j)∈E
xtij t = 1, . . . , T (7)
β1ta = xta(a+WA) a = 1, . . . ,WA, t = 1, . . . , T (8)
WA∑
a=1
γF1ta = αt t = 1, . . . , T (9)
γF1ta ≤ β1ta a = 1, . . . ,WA, t = 1, . . . , T (10)
γF1ta ≥ β1ta −
WA∑
e=1, e<a
β1te a = 1, . . . ,WA, t = 1, . . . , T (11)
WA∑
a=1
γL1ta = αt t = 1, . . . , T (12)
γL1ta ≤ β1ta a = 1, . . . ,WA, t = 1, . . . , T (13)
γL1ta ≥ β1ta −
WA∑
e=1, e>a
β1te a = 1, . . . ,WA, t = 1, . . . , T (14)∑
(i,j)∈Q(p)
xtij ≥ zot ∀o ∈ O, ∀p ∈ Po, t = 1, . . . , T (15)
DWEt ≥
WA∑
a=1
(d1aγ
L1
ta − d1aγF1ta ) t = 1, . . . , T (16)
αt ∈ {0, 1} t = 1, . . . , T (17)
zot ∈ {0, 1} ∀o ∈ O, t = 1, . . . , T (18)
xtij ∈ {0, 1} t = 1, . . . , T, ∀(i, j) ∈ E (19)
β1ta, γ
F1
ta , γ
L1
ta ∈ {0, 1} t = 1, . . . , T, a = 1, . . . ,WA (20)
In Equation (1) the term
∑
(i,j)∈E dijxtij captures the distance travelled in aisle edges by
trolley t. The term
∑WA
a=1(d0aγ
F1
ta + da0γ
L1
ta ) captures the distance associated with trolley t
travelling from the origin to the first cross-aisle and back. This is the distance associated with
trolley t travelling from the origin to the aisle associated with a γF1ta value of one, and then
travelling back to the origin from the aisle associated with a γL1ta value of one. Since we can
arbitrarily set a direction for the trolley route (as we assume distance is symmetric) this is a
valid expression. The term DWEt captures the distance travelled in cross-aisles by trolley t.
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Equation (2) ensures that each order is assigned to a trolley. Equation (3) ensures that an
order cannot be assigned to a trolley unless that trolley is used, whilst Equation (4) ensures that
a trolley is not used if no order is assigned to it. Equation (5) ensures that the orders assigned
to any trolley t cannot exceed its effective capacity Bαt. Equation (6) ensures that no edge
(i, j) can be traversed by trolley t unless that trolley is used (so αt = 1). Equation (7) ensures
that the trolley is not used if no edges are traversed by it. Note here that, strictly, Equation (7)
is redundant in our formulation. However we have introduced it here to be consistent with the
extension to the formulation that we present later below.
Equation (8) sets β1ta equal to the value of the appropriate edge in block 1. Clearly this con-
straint could be eliminated by algebraic substitution, but we have introduced the β1ta variables
here to be consistent with the extension to the formulation that we present later below.
Equations (9)-(11) relate to the definition of the γF1ta variables. Recall here that, as defined
above, the γF1ta variables are zero-one variables that are one if trolley t is used and aisle a is
the lowest indexed aisle visited by that trolley in the first block (block 1). Equation (9) ensures
that only one aisle can be picked as the first aisle (lowest indexed aisle) in the first block if
trolley t is used. If the trolley is not used then this constraint ensures that the γF1ta variables
(a = 1, . . . ,WA) are all zero. Equation (10) ensures that an aisle cannot be picked as the first
aisle if the first edge in the aisle is not used by trolley t. Equation (11) ensures that γF1ta is forced
to be one if and only if the first edge in aisle a in block 1 is used by trolley t and no aisles to
the West of aisle a (so with index e < a) have an edge in block 1 that is used.
Equations (12)-(14) relate to the definition of the γL1ta variables. The logic underlying these
constraints is similar to that for Equations (9)-(11) above. Equation (12) ensures that only one
aisle can be picked as the last aisle (highest indexed aisle) in the first block if trolley t is used.
If the trolley is not used then this constraint ensures that the γL1ta variables (a = 1, . . . ,WA) are
all zero. Equation (13) ensures that an aisle cannot be picked as the last aisle if the first edge
in the aisle is not used by trolley t. Equation (14) ensures that γF1ta is forced to be one if and
only if the first edge in aisle a in block 1 is used by trolley t and no aisles to the East of aisle a
(so with index e > a) have an edge in block 1 that is used.
Equation (15) ensures that if order o is assigned to trolley t, so zot = 1, then for all products
p contained in order o the trolley traverses at least one edge in Q(p) where it is possible to
collect product p. Note here that we do not directly decide the edge where we collect product p
(if there is more than one edge where the product can be collected, i.e. if |Q(p)| ≥ 2). Rather we
ensure that at least one such edge is traversed. As Equation (5) ensures that we cannot assign
more orders to a trolley than we have available capacity we automatically know that given an
order assigned to a trolley it is feasible to pick any product p in that order from any one of the
edges in Q(p) traversed.
Equation (16) defines DWEt , the contribution to the distance approximation objective func-
tion from trolley t traversing cross-aisles. Here we approximate this by assuming that the
trolley travels (in cross-aisles) from the first aisle used in block 1 (which is given by γF1ta ) to
the last aisle used in block 1 (which is given by γL1ta ). The logic underlying Equation (16)
is that from Equations (9) and (12), and assuming that trolley t is used, only one of the
γF1ta values can be one (the rest being zero) and only one of the γ
L1
ta values can be one (the
rest being zero). So in Equation (16) the term
∑WA
a=1 d1aγ
F1
ta captures the cross-aisle distance
from vertex one to the first aisle used in block 1. The term
∑WA
a=1 d1aγ
L1
ta captures the cross-
aisle distance from vertex one to the last aisle used in block 1. The difference therefore,∑WA
a=1 d1aγ
L1
ta −
∑WA
a=1 d1aγ
F1
ta =
∑WA
a=1(d1aγ
L1
ta − d1aγF1ta ), captures the cross-aisle distance be-
tween these two aisles in block 1. If the trolley is not used then DWEt will be zero. Note here
that as DWEt is included in the minimised objective function (Equation 1) the use of an inequal-
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ity in Equation (16) is valid (and adopted here because we extend the definition of DWEt later
below).
In Equation (16) we have assumed that the cross-aisle distances are such that all cross-aisles
distances between any two adjacent aisles are the same. For example considering aisle 1 and
aisle 2 we have d12 = d(WA+1)(WA+2) = d(2WA+1)(2WA+2) =, . . . ,= d(WBWA+1)(WBWA+2). However
although we require that all cross-aisles distances between any two adjacent aisles are the same
the entire set of cross-aisle distances need not be equal. For example the cross-aisle distance
between aisles 1 and 2 could be different from the cross-aisle distance between aisles 2 and 3,
etc. Equations (17)-(20) are the integrality constraints.
A common feature to solutions involving the routing of pickers/trolleys is trolley reversal in
an aisle. By this we mean that a trolley might proceed (say North→South) part of the way down
a subaisle, but then reverses direction and goes back in the subaisle to the cross-aisle vertex from
which it came. A special case of the problem therefore is the no-reversal case, where a trolley is
not allowed to reverse in a subaisle (however it can reverse at cross-aisle vertices).
With respect to the distance approximation given in this paper then, when we find the so-
lution to the problem as defined by Equations (1)-(20), the optimal solution value will (given
reasonable assumptions as to the distance metric, namely non-negativity and the triangle in-
equality satisfied) constitute a lower bound on the optimal solution to the problem of jointly
deciding order batching and picker routing so as to minimise the total distance travelled when we
have no-reversal. If reversal is allowed then the solution value is not necessarily a lower bound
on the optimal solution to the problem of jointly deciding order batching and picker routing so
as to minimise the total distance travelled.
3.3 Trolley routing
In the formulation given above we have variables related to the traversal of aisle edges. There
are no variables relating to the traversal of cross-aisle edges. In other words any solution to our
formulation does not directly produce a route for any trolley.
To illustrate this consider Figure 1 and suppose that we have just a single trolley with the
orders to be picked for that trolley only being associated with aisle edges (1,5) and (3,7) in the
first block. Assuming, for the sake of simplicity, that all edges (aisle edges, cross-aisle edges and
origin to first aisle edges) are of distance 1 then it is clear that the optimal solution will consist
of the trolley route Origin-1-5-6-7-3-Origin with the total distance travelled being 6.
The optimal solution to our distance approximation formulation, Equations (1)-(20), will
also be of value 6. In terms of the relevant non-zero variables values that solution will have
x115 = x137 = 1, indicating that aisle edges (1,5) and (3,7) are traversed by the trolley (trolley
1). In addition we will have γF111 = γ
L1
13 = 1, indicating that the trolley has aisle 1 as the
lowest indexed aisle and aisle 3 as the highest indexed aisle. The optimised objective function,
will be of value 6, with a contribution of 2 from x115 and x137 associated with the first term
in Equation (1), a contribution of 2 from γF111 and γ
L1
13 associated with the second term in
Equation (1) and a contribution of 2 from DWE1 (using Equation (16)) associated with the third
term in Equation (1).
So here, even though we have a distance approximation solution value equal to the optimal
routing value, the distance approximation solution does not correspond to a trolley route. Es-
sentially our formulation batches orders together for allocation to trolleys, as influenced by our
distance approximation, but leaves the route to be adopted by each trolley to be decided later.
Previous work, Valle et al. [2017], has indicated that it is now computationally feasible to
optimally route an individual trolley for relatively large problems. Once order batching has
been decided therefore we optimally route each individual trolley using Valle et al. [2017], which
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uses an arc based formulation dealing with traversals of both aisle edges and cross-aisle edges
and explicitly decides a trolley route. The optimal route (for a given trolley) is decided using
a branch-and-cut approach [Padberg and Rinaldi, 1987, 1991] to eliminate subtours and ensure
route connectivity. For further details as to this approach see Valle et al. [2017].
3.4 Practical considerations
In the formulation presented above we, in common with the vast majority of the published
literature, focus on batching orders so as to minimise the total distance travelled. Clearly any
formulation may need amendment for specific conditions arising in practical situations. In terms
of the problem considered in this paper two such conditions might be:
• the height of the storage location from which the products are to be picked may affect the
time required, and this needs to be taken into account
• it might be important to balance the workload for different trolleys
With respect to the first of these conditions the time required to pick the orders allocated to
a trolley essentially becomes significant if there is a time constraint with regard to the trolley,
i.e. if there is a constraint upon the total time that a trolley can spend away from the origin.
Such a constraint might arise, for example, if orders have to be picked quickly and/or it is
near the end of the working day. Amending our formulation to incorporate this constraint can
be achieved by defining a standard trolley speed (thereby enabling a conversion from distance
travelled to time taken) and incorporating a term corresponding to the time required to pick
each order, thereby giving the time taken by each trolley, which can be suitably constrained.
Here, because of space considerations we have left the precise mathematical changes needed to
our formulation to the reader.
With respect to the second of these conditions if we define the workload associated with
a trolley t as given by
∑
o∈O bozot, so the number of baskets in the trolley, then to balance
the workload over the T trolleys we might wish to minimise (max[
∑
o∈O bozot | t = 1, . . . , T ] -
min[
∑
o∈O bozot | t = 1, . . . , T ]). This can be linearised in a standard way, introduce variables
θmax and θmin defined using θmax ≥∑o∈O bozot t = 1, . . . , T and θmin ≤∑o∈O bozot t = 1, . . . , T
and minimise (θmax − θmin). In this minimisation θmax is the highest workload associated with
any trolley and θmin is the lowest workload associated with any trolley. The objective adopted
minimises the difference between these two workloads, hence achieving workload balance. If
workload were to be defined based on the time taken by each trolley then this can be easily
dealt with in a similar fashion.
3.5 Discussion
The basic formulation presented above is especially relevant when we have just one block. This
is because it accurately captures in Equation (16) the West→East distance in cross-aisles be-
tween the first aisle visited in the block and the last aisle visited in the block. Note here that
restricting attention to just one block is a situation that is commonly considered in the litera-
ture, e.g. Boysen et al. [2017], Chabot et al. [2017, 2018], De Koster and van der Poort [1998],
De Koster et al. [1999], Gademann et al. [2001], Gademann and Van De Velde [2005], Hong et al.
[2012b], Hong and Kim [2017], Lu et al. [2016], Menendez et al. [2017a,b,c], Petersen II [1997],
Rao and Adil [2013], Weidinger [2018], Weidinger et al. [2019], Zulj et al. [2018].
However, in this paper, we wish to consider the general situation where warehouses have
more than one block. This is necessary given that the motivation underlying our work is online
grocery shopping where orders may be composed of dozens of items. The picking locations for
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online grocery shopping almost always have more than one block (either in publicly accessible
or dark stores). It is possible to extend the formulation given above to deal with more than one
block and this, along with other relevant extensions to the formulation, is considered below.
4 Extending the formulation
The basic purpose behind much of the work presented in this section is that, although the
formulation (Equations (1)-(20)) presented above can be used when we have multiple blocks,
we wish to improve the quality of the distance approximation in such cases. We improve two
separate components in our distance approximation objective function (Equation (1)), namely:
• the cross-aisle distance component (DWEt ); and
• the aisle distance component (
∑T
t=1
∑
(i,j)∈E dijxtij).
We improve the cross-aisle component by considering the lowest and highest indexed aisles
visited in any block b ≥ 2. We improve the aisle distance component by ensuring that an even
number of edges are traversed in any block.
Constraints are also presented in this section to remove symmetry in order to lessen the
computational effort required. We discuss some relevant computational considerations and too
present a heuristic algorithm directly based upon our mathematical distance approximation
formulation.
4.1 Improving the cross-aisle distance approximation
In the basic formulation presented above the cross-aisle distance approximationDWEt was defined
in Equation (16) as being the cross-aisle distance between the first aisle used in block 1 and the
last aisle used in block 1. Now considering Figure 1 suppose that this first aisle in block 1 is aisle
2 and this last aisle in block 1 is aisle 3. It could be that a trolley, in collecting products for the
orders assigned to it, also traverses an edge in aisle 1, but in some block b ≥ 2, e.g. edge (9, 13)
in block 3. This would entail additional cross-aisle distance in moving from aisle 2 in block 1 to
aisle 1 in block 3 that is not currently accounted for in Equation (16). We can however improve
our expression for DWEt to account for this in the manner indicated below.
In the general case we are seeking the lowest indexed aisle used in any block b ≥ 2. If that
is to the West of the lowest indexed aisle used in block 1 then we have an additional cross-aisle
contribution to add to DWEt . A complication here however is that a trolley may only visit edges
in block 1 and never visit any edges in a higher block, and this needs to be allowed for.
Define G1 as the set of aisle edges in block 1, so G1 = [(a, a + WA) | a = 1, . . . ,WA]. Let
αˆt = 1 if trolley t visits some block b ≥ 2, zero otherwise. Then the constraints relating this
variable to the variables that we had previously above are:
αˆt ≤ αt t = 1, . . . , T (21)
αˆt ≥ xtij ∀(i, j) ∈ E \G1, t = 1, . . . , T (22)
αˆt ≤
∑
(i,j)∈E\G1
xtij t = 1, . . . , T (23)
Equation (21) ensures that αˆt is zero if trolley t is not used at all. Equation (22) ensures
that αˆt is one if any edge in any block b ≥ 2 is used. Equation (23) ensures that αˆt is zero if no
edge in any block b ≥ 2 is used. Equations (22) and (23) are equivalent to Equations (6) and
(7) but particularised to blocks b ≥ 2.
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Let β2ta = 1 if aisle a is visited by trolley t in one or more of the blocks b ≥ 2, zero otherwise.
Let γF2ta = 1 if aisle a is the lowest indexed aisle visited by trolley t when considering all blocks
b ≥ 2, zero otherwise. Then the constraints relating to these variables are:
β2ta ≤ αˆt a = 1, . . . ,WA, t = 1, . . . , T (24)
β2ta ≥ xtij ∀(i, j) ∈ Ea \ (a, a+WA) a = 1, . . . ,WA, t = 1, . . . , T (25)
WA∑
a=1
γF2ta = αˆt t = 1, . . . , T (26)
γF2ta ≤ β2ta a = 1, . . . ,WA, t = 1, . . . , T (27)
γF2ta ≥ β2ta −
WA∑
e=1, e<a
β2te a = 1, . . . ,WA, t = 1, . . . , T (28)
Equation (24) ensures that the β2ta variables are all zero if the trolley is not used in blocks
b ≥ 2. Equation (25) ensures that β2ta is set to one if any edge in aisle a and some block b ≥ 2
is traversed by trolley t. Equations (26)-(28) are equivalent to Equations (9)-(11) previously
presented and explained above, but particularised to blocks b ≥ 2.
Now if the lowest indexed aisle visited in blocks b ≥ 2 is West of the lowest index aisle visited
in block 1 we automatically know that we can add an additional component to the cross-aisle
distance approximation comprising twice the cross-aisle distance between these two aisles. For
example if in Figure 1 the lowest indexed aisle visited in block 1 is aisle 2, but the lowest indexed
aisle visited in any block b ≥ 2 is aisle 1 then from aisle 2 in block 1 we need to use cross-aisles to
get to aisle 1, but then come back again to aisle 2 in order to be able to reach the highest indexed
aisle in block 1. Introduce zFt ≥ 0 as the additional contribution to the distance approximation
from this extra cross-aisle distance for trolley t. Then we have:
zFt ≥ 2
WA∑
a=1
(d1aγ
F1
ta − d1aγF2ta )− 2d1WA(1− αˆt) t = 1, . . . , T (29)
In Equation (29) the summation term represents the cross-aisle distance between the low-
est indexed aisles, namely the aisles associated with γF1ta and γ
F2
ta being one. The difference∑WA
a=1(d1aγ
F1
ta − d1aγF2ta ) will only be positive when either the lowest indexed aisle visited in
blocks b ≥ 2 is West of the lowest index aisle visited in block 1, or the trolley only visits block 1
and never visits any block b ≥ 2. For this reason we include the term −2d1WA(1− αˆt) to ensure
that if the trolley never visits any block b ≥ 2 (so αˆt = 0) the right-hand side of Equation (29)
is ≤ 0. Noting that we have a minimisation objective it is therefore valid to add zFt to the
right-hand side of Equation (16) which defines the cross-aisle contribution DWEt to the distance
approximation associated with trolley t.
Above we have discussed the case where the lowest indexed aisle visited in blocks b ≥ 2 is
West of the lowest index aisle visited in block 1. However an analogous situation occurs when
the highest indexed aisle visited in blocks b ≥ 2 is East of the highest indexed aisle visited in
block 1, so in this case we can also add an additional contribution to the cross-aisle distance
approximation.
Proceeding in a very similar fashion as above let γL2ta = 1 if aisle a is the highest indexed
aisle visited by trolley t when considering all blocks b ≥ 2, zero otherwise. Then we have the
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constraints:
WA∑
a=1
γL2ta = αˆt t = 1, . . . , T (30)
γL2ta ≤ β2ta a = 1, . . . ,WA, t = 1, . . . , T (31)
γL2ta ≥ β2ta −
WA∑
e=1, e>a
β2te a = 1, . . . ,WA, t = 1, . . . , T (32)
Equations (30)-(32) are equivalent to Equations (12)-(14) previously presented and explained
above, but particularised to blocks b ≥ 2. Introducing zLt ≥ 0 as the further additional contri-
bution to the distance approximation from this extra cross-aisle distance for trolley t we have:
zLt ≥ 2
WA∑
a=1
(d1aγ
L2
ta − d1aγL1ta ) t = 1, . . . , T (33)
We can therefore replace Equation (16) by
DWEt ≥
WA∑
a=1
(d1aγ
L1
ta − d1aγF1ta ) + zFt + zLt t = 1, . . . , T (34)
4.2 Improving the aisle distance approximation
In our formulation we have a single zero-one variable xtij associated with each aisle edge. As
such we do not distinguish between the edge being traversed in a North→South direction or in
a South→North direction. However it is clear that for each block the number of edges traversed
North→South must equal the number of edges traversed South→North (in order for the trolley
to return to the origin). If we have an edge which is traversed by the trolley in both directions,
i.e. North→South and South→North, then the contribution to the distance approximation made
by the term dijxtij in Equation (1) will be an underestimate, since we will only be counting the
edge distance once and not twice.
Suppose that we have an odd number of edges traversed in a block. Then we know that each
edge cannot be traversed just once, as that would not enable the trolley to return to the origin.
To ensure that we traverse an even number of edges then there may be an additional traversal.
For example either one of the chosen edges in the block could be traversed twice, or one of the
currently unused edges in the block traversed once. Alternatively to ensure that we traverse an
even number of edges there may be one less traversal of some currently traversed edge.
DefineGb as the set of aisle edges in block b, soGb = [(a+(b−1)WA, a+bWA) | a = 1, . . . ,WA].
Let ytb = 1 if we have an odd number of edges traversed in block b by trolley t, zero otherwise.
Let Db be the minimum length of any subaisle in block b, so Db = min[dij | (i, j) ∈ Gb].
Now the number of edges involved in the solution associated with trolley t in block b is∑
(i,j)∈Gb xtij . Introduce general integer variables wtb where 0 ≤ wtb ≤ bWA/2c, then we have:∑
(i,j)∈Gb
xtij = 2wtb + ytb t = 1, . . . , T, b = 1, . . . ,WB (35)
Equation (35) ensures that if the number of edges traversed in block b by a trolley t is odd
then ytb will be one. We can therefore add the term
∑WB
b=1Dbytb for trolley t to the objective
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function, Equation (1), to give the new objective as:
min
T∑
t=1
[ ∑
(i,j)∈E
dijxtij +
WA∑
a=1
(d0aγ
F1
ta + da0γ
L1
ta ) +D
WE
t +
WB∑
b=1
Dbytb
]
(36)
Here as ytb is involved in the minimisation objective it will be zero unless the number of
edges traversing the block is odd in which case the only way to satisfy the equality constraint,
Equation (35), is to set ytb to one given that the wtb variables are general integer variables.
4.3 Symmetry
In our formulation we have T trolleys, each with identical capacity. A consequence of this is
that there are T ! solutions of equal (optimal) value, consisting of exactly the same sets of orders
for each trolley, but where we simply permute the trolleys assigned to each such set.
In order to help eliminate symmetry, and hence potentially lessen the computational effort
required to solve the problem, we can impose the following constraints:
o∑
t=1
zot = 1 o = 1, . . . , T (37)
zot = 0 o = 1, . . . , (T − 1), t = (o+ 1), . . . , T (38)
Equation (37) enforces the condition that the first order must be assigned to the first trolley,
the second order either to trolley one or to trolley two, the third order to one of the first three
trolleys, etc. Equation (38) follows as a logical consequence of Equation (37).
Although symmetry breaking constraints of the form shown in Equations (37) and (38) have
been seen previously in the literature it is possible to generate stronger symmetry breaking
constraints.
Considering each order o in turn we can break symmetry by seeking a solution such that
order o is assigned to trolley t if order o has not been assigned to a lower indexed trolley, i.e. if∑t−1
r=1 zor = 0 and trolley t is completely free to assign order o to as none of the previous orders
1, 2, . . . , o − 1 have been assigned to trolley t, i.e. if ∑o−1q=1 zqt = 0. The constraint that breaks
symmetry in this fashion is:
zot ≥ 1−
t−1∑
r=1
zor −
o−1∑
q=1
zqt o = 2, . . . , |O|, t = 2, . . . , T (39)
To illustrate Equation (39) suppose o = 4 and t = 3. Then the constraint becomes z43 ≥
1 − z41 − z42 − z13 − z23 − z33. In other words order 4 must be assigned to trolley 3 if order 4
has not already been assigned to trolleys 1 or 2 and none of orders 1,2,3 have been assigned to
trolley 3.
The logic behind this symmetry breaking constraint is that it is possible to relabel the
trolleys in the optimal allocation of orders to trolleys to satisfy Equation (39). This can be done
as follows. Label the trolley to which order 1 is assigned trolley 1. Now consider the remaining
trolleys and label the trolley which contains the lowest indexed order trolley 2. Now consider
the remaining trolleys and label the trolley which contains the lowest indexed order trolley 3,
etc.
This relabelling will satisfy Equation (39) since trolley t in this relabelling will contain an
order o such that no lower indexed orders 1, 2, . . . , o−1 are in trolley t and order o has not been
assigned to a lower indexed trolley.
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As far as we are aware symmetry breaking constraint Equation (39) has not appeared pre-
viously in the literature.
Clearly to make best computational use of the symmetry breaking constraints presented
above we need to index the set of orders O appropriately. In the computational results reported
later below we indexed the orders by sorting them into decreasing bo order, ties broken by sorting
them into decreasing |⋃p∈Po Q(p)| order. So here the orders are indexed in decreasing order of
the number of baskets required, ties broken by decreasing order of the number of edges involved
in the order.
4.4 Computational considerations
There are a number of computational issues concerned with our formulation that are worthwhile
highlighting here. These are considered below.
4.4.1 Redundant constraints
The number of constraints associated with Equation (15) can be reduced by eliminating redun-
dant constraints. For each zot term on the right-hand side of that constraint it is possible that
some of the sets of edges considered on the left-hand side are dominated.
For example, with reference to Figure 1, suppose that we have two products in some order
o such that the first of these products can be picked from edge (2, 6), i.e. picked from just one
subaisle, and the other product can be picked from edges (2, 6), (7, 11), i.e. picked from two
subaisles. Then it is clear that if this order is assigned to trolley t it must traverse edge (2, 6)
to collect the first product, in which case that edge can also supply the second product and
as a consequence the constraint relating to collection of the second product in Equation (15)
involving edges (2, 6), (7, 11) is redundant.
Eliminating redundant constraints for order o ∈ O is trivial using the following algorithm.
Iteratively consider each p ∈ Po in turn and if there exists another product q ∈ Po (q 6= p) such
that Q(q) ⊆ Q(p) then remove product p from Po. This removal is valid as both products p
and q are in the same order and product q has a set of edges which are a subset of the set of
edges associated with product p. Hence the constraint (Equation (15)) relating to product p is
redundant as a trolley visiting an edge to pick product q can automatically pick product p using
the same edge.
4.4.2 Zero-one variables
Our formulation contains a significant number of zero-one variables. However detailed consider-
ation of the constraints involved reveals that provided the variables zot and xtij are declared as
zero-one, and the variables wtb are declared as general integer variables, then all other zero-one
variables will be naturally integer in the optimal solution to the problem if they are declared
as continuous variables lying between zero and one. For the avoidance of doubt the variables
currently specified as zero-one in the discussion above that can be taken as continuous variables
lying between zero and one are: αt, β1ta, γ
F1
ta , γ
L1
ta , αˆt, β2ta, γ
F2
ta , γ
L2
ta and ytb.
Essentially we are saying here that the key zero-one variables are related to the assignment
of orders to trolleys and the assignment of edges to trolleys. The key general integer variables
relate to the number of edges used in a block. The other variables, whilst necessary, flow from
the values given to those key variables. This is useful as it enables the solver we used [CPLEX
Optimizer, 2018] to focus on these key integer variables in its branch and bound search tree.
These other variables, being declared as continuous variables, will not be branched on.
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4.5 Heuristic
It is possible to use our formulation as the basis for a heuristic algorithm for the problem by only
focusing on the first τ trolleys, instead of focusing on all T trolleys. As discussed above, in our
formulation only zot and xtij need be declared as zero-one, whilst the variables wtb are declared
as general integer variables (for all T trolleys). In the heuristic below we retain the zero-one and
integer variables for the first τ trolleys, but the variables associated with the remaining T − τ
trolleys are declared as continuous variables. We then solve our formulation to optimality. This
will give an assignment of orders to the first τ trolleys. We then delete those trolleys and the
assigned orders from the problem, relabel the orders and trolleys, and repeat. More formally:
(a) Solve: maximise
∑
o∈O
∑τ
t=1 bozot subject to Equation (2) and
∑
o∈O bozot ≤ B t =
1, . . . , T , where the zot are zero-one variables for t ≤ τ , but continuous variables lying
between zero and one for t > τ . Let the optimal solution be of value B∗, then this is the
maximum number of baskets that can be allocated to the first τ trolleys.
(b) Solve our formulation with the only integer variables being zot, xtij and wtb, t = 1, . . . , τ , all
other variables being continuous variables. Here we add the constraint
∑
o∈O
∑τ
t=1 bozot =
B∗ to the formulation so as to make best use of the first τ trolleys.
(c) Delete the orders assigned to trolleys 1, 2, . . . , τ from O, delete the first τ trolleys and set
T ← T − τ . If T = 0 or |O| = 0 go to (e).
(d) Set τ ← min[τ, T ]. Relabel the remaining trolleys 1, 2, . . . , T ; relabel the orders 1, 2, . . . , |O|
and go to (a).
(e) Optimally route the orders assigned to each trolley using the approach in Valle et al. [2017].
Note here that we relabel the trolleys and orders to ensure that we make use of the constraint
that assigns order 1 to trolley 1 (Equation (37)), as well as the other symmetry constraints
(Equations (38),(39)).
We would comment in passing here that the general approach adopted in the heuristic
algorithm given above is partial integer optimisation. By this we mean that from the
original formulation a subset of the integer variables are declared as integer, with all of the
remaining integer variables being declared as continuous. The resulting mixed-integer problem
is then solved, either to optimality or heuristically. The integer variables are then fixed at the
values that they have in this solution and the process repeats with a new subset of integer
variables being declared as integer.
Our partial integer optimisation approach is a matheuristic, as it works directly from a
mathematical formulation of the problem under consideration [Boschetti et al., 2009]. A related
approach to our partial integer optimisation approach is kernel search [Angelelli et al., 2012,
Guastaroba et al., 2017].
As best as we are aware partial integer optimisation approaches, which essentially lead
directly from a mathematical formulation to a heuristic, without the necessity of designing a
problem-specific metaheuristic, have not been significantly explored in the literature.
5 Improving the linear programming relaxation
There are a significant number of constraints (valid inequalities) that can be added to our
formulation to improve the value of the linear programing relaxation. In this section we outline
these constraints. We also summarise our formulation.
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5.1 Trolley use
We have T trolleys, each with identical capacity B. This means that we know that we must (as a
minimum) use at least d∑o∈O bo/Be trolleys. Since the trolleys are identical we can (arbitrarily)
choose to use the first d∑o∈O bo/Be trolleys. Hence we can add the constraint:
αt = 1 t = 1, . . . , d
∑
o∈O
bo/Be (40)
5.2 Products picked from a single subaisle
Suppose that we have a product p ∈ P such that |Q(p)| = 1. Then there is just a single (unique)
subaisle edge from which this product can be picked. We might reasonably expect that many of
the products in P would be of this type, since it is easier, both in terms of picker familiarity with
picking, and in terms of product restocking, if a product is stored in just one location/subaisle.
For each subaisle edge (i, j) ∈ E let Φij be the set of orders such that any order o ∈ Φij
contains at least one product p ∈ Po with |Q(p)| = 1 and that product p can only be picked
from subaisle edge (i, j). In other words if we choose to pick any order o ∈ Φij using trolley t
we know that xtij must be one. Then the constraint below applies:
xtij ≥ (
∑
o∈Φij bozot)/min[B,
∑
o∈Φij bo] ∀(i, j) ∈ E, t = 1, . . . , T (41)
The right-hand side of this constraint involves summing the number of baskets associated with
orders in Φij . Clearly if this right-hand side is non-zero then at least one of the orders in Φij is
allocated to trolley t and hence xtij should be one. The maximum value that the right-hand side
can take is one, as we already have a constraint (Equation (5)) limiting the number of baskets
associated with orders allocated to a trolley to at most B.
Since picking of any order o ∈ Φij means we must traverse subaisle edge (i, j) we have the
constraint:
T∑
t=1
xtij ≥ d
∑
o∈Φij
bo/Be ∀(i, j) ∈ E (42)
This constraint ensures that, over all trolleys, each edge (i, j) ∈ E is traversed enough times to
ensure that it is possible to supply all of the orders which require traversal of that subaisle edge.
5.3 First and last aisle constraints
Recall that β1ta = 1 if the first edge in aisle a in block 1, so edge (a, a + WA), is traversed by
trolley t, zero otherwise. Then the following constraint applies:
β1ta ≤
WA∑
e=a
γL1te a = 1, . . . ,WA, t = 1, . . . , T (43)
Here β1ta can only be one if some aisle e to the East of aisle a, so with e ≥ a, is the highest
indexed aisle visited by trolley t in block 1.
In a similar fashion we have that:
β1ta ≤
a∑
e=1
γF1te a = 1, . . . ,WA, t = 1, . . . , T (44)
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Here β1ta can only be one if some aisle e to the West of aisle a, so with e ≤ a, is the lowest
indexed aisle visited by trolley t in block 1.
The corresponding constraints when we have more than one block are:
β2ta ≤
WA∑
e=a
γL2te a = 1, . . . ,WA, t = 1, . . . , T (45)
β2ta ≤
a∑
e=1
γF2te a = 1, . . . ,WA, t = 1, . . . , T (46)
5.4 Cross-aisle distance lower bound
Recall that DWEt captures the distance travelled in cross-aisles by trolley t. Previously it was
defined by Equation (16) and Equation (34). It is possible to improve the linear programming
relaxation estimate of DWEt as below by making use of products picked from a single subaisle.
Let O1 ⊆ O be the set of orders such that each order o ∈ O1 contains two (or more) products
which must be picked from a single subaisle and moreover the aisles in which these subaisles are
located are different.
Now for order o ∈ O1 identify the lowest indexed aisle in the order such that there is a
product in the order which can only be supplied from a subaisle in this aisle (note here that this
is not necessarily the lowest indexed aisle in the order since that aisle might not be associated
with such a product). Let this aisle be denoted by ρ(o). Similarly let σ(o) be the highest indexed
aisle in the order such that there is a product in the order which can only be supplied from a
subaisle in this aisle.
Then if order o is allocated to trolley t we know that aisles ρ(o) and σ(o) must be visited
by the trolley. This applies even if other orders allocated to the same trolley also require the
same products picked from the single subaisles that were used to identify ρ(o) and σ(o). It is
therefore valid to impose the additional constraint:
DWEt ≥ (d1σ(o) − d1ρ(o))zot ∀o ∈ O1, t = 1, . . . , T (47)
This constraint enforces the condition that if order o ∈ O1 is allocated to trolley t then as a
minimum the distance travelled in cross-aisles by trolley t must be (d1σ(o) − d1ρ(o)).
Note that this constraint applies even if we have multiple blocks with the products associated
with ρ(o) and/or σ(o) being picked in blocks b ≥ 2.
5.5 Summary
As we have presented a considerable number of variables and constraints above it is worthwhile to
summarise here. Our distance approximation formulation is to optimise Equation (36) subject
to Equations (2)-(15),(21)-(35),(37)-(47). In this formulation the variables zot and xtij are
declared as zero-one (binary variables) and the variables wtb are declared as general integer
variables, where 0 ≤ wtb ≤ bWA/2c. The variables DWEt , zFt and zLt are declared as non-
negative continuous variables and the variables αt, β1ta, γ
F1
ta , γ
L1
ta , αˆt, β2ta, γ
F2
ta , γ
L2
ta and ytb are
declared as continuous variables lying between zero and one.
Solving our formulation yields an allocation of orders to trolleys based on minimising our
distance approximation. The picker/trolley routing needed to give a true routing distance can
be accomplished either heuristically or optimally. Once orders have been assigned to trolleys
then each individual picker/trolley is independent of all others and can be routed separately. In
the computational work presented below we used an optimal routing approach based on previous
work [Valle et al., 2017].
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6 Computational results
In this section we present computational results for our distance approximation. We first discuss
the test problems that we used and then go on to present computational results for our distance
approximation when we have more than one block in the warehouse configuration. We also
present results for single block test problems.
For both the multiple and single block cases we consider no-reversal routing, where pick-
ers/trolleys can only reverse direction at the end of a subaisle as well as reversal routing, where
pickers/trolleys can reverse direction after traversing only part of one or more subaisles.
In this section we also discuss the quality of our distance approximation. Results are pre-
sented with regard to the effectiveness of our symmetry breaking constraints and the effect of the
constraints presented to improve the value of the linear programming relaxation. The results
given by our partial integer optimisation heuristic are presented, and compared with a time
savings heuristic. Finally results are presented for larger test problems.
We used an Intel Xeon 2.40GHz with 32GB of RAM and Linux as the operating system.
The code was written in C++ and Cplex 12.8 [CPLEX Optimizer, 2018] was used as the mixed-
integer solver.
6.1 Test problems
In order to examine the performance of our distance approximation formulation we used the
same publicly available test problems as used previously in the branch-and-cut approach of
Valle et al. [2017]. These test problems were based on MySQL Foodmart Database [2008] so
as to represent a realistic supermarket shopping environment and are appropriate test problems
given that the motivation underlying our work is online grocery shopping. A key advantage of
using those publicly available test problems in this paper is that for many of them we know from
Valle et al. [2017] the optimal joint batching and routing solution. Hence we are able to make
a computational comparison between the results of our approach and those optimal values. A
full description of these test problems is given in Valle et al. [2017] and, for space reasons, will
not be repeated here.
The test problems considered, as detailed in Valle et al. [2017], are for warehouse configu-
rations involving more than one block. As noted previously above restricting attention to just
one block is a situation which is commonly considered in the literature, e.g. Boysen et al. [2017],
Chabot et al. [2017], Gademann et al. [2001], Gademann and Van De Velde [2005], Hong et al.
[2012b], Hong and Kim [2017], De Koster and van der Poort [1998], De Koster et al. [1999],
Lu et al. [2016], Menendez et al. [2017a,b,c], Petersen II [1997], Rao and Adil [2013], Zulj et al.
[2018]. Hence in order to examine the performance of our distance approximation approach when
we have just a single block we generated test problems for warehouse configurations involving
just one block.1
Table 1 shows the optimal (or best known) solutions for the test problems examined. In that
table the parameter ∆ relates to the labelling of the different test problems in Valle et al. [2017];
|O| is the total number of orders in each test problem and T(s) denotes the total computation
time in seconds when the problems are solved using the approach in Valle et al. [2017]. Here a
solution value in brackets indicates that the problem terminated at the time limit imposed (6
CPU hours, 21600 seconds) without proving optimality, and the value shown corresponds to the
value of the best feasible solution known at time limit.
1For the benefit of future workers the single block test problems that we generated and solved are publicly
available at http://www.dcc.ufmg.br/∼arbex/orderpicking.html.
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Table 1: Optimal or best known solutions for the test problems: optimal joint batching and
routing
∆ |O| T
Multiple blocks Single block
No-reversal routing Reversal routing No-reversal routing Reversal routing
T(s) Optimal T(s) Optimal T(s) Optimal T(s) Optimal
(best known) (best known) (best known) (best known)
5 5 1 0.1 384.6 1.3 348.6 0.0 360.6 0.2 338.6
6 1 0.2 384.6 0.6 364.8 0.1 360.6 0.3 360.6
7 1 0.1 384.6 1.7 374.8 0.1 360.6 0.5 360.6
8 2 1.3 543.7 7.2 503.8 0.3 547.2 4.5 529.3
9 2 1.2 603.2 8.0 539.6 0.4 629.2 4.5 561.7
10 2 1.3 611.4 8.1 581.4 0.5 639.2 4.3 597.7
11 2 1.1 641.7 13.0 613.5 1.5 711.2 5.9 635.7
12 2 1.4 641.7 22.5 621.4 1.8 711.2 9.4 657.7
13 2 1.2 649.3 14.8 623.4 1.3 711.2 8.1 667.8
14 2 11.3 691.7 46.9 639.3 4.9 719.3 23.8 671.7
15 2 9.7 699.8 37.3 653.4 3.8 721.2 101.6 687.7
20 3 162.0 946.9 3035.2 870.4 38.0 987.9 878.6 927.8
25 4 13480.1 1155.1 21600.0 (1123.5) 21600.0 (1268.4) 21600.0 (1180.9)
30 4 21600.0 (1265.4) 21600.0 (1263.5) 21600.0 (1358.5) 21600.0 (1269.1)
Average 2519.4 3314.0 3089.5 3160.1
10 5 1 0.2 384.6 0.4 371.1 0.1 360.6 0.2 360.6
6 1 0.1 384.6 1.5 377.1 0.0 360.6 0.3 360.6
7 2 2.0 613.0 6.7 549.8 0.5 639.2 5.1 567.0
8 2 3.9 681.2 7.1 584.2 0.6 639.2 4.7 605.7
9 2 2.1 681.2 55.0 637.4 0.4 639.2 15.5 639.2
10 2 6.8 729.3 63.9 661.8 2.1 721.2 35.5 679.2
11 2 3.4 729.7 655.0 699.8 1.3 721.2 8.6 681.2
12 2 2.6 731.3 39.5 707.7 1.2 721.2 15.1 701.2
13 2 74.8 769.2 497.9 725.7 4.5 721.2 734.8 713.2
14 2 47.4 769.2 389.3 727.8 3.9 721.2 566.3 715.2
15 3 59.7 930.0 664.6 882.6 24.4 979.8 345.3 904.0
20 3 153.0 1028.3 10923.4 992.4 8.5 999.8 1354.5 983.8
25 4 11768.2 1264.5 21600.0 (1266.1) 7536.1 1278.4 21600.0 (1200.5)
30 4 21600.0 (1362.4) 21600.0 (1345.6) 21600.0 (1350.4) 21600.0 (1278.5)
Average 2408.9 4036.0 2084.5 3306.1
20 5 2 1.3 623.3 7.7 573.8 0.3 711.2 6.2 623.4
6 2 2.0 729.3 20.6 656.2 0.4 721.2 4.9 683.2
7 2 8.7 769.2 14.0 689.8 0.5 721.2 8.0 695.2
8 2 12.0 769.2 26.1 697.8 0.6 721.2 8.9 695.2
9 2 12.0 769.2 115.6 727.7 2.2 721.2 22.9 709.3
10 3 19.7 989.9 179.1 920.5 2.7 999.8 44.7 942.0
11 3 82.9 1075.8 309.2 980.5 13.5 1071.8 249.8 1000.8
12 3 506.5 1113.8 871.0 1004.3 23.5 1071.8 160.1 1007.9
13 3 676.7 1113.8 852.7 1009.1 16.1 1071.8 262.7 1021.9
14 3 421.4 1113.9 506.1 1011.1 20.8 1071.8 477.1 1028.3
15 3 348.9 1115.9 2308.9 1028.7 57.5 1081.8 544.6 1038.3
20 4 5752.8 1438.7 21600.0 (1373.5) 2117.8 1432.4 21600.0 (1400.6)
25 5 21600.0 (1729.2) 21600.0 (1692.3) 21600.0 (1791.0) 21600.0 (1697.2)
30 6 21600.0 (2062.2) 21600.0 (1944.7) 21600.0 (2069.7) 21600.0 (1990.6)
Average 3646.1 5000.8 3246.9 4756.4
Average all 2858.1 4116.9 2807.0 3740.9
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The values shown in Table 1, both for multiple and single block problems, have been com-
puted using the approach given in Valle et al. [2017]. However, by comparison with the work
presented in Valle et al. [2017] for multiple blocks, these results are with a more up-to-date
version of Cplex (version 12.8) and also include the new symmetry constraints presented above
(Equation (39)).
It is worth emphasising here the distinct differences between the previous approach presented
in Valle et al. [2017], that produces the results shown in Table 1, and the distance approximation
approach presented in this paper. These differences are:
• The approach in Valle et al. [2017] is a branch-and-cut approach where cuts (valid in-
equalities) are added as appropriate during the search tree. The approach presented in
this paper is a straight forward branch and bound approach where no cuts are added at
any stage during the search tree.
• The approach in Valle et al. [2017] jointly solves the order batching and routing problem,
so that it explicitly decides simultaneously both the batching of orders and the routes to
be adopted so as to optimise over both problems (order batching and routing) directly. To
achieve this it makes use of an arc based formulation.
• The approach presented in this paper is an edge based formulation that directly addresses
order batching, but uses a distance approximation to influence the batching of orders
without directly addressing the routing problem. The advantage of this is that, as will
become apparent below, problems can be solved computationally much faster than the
times shown in Table 1.
6.2 Multiple block test problems
Table 2 shows results for the our distance approximation approach when applied to multiple
block test problems. In that table we show for each test problem the total computation time
in seconds to solve our distance approximation formulation to proven optimality. The optimal
distance approximation solution value is shown, as well as the value of the lower bound at the
root node of the search tree, so before Cplex commences branching. We also show the total
number of tree nodes.
The final six columns in Table 2 show the results from routing the batching as given by the
distance approximation. In those columns we show the time taken (in seconds) for routing, the
distance associated with the routing solution, and the percentage deviation from the optimal
(or best-known) routing solution as given in Table 1. This percentage deviation is calculated as
100((Routing distance in Table 2 - Routing distance in Table 1)/(Routing distance in Table 1).
Values are shown both for no-reversal routing and for reversal routing.
Recall, here that, as discussed above, solving our formulation yields an allocation of orders
to trolleys based on minimising our distance approximation. Once orders have been assigned
to trolleys then each individual picker/trolley is independent of all others and can be routed
separately. The picker/trolley routing needed to give a true routing distance can be accomplished
either heuristically or optimally. In the results presented in Table 2 we used an optimal routing
approach based on previous work [Valle et al., 2017]. So the associated columns in that table
show the total time in seconds need to optimally route all pickers/trolleys and the solution value
obtained.
To illustrate the results consider the test problem in Table 2 with ∆ = 5 and |O| = 20.
Our distance approximation formulation was solved to proven optimality in 1.2 seconds, with
the optimal solution being 945.9. This required 1838 tree nodes where the initial root node
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lower bound was 653.9. Given the order batching as decided by our distance approximation
then routing of all pickers required 0.2 seconds for routing where no-reversal was enforced, with
the associated routing distance being 946.9. The associated percentage deviation is zero as the
(no-reversal) solution value given in Table 1 for this test problem is also 946.9. Routing of all
pickers required 1.7 seconds for routing where reversal was allowed, with the associated routing
distance being 898.4. The associated percentage deviation is calculated using the value of 870.4
taken from Table 1 giving 100(898.4− 870.4)/870.4 = 3.22%.
Considering Table 2 the key issues are the quality of the final routing obtained and the
computation time required (as compared with the values seen in Table 1, which is based on
Valle et al. [2017]).
For no-reversal routing (where pickers/trolleys can only reverse direction at the end of a
subaisle) we can see that for 33 of the 42 test problems we obtain the same solution as in
Table 1 (as indicated by a percentage deviation of zero). For two of the larger problems that are
not solved to proven optimality in Table 1 we obtain better solutions (as indicated by negative
percentage deviations). Over all the test problems considered the average percentage deviation
is -0.07%, so a very slight improvement in routing quality. However the computation time
required is much less. For no-reversal routing the average computation time in Table 2 is 272.8
seconds to solve the distance approximation, and a further 0.3 seconds for routing, so a total of
273.1 seconds. By comparison the average computation time for no-reversal routing in Table 1
is 2858.1 seconds. So for the test problems examined the distance approximation approach
presented in this paper requires only 100(273.1/2858.1) = 9.6% of the time required by Valle
et al. [2017], but gives very slightly better quality solutions when considering no-reversal routing.
With respect to reversal routing (where pickers/trolleys can reverse direction after traversing
only part of one or more subaisles) it is clear from the distance approximation developed above
that at no stage did we attempt to account for reversal in a subaisle. For this reason we would
expect the quality of the routing to be poorer than for the no-reversal case. However there may
be computational advantages in using our distance approximation approach to batch orders for
reversal routing.
Considering Table 2 we can see that the percentage deviations values are worse than for
no-reversal routing. For five of the larger problems that are not solved to proven optimality in
Table 1 we obtain better solutions (as indicated by negative percentage deviations). Over all
the test problems considered the average percentage deviation for reversal routing was 1.70%.
The average computation time was 272.8+2.6=275.4 seconds. This compares with an average
computation time in Table 1 of 4116.9 seconds. So for the test problems examined the distance
approximation approach presented in this paper requires only 100(275.2/4116.9) = 6.7% of the
time required by Valle et al. [2017], but gives solutions on average 1.70% worse when considering
reversal routing. Obviously there is a value judgement to be made here as to whether the
significantly lower computation time outweighs the slightly longer routing distance.
6.3 Single block test problems
Table 3 gives the results for the single block test problems. This table has the same format as
Table 2. As for Table 2 the key issues with respect to Table 3 are the quality of the final routing
obtained and the computation time required (as compared with the values seen in Table 1, which
is based on Valle et al. [2017]).
For no-reversal routing with a single block we can see from Table 3 that for all of the test
problems we obtain the same solution as in Table 1 (as indicated by a percentage deviation of
zero). However the computation time required is significantly less. For no-reversal routing the
average computation time in Table 3 is 0.4+0.2=0.6 seconds. By comparison the average com-
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Table 2: Multiple blocks results
∆ |O| Results, distance approximation No-reversal routing Reversal routing
T(s) Optimal Root node No. nodes T(s) Value % dev. T(s) Value % dev.
lower bound
5 5 0.0 384.6 384.6 1 0.1 384.6 0 1 348.6 0
6 0.0 384.6 384.6 1 0.1 384.6 0 0.6 364.8 0
7 0.0 384.6 384.6 1 0.1 384.6 0 1.4 374.8 0
8 0.0 543.7 453.8 17 0.3 543.7 0 1.1 503.8 0
9 0.0 603.2 462.3 62 0.2 603.7 0.08 1.5 573.6 6.30
10 0.0 611.3 493.7 31 0.1 611.4 0 1.7 595.6 2.44
11 0.0 641.2 540.9 44 0.2 641.7 0 1.0 617.8 0.70
12 0.0 641.2 552.0 51 0.2 641.7 0 1.1 621.8 0.06
13 0.0 649.3 577.0 20 0.1 649.3 0 1.6 641.8 2.95
14 0.1 691.2 592.4 85 0.2 691.7 0 3.3 649.8 1.64
15 0.1 699.3 597.4 75 0.1 699.8 0 1.1 677.3 3.66
20 1.2 945.9 653.9 1838 0.2 946.9 0 1.7 898.4 3.22
25 30.1 1154.2 721.7 22221 0.2 1155.1 0 2.1 1131.6 0.72
30 384.5 1264.4 802.1 150557 0.2 1265.4 0 1.9 1219.9 -3.45
Average 29.7 0.2 0.01 1.5 1.30
10 5 0.0 384.6 384.6 1 0.2 384.6 0 0.5 371.1 0
6 0.0 384.6 384.6 1 0.2 384.6 0 1.4 377.1 0
7 0.0 613.0 561.1 20 0.2 613.0 0 1.8 565.6 2.87
8 0.0 681.2 553.2 98 0.3 681.2 0 1.6 618.2 5.82
9 0.0 681.2 589.4 22 0.1 681.2 0 3.9 637.4 0
10 0.0 729.2 640.8 49 0.1 729.7 0.05 3.6 695.7 5.12
11 0.0 729.2 687.2 13 0.1 729.7 0 2.8 719.7 2.84
12 0.0 731.2 697.5 7 0.2 731.3 0 2.8 723.8 2.27
13 0.1 769.2 644.9 74 0.4 769.2 0 2.7 727.7 0.28
14 0.1 769.2 673.2 42 0.4 769.2 0 6.7 749.3 2.95
15 0.3 929.8 704.0 558 0.4 930.0 0 5.3 908.5 2.93
20 0.5 1027.8 767.6 807 0.2 1028.3 0 3.4 1007.3 1.50
25 11.5 1264.4 868.2 7276 0.9 1264.6 0.01 2.7 1233.7 -2.56
30 137.5 1362.4 975.5 39598 0.4 1362.9 0.04 4.9 1314.1 -2.34
Average 10.7 0.3 0.01 3.2 1.55
20 5 0.0 623.3 572.6 10 0.1 623.3 0 2.1 573.8 0
6 0.0 729.2 697.2 7 0.2 729.3 0 1.1 668.2 1.83
7 0.0 769.2 729.7 9 0.3 769.2 0 1.5 719.7 4.33
8 0.0 769.2 740.7 3 0.1 769.2 0 2.3 737.7 5.72
9 0.0 769.2 709.2 19 0.3 769.2 0 3.5 741.7 1.92
10 0.2 989.8 784.0 452 0.4 989.9 0 2.7 946.5 2.82
11 0.3 1075.8 804.7 1098 0.3 1075.8 0 3.4 1004.5 2.45
12 0.4 1113.8 797.0 1295 0.2 1114.0 0.02 3.8 1034.4 3.00
13 0.4 1113.8 848.5 1298 0.6 1114.0 0.02 3.5 1025.0 1.58
14 1.0 1113.8 915.8 711 0.5 1113.9 0 3.1 1068.2 5.65
15 0.9 1115.8 936.2 622 0.8 1115.9 0 4.1 1068.5 3.87
20 24.8 1438.2 1184.2 7722 0.3 1438.8 0.01 3.4 1387.3 1.00
25 221.8 1727.0 1289.6 118215 0.3 1727.2 -0.12 3.4 1672.4 -1.18
30 10639.7 1995.4 1344.0 3808495 0.5 1996.2 -3.20 4.8 1919.1 -1.32
Average 777.8 0.4 -0.23 3.1 2.26
Average all 272.8 0.3 -0.07 2.6 1.70
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putation time for no-reversal routing in Table 1 is 2807.0 seconds, so a factor of approximately
4700 times more.
Considering Table 3 then over all the test problems considered the average percentage devi-
ation for reversal routing was 2.66%. The average computation time was 0.4+1.5=1.9 seconds.
By comparison the average computation time for reversal routing in Table 1 is 3740.9 seconds, so
a factor of approximately 2000 times more. So here, as before for reversal routing with multiple
blocks, there is a value judgement to be made as to whether the much lower computation time
outweighs the slightly longer routing distance.
6.4 Distance approximation quality
Above we have focused on comparing the results obtained with those in Table 1, which is based
on the branch-and-cut approach presented in Valle et al. [2017]. However a further issue of
interest is the quality of our distance approximation. In other words how close are the values
of the optimal distance approximation solution and the routing solution based on the order
batching given by the distance approximation. To examine this issue we computed, from Table 2
and Table 3, the average value of 100(Routing solution value - Optimal distance approximation
value)/(Optimal distance approximation value).
For Table 2 the average value for this measure was 0.03% for no-reversal routing and -4.49%
for reversal routing. For Table 3 the average value for this measure was 0% for no-reversal
routing and -2.37% for reversal routing.
Hence we can conclude here that for no-reversal routing (for the test problems examined)
our distance approximation very closely approximates the underlying routing distance. This is
important as it indicates that any algorithm aiming to minimise our distance approximation
will, by default, also minimise the underlying routing distance that results from the batching
decided.
For reversal routing the negative values obtained indicate that (as we might reasonably
expect) our distance approximation over-estimates the routing distance when reversal is allowed.
However, as the computation time comparison above between Table 1 and Tables 2 and 3
indicated, there may well be computational advantages in adopting a distance approximation to
guide order batching so as to lessen the computational effort required as compared to trying to
achieve optimal joint batching and routing, especially as problem size increases.
6.5 Symmetry
To illustrate the importance of imposing our new symmetry breaking constraint (Equation (39))
we solved all the test problems considered in Table 1, but without imposing that constraint. For
space reasons however we only report summary results here.
Table 4 shows the results for the branch-and-cut approach of Valle et al. [2017] both with
Equation (39) (as Table 1) and without Equation (39). In that table we show for each value of
∆ the number of problems unsolved at time limit (6 CPU hours), as well as the average time (in
seconds). In general we can say that imposing Equation (39) improves the results, in particular
for no-reversal routing.
Table 5 shows the same information as Table 4, but for the distance approximation approach
presented in this paper. The symmetry breaking results in Table 5 are taken from Table 2 and
Table 3. We can see that including Equation (39) has a significant effect in terms of reducing
the computation time, especially here for the multiple blocks case.
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Table 3: Single block results
∆ |O| Results, distance approximation No-reversal routing Reversal routing
T(s) Optimal Root node No. nodes T(s) Value % dev. T(s) Value % dev.
lower bound
5 5 0.0 360.6 360.6 1 0.1 360.6 0 0.2 338.6 0
6 0.0 360.6 360.6 1 0.1 360.6 0 0.5 360.6 0
7 0.0 360.6 360.6 1 0.0 360.6 0 0.6 360.6 0
8 0.0 547.2 547.2 1 0.1 547.2 0 0.5 531.7 0.45
9 0.0 629.2 555.3 9 0.1 629.2 0 0.7 609.8 8.56
10 0.0 639.2 639.2 1 0.1 639.2 0 0.7 597.7 0
11 0.0 711.2 711.2 1 0.1 711.2 0 0.5 673.2 5.9
12 0.0 711.2 671.8 3 0.1 711.2 0 0.5 673.2 2.36
13 0.0 711.2 711.2 1 0.1 711.2 0 0.7 673.2 0.81
14 0.0 719.3 683.3 7 0.1 719.3 0 1.3 685.8 2.1
15 0.0 721.2 721.2 1 0.2 721.2 0 0.9 713.2 3.71
20 0.1 987.9 768.4 118 0.2 987.9 0 1.9 956.4 3.08
25 1.7 1268.4 870.4 1922 0.3 1268.4 0 1.2 1252.9 6.1
30 6.6 1358.5 1084.4 2588 0.4 1358.5 0 1.5 1297.1 2.21
Average 0.6 0.1 0 0.8 2.52
10 5 0.0 360.6 360.6 1 0.1 360.6 0 0.8 360.6 0
6 0.0 360.6 360.6 1 0.0 360.6 0 0.6 360.6 0
7 0.0 639.2 566.2 7 0.1 639.2 0 2.1 633.2 11.68
8 0.0 639.2 639.2 1 0.1 639.2 0 2.1 639.2 5.53
9 0.0 639.2 639.2 1 0.1 639.2 0 2.9 639.2 0
10 0.0 721.2 721.2 1 0.2 721.2 0 1.2 719.3 5.9
11 0.0 721.2 721.2 1 0.1 721.2 0 1.4 719.3 5.59
12 0.0 721.2 721.2 1 0.1 721.2 0 1.8 721.2 2.85
13 0.0 721.2 721.2 1 0.1 721.2 0 1.7 721.2 1.12
14 0.0 721.2 721.2 1 0.2 721.2 0 1.9 721.2 0.84
15 0.1 979.8 754.7 114 0.2 979.8 0 2.1 917.8 1.53
20 0.0 999.8 966.4 6 0.2 999.8 0 2.9 999.8 1.63
25 0.6 1278.4 1038.5 535 0.1 1278.4 0 2 1278.4 6.49
30 1.1 1350.4 1176.5 240 0.5 1350.4 0 4.3 1318.4 3.12
Average 0.1 0.2 0 2.0 3.31
20 5 0.0 711.2 711.2 1 0.1 711.2 0 0.7 631.7 1.33
6 0.0 721.2 721.2 1 0.2 721.2 0 0.6 703.7 3
7 0.0 721.2 721.2 1 0.2 721.2 0 0.9 711.2 2.3
8 0.0 721.2 721.2 1 0.2 721.2 0 0.8 721.2 3.74
9 0.0 721.2 721.2 1 0.1 721.2 0 1.1 721.2 1.68
10 0.0 999.8 998 6 0.1 999.8 0 1.3 953.9 1.26
11 0.0 1071.8 974.7 14 0.3 1071.8 0 0.7 1031.8 3.1
12 0.0 1071.8 979.5 16 0.2 1071.8 0 1.1 1027.8 1.97
13 0.0 1071.8 1035.8 10 0.4 1071.8 0 1.8 1040.3 1.8
14 0.0 1071.8 1071.8 1 0.2 1071.8 0 1.9 1045.8 1.7
15 0.0 1081.8 1081.8 1 0.2 1081.8 0 1.7 1081.8 4.19
20 0.1 1432.4 1396.4 3 0.2 1432.4 0 3.1 1412.9 0.88
25 0.3 1791.0 1647.0 198 0.4 1791.0 0 2.7 1729.6 1.91
30 8.0 2069.7 1759.5 4504 0.3 2069.7 0 3 2016.2 1.29
Average 0.6 0.2 0 1.5 2.15
Average all 0.4 0.2 0 1.5 2.66
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Table 4: Results with and without symmetry breaking constraint Equation (39), Valle et al.
[2017]
∆
Multiple blocks Single block
No-reversal Reversal No-reversal Reversal
Symmetry No symmetry Symmetry No symmetry Symmetry No symmetry Symmetry No symmetry
breaking breaking breaking breaking breaking breaking breaking breaking
5 Number unsolved 1 2 2 2 2 2 2 2
Average time (s) 2519.4 3119.5 3314.0 3607.0 3089.5 3089.7 3160.1 3241.3
10 Number unsolved 1 2 2 2 1 2 2 2
Average time (s) 2408.9 3124.2 4036.0 4452.4 2084.5 3091.2 3306.1 3419.9
20 Number unsolved 2 3 3 3 2 2 3 3
Average time (s) 3646.1 4778.2 5000.8 5119.0 3246.9 4314.1 4756.4 4893.4
Average Number unsolved 1.3 2.3 2.3 2.3 1.7 2.0 2.3 2.3
Average time (s) 2858.1 3674.0 4116.9 4392.8 2807.0 3498.3 3740.9 3851.5
Table 5: Results with and without symmetry breaking constraint Equation (39), distance ap-
proximation
∆
Multiple blocks Single block
Symmetry No symmetry Symmetry No symmetry
breaking breaking breaking breaking
5 Number unsolved 0 0 0 0
Average time (s) 29.7 75.9 0.6 1.4
10 Number unsolved 0 0 0 0
Average time (s) 10.7 31.3 0.1 0.2
20 Number unsolved 0 1 0 0
Average time (s) 777.8 1589.8 0.6 1.2
Average Number unsolved 0 0.3 0 0
Average time (s) 272.8 565.7 0.4 0.9
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6.6 Linear programming relaxation improvement
To illustrate the effect of the constraints, Equations (40)-(47), presented above which improve
the value of the linear programing relaxation of our formulation Table 6 presents the root node
lower bound (RNLB, as reported by Cplex) with, and without, these constraints. We also show
in Table 6 the computation time required for the root node, plus the percentage improvement
in the root node lower bound, as measured by 100((RNLB with Equations (40)-(47)) - (RNLB
without Equations (40)-(47)))/(RNLB without Equations (40)-(47)).
Examining Table 6 it is clear that for the smaller problems our additional constraints make
little difference. However for the larger problems (in particular for those for which |O| ≥ 20)
substantial improvements in the root node lower bound are seen, both for multiple block and
single block problems.
6.7 Heuristic results
In order to provide a computational comparison between the work presented in this paper and
a standard heuristic from the literature we implemented a time savings based heuristic, where
the savings matrix was recalculated as orders were clustered. For the estimation of partial route
distances we used Valle et al. [2017]. Making use of a time savings based heuristic in order to
provide a basis for evaluating the performance of another heuristic is common in the literature,
e.g. see Albareda-Sambola et al. [2009], De Koster et al. [1999], Henn [2012], Henn and Wa¨scher
[2012], Hong and Kim [2017], Matusiak et al. [2017], Van Gils et al. [2018a], Zulj et al. [2018].
Above we presented a partial integer optimisation (PIO) heuristic, a matheuristic that was
directly based upon our mathematical distance approximation formulation. That heuristic suc-
cessively batches orders for τ trolleys at a time, until all orders have been batched.
For space reasons we do not present here detailed results for either the time savings heuristic
or our PIO heuristic, rather Table 7 shows average computation times and average percentage
deviations. For example in that table for the multiple block test problems with ∆ = 5 the average
computation time for our distance approximation (as taken from Table 2) is 29.7 seconds with
the average percentage deviations from the routing results in Table 1 being 0.01% for no-reversal
routing and 1.30% for reversal routing. Our PIO heuristic for τ = 1 has an average computation
time of 0.3 second with the corresponding average percentage deviations being 1.70% and 1.13%.
The computation time for batching for our distance approximation and for our PIO heuristic
does not depend on the routing approach (no-reversal or reversal) adopted. However the com-
putation time for the time savings heuristic does depend upon the routing approach adopted.
For the time savings heuristic for multiple block test problems with ∆ = 5 the average com-
putation time for no-reversal routing was 14.0 seconds, with the average percentage deviation
being 13.75%, whilst for reversal routing the average computation time was 19.3 seconds with
the average percentage deviation being 3.92%.
Note here that in order to make a consistent comparison all of the routing results shown
in Table 7 were generated by taking the order batching as decided by each of the approaches
shown and optimally routing each individual picker/trolley using Valle et al. [2017].
Examining Table 7 we can see that for the single block test problems our distance approx-
imation significantly outperforms the time savings heuristic, both with regard to computation
time and routing quality. For these instances the average computation times for our distance
approximation are very small.
For the multiple block test problems our distance approximation has larger average com-
putation times. For two of the three ∆ cases our distance approximation has a higher aver-
age computation time but significantly better routing quality than the time savings heuristic.
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However for all three ∆ cases our PIO heuristic (which is itself directly based on partial integer
optimisation of our mathematical distance approximation formulation) significantly outperforms
the time savings heuristic, both with regard to computation time and routing quality.
For the multiple block test problems, comparing our PIO heuristic against the distance
approximation approach as in Table 2 we can see that it has a far smaller computation time,
but gives results of reasonable quality. Over all the multiple block ∆ values in Table 7 the
distance approximation approach has an average computation time of 272.7 seconds with average
percentage deviations of -0.07% for no-reversal routing and 1.70% for reversal routing. Our PIO
heuristic has an average computation time of 0.4 seconds with average percentage deviations of
1.63% for no-reversal routing and 1.57% for reversal routing.
6.8 Larger test problems
The test problems dealt with above had |O| ≤ 30, with WA = 8 and T ≤ 6. In order to consider
some larger test problems we randomly generated some further problems (in the same manner
as in Valle et al. [2017]) with |O| = 25, 30, 50, 75 and WA = 8, 16.2
Above we compared our results with the results given in Valle et al. [2017]. In order to be
consistent here therefore we applied the approach in that paper to these larger problems, with
a time limit of 6 hours. The solutions obtained are shown in Table 8. Only three of the 96 cases
seen in Table 8 terminated before the 6 hour time limit. Hence the average computation time
for the problems shown in Table 8 is (effectively) 21600 seconds.
Table 9 shows the results for our distance approximation approach on the single block larger
problems. Here the percentage deviation values given are calculated with respect to the values
shown in Table 8. Considering Table 9 we can see from the problems solved to proven optimality
that (for a given ∆ and |O|) increasing WA has a very significant effect on computation time.
Note however that, as shown by the negative average percentage deviation values, the results
obtained are superior to those obtained by applying the approach of Valle et al. [2017], which,
as noted above, required an average of 21600 seconds of computation.
It is clear from Table 9 that as problem size increases finding the exact (optimal) solution
to our distance approximation formulation becomes increasingly difficult. For this reason we
might, for larger problems, utilise our partial integer optimisation (PIO) heuristic, which is
itself directly based upon our mathematical distance approximation formulation.
Table 10 shows the results for our PIO heuristic and the time savings heuristic on the
single block test problems considered in Table 9. Here our PIO heuristic (on average) performs
significantly better than the time savings heuristic, both in terms of computation time and in
terms of quality of solution. As compared with Table 9 our PIO heuristic does not (on average)
produce results of the same quality, but is significantly faster.
Over all the single block ∆ values in Table 9 and Table 10 the distance approximation
approach has an average computation time of 9315.9 seconds (ignoring the times required for
routing the order batching decided for convenience of comparison) with average percentage
deviations of -1.13% for no-reversal routing and -8.36% for reversal routing. Our PIO heuristic
has an average computation time of 196.5 seconds with average percentage deviations of 2.41%
for no-reversal routing and -6.36% for reversal routing.
Table 11 shows the results for our distance approximation approach on the multiple block
larger problems. As for Table 9 we can see from the problems solved to proven optimality that
(for a given ∆ and |O|) increasing WA has a very significant effect on computation time. Also,
as for Table 9, the results obtained are superior to those obtained by applying the approach
2For the benefit of future workers the larger test problems that we generated and solved are publicly available
at http://www.dcc.ufmg.br/∼arbex/orderpicking.html.
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of Valle et al. [2017]. In particular note here the very high negative percentage deviations that
are seen for reversal routing, indicating that our distance approximation approach is providing
solutions of much higher quality than the approach of Valle et al. [2017].
Table 12 shows the results for our partial integer optimisation (PIO) heuristic and the time
savings heuristic on the multiple block test problems considered in Table 11. Here our PIO
heuristic (on average) again performs significantly better than the time savings heuristic, both
in terms of computation time and in terms of quality of solution. As compared with Table 11
our PIO heuristic does not (on average) produce results of the same quality, but is significantly
faster.
Over all the multiple block ∆ values in Table 11 and Table 12 the distance approximation
approach has an average computation time of 15122.8 seconds (ignoring the times required
for routing the order batching decided for convenience of comparison) with average percentage
deviations of -2.19% for no-reversal routing and -25.15% for reversal routing. Our PIO heuristic
has an average computation time of 425.6 seconds with average percentage deviations of 0.65%
for no-reversal routing and -23.51% for reversal routing.
6.9 Computational conclusions
Given the computational results presented above it seems reasonable to conclude that:
• the distance approximation approach given in this paper gives results nearly as good, or
better, than the approach given in our previous paper Valle et al. [2017], but in significantly
lower computation times (Tables 1,2,3,8,9,11)
• for no-reversal routing our distance approximation very closely approximates the underly-
ing routing distance (Tables 1,2)
• the symmetry breaking constraints presented are of computational benefit (Tables 4,5)
• the constraints (valid inequalities) that we have presented significantly improve the value
of the linear programming relaxation of our formulation (Table 6)
• the partial integer optimisation (PIO) heuristic presented, which is directly based on our
mathematical distance approximation formulation, produces good quality results in rea-
sonable computation times, and is superior to a time savings heuristic (Tables 7, 10,12)
7 Conclusions
In this paper we dealt with the problem of order batching for picker routing. We presented an
approach that directly addressed order batching, but which used a distance approximation to
influence the batching of orders without directly addressing the routing problem.
We presented a basic formulation based on deciding the orders to be batched together so
as to optimise an objective that approximates the picker routing distance travelled (both the
distance travelled within aisles and the distance travelled within cross-aisles). We then extended
our formulation for cases where we have more than one block in the warehouse. We presented
constraints to remove symmetry in order to lessen the computational effort required, as well
as constraints that significantly improve the value of the linear programming relaxation of our
formulation. A heuristic algorithm based on partial integer optimisation of our formulation
was also presented. Once order batching had been decided we optimally routed each individual
picker.
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Extensive computational results for publicly available test problems involving up to 75 orders
were given for both single and multiple block warehouse configurations.
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Table 6: Root node lower bound improvement
∆ |O|
Single block Multiple blocks
Without With Without With
T(s) RNLB T(s) RNLB % Imp. T(s) RNLB T(s) RNLB % Imp.
5 5 0.0 360.6 0.0 360.6 0 0.1 384.6 0.1 384.6 0
6 0.0 360.6 0.0 360.6 0 0.0 384.6 0.0 384.6 0
7 0.0 360.6 0.0 360.6 0 0.0 384.6 0.0 384.6 0
8 0.1 531.3 0.0 547.2 2.99 0.1 453.3 0.1 453.8 0.11
9 0.0 555.3 0.0 555.3 0 0.0 462.3 0.1 462.3 0
10 0.0 639.2 0.0 639.2 0 0.1 486.1 0.1 493.7 1.56
11 0.1 607.5 0.1 711.2 17.07 0.0 540.8 0.0 540.9 0.02
12 0.0 650.5 0.0 671.8 3.27 0.2 552.0 0.2 552.0 0
13 0.0 711.2 0.0 711.2 0 0.0 577.0 0.0 577.0 0
14 0.1 560.9 0.1 683.3 21.82 0.0 519.2 0.0 592.4 14.10
15 0.0 568.8 0.0 721.2 26.79 0.0 527.3 0.0 597.4 13.29
20 0.1 621.9 0.1 768.4 23.56 0.0 581.9 0.0 653.9 12.37
25 0.1 680.8 0.2 870.4 27.85 0.0 626.8 0.0 721.7 15.14
30 0.0 685.3 0.2 1084.4 58.24 0.0 646.6 0.0 802.1 24.05
Average 0.0 0.1 12.97 0.0 0.0 5.76
10 5 0.0 360.6 0.0 360.6 0 0.0 384.6 0.0 384.6 0
6 0.0 360.6 0.0 360.6 0 0.0 384.6 0.0 384.6 0
7 0.0 566.2 0.1 566.2 0 0.2 556.1 0.2 561.1 0.90
8 0.1 639.2 0.1 639.2 0 0.3 553.2 0.3 553.2 0
9 0.0 639.2 0.0 639.2 0 0.0 589.4 0.0 589.4 0
10 0.0 721.2 0.0 721.2 0 0.0 630.5 0.0 640.8 1.63
11 0.1 721.2 0.1 721.2 0 0.0 672.2 0.0 687.2 2.23
12 0.0 721.2 0.0 721.2 0 0.2 682.2 0.1 697.5 2.24
13 0.1 573.0 0.1 721.2 25.86 0.0 564.7 0.3 644.9 14.20
14 0.0 584.7 0.0 721.2 23.35 0.2 569.2 0.1 673.2 18.27
15 0.0 699.3 0.0 754.7 7.92 0.3 615.0 0.2 704.0 14.47
20 0.1 668.4 0.1 966.4 44.58 0.0 651.0 0.0 767.6 17.91
25 0.1 748.3 0.0 1038.5 38.78 0.0 700.5 0.2 868.2 23.94
30 0.2 750.0 0.1 1176.5 56.87 0.3 721.2 0.3 975.5 35.26
Average 0.1 0.0 14.10 0.1 0.1 9.36
20 5 0.1 711.2 0.1 711.2 0 0.0 572.6 0.0 572.6 0
6 0.0 721.2 0.0 721.2 0 0.2 692.2 0.2 697.2 0.72
7 0.0 721.2 0.0 721.2 0 0.2 715.7 0.2 729.7 1.96
8 0.0 721.2 0.0 721.2 0 0.1 740.7 0.1 740.7 0
9 0.1 721.2 0.1 721.2 0 0.0 612.2 0.2 709.2 15.84
10 0.1 993.4 0.1 998.0 0.46 0.0 715.4 0.0 784.0 9.59
11 0.2 923.8 0.2 974.7 5.51 0.3 733.8 0.3 804.7 9.66
12 0.1 923.8 0.1 979.5 6.03 0.0 708.9 0.0 797.0 12.43
13 0.1 944.2 0.1 1035.8 9.70 0.2 712.6 0.4 848.5 19.07
14 0.2 852.4 0.2 1071.8 25.74 0.0 714.0 0.3 915.8 28.26
15 0.1 855.3 0.0 1081.8 26.48 0.3 722.4 0.3 936.2 29.60
20 0.0 1057.2 0.0 1396.4 32.08 0.2 784.9 0.2 1184.2 50.87
25 0.3 1262.0 0.3 1647.0 30.51 0.0 853.8 0.0 1289.6 51.04
30 0.3 1285.7 0.0 1759.5 36.85 0.5 946.3 0.5 1344.0 42.03
Average 0.1 0.1 12.38 0.1 0.2 19.36
Average all 0.1 0.1 13.15 0.1 0.1 11.49
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Table 7: Heuristic results
∆ Case T(s) No-reversal Reversal
routing % dev. routing % dev.
Multiple 5 Distance approximation, Table 2 29.7 0.01 1.30
blocks PIO τ = 1 0.3 1.70 1.13
Time savings 14.0, 10.3 13.75 3.92
10 Distance approximation, Table 2 10.7 0.01 1.55
PIO τ = 1 0.3 1.59 1.16
Time savings 23.9, 19.1 8.21 8.92
20 Distance approximation, Table 2 777.8 -0.23 2.26
PIO τ = 1 0.5 1.60 2.41
Time savings 26.7, 23.7 4.73 9.98
Single 5 Distance approximation, Table 3 0.6 0 2.52
block PIO τ = 1 0.1 1.57 3.10
Time savings 7.1, 7.1 3.94 5.54
10 Distance approximation, Table 3 0.1 0 3.31
PIO τ = 1 0.1 0.60 1.83
Time savings 7.3, 11.9 3.87 13.57
20 Distance approximation, Table 3 0.6 0 2.15
PIO τ = 1 0.2 0.58 3.31
Time savings 6.9, 17.3 6.38 3.15
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Table 8: Solutions using Valle et al. [2017] for the larger problems
∆ |O| WA
Single block Multiple blocks
No-reversal routing Reversal routing No-reversal routing Reversal routing
5 25 8 1268.4 1180.9 1155.1 1123.5
16 1520.2 1407.0 1514.5 1407.9
30 8 1358.5 1269.1 1265.4 1263.5
16 1590.2 1493.1 1610.9 1573.4
50 8 2122.3 2075.2 2134.8 2504.1
16 2544.0 2685.2 2665.5 2906.2
75 8 2901.9 3473.8 2889.0 3335.7
16 3601.6 4144.6 3747.3 11106.3
10 25 8 1278.4 1200.5 1264.5 1266.1
16 1530.2 1484.5 1635.5 1505.6
30 8 1350.4 1278.5 1362.4 1345.6
16 1668.3 1573.4 1699.4 1678.4
50 8 2266.3 2217.3 2211.3 2354.5
16 2886.8 3098.1 2781.3 3209.2
75 8 3121.8 3653.4 3105.2 8599.9
16 3817.4 4156.7 3915.5 11611.4
20 25 8 1791.0 1697.2 1729.2 1692.3
16 2110.9 2051.7 2187.9 2025.1
30 8 2069.7 1990.6 2062.2 1944.7
16 2575.7 2390.3 2633.0 2805.3
50 8 2862.8 2819.8 2801.3 7594.5
16 3338.4 9078.4 3711.9 11169.3
75 8 4039.3 4577.7 3987.2 10006.3
16 4858.7 11843.4 5086.6 15577.7
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Table 9: Single block distance approximation results: larger problems
∆ |O| WA T
Results, distance approximation No-reversal routing Reversal routing
T(s) Optimal Root node No. nodes T(s) Value % dev. T(s) Value % dev.
(best known) lower bound
5 25 8 4 1.7 1268.4 870.4 1922 0.3 1268.4 0 1.2 1252.9 6.10
16 4 72.4 1500.2 900.1 61339 1.7 1500.2 -1.32 16.8 1457.3 3.57
30 8 4 6.6 1358.5 1084.4 2588 0.4 1358.5 0 1.5 1297.1 2.21
16 4 252.8 1590.2 990.3 87901 2.0 1590.2 0 7.6 1537.1 2.95
50 8 7 20303.4 2070.2 1494.7 3377840 0.3 2070.2 -2.45 1.7 2066.5 -0.42
16 7 21600.0 2545.6 1365.7 1823983 7.5 2545.6 0.06 18.4 2488.0 -7.34
75 8 10 21600.0 2902.2 2055.9 310409 0.5 2902.2 0.01 2.2 2887.2 -16.89
16 10 21600.0 3591.4 1932.5 135565 6.2 3591.4 -0.28 13.5 3500.6 -15.54
Average: 10679.6 2.4 -0.50 7.9 -3.17
10 25 8 4 0.6 1278.4 1038.5 535 0.1 1278.4 0 2.0 1278.4 6.49
16 4 17.5 1530.2 1012.7 10092 2.7 1530.2 0 21.8 1496.4 0.80
30 8 4 1.1 1350.4 1176.5 240 0.5 1350.4 0 4.3 1318.4 3.12
16 4 103.2 1628.3 1172.9 31375 2.0 1628.3 -2.40 26.7 1602.4 1.84
50 8 7 2081.1 2194.3 1670.2 414421 0.4 2194.3 -3.18 2.6 2158.3 -2.66
16 7 21600.0 2702.1 1570.6 1825500 38.9 2702.1 -6.40 16.7 2630.8 -15.08
75 8 10 21600.0 3111.8 2314.3 293148 0.6 3111.8 -0.32 3.2 3000.4 -17.87
16 10 21600.0 3881.6 2083.8 174119 12.9 3881.6 1.68 39.5 3754.9 -9.67
Average: 8375.4 7.3 -1.33 14.6 -4.13
20 25 8 5 0.3 1791.0 1647.0 198 0.4 1791.0 0 2.7 1729.6 1.91
16 5 103.2 2062.7 1668.8 50646 4.0 2062.7 -2.28 22.9 2028.8 -1.12
30 8 6 8.0 2069.7 1759.5 4504 0.3 2069.7 0 3.0 2016.2 1.29
16 6 2854.4 2393.3 1786.6 923747 3.4 2393.3 -7.08 15.4 2347.2 -1.80
50 8 8 3376.0 2862.8 2538.3 1646129 0.7 2862.8 0 8.0 2763.4 -2.00
16 8 21600.0 3336.2 2353.8 639722 4.8 3336.2 -0.07 27.3 3250.0 -64.20
75 8 12 21600.0 4039.3 3336.8 223514 1.3 4039.3 0 7.9 3894.1 -14.93
16 12 21600.0 4706.8 3028.3 68850 10.5 4706.8 -3.13 29.7 4570.0 -61.41
Average: 8892.7 3.2 -1.57 14.6 -17.78
Average all: 9315.9 4.3 -1.13 12.4 -8.36
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Table 10: Single block heuristic results: larger problems
∆ |O| WA
PIO τ = 1 Time savings
No-reversal Reversal No-reversal Reversal
T(s) Value % dev. Value % dev. T(s) Value % dev. T(s) Value % dev.
5 25 8 0.3 1350.4 6.46 1283.0 8.65 18.8 1350.4 6.46 17.1 1278.6 8.27
16 1.0 1520.2 0 1424.8 1.27 229.8 1720.2 13.16 113.2 1478.7 5.10
30 8 1.0 1432.4 5.44 1378.9 8.65 27.0 1627.1 19.77 23.5 1508.3 18.85
16 1.8 1640.2 3.14 1503.4 0.69 319.2 1770.2 11.32 157.0 1563.2 4.69
50 8 10.9 2202.4 3.77 2112.4 1.79 74.1 2348.3 10.65 57.3 2190.3 5.55
16 18.9 2683.7 5.49 2542.4 -5.32 739.3 2913.7 14.53 425.1 2583.5 -3.79
75 8 410.7 3114.0 7.31 2936.1 -15.48 159.4 3326.2 14.62 110.2 3130.2 -9.89
16 179.9 3713.2 3.10 3576.6 -13.70 1456.6 3981.2 10.54 891.5 3614.8 -12.78
Average: 78.1 4.34 -1.68 378.0 12.63 224.4 2.0
10 25 8 0.5 1278.4 0 1276.6 6.34 19.5 1350.4 5.63 25.9 1355.1 12.88
16 1.2 1560.2 1.96 1496.9 0.84 323.9 1730.2 13.07 162.8 1594.9 7.44
30 8 0.6 1350.4 0 1314.4 2.81 28.7 1360.4 0.74 34.5 1625.4 27.13
16 3.1 1670.2 0.11 1652.2 5.01 422.7 2010.8 20.53 204.7 1901.5 20.85
50 8 8.5 2360.2 4.14 2292.6 3.40 79.8 2440.2 7.67 79.2 2225.4 0.37
16 26.0 2845.9 -1.42 2690.8 -13.15 984.2 3005.6 4.12 495.7 2677.9 -13.56
75 8 675.9 3215.9 3.01 3146.9 -13.86 176.2 3348.0 7.25 153.5 3220.5 -11.85
16 188.8 3849.4 0.84 3726.2 -10.36 1980.6 4281.0 12.14 1037.6 3845.0 -7.50
Average: 113.1 1.08 -2.37 502.0 8.89 274.2 4.47
20 25 8 0.5 1803.0 0.67 1799.0 6.00 19.2 1801.0 0.56 41.7 1829.0 7.77
16 1.3 2192.7 3.88 2093.6 2.04 366.2 2202.7 4.35 195.5 2020.2 -1.54
30 8 1.1 2151.6 3.96 2065.7 3.77 27.4 2153.6 4.05 57.1 2041.6 2.56
16 4.8 2525.2 -1.96 2428.4 1.59 536.8 2583.3 0.30 273.4 2370.8 -0.82
50 8 1487.0 2874.7 0.42 2838.8 0.67 76.2 3223.4 12.60 136.9 2884.8 2.31
16 45.1 3490.3 4.55 3391.2 -62.65 1504.2 3891.0 16.55 747.1 3607.9 -60.26
75 8 1461.1 4161.2 3.02 4057.3 -11.37 173.5 4297.1 6.38 266.3 4085.6 -10.75
16 186.1 4856.7 -0.04 4711.8 -60.22 3054.5 5098.6 4.94 1464.2 4748.4 -59.91
Average: 398.4 1.81 -15.02 719.8 6.22 397.8 -15.08
Average all: 196.5 2.41 -6.36 533.2 9.25 298.8 -2.87
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Table 11: Multiple block distance approximation results: larger problems
∆ |O| WA T
Results, distance approximation No-reversal routing Reversal routing
T(s) Optimal Root node No. nodes T(s) Value % dev. T(s) Value % dev.
(best known) lower bound
5 25 8 4 30.1 1154.2 721.7 22221 0.2 1155.1 0 2.1 1131.6 0.72
16 4 1616.9 1444.0 854.1 649360 4.4 1445.3 -4.57 47.3 1355.3 -3.74
30 8 4 384.5 1264.4 802.1 150557 0.2 1265.4 0 1.9 1219.9 -3.45
16 4 21600.0 1578.3 896.8 3207670 3.4 1579.7 -1.93 37.5 1489.4 -5.34
50 8 7 21600.0 2124.3 1070.2 1780350 0.8 2125.2 -0.45 2.4 1998.0 -20.21
16 7 21600.0 2585.8 1023.1 1369222 19.1 2588.4 -2.89 47.4 2404.1 -17.28
75 8 10 21600.0 2952.1 1466.1 144040 0.8 2954.1 2.25 3.9 2848.2 -14.61
16 10 21600.0 3693.6 1324.6 254133 65.0 3696.3 -1.36 65.7 3413.4 -69.27
Average: 13753.9 11.7 -1.12 26.0 -16.65
10 25 8 4 11.5 1264.4 868.2 7276 0.9 1264.6 0.01 2.7 1233.7 -2.56
16 4 4304.8 1562.3 927.5 2245139 7.8 1564.1 -4.37 200.6 1478.0 -1.83
30 8 4 137.5 1362.4 975.5 39598 0.4 1362.9 0.03 4.9 1314.1 -2.34
16 4 21600.0 1654.2 978.3 4204508 7.0 1655.6 -2.58 98.1 1548.1 -7.76
50 8 7 21600.0 2180.3 1277.8 2095008 0.4 2181.4 -1.35 7.5 2121.3 -9.91
16 7 21600.0 2720.0 1200.3 1185330 30.3 2722.2 -2.12 131.8 2584.3 -19.47
75 8 10 21600.0 3093.8 1746.5 146444 1.0 3096.7 -0.27 6.9 3022.2 -64.86
16 10 21600.0 3861.6 1581.2 149009 15.9 3863.5 -1.33 79.9 3593.6 -69.05
Average: 14056.7 8.0 -1.50 66.6 -22.22
20 25 8 5 221.8 1727.0 1289.6 118215 0.3 1727.2 -0.11 3.4 1672.4 -1.17
16 5 21600.0 2098.7 1311.0 3584178 12.4 2100.1 -4.01 73.6 1966.3 -2.90
30 8 6 10639.7 1995.4 1344.0 3808495 0.5 1996.2 -3.20 4.8 1919.1 -1.32
16 6 21600.0 2445.3 1424.6 3220834 50.1 2447.1 -7.06 136.3 2275.6 -18.88
50 8 8 21600.0 2762.7 1906.8 638213 0.7 2764.2 -1.32 8.3 2729.2 -64.06
16 8 21600.0 3438.3 1818.0 409990 19.5 3440.6 -7.31 115.2 3230.0 -71.08
75 8 12 21600.0 3897.3 2444.1 54912 1.4 3899.4 -2.20 10.5 3786.2 -62.16
16 12 21600.0 4762.6 2283.9 60168 46.1 4764.5 -6.33 167.5 4517.4 -71.00
Average: 17557.7 16.4 -3.94 65.0 -36.57
Average all: 15122.8 12.0 -2.19 52.5 -25.15
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Table 12: Multiple block heuristic results: larger problems
∆ |O| WA
PIO τ = 1 Time savings
No-reversal Reversal No-reversal Reversal
T(s) Value % dev. Value % dev. T(s) Value % dev. T(s) Value % dev.
5 25 8 1.2 1226.9 6.22 1137.8 1.27 39.2 1450.4 25.56 24.8 1165.9 3.77
16 5.4 1514.4 -0.01 1411.6 0.26 652.9 1614.7 6.62 400.1 1409.7 0.13
30 8 2.8 1332.5 5.30 1267.9 0.35 54.6 1607.2 27.01 33.7 1414.6 11.96
16 20.5 1655.1 2.74 1516.1 -3.64 908.1 1957.0 21.48 548.5 1508.4 -4.13
50 8 22.7 2098.0 -1.72 2010.5 -19.71 145.2 2474.4 15.91 83.1 2062.9 -17.62
16 492.5 2645.5 -0.75 2442.7 -15.95 2302.2 2845.0 6.73 1471.2 2484.9 -14.50
75 8 647.8 2993.2 3.61 2884.8 -13.52 304.2 3473.2 20.22 163.8 2923.0 -12.37
16 1630.5 3665.8 -2.17 3372.0 -69.64 5036.6 3934.7 5.00 3093.5 3402.1 -69.37
Average: 352.9 1.65 -15.07 1180.4 16.07 727.3 -12.77
10 25 8 0.7 1302.5 3.01 1251.3 -1.17 56.3 1488.4 17.71 40.1 1325.1 4.66
16 3.5 1607.0 -1.74 1501.1 -0.30 790.0 1723.3 5.37 648.6 1539.5 2.25
30 8 3.4 1412.5 3.68 1364.9 1.43 77.3 1687.0 23.83 49.8 1574.5 17.01
16 13.9 1689.5 -0.58 1604.1 -4.43 1101.9 2070.2 21.82 752.1 1860.9 10.87
50 8 29.0 2291.2 3.61 2184.4 -7.22 181.4 2564.7 15.98 115.9 2180.4 -7.39
16 312.7 2771.8 -0.34 2564.9 -20.08 2791.7 3050.2 9.67 1682.9 2652.3 -17.35
75 8 1903.4 3204.9 3.21 3125.8 -63.65 368.8 3638.4 17.17 227.9 3131.8 -63.58
16 1540.7 3930.2 0.38 3695.0 -68.18 5926.8 4139.4 5.72 3530.0 3720.9 -67.95
Average: 475.9 1.40 -20.45 1411.8 14.66 880.9 -15.19
20 25 8 1.6 1807.2 4.51 1708.8 0.98 69.4 1862.8 7.73 53.9 1762.9 4.17
16 11.7 2189.8 0.09 2052.5 1.35 864.1 2197.7 0.45 618.2 1988.2 -1.82
30 8 3.0 2113.8 2.50 1954.8 0.52 96.5 2307.5 11.90 70.9 2021.5 3.95
16 40.4 2508.5 -4.73 2337.9 -16.66 1329.2 2632.2 -0.03 792.4 2311.4 -17.61
50 8 54.0 2851.7 1.80 2754.6 -63.73 257.0 3347.9 19.51 169.0 3000.0 -60.50
16 714.7 3445.3 -7.18 3277.3 -70.66 3547.5 4042.2 8.90 2194.6 3474.6 -68.89
75 8 659.4 3956.7 -0.76 3849.0 -61.53 511.7 4463.3 11.94 326.1 3963.4 -60.39
16 2099.1 4825.1 -5.14 4618.9 -70.35 7145.4 5218.6 2.60 4433.9 4649.7 -70.15
Average: 448.0 -1.11 -35.01 1727.6 7.88 1082.4 -33.91
Average all: 425.6 0.65 -23.51 1439.9 12.87 896.9 -20.62
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