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Re´sume´ :
La Gravite´ Quantique a` Boucles, e´galement de´signe´e sous le simple nom
de Gravite´ Quantique, est une tentative d’unification des the´ories de la
Relativite´ Ge´ne´rale et de la Me´canique Quantique. Elle fut introduite
il y a maintenant une vingtaine d’anne´es. La Gravite´ Quantique a`
Boucles propose une the´orie quantique de la gravitation sur des espaces
de type Lorentzien a` quatre dimensions qui soit non-perturbative, sans
pre´sence de trame de fond et mathe´matiquement bien fonde´e.
Dans cet ouvrage, nous pre´sentons une introduction de type pe´dagogique
de la Gravite´ Quantique a` Boucles. Nous mettons en e´vidence les no-
tions physiques de base relatives a` la the´orie ainsi que la structure
mathe´matique fondamentale du formalisme. La the´orie est pre´sente´e
sous ses deux aspects, la repre´sentation dite en terme de boucles et la
repre´sentation dite en terme de connexion. L’accent est e´galement mis
sur les diffe´rentes relations existant entre ces deux repre´sentations.
Nous terminons par la description des diffe´rentes e´tapes historiques
ayant mene´ du formalisme ADM de la Relativite´ Ge´ne´rale a` l’introduc-
tion des nouvelles variables d’Ashtekar.
Abstract :
Loop Quantum Gravity, also called Quantum Gravity, is an attempt to
unify General Relativity and Quantum Mechanics which has now been
developed for twenty years. The aim of the Loop Quantum Gravity
is to construct a mathematically rigorous background independent
non-perturbative quantum theory for Lorentzian General Relativity on
four dimensional manifolds.
In this work, we present a pedagogical introduction to Loop Quantum
Gravity. We emphasize the physical basic notions and interpretations
of the theory as well as the fundamental mathematical structure of
the formalism. The theory is described on its two sides, the so-called
loop representation and the so-called connection representation, and
the relation between both representations is highlighted. We also give a
sketch of the introduction of Ashtekar new variables in the frame of the
ADM formalism of General Relativity.
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Introduction
La Gravite´ Quantique a` Boucles - ou Loop Quantum Gravity, Canonical Quan-
tum Gravity, Quantum Geometry, Quantum General Relativity, Quantum Spin Dy-
namics ou tout simplement Quantum Gravity - est une tentative d’unification des
the´ories de la Relativite´ Ge´ne´rale et de la Me´canique Quantique.
L’abondance de noms divers pour cette the´orie vient du fait que celle-ci a subi
beaucoup de changements et vu le jour sous nombre de versions diffe´rentes. Nous
pre´senterons ici la, ou plutoˆt les versions les plus courantes, et nous nous limiterons
au terme de Gravite´ Quantique a` Boucles, voire Gravite´ Quantique dans le cas ou`
nous voudrons parler des the´ories d’unification de la Relativite´ Ge´ne´rale et de la
Me´canique Quantique en ge´ne´ral.
L’objectif de cet ouvrage est de pre´senter de fac¸on synthe´tique le formalisme de
cette the´orie, tout en rappelant la plupart des notions ne´cessaires a` sa compre´hension.
Nous nous limiterons cependant a` une pre´sentation plus ”historique” que
exhaustive, dans le sens que nous nous attacherons sur l’origine de cette the´orie,
sur certaines e´tapes importantes, comme l’introduction des ”boucles” justifiant son
nom, et sur la base rigoureuse de son formalisme, mais nous ne pre´senterons pas, du
moins nous ne de´velopperons pas, les re´sultats pratiques passe´s ou re´cents.
Notre plan de travail sera le suivant. Le premier chapitre sera une sorte d’intro-
duction heuristique aux the´ories de la Relativite´ Ge´ne´rale, de la Me´canique Quan-
tique et de la Gravite´ Quantique a` Boucles. Il constituera une sorte de re´flexion
permettant au lecteur de de´couvrir la ne´cessite´ et surtout la difficulte´ du proce´de´
d’unification, ainsi que la nature physique cache´e de la Gravite´ Quantique a` Boucles.
Le second chapitre constituera un rappel des diffe´rentes notions ne´cessaires a` la
bonne compre´hension du reste de l’ouvrage. Il va de soi que la quantite´ de notions
pouvant eˆtre expose´es est soumise a` des contraintes spatiales et temporelles. Nous
nous limiterons donc a` pre´senter les the´ories probablement les plus pertinentes, et
renverrons le lecteur a` des ouvrages de re´fe´rence pour les concepts non pre´sente´s.
Le troisie`me chapitre sera le chapitre principal de cet ouvrage. Il consistera en
l’exposition de la the´orie de la Gravite´ Quantique a` Boucles sous ses deux formes
principales : la repre´sentation alge´brique et la repre´sentation diffe´rentielle. Ces deux
formalismes seront pre´sente´s sur un meˆme pied d’e´galite´, et nous terminerons par
vla mise en place du ”pont” permettant de relier les deux formalismes et de prouver
leur e´quivalence
Le dernier chapitre parlera de l’origine de la Gravite´ Quantique a` Boucles, et
plus pre´cise´ment de la de´termination de ses e´quations a` partir de la the´orie de la
Relativite´ Ge´ne´rale. Cette fac¸on de proce´der peut paraˆıtre peu orthodoxe, mais nous
la justifions par deux raisons. Premie`rement, le processus permettant de de´terminer
les e´quations de la Gravite´ Quantique a` Boucles a` partir de celles de la Relativite´
Ge´ne´rale se base sur une hypothe`se plus forte que celle ne´cessaire a` l’e´tablissement
du formalisme de la the´orie. En conse´quence, la the´orie de la Gravite´ Quantique a`
Boucles semble plus ge´ne´rale que sa me´thode de construction a` partir d’une autre
the´orie, et peut donc eˆtre expose´e inde´pendamment. Deuxie`mement, la` ou` notre
troisie`me chapitre ne´cessite des connaissances mathe´matiques assez importantes, il
est pre´fe´rable de posse´der de bonnes connaissances en physique pour bien rentrer
dans la lecture de chapitre suivant. Mathe´maticiens et physiciens devraient donc y
retrouver chacun leur partie de pre´dilection.
L’ouvrage classiquement re´fe´rence´ pour la pre´sentation de la the´orie est celui
de Carlo Rovelli [1]. Ne´anmoins, bien que cet ouvrage contienne des ide´es et des
interpre´tations physiques tre`s inte´ressantes, la pre´cision de la pre´sentation du for-
malisme y est peu pre´sente, et nous invitons le lecteur soucieux des de´tails a` se re´fe´rer
a` l’ouvrage le plus important de Thomas Thiemann [2].
Signalons qu’il existe un ouvrage tout re´cent, dont une pre´publication est
donne´e dans [3], posse´dant des objectifs fort comparables a` notre ouvrage. Cepen-
dant, la pre´sentation de la the´orie y est davantage pousse´e vers son formalisme
actuel et ses recherches, plutoˆt que sur ses concepts et son historique. Cet ouvrage
constitue donc une suite particulie`rement inte´ressante a` ce que nous allons pre´senter.
Je tiens tout naturellement a` remercier mon directeur Dominique Lambert qui a
su me guider et re´pondre de fac¸on pertinente a` mes diffe´rentes questions, ainsi que
mon promoteur Anne Lemaˆıtre pour ses conseils et ses relectures rigoureuses.
Principales Notations
Voici un re´sume´ des principales notations utilise´es dans cet ouvrage. Nous
attirons l’attention sur le choix de notation utilise´ pour la diffe´rentiation des indices
spatiaux et des indices internes. Lorsque besoin il y aura, les lettres du de´but de
l’alphabet a, b, c, ... seront utilise´es pour de´signer des indices spatiaux, tandis que
les lettres du milieu de l’alphabet i, j, k, ... seront utilise´es pour de´signer des indices
a` valeur dans un espace interne. Cette convention correspond a` celle ge´ne´ralement
utilise´e en ge´ome´trie quantique, mais se trouve eˆtre l’oppose´e de celle ge´ne´ralement
utilise´e en physique des particules.
– a, b, c, ... : Indices spatiaux prenant les valeurs 1,2 et 3.
– α, β, γ, ... : Indices spatiaux prenant les valeurs 0,1,2 et 3.
– α : Multiboucle continue, oriente´e, analytique par morceaux plonge´e dans σ.
– A,Aµ, A
i
µj : Connexion (potentiel vecteur).
– Aja : SU(2)-connexion re´elle.
– Ag : Connexion re´sultante d’une transformation de jauge g.
– A(p) : Holonomie de la connexion A le long d’un chemin p.
– A : Espace des connexions smooth.
– A : Espace des connexions distributionnelles.
– A/G : Espace des connexions distributionnelles modulo transformation de
jauge.
– b(c) : Point initial de la courbe c.
– β : Parame`tre d’Immirzi.
– c : Courbe continue, oriente´e, analytique par morceaux plonge´e dans σ.
– C(X) : Ensemble des fonctions continues sur X.
– Cyl(X ) : Ensemble des fonctions cylindriques.
– C : Ensemble des courbes sur σ. Espace de configuration.
– dρ : Dimension de la repre´sentation ρ.
– D : Connexion.
– Dµ : De´rive´e covariante.
– ∆(A) : Spectre de la C∗-alge`bre A.
– ♯ : Composition de courbes. Cardinal d’un ensemble.
– e : Areˆte oriente´e d’un graphe γ.
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– eai : Champ de triade.
– eia : Champ de cotriade.
– E(γ) : Ensemble des areˆtes d’un graphe γ.
– E˜aj =
1
β
Eaj : Champ e´lectrique.
– (E,M, π) : Fibre´ d’espace total E, d’espace de base M et de projection π.
– ǫijk = δ
1
[iδ
2
j δ
3
k], ou` [ ] de´note l’antisyme´trisation. Les ǫijk sont e´galement les
constantes de structure de su(2).
– f(c) : Point final de la courbe c.
– [fl] : Classe d’e´quivalence de fl (fonction cylindrique).
– Fp : Fibre associe´e a` p pour un espace fibre´.
– F jµνi : Tenseur de courbure.
– gµν : Tenseur de me´trique de l’espace Lorentzien a` quatre dimensions.
– Gj : Contrainte de Gauss.
– G : Ensemble des transformations de jauge smooth relatives a` un groupe G.
– G : Ensemble des fonctions de σ dans G.
– γ : Graphe oriente´ plonge´ dans σ.
– Γ(E) : Section d’un espace fibre´ (E,M, π).
– Γja : Connexion de spin.
– Γγαβ : Symboles de Christoffel.
– H : Contrainte Hamiltonienne.
– Ha : Contraintes de diffe´omorphisme.
– Hc(A) : Holonomie de la connexion A le long de la courbe c.
– Hom(P,SU(2)) : Ensemble des homomorphismes de groupo¨ıde de l’ensemble
P a` valeur dans SU(2).
– H,Hkin : Espace de Hilbert cine´matique.
– H0 : Espace de Hilbert invariant par transformation de jauge.
– Hphys : Espace de Hilbert de e´tats physiques solutions des contraintes.
– i : Interwiner.
– i, j, k, ... : Indices internes prenant les valeurs 1,2 et 3.
– I, J,K, ... : Indices internes quelconques.
– j : Spin d’une repre´sentation irre´ductible non-triviale de SU(2).
– Kµν ,K
j
a : Seconde forme fondamentale d’une surface.
– κ = 8πG
c4
ou` G est la constante de Newton, c la vitesse de la lumie`re.
– µ0 : Mesure uniforme d’Ashtekar-Lewandowski.
– N : Lapse function.
– Nµ : Shift functions.
– ∇ : Connexion de Levi-Civita.
– p : Chemin continu, oriente´, analytique par morceaux plonge´ dans σ.
– P : Ensemble des chemins sur σ. Groupo¨ıde correspondant.
– φ∗f : Pullback de f par le diffe´omorphisme φ.
– φ∗v : Pushforward de v par le diffe´omorphisme φ.
– qµν , qab : Premie`re forme fondamentale d’une surface.
– Q : Groupe des classes d’e´quivalence de boucles base´es en un point x0.
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– r(c) : Image de la courbe c.
– Rσµνρ : Tenseur de courbure de Riemann.
– Rµν : Tenseur de Ricci.
– R : Courbure scalaire.
– ρ : Repre´sentation d’un groupe de Lie G.
– ρj : Repre´sentation irre´ductible non-triviale de spin j du groupe SU(2).
– s = ±1 : Signature d’un espace e´gale au signe du de´terminant de la me´trique.
– S0 : Surface de Cauchy.
– SL(2,C) : Groupe de Lie des matrices complexes 2× 2 de de´terminant 1.
– SO(3) : Groupe de Lie des matrices re´elles 3 × 3 inversibles orthogonales de
de´terminant 1.
– so(3) : Alge`bre de Lie associe´e au groupe de Lie SO(3).
– SU(2) : Groupe de Lie des matrices complexes 2 × 2 inversibles unitaires de
de´terminant 1.
– su(2) : Alge`bre de Lie associe´e au groupe de Lie SU(2).
– σ : Surface tridimentionnelle analytique, connexe, orientable, localement com-
pacte et paracompacte.
– σi : Matrices de Pauli.
– Tp(M) : Espace tangent a` M au point p.
– T ∗p (M) : Espace cotangent a` M au point p.
– T∗(M) : Fibre´ tangent relatif a` l’espace M .
– T ∗(M) : Fibre´ cotangent relatif a` l’espace M .
– v : Sommet d’un graphe γ.
– V (γ) : Ensemble des sommets d’un graphe γ.
– Wα(A) : Wilson loop.
– Xl = Hom(l,SU(2)) : Ensemble des homomorphismes du sous-groupoˆıde l a`
valeur dans SU(2).
– X : Limite projective.
– {·, ·} : Alge`bre de Poisson.
– [·, ·] : Alge`bre de Lie des commutateurs.
Tableau des abre´viations :
Abre´viation Nom franc¸ais Nom anglais
GR Relativite´ Ge´ne´rale General Relativity
LQG Gravite´ Quantique a` Boucles Loop Quantum Gravity
QFT The´orie Quantique des Champs Quantum Field Theory
QG Gravite´ Quantique Quantum Gravity
QM Me´canique Quantique Quantum Me´chanics
ST The´orie des Cordes String Theory
Chapitre 1
Discussion sur l’Unification de
la Relativite´ Ge´ne´rale et de la
Me´canique Quantique
Ce premier chapitre a pour objectif de pre´senter un portrait heuristique du
proble`me de l’unification de la the´orie de la Relativite´ Ge´ne´rale avec la the´orie de
la Me´canique Quantique. En re´alite´, ce ne sont pas ces deux the´ories a` proprement
parler que nous allons tenter d’unifier, mais bien les concepts fondamentaux et
re´volutionnaires qu’elles comportent. C’est pourquoi nous allons d’abord nous
attacher a` la description de ces concepts, ainsi qu’aux diffe´rentes contradictions
survenant lors de leur mise en commun. Nous terminerons ce chapitre par une
rapide comparaison de la the´orie de la Gravitation Quantique avec une autre the´orie
d’unification particulie`rement connue, la The´orie des Cordes.
1.1 Le concept de mode`le physique
Avant de nous lancer dans l’e´tude des deux plus grandes the´ories de la physique
actuelle, attardons-nous un peu sur notre espace de travail, l’ensemble des mode`les
de la physique the´orique, et sa relation avec le monde qui nous entoure.
Le but de la physique est la description de phe´nome`nes. Elle se re´alise par
l’e´tude d’observations re´alise´es lors d’expe´riences, et ce en vue de construire des
re`gles permettant par la suite de re´aliser un ensemble de pre´dictions a` propos de
ces phe´nome`nes. Cependant, une confusion est souvent effectue´e entre l’ensemble
de ces phe´nome`nes et l’ensemble des re`gles e´nonce´es. C’est pourquoi nous allons
de´finir deux ensembles bien distincts se retrouvant dans toute mode´lisation de type
physique.
Nous de´finirons l’ensemble P comme e´tant l’ensemble des phe´nome`nes physiques
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observables. Cet ensemble est a priori unique et contient toutes les informations sur
les diffe´rentes donne´es observables, c’est-a`-dire dont il existe une proce´dure conce-
vable1 et effective permettant d’obtenir l’information, ainsi que sur leurs diffe´rentes
interpre´tations.
L’observation implique ici la ne´cessite´ d’utilisation d’instruments de mesure, et
donc de repe`res et d’unite´s. Notre ensemble P sera donc compose´ d’un ensemble
de nombres et d’ope´rations de base . Nous pouvons donc le conside´rer comme une
source d’information brut sur l’ensemble des phe´nome`nes.
Attention, cet ensemble n’est pas ne´cessairement identifiable a` un quelconque
re´el. Nous laisserons ces conside´rations au bon soin de la philosophie.
Cependant, bien qu’il soit possible de distinguer d’e´ventuelles corre´lations au sein
de l’ensemble P et tenter ainsi de de´finir des lois physiques, il serait dommage de se
passer des the´ories abstraites des mathe´matiques pouvant fournir diffe´rents mode`les
qui entreraient en relation avec l’ensemble physique P.
Nous de´finirons donc l’ensemble G comme e´tant une structure mathe´matique2
abstraite, a priori non ne´cessairement unique, mais se´lectionne´e suivant des crite`res
pre´cis. Cet ensemble servira de mode´lisation a` notre espace physique. Il sera constitue´
d’un cadre de re´fe´rence, de familles d’eˆtres abstraits munies d’une alge`bre, de lois de
compositions ainsi que de diffe´rentes hypothe`ses et axiomes.
G sera l’espace d’application des the´ories mathe´matiques, mais ne posse´dera en
aucun cas une ve´ritable interpre´tation physique.
Enfin, nous formulerons l’hypothe`se d’une identification formelle entre l’ensemble
de mode´lisation G et l’ensemble physique P.
Il ne faut pas penser, cependant, qu’une telle identification soit aussi simple
qu’elle pourrait paraˆıtre. Il s’agit ici de de´finir une correspondance entre les e´le´ments
de G et les e´le´ments de P qui ne soit pas ne´cessairement partout de´finie, ni fonction-
nelle, ni injective, ni surjective.
Le manque de surjectivite´ d’une telle correspondance n’est pas difficile a` ima-
giner. En effet, si P contient la totalite´ des e´le´ments observables du monde re´el,
il n’existe a` l’heure actuelle aucune the´orie unitaire permettant de rendre compte
de la totalite´ de ces observations. Le caracte`re non-fonctionnel l’est e´galement. Il
est e´videmment possible de construire des e´le´ments mathe´matiques contenant un
ensemble d’informations pouvant eˆtre associe´ a` plusieurs donne´es dans P.
Le fait qu’une telle correspondance puisse ne pas eˆtre partout de´finie n’est
apparu qu’avec les grandes de´couvertes de la physique du XXe`me sie`cle. En effet, il
est actuellement ne´cessaire, au sein de certaines the´ories, de recourir a` des objets
1Concevable peut ici eˆtre pris au sens large et de´boucher sur ce que l’on appelle commune´ment
une expe´rience de pense´e.
2M. Felden, dans [4], de´fini G comme e´tant une structure ge´ome´trique. Nous ne choisirons pas
ici cette caracte´risation afin de ne pas tomber dans l’e´ventuelle restriction que pourrait induire ce
terme.
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mathe´matiques qui n’ont pas de correspondant physique observable de nos jours.
Quant au caracte`re non-injectif, postulant qu’il puisse exister plusieurs objets
mathe´matiques repre´sentant la meˆme entite´, il peut eˆtre observe´ au sein des the´ories
de jauge, que nous e´tudierons au second chapitre de cet ouvrage.
Les ensembles P et G sont en re´alite´ souvent confondus, mais la ne´cessite´ de les
distinguer est apparue notamment avec l’e´mergence de la me´canique quantique et
de ses fonctions d’ondes, dont nous reparlerons ulte´rieurement.
Si nous avons pris le temps de bien de´finir ces ensembles, c’est pour mieux situer
le cadre de notre travail sur l’unification de la Relativite´ Ge´ne´rale et de la Me´canique
Quantique. En effet, en partant du formalisme et des caracte´ristiques de ces deux
the´ories, c’est dans l’ensemble G exclusivement que nous e´voluerons, excepte´
si nous faisons mention explicite a` l’ensemble P. La plupart des conside´rations
physiques que nous e´voquerons seront base´es sur la mode´lisation, et non sur
des donne´es expe´rimentales quelconques. Notre point de de´part sera donc les
diffe´rentes the´oriques physiques existant actuellement et ayant fait leurs preuves, et
la justification de notre formalisme se trouvera dans ces the´ories.
1.2 La Relativite´ Ge´ne´rale et l’absence de trame de fond
d’espace-temps
Venons-en maintenant a` l’e´tude de l’une des deux grandes the´ories ne´cessaires a`
la formulation de la Gravite´ Quantique. Il s’agit de la Relativite´ Ge´ne´rale (GR)3.
Nous ne rentrerons pas dans les de´tails de cette the´orie, ni dans l’explication de
son formalisme. Le lecteur soucieux d’approfondir pourra se re´fe´rer aux ouvrages
traditionnels (voir par exemple [5] ou [6] pour la litte´rature francophone).
La GR a pour unique objectif la description de la gravitation, phe´nome`ne d’at-
traction entre corps non ne´cessairement massifs. Elle ne de´crit pas a` proprement
parler une force physique, contrairement a` la loi de Newton, mais bien un champ,
appele´ me´trique, repre´sentant la forme de l’espace-temps.
En re´alite´, la me´trique permet de de´terminer la ge´ome´trie locale intrinse`que
autour d’un point de l’espace-temps. Elle donne e´galement l’information sur les
diffe´rents mouvements possibles par l’interme´diaire de courbes nomme´es ge´ode´siques
de´crivant le plus court chemin entre deux points de l’espace-temps au sein de cette
ge´ome´trie intrinse`que.
Les e´quations de la GR sont les suivantes :
Gµν = κTµν (1.1)
3Nous utiliserons essentiellement les abre´viations anglophones, et ce dans un souci de cohe´rence
avec la litte´rature classique. Dans le cas pre´sent, GR est mis pour General Relativity.
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ou`
Gµν = Rµν − 1
2
Rgµν
est le tenseur d’Einstein contenant toute l’information ne´cessaire sur la me´trique (et
donc sur la courbure de l’espace-temps). Le terme gµν est le tenseur de me´trique
proprement dit, tandis que Rµν et R sont respectivement le tenseur de Ricci et
la courbure scalaire, diffe´rentes formes de contraction du tenseur de courbure de
Riemann Rσµλν .
Par ailleurs,
κTµν =
8πG
c4
Tµν
est le tenseur d’e´nergie-impulsion (ajuste´ d’une constante) contenant toute l’infor-
mation ne´cessaire sur la distribution et le de´placement de l’e´nergie (matie`re) dans
l’univers.
Ces tenseurs e´tant syme´triques et de dimension 4 (3 dimensions d’espace + 1
dimension de temps), les e´quations d’Einstein sont au nombre de 10.
Mais la principale re´volution apporte´e par la de´couverte de cette the´orie, en
opposition avec les autres the´ories des champs, re´side dans le fait qu’en Relativite´
Ge´ne´rale le champ de me´trique n’est pas un champ scalaire ou vectoriel existant
dans un espace fixe pre´-de´fini, mais est lui-meˆme l’espace dans lequel vont e´voluer
les autres champs. L’espace dans lequel nous travaillons est donc dynamique et
celui-ci n’existerait pas en l’absence du champ de me´trique, ce qui est contraire aux
the´ories des champs plus traditionnelles garantissant la pre´sence d’un espace vide
meˆme en l’absence de champ.
C’est cette ide´e de background independence qui est a` l’origine du proble`me de
l’unification de la GR avec les autres interactions physiques.
Certains ont tente´, afin de re´soudre ce proble`me, de transformer la GR dans le
formalisme de la The´orie Quantique des Champs (QFT pour Quantum Field Theory)
en se´parant le champ de me´trique en une partie fixe (background) et une perturbation
(graviton) :
gµν = ηµν + hµν , (1.2)
mais cette approche a conduit a` une the´orie non-renormalisable4 violant l’invariance
par diffe´omorphisme5.
Il est donc ne´cessaire de cre´er une the´orie d’unification qui soit non-perturbative,
respectant l’absence de trame de fond d’espace-temps pre´sente en GR.
4Un the´orie non-renormalisable est une the´orie au sein de laquelle subsistent des proble`mes
d’infini qui ne peuvent eˆtre e´limine´s.
5La GR est une the´orie dite ge´ne´ralement covariante, c’est-a`-dire que les e´quations sont inva-
riantes par l’application d’un diffe´omorphisme, i.e. une transformation ge´ne´rale des coordonne´es
(spatiales et temporelle)
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La plupart des the´ories de la me´canique utilisent des e´quations dites d’e´volution
ou` interviennent des de´rive´es des diffe´rentes variables (spatiales) par rapport au
temps.
Cette fac¸on de proce´der est contraire au principe que nous venons d’exposer, dans
le sens qu’elle isole la variable temporelle des autres variables - brisant le principe
de covariance - et met en e´vidence une trame fixe de type spatiale, appele´e espace
de phase, dans laquelle e´voluent ces variables.
Il est cependant possible de re´exprimer ces the´ories dans un langage covariant en
supprimant ce phe´nome`ne de mise en e´vidence de la variable temporelle. Signalons
par ailleurs que, depuis la the´orie de la relativite´ restreinte, le temps n’est plus un
phe´nome`ne universel mais bien une conside´ration locale, ce qui rentre en contradic-
tion avec toute e´quation d’e´volution de´finie globalement.
Afin d’illustrer cette possibilite´ de transformation en langage covariant, nous
allons proposer ici un exemple tre`s simple mais caracte´ristique du mode de pense´e
a` adopter afin d’aboutir a` un tel re´sultat.
Conside´rons l’exemple bien connu de l’oscillateur harmonique. De ce proble`me
physique, il nous est possible d’extraire deux types d’information pouvant constituer
notre ensemble P, et ce en comparant l’e´tat de l’oscillateur a` deux instruments de
mesure, un appareil de mesure de l’e´longation de l’oscillateur et une horloge.
De´finissons (dans notre ensemble G) les variables α et t comme e´tant respecti-
vement la mesure de l’e´longation donne´e par l’appareil et le temps de l’horloge. Ces
deux variables seront appele´es les observables de notre proble`me.
L’e´quation du mouvement en me´canique classique serait donne´e par la fonction :
α(t) = A sin(ωt+ φ) (1.3)
ou` ω est une valeur donne´e caracte´ristique de la constitution de l’oscillateur
physique, et A et φ sont deux parame`tres de´finissant le mouvement, de´pendant de
conditions initiales et pouvant eˆtre modifie´s par l’intervention de forces exte´rieures.
Afin d’exprimer cette e´quation dans un formalisme covariant, nous allons de´finir
l’ensemble C comme e´tant l’espace bidimensionnel de coordonne´es α et t. Cette
espace portera le nom d’espace de configuration et un point de cet espace sera appele´
e´ve´nement.
Supposons que notre oscillateur soit non-perturbe´ et que nous disposons d’un
grand nombre de paires d’e´le´ments dans P. De´finissons une courbe γ non-parame´tre´e
dans C. Si a` chaque paire de mesures dans P correspond un e´ve´nement (α, t) dans C
se situant sur la courbe γ, alors nous dirons que γ repre´sente un mouvement physique
dans G. Le mouvement γ constituera en re´alite´ une corre´lation entre les observables
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du proble`me, et il pourra6 eˆtre caracte´rise´ par une relation du type :
f(α, t) = 0. (1.4)
Supposons maintenant que cet oscillateur soit perturbe´, par exemple par l’appli-
cation d’une force exte´rieure. Il en re´sulte l’apparition d’un nouveau mouvement γ′,
et donc d’une nouvelle relation f ′. La re´pe´tition d’un tel processus nous conduit a`
un classe de mouvement γι et d’un ensemble de relations :
fι(α, t) = 0 ι ∈ Γ. (1.5)
Reste a` de´terminer la forme de l’espace des mouvements Γ. Celui-ci se re´ve`le
par l’expe´rience eˆtre bidimensionnel et isomorphe au demi-cylindre R+×[0, 2π). Un
point de cet espace sera re´fe´rence´ par les deux coordonne´es A et φ et portera le nom
d’e´tat relativiste.
Nous pouvons maintenant de´finir l’e´quation d’e´volution de notre syste`me conte-
nant toute l’information empirique sur celui-ci :
f˜(A,φ ;α, t) = α−A sin(ωt+ φ) = 0. (1.6)
D’une fac¸on ge´ne´rale, un syste`me relativiste (au sens de la GR) peut eˆtre de´crit
par un triplet (C,Γ, f) ou` :
(i) C est l’espace de configuration des observables du syste`me,
(ii) Γ est l’espace des mouvements contenant les diffe´rents e´tats relativistes,
(iii) f : Γ× C → V de´finit l’e´quation d’e´volution f = 0,
ou` V est un espace vectoriel.
Chaque e´tat dans Γ de´termine, par l’e´quation d’e´volution, un mouvement γ du
syste`me. Signalons que ce mouvement n’est pas ne´cessairement unidimensionnel.
Le cas d’un mouvement de dimension supe´rieure a` 1 sera traite´ par les the´ories de
jauges que nous e´tudierons plus en de´tail dans notre second chapitre. En effet, un
e´tat invariant par transformation de jauge peut eˆtre interpre´te´ comme un ensemble
d’e´tats (l’ensemble des diffe´rents e´tats sous les diffe´rentes actions du groupe de
jauge) conduisant a` la meˆme pre´diction physique.
1.3 La Me´canique Quantique et le phe´nome`ne de quan-
tification canonique
Attaquons-nous maintenant a` la description des principes fondamentaux de la
Me´canique Quantique (QM pour Quantum Mechanics). D’une manie`re e´quivalente
6L’hypothe`se est faite ici que tout syste`me physique peut eˆtre de´crit par le formalisme des
mathe´matiques, hypothe`se en l’absence de laquelle il serait particulie`rement difficile de faire de la
physique...
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a` la section pre´ce´dente, nous ne rentrerons pas ici dans les de´tails de cette the´orie
et renverrons le lecteur inte´resse´ a` la litte´rature classique [7].
La re´volution apporte´e au monde physique par l’ave`nement de la Me´canique
Quantique vient de la notion entie`rement nouvelle de quantification. En QM, les
diffe´rents niveaux d’e´nergie ne sont plus continus mais apparaissent, a` une e´chelle
extreˆmement petite7, sous la forme de petits granule´s inse´cables appele´s quanta.
L’espace lui-meˆme est e´galement discre´tise´.
Un principe illustrant ce propos et relativement simple a` comprendre est le tre`s
ce´le`bre principe d’incertitude d’Heisenberg. Il stipule que dans toute tentative de
mesure de la position et de la quantite´ de mouvement d’une particule (remarquons
qu’en QM, toute onde posse`de e´galement une interpre´tation corpusculaire), le pro-
duit des incertitudes sur ces mesures ne peut descendre en dessous de la valeur h4π ,
i.e. :
∆r . ∆p ≥ ~
2
. (1.7)
De`s lors, une connaissance parfaite de la position d’une particule devient
utopique, dans le sens ou` celle-ci engendrerait une incertitude totale sur la vitesse
(ou la longueur d’onde dans le cas d’un photon) de cette particule. C’est pourquoi
nous pouvons imaginer l’espace comme e´tant quantifie´, vu que deux e´tats parti-
culie`rement proches se confondent en un seul.
Le formalisme de la QM est tout-a`-fait particulier. Il utilise des objets appele´s
fonctions d’onde dont seul le module au carre´ d’une certaine repre´sentation posse`de
une interpre´tation dans P. Ces fonctions sont de´finies a` partir d’un espace de
Hilbert H08 et contiennent l’ensemble de l’information physique et intrinse`que de
tout un syste`me, cette information e´tant ”extraite” par l’interme´diaire d’ope´rateurs
line´aires continus hermitiens appele´s observables9. En re´alite´, les diffe´rents e´tats
physiques possibles d’un syste`me sont les diffe´rents vecteurs propres des observables
(en particulier de l’observable Hamiltonien) et les diffe´rentes valeurs physiques
correspondantes sont les valeurs propres respectives.
Cependant, la Me´canique Quantique ne peut eˆtre de´crite correctement a` l’aide de
ce seul espace H0. A cette fin, il est ne´cessaire d’utiliser un triplet d’espaces vectoriels
norme´s, appele´ triplet de Gel’fand ou rigged Hilbert space :
S ⊂ H0 ⊂ S∗ (1.8)
7Cette e´chelle est construite a` partir de la valeur de la constante de Planck h qui vaut
6, 62618 × 10−34Js.
8H0 est ici employe´ en lieu et place de H afin de de´signer un espace de type non-relativiste. Il
en sera de meˆme pour Γ0.
9Une observable est un ope´rateur line´aire continu hermitien dont l’ensemble des vecteurs propres
forme une base de l’espace des e´tats.
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dans lequel S est un sous-espace nucle´aire et S∗ est la repre´sentation de son dual
alge´brique. Les e´le´ments de S seront appele´s bra et note´s < φ|, les e´le´ments de
S∗ seront appele´s ket et note´s |ψ >, ces espaces e´tant munis du produit interne
<φ|ψ>. Ce notation est appele´e notation de Dirac. Une explication de´taille´e peut
eˆtre trouve´e dans [8].
Les fonctions d’onde de la QM sont re´gies par l’e´quation d’e´volution connue sous
le nom d’e´quation de Schro¨dinger :
i~
d
dt
|ψ(t)> = Hˆ(t) |ψ(t)> (1.9)
ou` Hˆ est l’ope´rateur (observable) Hamiltonien.
Venons-en maintenant au principe de quantification canonique. C’est une
me´thode qui permet de quantifier tout type de syste`me canonique, et nous l’uti-
liserons au chapitre 4 dans le cadre du formalisme ADM, mais comme un bon
exemple vaut mieux qu’un long discours, nous allons ici l’illustrer dans le cadre de
la Me´canique Quantique.
Prenons un syste`me hamiltonien classique, avec un espace de phase Γ0 =
(
qi, pi
)
compose´ de paires canoniques et une fonction hamiltonienne H =
∑
piq˙
i − L.
Si nous munissons Γ0 d’une alge`bre de Poisson {f, g} =
∑ ∂f
∂q
∂g
∂p
− ∂f
∂p
∂g
∂q
(on dit
aussi d’une structure symplectique) donnant les relations :{
qi, qj
}
= 0, {pi, pj} = 0,
{
qi, pj
}
= δij , (1.10)
alors nous obtenons l’e´quation d’e´volution :
d
dt
f = {f ;H} (1.11)
pour toute fonction f de´finie sur l’espace de phase.
L’ide´e heuristique de la quantification canonique est de passer de l’espace de
phase Γ0 a` l’espace de Hilbert H0 en remplac¸ant chaque fonction10 de´finie sur Γ0
par une observable de´finie sur H0 et en remplac¸ant l’alge`bre de Poisson par l’alge`bre
de Lie des commutateurs.
En re´sume´ :
Γ0  H0
qi  rˆi
pi  pˆi
{ , }  − i
~
[ , ]
(1.12)
10Remarquons que les variables qi et pi sont elles-meˆmes des fonctions de´finies sur Γ0.
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le coefficient − i
~
e´tant ne´cessaire pour garantir le caracte`re hermitien.
Les e´quations (1.10) et (1.11) nous donnent alors les re´sultats bien connus :
[rˆi, rˆj] = 0, [pˆi, pˆj ] = 0, [rˆ
i, pˆj] = i~ δ
i
j , (1.13)
d
dt
A = − i
~
[A, Hˆ ], (1.14)
pour toute observable A de´finie sur l’espace de Hilbert.
1.4 Difficulte´s et de´finition de la Gravite´ Quantique
Une the´orie quantique de la gravite´ (QG Quantum Gravity) se doit de refle´ter
les diffe´rents concepts e´nonce´s au cours des deux dernie`res sections. Nous allons
voir cependant que l’unification n’est pas simple au vu des contradictions e´videntes
apparaissant entre les diffe´rents concepts.
Dans un premier temps, remarquons que la GR se base sur une mode´lisation
ge´ome´trique (varie´te´ diffe´rentiable) en de´finissant un champ de me´trique continu. Ce
type de mode´lisation est malheureusement incompatible avec l’ide´e de quantification
de l’espace et du temps. En effet, en QM, les champs sont pre´sents sous forme de
”granule´s” et la dynamique est de´crite par des comportements de types probabilistes.
Nous nous trouvons donc devant l’obligation de passer d’une mode´lisation de
type ge´ome´trique a` une mode´lisation de type alge´brique, l’avantage pre´sente´ par
cette dernie`re e´tant sa non-commutativite´11 . Les phe´nome`nes physiques ne sont plus
alors de´crits par des champs, mais bien par les proprie´te´s du spectre des ope´rateurs
quantiques.
Remarquons que, dans une telle mode´lisation, la continuite´ apparente de l’espace-
temps se re´ve`le eˆtre en fait une approximation a` grande e´chelle d’un espace quantifie´.
La seconde difficulte´ de l’unification de la GR avec la QM est donne´e par ce que
nous avons de´ja` de´crit comme e´tant une absence de trame de fond d’espace-temps,
ou background independence. Sous ce principe, la the´orie ne peut eˆtre de´crite par un
mode`le perturbatif, et doit conserver une invariance globale par diffe´omorphisme.
Mais ce principe de covariance pose un proble`me e´vident si nous conside´rons la
seule e´quation d’e´volution de la QM, l’e´quation de Schro¨dinger (1.9). En effet, celle-
ci ne´cessite l’isolement d’une variable particulie`re (temps) par rapport aux autres,
ce qui rend impossible toute invariance par diffe´omorphisme.
Il est donc ne´cessaire d’introduire dans notre the´orie des e´quations d’e´volution
ge´ne´ralement covariantes comme nous l’avons illustre´ a` la section 1.2.
11Certaines recherches sur le sujet des the´ories d’unifications sont e´galement effectue´es a` partir
de l’outil mathe´matique relativement re´cent de la ge´ome´trie non-commutative.
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Enfin, remarquons que, si la GR est une the´orie mathe´matiquement et physique-
ment bien fonde´e, la QM posse`de des proble`mes de fondement ainsi qu’un certain
manque de cohe´rence.
Par exemple, la` ou` la QM proˆne une quantification globale de l’espace et du
temps (remarquons qu’une quantification de l’espace induit indubitablement la
pre´sence d’une telle notion pour la dimension temporelle, conse´quence qui peut
notamment se ve´rifier dans la relation ∆E∆t ≥ ~2 ), celle-ci utilise de toute e´vidence
le principe de de´rivation d’une fonction d’onde par rapport au temps, de´rivation
devenant quelque peu caduque en pre´sence d’une variable discre`te quantifie´e.
Signalons pour finir que le simple fait d’exprimer une quantite´ observable α(t) en
fonction d’une variable temporelle continue est une hypothe`se particulie`rement forte.
Une telle expression suppose l’existence d’une quantite´ physique t qui en re´alite´ est
inobservable. La seule chose qui peut eˆtre re´ellement observe´e est la comparaison
de phe´nome`nes avec l’indication fournie par une horloge, comparaison qui ne peut
s’effectuer scientifiquement de fac¸on continue. Les seules mesures que nous sommes
capables de fournir sont une suite de valeurs en certains temps particuliers α(t1),
α(t2), α(t3),...
La the´orie de la Gravite´ Quantique a` Boucles (LQG Loop Quantum Gravity) ne
sera capable que de pre´dictions de ce type.
Nous pouvons maintenant e´noncer les principes de base de la Gravite´ Quantique
a` Boucles :
– La LQG est une tentative d’unification des the´ories de la Relativite´ Ge´ne´rale
et de la Me´canique Quantique.
– La QM peut eˆtre reformule´e afin d’eˆtre compatible avec le concept de
covariance ge´ne´ralise´e et est suppose´e correcte.
– Bien que les e´quations d’Einstein doivent eˆtre modifie´es a` de tre`s hautes
e´nergies, les principes de relativite´ ge´ne´rale de l’espace et du temps sont
suppose´s corrects.
– Les deux pre´ce´dentes hypothe`ses sont justifie´es par les extraordinaires succe`s
empiriques que ces deux the´ories ont connus, ainsi que par l’absence de
contre-exemple a` leur e´gard.
– La LQG est base´e sur le concept de background independence et conside`re que
la strate´gie de se´paration (1.2) est inapproprie´e.
– Il n’y a pas de raison de penser que la LQG est une tentative d’unification
des quatre interactions fondamentales : gravitation, e´lectromagne´tisme,
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interactions nucle´aires forte et faible.
– La LQG se base sur un espace-temps a` quatre dimensions uniquement et ne
ne´cessite aucun ajout de dimensions supple´mentaires ni aucun artifice de type
supersyme´trie.
Un bon re´sume´ de la de´finition de la LQG est donne´ par Thiemann dans [9].
Nous reformulons ici ses propos :
La Gravite´ Quantique a` Boucle (LQG) est une tentative
de construction d’une The´orie Quantique des Champs a`
quatre dimensions base´e sur des fondements mathe´matiques
rigoureux qui soit non-perturbative et sans pre´sence de
trame de fond (background independent).
Elle ne posse`de aucune structure additionnelle non-ve´rifie´e
expe´rimentalement et tente d’unifier les principes fondamentaux
de Covariance Ge´ne´ralise´e et de Quantification.
1.5 Cordes ou boucles ?
La Gravite´ Quantique n’est pas la seule tentative actuelle d’unification de la
GR et de la QM. Une autre the´orie, le´ge`rement plus ancienne, est nettement plus
re´pandue. Il s’agit de la The´orie des Cordes (ST String Theory).
La de´bat entre ces deux the´ories est tout a` fait d’actualite´. Une confe´rence sur
le sujet, intitule´e Strings Meet Loops, a notamment eu lieu en 2003 a` Postdam,
re´unissant des acteurs parmi les plus grands de ces deux the´ories. Un re´sume´ de
cette confe´rence peut eˆtre trouve´ dans [10].
De´crivons un peu cette fameuse The´orie des Cordes. L’hypothe`se majeure de la
ST est la supposition de l’existence de cordes, uni ou multidimensionnelles, e´tant a`
l’origine de tout e´le´ment de l’univers (matie`re ou e´nergie). Les diffe´rents modes de
vibrations de ces cordes repre´sentent les diffe´rentes particules de l’univers ainsi que
leur diffe´rents e´tats.
La The´orie des Cordes a connu un de´veloppement conside´rable au sein de ces
dernie`re anne´es, la majorite´ des scientifiques la conside´rant comme la meilleure ten-
tative actuelle d’unification des interactions fondamentales. Le succe`s de cette the´orie
vient suˆrement de sa beaute´ et de sa simplicite´ (du moins au niveau du concept),
malgre´ les difficulte´s encourues et l’absence totale de preuves empiriques.
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En re´alite´, nous ne devons pas parler de la The´orie des Cordes, mais bien des
The´ories des Cordes, car il en existe cinq versions diffe´rentes, augmente´es d’une
sixie`me, la The´orie M dont le but est de rassembler les cinq premie`res.
Attaquons-nous maintenant a` la comparaison de nos deux the´ories. La diffe´rence
majeure vient du fait qu’il y a probablement dix fois plus de chercheurs travaillant
actuellement sur la The´orie des Cordes que de chercheurs travaillant sur la Gra-
vite´ Quantique. Et cette diffe´rence a peu de chances de diminuer, ceux-ci ayant de
grandes difficulte´s a` obtenir des sources de financement pour travailler sur la Gravite´
Quantique vu l’engouement actuel pour les cordes.
Carlo Rovelli pre´sente dans [11] un dialogue entre un e´le`ve de´couvrant la LQG
et son professeur essayant a` tout prix de le dissuader de travailler sur celle-ci. Cette
discussion pre´sente bien la ”peur” actuelle de se lancer dans la recherche d’une the´orie
alternative ainsi que le confort de travailler dans une the´orie de´ja` bien de´veloppe´e.
Mais quel est l’inte´reˆt justement d’e´tudier des possibilite´s alternatives ? Simple-
ment le fait qu’il n’existe pas, jusqu’a` ce jour, de preuve empirique a` la The´orie
des Cordes et que celle-ci ne repre´sente qu’une seule the´orie possible parmi tant
d’autres, jolie peut-eˆtre mais seulement particulie`re.
Il est important d’insister sur le fait que, malgre´ que ces deux the´ories soient
sans cesse compare´es, leurs buts sont en re´alite´ comple`tement diffe´rents. La The´orie
des Cordes se pre´sente comme une the´orie du tout, cense´e unifier l’ensemble des
quatre interactions fondamentales, tandis que la Gravite´ Quantique ne posse`de
comme seule ambition que l’unification de la GR et de la QM. De plus, la` ou` la
premie`re propose une hypothe`se a` l’origine de la pre´sence de matie`re dans l’univers,
la seconde se contente de de´crire uniquement des champs d’interactions.
Venons-en maintenant aux diffe´rences techniques existant entre les deux the´ories.
Nous avons pre´sente´ la QG comme e´tant non-perturbative et ne ne´cessitant pas
l’ajout de nouveaux principes physiques. Au contraire, la ST se base sur une me´thode
de perturbation, reniant le principe de covariance d’Einstein, et introduit une foule
de nouveaux e´le´ments physiques non de´tecte´s expe´rimentalement, comme l’augmen-
tation du nombre de dimensions (10 voir 11 pour la The´orie M), la notion de super-
syme´trie (afin d’e´liminer les nombreux cas d’infini pre´sents dans la the´orie) ou des
particules exotiques (non pre´dites par le mode`le standard).
Ce sont ces nombreux ”ajouts” et la violation du concept de background inde-
pendence qui ont pousse´ certains chercheurs a` trouver de nouvelles voies vers l’uni-
fication. De plus, les pre´dictions de la ST sont particulie`rement nombreuses, allant
meˆme jusqu’a` pre´dire 10200 e´tats du vide diffe´rents pouvant correspondre a` autant
d’univers diffe´rents posse´dant leurs propres lois et leurs propres constantes !
Si nous voulions comparer ces deux the´ories a` l’aide des outils mathe´matiques
de la se´mantique des mode`les, nous dirions que la The´orie des Cordes est un mode`le
complet mais incohe´rent, tandis que la Gravite´ Quantique est un mode`le cohe´rent
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mais incomplet.
En re´alite´, la The´orie des Cordes est une the´orie construite a` partir de l’ensemble
des the´ories modernes de la physique ayant fait leurs preuves (GR, QFT, mode`le stan-
dard) qui ont e´te´ me´lange´es dans une sorte de ”soupe” afin de sortir un formalisme
avec des bases mathe´matiques non-rigides mais reproduisant l’ensemble des re´sultats
(et meˆme plus) obtenus a` l’aide des pre´ce´dentes the´ories. Au contraire, la Gravite´
Quantique s’est base´e sur la recherche d’un nouveau formalisme mathe´matique bien
fonde´ reprenant les concepts fondamentaux de la GR et de la QM.
Cette diffe´rence repre´sente en fait une grande proble´matique de la recherche en
physique the´orique, a` savoir s’il vaut mieux partir de re´sultats de´ja` convaincants
pour aboutir rapidement a` quelque chose de nouveau a` fort potentiel, ou s’il vaut
mieux partir de bases tout-a`-fait diffe´rentes en espe´rant arriver a` plus long terme a`
quelque chose de valable. Il va de soi que c’est la premie`re solution qui est la plus
prise´e des chercheurs, et ce principalement par souci lucratif.
Les deux the´ories sont donc amene´es a` e´voluer simultane´ment et a` des vitesses
diffe´rentes. Pour terminer, signalons que, actuellement, l’un des plus grands re´sultats
de la The´orie des Cordes est l’e´tablissement formel de la formule de Bekenstein-
Hawking de l’entropie de certains trous noirs, ce qui est e´galement l’un des deux
re´sultats obtenus jusqu’ici par la the´orie de la Gravite´ Quantique a` Boucles. Il y a
donc une certaine e´galite´.
Chapitre 2
Les Outils de la Gravite´
Quantique a` Boucles
Dans ce chapitre, nous allons exposer diffe´rentes the´ories mathe´matiques qui
seront ne´cessaires a` la bonne compre´hension du reste de cet ouvrage.
Ces the´ories seront pre´sente´es sous diverses sections, et ce afin de conduire
directement le lecteur vers les parties qui lui sont plus me´connues. Les e´le´ments
pre´sente´s resteront tre`s basiques car, vu le panel d’outils que nous devons parcourir,
il paraˆıt impensable d’effectuer un cours complet sur chacun d’eux.
Il existe une tre`s grande quantite´ d’ouvrages de re´fe´rence en la matie`re. Nous
en garderons trois : [12] pour la ge´ome´trie diffe´rentielle ordinaire, [13] pour les
groupes et alge`bres de Lie ainsi que [14] pour la the´orie des espaces fibre´s. Cette
classification n’est qu’indicatrice car ces ouvrages se recoupent pour la plupart des
e´le´ments expose´s.
2.1 Introduction a` la ge´ome´trie diffe´rentielle
Nous reprenons ici quelques de´finitions usuelles de la ge´ome´trie diffe´rentielle.
De´finition 1. Une varie´te´ diffe´rentiable de dimension n est un espace topologique
M e´quipe´ d’un ensemble de cartes bicontinues ϕα : Uα → Rn appele´ atlas tel que
{Uα} est un recouvrement d’ouverts de M , et tel que pour tout α, β, la fonction
de transition ϕαβ = ϕα ◦ ϕ−1β est diffe´rentiable1.
De´finition 2. Un vecteur tangent en un point p ∈ M est une application
1Nous conside´rerons pour plus de simplicite´ C∞-diffe´rentiable
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vp : C
∞(M)→ R telle que :
vp(f + g) = vp(f) + vp(g)
vp(αf) = αvp(f), α ∈ R
vp(fg) = vp(f)g(p) + f(p)vp(g).
(2.1)
Si M est munie d’un repe`re local de coordonne´es {xi}i∈n, il est usuel de
conside´rer la base naturelle des de´rive´es partielles
{
∂
∂xi
}
i∈n
comme base de
l’ensemble des vecteurs tangents en un point, et de repe´rer ces derniers par leurs
simples coordonne´es contravariantes vi dans cette base : v = vi ∂
∂xi
.
Signalons que dans notre dernie`re formule, nous avons utilise´ la convention
traditionnelle de sommation sur les indices re´pe´te´s (appele´s indices muets), i.e.
vi ∂
∂xi
=
∑n
i=1 v
i ∂
∂xi
. Cette convention sera pre´serve´e durant la majeure partie de cet
ouvrage.
De´finition 3. L’ensemble des vecteurs tangents en un point p ∈ M est appele´
espace tangent et est note´ Tp(M). Cet espace est un espace vectoriel.
De´finition 4. Un vecteur cotangent (parfois appele´ covecteur) en un point p ∈M
est une application line´aire wp : Tp(M)→ R.
La base naturelle usuelle est celle des 1-formes diffe´rentielles (base duale des
de´rive´es partielles), les covecteurs e´tant repe´re´s par leurs coordone´es covariantes wi :
w = widx
i.
De´finition 5. L’ensemble des vecteurs cotangents en un point p ∈ M est appele´
espace cotangent et est note´ T ∗p (M). Cet espace est un espace vectoriel.
Il arrive couramment de devoir comparer plusieurs varie´te´s diffe´rentiables, voire
plusieurs fac¸ons de coordonner une varie´te´ diffe´rentiable. Intervient ici la notion de´ja`
rencontre´e de diffe´omorphisme.
De´finition 6. Une application de M dans N , ou` M et N sont deux varie´te´s
diffe´rentiables, qui est diffe´rentiable, bijective et dont l’inverse est e´galement
diffe´rentiable est un diffe´omorphisme.
Signalons qu’il existe deux types de diffe´omorphismes : les diffe´omorphismes
actifs, lorsque M est diffe´rent de N et qui engendrent un ve´ritable changement de
ge´ome´trie, et les diffe´omorphismes passifs, lorsque M e´gale N et qui ne constituent
seulement que de simples changements de coordonne´es.
La notion de diffe´omorphisme s’e´tend e´galement aux espaces tangent et cotan-
gent.
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De´finition 7. Soit φ un diffe´omorphisme deM dans N et f : N → R, alors il existe
une seule fonction φ∗f : M → R telle que φ∗f = f ◦ φ. Cette fonction est appele´e
pullback de f par φ.
De´finition 8. Soit φ un diffe´omorphisme de M dans N , f : N → R et v ∈ Tp(M),
alors il existe un seul vecteur φ∗v ∈ Tφ(p)(N) tel que (φ∗v)(f) = v(φ∗f). Ce vecteur
est appele´ pushforward de v par φ.
Les notions de pullback et de pushforward ne sont pas re´serve´es aux fonctions
et aux vecteurs tangents. Plus ge´ne´ralement, toute application contravariante
posse`dera un pullback et toute application covariante un pushforward. Ainsi, les
espaces cotangents seront transforme´s a` l’aide d’un pullback2.
Nous avons introduit la notion de vecteur et de covecteur, mais celle-ci peut
s’e´tendre a` une classe d’objets beaucoup plus ge´ne´rale : les tenseurs.
De´finition 9. Un tenseur (r,s) en un point p ∈M est une application multiline´aire :
T ∈
(⊗
r
Tp(M)
)
⊗
(⊗
s
T ∗p (M)
)
.
Un tenseur sera souvent de´fini par ses coordonne´es :
T = T µ1...µrν1...νs
∂
∂xµ1
⊗ ...⊗ ∂
∂xµr
⊗ dxν1 ⊗ ...⊗ dxνs ,
et l’application d’un tenseur donnera en terme de coordonne´es :
T (v1, ..., vs, w1, ..., wr) = T
µ1...µr
ν1...νs
v1
ν1...vs
νsw1µ1 ...wrµr .
De´finition 10. Un champ de vecteur surM est une application attribuant a` tout
point p de M un vecteur en p, i.e. M → ⋃p∈M Tp(M) : p vp ∈ Tp(M).
De meˆme, un champ de tenseur sur M est une application attribuant a` tout p de
M un tenseur en p.
Il est a` noter que lorsque nous parlerons de tenseur, nous sous-entendrons la
plupart du temps un champ de tenseur de´fini sur la varie´te´, mais par souci de clarte´,
nous conside´rerons tacitement celui-ci en un point particulier et e´luderons l’indice p
d’appartenance a` un espace tangent ou cotangent particulier. L’ide´e est simplement
que la ge´ome´trie diffe´rentielle permet une e´tude locale des varie´te´s, la plupart des
re´sultats n’e´tant valables que dans un certain voisinage d’un point particulier.
2Nous voulons attirer ici l’attention sur le fait que les vecteurs tangents sont des applications
covariantes et les vecteurs cotangents des applications contravariantes. Ce sont leurs coordonne´es
qui sont respectivement contravariantes et covariantes. Confusion est souvent faite entre les e´le´ments
eux-meˆme et leurs coordonne´es dans une base.
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Une proprie´te´ inte´ressante des tenseurs est le phe´nome`ne de contraction. Il inter-
vient lorsque deux indices, l’un covariant et l’autre contravariant, sont identiques. Ce
qui re´sulte de l’ope´ration n’est autre que la trace de l’ope´rateur le long des dimensions
concerne´es :
T σµ = T
νσ
µν .
Nous allons maintenant introduire un tenseur particulier :
De´finition 11. Le tenseur de me´trique gµν est un tenseur syme´trique et non
de´ge´ne´re´3 de´finissant le produit scalaire de deux vecteurs de Tp(M).
De´finition 12. Le tenseur de me´trique inverse gµν est de´fini en fonction du
tenseur de me´trique gµν par g
µνgνρ = δ
µ
ρ et de´finit un produit scalaire dans l’espace
cotangent.
De´finition 13. La signature p − q d’une me´trique gµν est le nombre de valeurs
propres positives p de gµν moins le nombre de valeurs ne´gatives q.
Pour une varie´te´ de dimension n, une me´trique de signature n sera dite Rieman-
nienne (et la varie´te´ ainsi munie de sa me´trique sera appele´e varie´te´ Riemannienne),
tandis qu’une me´trique de signature infe´rieure a` n sera dite semi-Riemannienne.
Un cas particulier est donne´ par une me´trique de signature n− 2 = (n − 1) − 1
(une seule valeur propre ne´gative) qui porte le nom de me´trique Lorentzienne.
Cette me´trique est celle de la Relativite´ Ge´ne´rale.
Le de´terminant d’une me´trique gµν sera habituellement note´ det(g).
Signalons que l’on parle e´galement de signature s d’une varie´te´ pour de´signer,
non pas la diffe´rence des valeurs propres, mais bien le signe du de´terminant de la
me´trique. Dans ce cas, s peut donc prendre les valeurs +1 ou −1 suivant que la
me´trique est de type Riemennienne ou Lorentzienne.
Outre le fait de de´finir un produit scalaire, le tenseur de me´trique (et son inverse)
peut e´galement servir a` ”e´lever” ou ”rabaisser” des indices, par exemple :
T σµ = gµνT
νσ.
Lorsque, par la suite, nous nous permettrons de changer arbitrairement les
indices de position, il ne faudra pas oublier que ce proce´de´ se fera par l’interme´diaire
de la me´trique. Mais par souci de clarte´ et de concision des formules, nous ne
recopierons pas ce proce´de´.
3Il faut entendre par syme´trique et non de´ge´ne´re´ que la matrice des composantes {gµν}µν est
syme´trique et non singulie`re.
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2.2 Groupes et alge`bres de Lie
La notion de groupe de Lie - et d’alge`bre de Lie - est une notion mathe´matique
particulie`rement importante au sein de la physique actuelle. C’est elle qui permet,
notamment, d’unifier trois des quatre interactions fondamentales.
De´finition 14. Un groupe de Lie est une varie´te´ diffe´rentiable G munie d’une
structure de groupe dont les ope´rations sont diffe´rentiables, i.e. il existe une ope´ration
binaire diffe´rentiable · : G × G → G, dite ope´ration produit, une ope´ration inverse
−1 : G→ G e´galement diffe´rentiable, ainsi qu’un e´le´ment spe´cifique 1G appele´ unite´,
tels que :
(g · h) · k = g · (h · k) ∀g, h, k ∈ G
g · 1G = 1G · g = g ∀g ∈ G
g · g−1 = g−1 · g = 1G ∀g ∈ G.
(2.2)
L’ope´ration produit g · h est souvent note´e gh.
Les groupes de Lie les plus importants sont les suivants :
– GL(n,R) est le groupe de toutes les matrices re´elles n× n inversibles,
– GL(n,C) est le groupe de toutes les matrices complexes n× n inversibles,
– SL(n,R) est le groupe de toutes les matrices re´elles n × n inversibles de
de´terminant 1,
– SL(n,C) est le groupe de toutes les matrices complexes n × n inversibles de
de´terminant 1,
– O(n) est le groupe de toutes les matrices re´elles n×n inversibles orthogonales,
– SO(n) est le groupe de toutes les matrices re´elles n×n inversibles orthogonales
de de´terminant 1,
– U(n) est le groupe de toutes les matrices complexes n×n inversibles unitaires,
– SU(n) est le groupe de toutes les matrices complexes n×n inversibles unitaires
de de´terminant 1.
En physique, on rencontrera le plus souvent les groupes SO(3) (qui est iso-
morphe a` U(1)), SU(2) et SU(3), car ils caracte´risent respectivement la force
e´lectromagne´tique, la force d’interaction faible et la force d’interaction forte.
Les groupes de Lie servent la plupart du temps a` de´crire une syme´trie. Pour
cela, ils doivent ”intervenir” sur un autre espace E pour lequel la syme´trie doit eˆtre
de´crite. Le plus souvent, E sera un espace vectoriel ou une varie´te´. Nous avons la
de´finition suivante :
De´finition 15. Un groupe G ope`re a` gauche (resp. a` droite) sur un ensemble E
s’il existe un homomorphisme4 ρ envoyant G dans l’ensemble des bijections5 de E
4ρ est un homomorphisme si ∀g, h, ρ(gh) = ρ(g)ρ(h).
5Dans le cas ou` E est un espace vectoriel, nous parlerons de l’ensemble des automorphismes, i.e.
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dans E tel que y = ρ(g)x (resp. y = x ρ(g)) est l’image de x par l’action de l’e´le´ment
g. Un homomorphisme ρ particulier est appele´ une repre´sentation du groupe G
sur E.
Remarquons que si ρ est une repre´sentation sur E, et que E′ ⊂ E est un sous-
ensemble invariant, i.e. ∀x ∈ E′, ρ(g)x ∈ E′ ∀g ∈ G, alors nous pouvons de´finir une
repre´sentation ρ′ de G sur E′ par ρ′(g)x = ρ(g)x ∀x ∈ E′. Une telle repre´sentation
est appele´e une sous-repre´sentation de ρ.
De´finition 16. Une repre´sentation ρ d’un groupe G sur un espace vectoriel V est
dite irre´ductible si les seuls sous-espaces invariants sont {0V } et V .
La the´orie de la repre´sentation est un e´le´ment tre`s important de la the´orie des
groupes, bien qu’elle soit souvent ignore´e par les physiciens qui ont tendance a` noter
abusivement y = g x l’action d’un e´le´ment g sur x.
Venons-en maintenant a` la notion d’alge`bre de Lie.
De´finition 17. Une alge`bre de Lie est un espace vectoriel g muni d’une ope´ration
binaire [·, ·] : g× g→ g et respectant les conditions suivantes :
[v,w] = −[w, v] ∀v,w ∈ g
[u, αv + βw] = α[u, v] + β[u,w] ∀u, v,w ∈ g et ∀α, β scalaires
[u, [v,w]] + [v, [w, u]] + [w, [u, v]] = 0 ∀u, v,w ∈ g.
(2.3)
La dernie`re e´quation est connue sous le nom d’identite´ de Jacobi.
Nous avons de´ja` rencontre´ deux exemples particuliers d’alge`bre de Lie. Il s’agit
de l’alge`bre de Lie des commutateurs [A,B] = AB − BA, qui peut eˆtre de´finie sur
toute alge`bre, i.e. sur tout espace vectoriel muni d’une ope´ration de multiplication
interne, et l’alge`bre dite de Poisson {·, ·} devant respecter la re`gle de Leibniz
{a, bc} = {a, b} c+ b {a, c}.
Dans le cas ou` une alge`bre de Lie g est de dimension finie n et est munie d’une base
{Xa}a∈n, sa structure est comple`tement de´termine´e par la donne´e de coefficients :
[Xa,Xb] = T
c
abXc. (2.4)
De´finition 18. Les coefficients T cab sont appele´s constantes de structure de
l’alge`bre g.
Il existe une relation simple entre la notion de groupe de Lie et la notion d’alge`bre
de Lie.
Vu qu’un groupe de Lie G est une varie´te´ diffe´rentiable, nous pouvons conside´rer
son espace tangent en un point particulier, par exemple en son unite´ 1G. De plus,
de l’ensemble des applications line´aires bijectives (c’est-a`-dire des matrices inversibles).
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l’application lg : G→ G : h gh de multiplication a` gauche est un diffe´omorphisme.
En conse´quence, pour tout X ∈ T1G(G), nous pouvons conside´rer le pushforward
g∗X = (tg))∗X ∈ Tg(G) (cf. section 2.1).
De´finition 19. Un champ de vecteur X(h) est dit invariant a` gauche si et seule-
ment si g∗X(h) = X(gh), ce qui est e´quivalent a` g∗X(1G) = X(g).
Il est aise´ de ve´rifier que l’espace des champs de vecteur invariants a` gauche
posse`de une structure d’alge`bre de Lie, si nous le munissons de l’ope´ration de
commutation. Nous pouvons donc de´finir l’alge`bre de Lie g associe´e au groupe de
Lie G comme e´tant cet espace particulier.
Signalons que g peut eˆtre identifie´, a` l’aide d’un diffe´omorphisme, a` l’espace
tangent a` G au point 1G, et qu’il existe une application simple entre un groupe de
Lie et son alge`bre associe´e :
De´finition 20. Lemapping exponentiel est l’application exp : g→ G de´termine´e
de fac¸on unique par :
exp(0g) = 1G
exp(x) exp(y) = exp(x+ y) ∀x, y ∈ g
d
dt
exp(tx)|t=0 = x ∀x ∈ g.
(2.5)
Cette application est un diffe´omorphisme dans un certain voisinage du neutre 0g
de l’alge`bre de Lie. Malheureusement, ce caracte`re ne peut eˆtre garanti en dehors de
ce voisinage.
Ne´anmoins, il est usuel de conside´rer en physique l’alge`bre le Lie associe´e a` un
groupe de Lie comme e´tant son espace tangent a` l’unite´, ainsi que le fait qu’il est
possible de ”recre´er” le groupe de Lie par ”exponentiation” de l’alge`bre de Lie. Il
convient cependant d’eˆtre prudent car, en raison de la non globalite´ de l’application
exponentielle, ce proce´de´ est plus intuitif que mathe´matiquement bien fonde´.
De part la construction cite´e, nous voyons que tout groupe de Lie posse`de son
alge`bre associe´e, mais que celle-ci n’est pas ne´cessairement unique. Deux groupes de
Lie non-isomorphes peuvent posse´der la meˆme alge`bre. En voici un exemple qui se
re´ve´lera tre`s important par la suite.
De´finition 21. Les matrices
σ1 =
(
0 1
1 0
)
, σ2
(
0 −i
i 0
)
, σ3
(
1 0
0 −1
)
(2.6)
sont appele´es matrices de Pauli.
2. Les Outils de la Gravite´ Quantique a` Boucles 21
De´finissons Xj = − i2σj , alors on peut montrer que {X1,X2,X3} constitue une
base de su(2), l’alge`bre de Lie associe´e au groupe SU(2). Un calcul des constantes
de structure donne :
[Xi,Xj ] = ǫijkXk, (2.7)
avec ǫijk le tenseur totalement antisyme´trique ǫijk = δ
1
[iδ
2
j δ
3
k], ou` [ ] de´note l’anti-
syme´trisation.
De´finissons maintenant
X1 =

 0 0 00 0 1
0 −1 0

 , X2 =

 0 0 10 0 0
−1 0 0

 , X3 =

 0 1 0−1 0 0
0 0 0

 , (2.8)
alors {X1,X2,X3} constitue une base de so(3), l’alge`bre de Lie associe´e au groupe
SO(3), avec [Xi,Xj ] = ǫijkXk comme constantes de structure.
Nous voyons donc que les alge`bres su(2) et so(3) sont isomorphes. Elles appar-
tiennent a` la meˆme classe d’e´quivalence, et sont dans ce cas conside´re´es comme
identiques pour raison de facilite´.
Qu’en est-il maintenant des groupes de Lie SO(3) et SU(2) ? Nous ne reproduirons
pas les calculs ici, mais il est possible de montrer que SU(2) constitue exactement
un double recouvrement de SO(3). En re´alite´, il existe un isomorphisme de SO(3)
dans l’espace quotient SU(2)/Z2.
Nous sommes donc en pre´sence de deux groupes de Lie diffe´rents, mais dont
les structures sont si semblables, a` un recouvrement pre`s, que leurs alge`bres de Lie
associe´es co¨ıncident.
Vu l’inte´reˆt des groupes SO(3) et SU(2) pour la physique, il peut paraˆıtre
e´vident que l’e´tude du groupe SU(2) soit privile´gie´e, car celui-ci contient toute
l’information ne´cessaire sur le groupe SO(3). De plus, vu que les alge`bres de Lie
associe´es co¨ıncident, il n’y a aucun inconve´nient a` remplacer l’alge`bre so(3) par
l’alge`bre su(2), comme nous le ferons par la suite dans cet ouvrage.
2.3 Espaces fibre´s
De´finition 22. Un espace fibre´ (ou tout simplement un fibre´) est la donne´e :
– d’une varie´te´ diffe´rentiable E appele´e espace total,
– d’une varie´te´ diffe´rentiable M appele´e espace de base,
– d’une surjection π : E →M appele´e projection.
Pour tout p ∈M , l’espace Fp = {q ∈ E : π(q) = p} est appele´ fibre associe´e a` p,
d’ou` le nom d’espace fibre´.
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De´finition 23. Un espace fibre´ localement trivial de fibre type F , ou` F est
une varie´te´ diffe´rentiable, est un fibre´ tel que pour tout p ∈M , il existe un voisinage
Up de p et un isomorphisme, appele´ trivialisation locale, φ : E|Up → Up × F tels
que φ(Fp) = {p} × F .
Tous les fibre´s que nous conside´rerons seront des fibre´s localement triviaux.
De´finition 24. Un fibre´ principal est un fibre´ localement trivial de fibre type G
tel que G est un groupe de Lie ope´rant a` droite sur chacune des fibres Fp de fac¸on
transitive.
De´finition 25. Un fibre´ vectoriel est un fibre´ localement trivial de fibre type V
tel que V est un espace vectoriel de dimension n.
Les fibre´s vectoriels les plus courants sont les fibre´s tangents - dont la fibre Fp
en un point p est l’espace tangent Tp(M) - et les fibre´s cotangents - dont la fibre
Fp en un point p est l’espace cotangent T
∗
p (M).
L’ide´e ge´ne´rale de ces espaces fibre´s est de fournir une base de comparaison des
espaces tangents (cotangents) en diffe´rents points d’une varie´te´. Cela peut s’effectuer
a` l’aide de la the´orie des groupes (et c’est la` que la section pre´ce´dente entre en action)
et de fonctions dites de transition.
De´finition 26. Un fibre´ vectoriel (P,M, π) de fibre type V est dit associe´ a` un
fibre´ principal sur M de fibre type G, ou` G est un groupe de Lie, s’il existe une
repre´sentation ρ de G sur V telle que G ope`re a` gauche sur V par l’interme´diaire de
cette repre´sentation.
Un tel fibre´ sera appele´ fibre´ associe´ a` P via l’action de G sur V , et son espace
total sera note´ E = P ×ρ V .
De´finition 27. Soit (E,M, π) un fibre´ associe´ de fibre type V et de groupe G,
{Uα} un recouvrement d’ouverts de M et ρ un repre´sentation de G sur V , alors
nous pouvons de´finir les fonctions de transition tαβ : Uα ∩ Uβ → G telles que
∀p ∈ Uα ∩ Uβ, les points (p, v) ∈ Uα × V et (p, v′) ∈ Uβ × V de E soient identiques
si et seulement si v = ρ(tαβ(p)) v
′.
Ces fonctions permettent de fac¸on image´e de ”recoller” les diffe´rents petits
fibre´s triviaux Uα × V entre eux, et donc nous permettent de ”passer” d’un espace
tangent a` un autre. Elles peuvent e´galement de´finir a` elles seules un fibre´ vectoriel a`
condition de respecter la re`gle triviale tαα = 1 ainsi que la condition dite de cocycle
tαβ tβγ tγα = 1.
Nous pouvons maintenant de´finir la notion de transformation de jauge. L’ide´e
intuitive est de remplacer l’e´le´ment g ∈ G agissant sur V , et identique pour tout p,
par une transformation locale g : M → G.
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De´finition 28. Une transformation (locale) de jauge (ou plus sympathiquement
un automorphisme vertical) est un endomorphisme T : E → E tel que ∀p ∈ M, Fp
est stable sous l’action de T , et tel qu’il existe une fonction g, ge´ne´ralement smooth,
de´finie sur M telle que ∀p ∈M , g(p) ∈ G et T : (p, v) (p, ρ(g(p)) v).
L’ensemble des transformations de jauge (pour un groupe initial G donne´) est
un groupe note´ G.
Il est a` noter que dans un souci de clarte´ des expressions, nous suivrons l’abus de
langage classique qui consiste a` noter gs le re´sultat d’une transformation de jauge
g ∈ G sur s, et ce en faisant abstraction de la repre´sentation ne´cessaire a` cette action.
De´finition 29. Un concept (qui peut eˆtre un espace, une e´quation, une proprie´te´,
etc...) est dit invariant sous transformation de jauge si, lorsque celui-ci est
ve´rifie´ pour s, il l’est e´galement pour gs pour tout g ∈ G.
Rappelons-nous la notion de champ de vecteur, ou de champ de covecteur. Le
formalisme des fibre´s permet de rede´finir cette notion de fac¸on e´le´gante.
De´finition 30. Une section de fibre´ est une fonction s : M → E telle que
∀p ∈M, s(p) ∈ Fp.
De part cette de´finition, si (E,M, π) est un fibre´ tangent, alors une section de
(E,M, π) est un champ de vecteur sur M . De meˆme, si (E,M, π) est un fibre´ cotan-
gent, alors toute section sera un champ de covecteur surM . Il est e´galement possible
de de´finir un fibre´ dont la fibre type serait un espace tensoriel afin de de´finir tout
champ de tenseur comme une section de fibre´.
Nous noterons Γ(E) l’ensemble des sections d’un fibre´ (E,M, π).
Nous allons maintenant introduire la notion importante de champ de repe`re.
De´finition 31. Un champ de repe`re est une application e : Γ(Up × F )→ Γ(E),
de´finie pour tout point p ∈M . Son expression en termes de coordonne´es est donne´e
par e(ξI) = e
α
I ∂α, ou` α est un indice de l’espace tangent a` M et I est un indice
interne relatif a` une base de section {ξI} du fibre´ trivial Up × F .
En re´alite´, une telle application permet d’envoyer la base standard {ξI} de la
fibre type sur une base de l’espace tangent en un point p, d’ou` son nom de champ
de repe`re. Dans le cas d’un espace tangent a` 3 dimensions, un champ de repe`re sera
appele´ champ de triade, et a` 4 dimensions un champ de te´trade.
De´finition 32. Un champ de cotriade (resp. champ de cote´trade) eIα est
l’application inverse d’un champ de triade (resp. te´trade).
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2.4 Connexions et holonomies
Nous arrivons maintenant a` la notion principale ne´cessaire a` la bonne
compre´hension de la Gravite´ Quantique a` Boucles. Il s’agit de la notion de connexion.
De´finition 33. Soit (E,M, π) un fibre´ vectoriel. Une connexion D sur M est une
application qui a` tout champ de vecteur v surM associe une application Dv : Γ(E)→
Γ(E) telle que :
Dv(αs) = αDvs
Dv(s+ t) = Dvs+Dvt
Dv(fs) = v(f)s+ fDvs
Dv+ws = Dvs+Dws
Dfvs = fDvs
(2.9)
pour tout v,w champ de vecteur sur M , s, t ∈ Γ(E), f ∈ C∞(M) et α scalaire.
De´finition 34. Soit v un champ de vecteur sur M et s une section de E, alors Dvs
est appele´ de´rive´e covariante de s dans la direction v.
Les connexions sont bien souvent de´finies, non pas par leur de´rive´e covariante,
mais bien par un artifice appele´ potentiel vecteur.
De´finition 35. Le potentiel vecteur est l’ensemble des composantes Aiµj , ou` µ
est un indice de l’espace tangent a` M et i, j sont des indices internes relatifs a` une
base {ei} de Γ(E), telles que :
Dµej = D∂µej = A
i
µjei. (2.10)
On ve´rifie aise´ment la relation suivante :
Dvs = D(vµ∂µ)s
iei = v
µ
(
∂µs
i +Aiµjs
j
)
ei, (2.11)
ce qui conduit a` la formule bien connue :
(Dµs)
i = ∂µs
i +Aiµjs
j. (2.12)
Signalons que, par abus de langage, la formule (2.12) est souvent e´crite :
Dµs
i = ∂µs
i +Aiµjs
j. (2.13)
Un autre abus de langage, qu’il convient absolument de pre´ciser, est donne´ par
le terme de connexion lui-meˆme. En effet, les physiciens ont pour habitude d’utiliser
le terme de connexion, non pas pour l’application Dµ, mais pour le potentiel vecteur
Aµ.
Nous conserverons cette ”appellation double”, et ce dans un souci de correspon-
dance avec la litte´rature. Afin de clarifier les choses, nous re´serverons les symboles
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D,∇ a` la ve´ritable connexion, tandis que les symboles A,K,Γ seront utilise´s pour
de´signer un potentiel vecteur.
Pour toute connexion, nous pouvons de´finir l’application de Γ(E) dans Γ(E)
suivante :
De´finition 36. L’ope´rateur de courbure F (v,w) : Γ(E) → Γ(E) est de´fini pour
tout champ de vecteur v,w et pour toute section s par :
F (v,w)s = DvDws−DwDvs−D[v,w]s, (2.14)
ou` [v,w] = vw − wv est l’alge`bre de Lie des commutateurs.
La formule (2.14) peut s’e´crire e´galement en fonction du potentiel vecteur sous
une forme tensorielle :
F jµνi = ∂µA
j
νi − ∂νAjµi +AjµkAkνi −AjνkAkµi. (2.15)
Venons-en maintenant a` certaines connexions particulie`res. Conside´rons pour cela
que nous avons affaire a` un fibre´ tangent (i.e. l’ensemble des champs de vecteur et
l’ensemble des sections co¨ıncident).
De´finition 37. On dit d’une connexion D qu’elle est sans torsion si pour tout
v,w ∈ Γ(E) :
Dvw −Dwv = [v,w]. (2.16)
De´finition 38. On dit d’une connexion D qu’elle est compatible avec la
me´trique g si pour tout v,w ∈ Γ(E) :
∂σgµνv
µwν = gµν(Dσv)
µwν + gµνv
µ(Dσw)
ν . (2.17)
The´ore`me 39. Pour toute me´trique g de type Lorentzienne donne´e, il existe une et
une seule connexion ∇ qui soit sans torsion et compatible avec g.
De´finition 40. La connexion ∇ est appele´e connexion de Levi-Civita, et les
composantes de son potentiel vecteur Γγαβ sont appele´es symboles de Christoffel.
De´finition 41. Le tenseur de courbure relatif a` la connexion de Levi-Civita, note´
Rσµνρ, est appele´ tenseur de courbure de Riemann.
Ses diffe´rentes contractions Rµρ = R
ν
µνρ et R = g
ρµRµρ sont appele´es respectivement
tenseur de Ricci et courbure scalaire et jouent un roˆle crucial au sein de la
Relativite´ Ge´ne´rale.
La notion de connexion peut eˆtre e´tendue a` des espaces plus ge´ne´raux de type
tensoriel. Dans ce cas, la relation entre la connexion et son potentiel vecteur devient :
(DµX)
α1...αr
β1...βs
= ∂µX
α1...αr
β1...βs
+
r∑
i=1
AαiµλX
α1...λ...αr
β1...βs
−
s∑
i=1
AλµβiX
α1...αr
β1...λ...βs
, (2.18)
ou` λ est inse´re´ a` la place d’indice i, replac¸ant le terme de meˆme indice.
Cette nouvelle expression nous permet de de´montrer le re´sultat suivant :
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The´ore`me 42. Si D est compatible avec la me´trique g, alors Dαgµν = 0.
De´monstration. Puisque D est compatible avec la me´trique,
∂αgµνdx
µdxν = gµνDαdx
µdxν + gµνdx
µDαdx
ν
= gµνA
µ
αλdx
λdxν + gµνdx
µAναλdx
λ
= gλνA
λ
αµdx
µdxν + gµλdx
µAλανdx
ν
(2.19)
=⇒ ∂αgµν = Aλαµgλν +Aλανgµλ. (2.20)
Et donc,
Dαgµν = ∂αgµν −Aλαµgλν −Aλανgµλ
= Aλαµgλν +A
λ
ανgµλ −Aλαµgλν −Aλανgµλ = 0.
(2.21)
Signalons que l’on peut e´galement e´tendre la notion de compatibilite´ avec
d’autres champs que le champ de me´trique. Nous utiliserons notamment, dans le
cadre du chapitre 4, une connexion compatible avec un champ de triade eαI , ce qui
nous donnera la condition Dαe
α
I = 0.
Une telle connexion, de´finie sur un champ de cotriade, porte le nom spe´cifique
de connexion de spin. Son expression est :
Dαe
α
I = ∂αe
α
I + Γ
J
αIe
α
J , (2.22)
ou` α est un indice tangent et I, J sont des indices internes.
Revenons maintenant un instant sur le roˆle du potentiel vecteur. L’expression
(2.12) nous montre que celui-ci peut eˆtre vu comme un ensemble de coefficients ap-
portant une correction a` la de´rive´e partielle de fac¸on a` former une de´rive´e covariante
(qui porte son nom justement en raison de son caracte`re covariant que ne posse`de la
de´rive´e partielle).
Il existe une autre manie`re de conside´rer le potentiel vecteur. Il suffit de l’exprimer
en supprimant les indices internes Aµ = A
i
µjei ⊗ ej (ou A(x) = Aµxµ sous sa forme
non-tensorielle). De cette fac¸on, Aµ peut eˆtre vu comme une 1-forme donnant lieu a`
un endomorphisme de E dans E.
Rappelons que, dans le cas de l’existence d’un groupe G agissant sur la fibre
vectorielle V (i.e. d’un fibre´ associe´), certains endomorphismes de E dans E sont des
automorphismes verticaux, c’est-a`-dire des transformations de jauge. Nous pouvons
donc conside´rer l’ensemble des connexions (ici potentiels vecteur) donnant lieu a`
une transformation de jauge relative au groupe G, ce que nous appellerons des G-
connexions.
Maintenant, vu qu’un groupe de Lie G peut eˆtre conside´re´ comme ”engendre´”
par son alge`bre de Lie g, si Aµ est une G-connexion, alors on peut ve´rifier que Aµ
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peut eˆtre vue comme une 1-forme a` valeur dans g.
Si nous faisons un saut dans la the´orie de la Gravite´ Quantique a` Boucles elle-
meˆme, nous nous trouvons en pre´sence de connexions invariantes sous rotations a`
3 dimensions, c’est-a`-dire des SO(3)-connexions. Celles-ci peuvent donc eˆtre vues
comme des 1-formes a` valeur dans so(3).
Cependant, nous avons montre´ a` la section 2.2 l’existence d’un isomorphisme
entre so(3) et su(2). En vertu de cet isomorphisme, les physiciens de la the´orie
ont trouve´ plus inte´ressant de conside´rer les connexions de la LQG comme des
1-formes a` valeur dans l’alge`bre su(2), et donc comme des SU(2)-connexions, meˆme
s’il persiste un double recouvrement dans le cas du groupe de Lie.
Signalons que pour un groupe de Lie particulier G, il existe diffe´rentes connexions
donnant lieu a` une transformation de G. Cette relation peut eˆtre vue comme une
relation d’e´quivalence dans l’espace de toutes les connexions de type G-connexion
A, et nous serons amene´s a` conside´rer l’espace quotient A/G.
Il nous reste a` pre´senter une dernie`re notion lie´e a` celle de la connexion. Il s’agit
de l’holonomie. Pour cela, nous devons d’abord expliquer la notion de transport
paralle`le.
Conside´rons un fibre´ vectoriel associe´ (E,M, π) de groupe G e´quipe´ d’une
connexion D. Soit c : [0, 1] → M une courbe smooth sur M et u(t) une section
de E de´finie sur c.
De´finition 43. Le champ de vecteur u(t) subit un transport paralle`le le long de
c si et seulement si Dc′(t)u(t) = 0 ∀t.
Cette expression peut s’exprimer e´galement de la fac¸on suivante :
d
dt
u(t) +A(c′(t))u(t) = 0. (2.23)
C’est une e´quation diffe´rentielle line´aire dont la solution est donne´e par :
u(t) = u(0) −
∫ t
0
A(c′(t1))u(t1)dt1. (2.24)
L’ide´e est la suivante : inse´rer l’expression de u(t) en terme d’inte´grale a` l’inte´rieur
de cette meˆme inte´grale :
u(t) = u(0) −
∫ t
0
A(c′(t1))u(0)dt1 +
∫ t
0
∫ t1
0
A(c′(t1))A(c′(t2))u(t2)dt2dt1, (2.25)
et re´pe´ter inde´finiment le processus, ce qui donne :
u(t) =
∞∑
n=0
(
(−1)n
∫
t≥t1≥...≥tn≥0
(
n∏
i=0
A(c′(ti))
)
dtn...dt1
)
u(0). (2.26)
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Afin de donner une formulation plus concise de cette dernie`re e´quation, les phy-
siciens ont introduit l’ope´rateur P servant a` ordonner les parame`tres des courbes
dans l’ordre croissant de leurs valeurs, ce qui donne la relation :
∫
t≥t1≥...≥tn≥0
(
n∏
i=0
A(c′(ti))
)
dtn...dt1 =
1
n!
∫
tj∈[0,t]
P
(
n∏
i=0
A(c′(ti))
)
dtn...dt1
=
1
n!
P
(∫ t
0
A(c′(s))ds
)n
.
(2.27)
L’expression de u(t) devient alors :
u(t) = Pe−
R t
0 A(c
′(s))dsu(0). (2.28)
De´finition 44. L’ope´rateur line´aire
Hc(A) : Fc(0) → Fc(1) : u(0) u(1) = Pe−
R 1
0 A(c
′(s))dsu(0) (2.29)
est appele´ holonomie de la connexion A le long de c.
Signalons qu’il est possible d’e´tendre l’ope´rateur d’holonomie aux courbes smooth
par morceaux en conside´rant la composition des holonomies de chacun des morceaux :
Hc(A) = Hcn(A) · · ·Hc1(A). (2.30)
Il est particulie`rement inte´ressant de conside´rer l’ope´rateur d’holonomie le long
de certaines courbes tre`s spe´ciales, les boucles.
De´finition 45. Une boucle est une courbe α : [0, 1]→M telle que α(0) = α(1) = p.
L’holonomie se transforme de fac¸on tout a` fait particulie`re sous une transforma-
tion de jauge g ∈ G :
Hα(A
g) = g(p)Hα(A)g(p)
−1, (2.31)
ou` Agµ = gAµg
−1+g∂µg−1 de´signe la connexion obtenue par transformation de jauge.
L’e´quation (2.31) nous montre qu’il suffit de prendre la trace de l’ope´rateur d’ho-
lonomie le long d’une boucle pour obtenir un invariant de jauge :
tr (Hα(A
g)) = tr
(
g(p)Hα(A)g(p)
−1) = tr (Hα(A)) . (2.32)
Le concept d’invariance par transformation de jauge est particulie`rement impor-
tant dans le domaine de la physique, car c’est une condition ne´cessaire pour de´finir
une observable. C’est pourquoi un nom particulier a e´te´ attribue´ a` cet ope´rateur.
De´finition 46. L’ope´rateur Wα(A) = tr (Hα(A)) est appele´ le Wilson loop.
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2.5 Formalisme Hamiltonien avec contraintes
Les e´quations de la Gravite´ Quantique a` Boucles se basent sur un formalisme
Hamiltonien avec contraintes. Bien que le formalisme Hamiltonien soit un e´le´ment
quasi indispensable des cours de me´canique, sa version avec contraintes n’est que
peu souvent e´voque´e. Aussi, avant de nous lancer dans l’expose´ proprement dit de
notre the´orie, nous allons nous attacher a` pre´ciser cette notion de contraintes, et
surtout son origine, a` savoir un manque de re´gularite´ dans le passage aux variables
canoniques.
Cette the´orie prend ses sources dans les travaux de Dirac [15] et a e´te´ largement
de´veloppe´e par la suite, par exemple dans [16]. Un court expose´, sur lequel nous
nous baserons, se trouve e´galement dans [2].
Conside´rons la fonction Lagrangienne :
L : T∗(C)→ C : (q, q˙) L(q, q˙) (2.33)
ou` T∗(C) repre´sente le fibre´ tangent relatif a` l’espace de configuration C, avec
q = (qa)a∈m et q˙ = (q˙a)a∈m.
De´finition 47. La transformation de coordonne´es :
ρL : T∗(C)→ T ∗(C) : (q, q˙) (q, p(q, q˙)) avec p(q, q˙) = ∂L
∂q˙
(q, q˙) (2.34)
ou` T ∗(C) repre´sente maintenant le fibre´ cotangent, est appele´e transformation de
Legendre.
De´finition 48. La fonction Lagrangienne L est dite singulie`re si la transformation
de Legendre associe´e n’est pas surjective, i.e. :
det
((
∂2L
∂q˙a∂q˙b
)
a,b∈m
)
= 0. (2.35)
En pre´sence d’une fonction Lagrangienne singulie`re, il est impossible de re´soudre
les vitesses q˙a en fonction des moments pa. Ce proble`me vient en ge´ne´ral du fait que
le Lagrangien est invariant sous certaines syme´tries.
Supposons que le rang de la matrice (2.35) soit m − r, ou` 0 < r ≤ m. Par le
the´ore`me des fonctions implicites, nous pouvons re´soudre, au moins localement,m−r
vitesses en fonction de m− r moments et des vitesses restantes :
pA =
∂L
∂q˙A
(q, q˙) =⇒ q˙A = uA(qa, pB , q˙i) (2.36)
ou` a, b, ... = 1, ...,m ; A,B, ... = r+1, ...,m ; i, j, ... = 1, ..., r sans perte de ge´ne´ralite´.
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Nous obtenons e´galement r e´quations de la forme :
pi =
[
∂L
∂q˙i
(q, q˙)
]
q˙A=uA(qa,pB,q˙j)
= πi(q
a, pA) (2.37)
montrant que les pa ne sont pas inde´pendants les uns des autres.
De´finition 49. Les fonctions
φi(q
a, pa) = pi − πi(qa, pa) (2.38)
sont appele´es contraintes primaires6.
De´finition 50. La fonction :
H(qa, pa, q˙
i) =
[∑
b
pbq˙
b − L(qa, q˙A, q˙i)
]
q˙A=uA(qa,pB,q˙i)
(2.39)
est appele´e Hamiltonien primaire.
Pour plus de simplicite´, posons λi = q˙i, i = 1, ..., r. Ces λi sont en re´alite´
les multiplicateurs de Lagrange des contraintes pre´sentes dans la formulation de la
fonction Hamiltonienne, comme nous le montre le the´ore`me suivant :
The´ore`me 51. L’Hamiltonien primaire H est line´aire en λi avec φi comme coeffi-
cients.
De´monstration.
Nous pouvons re´e´crire l’Hamiltonien H de la sorte :
H(qa, pa, λ
j) =
∑
A
pA u
A(qa, pB , λ
j) +
∑
i
piλ
i − L(qa, uB(qa, pC , λj), λj).
Par de´rivation, nous obtenons :
∂H(qa, pa, λ
j)
∂λi
=
∑
A
pA
∂uA
∂λi
+ pi −
(
∂L(qa, q˙B , λj)
∂λi
)
q˙B=uB(qa,pC ,λj)
−
∑
A
(
∂L(qa, q˙B , λj)
∂q˙A
)
q˙B=uB(qa,pC ,λj)
∂uA
∂λi
,
et en regroupant les termes :
∂H(qa, pa, λ
j)
∂λi
=
∑
A
[
pA −
(
∂L(qa, q˙B , λj)
∂q˙A
)
q˙B=uB(qa,pC ,λj)
]
∂uA
∂λi
+
[
pi −
(
∂L(qa, q˙B, λj)
∂λi
)
q˙B=uB(qa,pC ,λj)
]
6Nous ne rentrerons pas ici dans la the´orie des contraintes secondaires de Dirac.
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ou` nous pouvons utiliser l’expression des moments (2.36) pour annuler le premier
terme.
Finalement, nous obtenons :
∂H(qa, pa, λ
j)
∂λi
= [pi − πi(qa, pa)] = φi(qa, pa).
En conclusion, nous pouvons donc re´e´crire notre Hamiltonien de la fac¸on sui-
vante :
H(qa, pa, λ
j) = H˜(qa, pa) + λ
iφi(q
a, pa) (2.40)
ou` le nouvel Hamiltonien H˜ est inde´pendant des multiplicateurs λi.
L’espace de phase d’un tel syste`me est donc muni d’un syste`me de coordonne´es
qa, pa. Les diffe´rentes contraintes primaires forcent la dynamique du syste`me a` rester
sur une sous-varie´te´ de l’espace de phase de´finie par les e´quations φi = 0, i = 1, ..., r.
Par contre, les multiplicateurs de Lagrange λi ne sont pas de´termine´s et restent
comple`tement arbitraires.
2.6 C∗-alge`bre et triplets de Gel’fand
Nous allons maintenant traiter deux types de structures particulie`res. Ces struc-
tures sont particulie`rement importantes car elles constituent la base de la Gravite´
Quantique a` Boucles.
Nous attirons l’attention sur le fait que des connaissances en topologie
ge´ne´rale et en analyse fonctionnelle sont ne´cessaires a` la bonne compre´hension
de cette section. Pour une introduction a` la topologie, le lecteur peut se re´fe´rer a` [17].
Le premie`re structure que nous allons e´voquer est celle d’une C∗-alge`bre. Nous
commencerons par quelques de´finitions classiques, se retrouvant dans la plupart des
ouvrages portant sur le sujet, par exemple [18],[19].
De´finition 52. Une alge`bre A est un espace vectoriel7 muni d’une ope´ration binaire
A×A→ A : (a, b) ab qui est associative et distributive. Si de plus cette ope´ration
est commutative, alors l’alge`bre est dite abe´lienne.
De´finition 53. Une alge`bre norme´e est une alge`bre A e´quipe´e d’une
norme ‖·‖ : A → R+ - i.e. telle que ‖a+ b‖ ≤ ‖a‖+ ‖b‖, ‖za‖ = |z| ‖a‖ et
‖a‖ = 0⇔ a = 0 ∀a, b ∈ A,∀z ∈ C - qui respecte la condition de compatibilite´ avec
l’ope´ration de multiplication ‖ab‖ ≤ ‖a‖ ‖b‖.
7Nous prendrons ici C comme champ de scalaires.
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De´finition 54. Une alge`bre A est dite unitaire s’il existe 1 ∈ A tel que
1a = a1 = a ∀a ∈ A. Si A est norme´e, alors la condition ‖1‖ = 1 est ajoute´e a` celles
pre´ce´demment cite´es.
De´finition 55. Une involution sur une alge`bre A est une application
∗ : A→ A : a a∗ qui satisfait :
(za+ b)∗ = z¯a∗ + b∗
(ab)∗ = b∗a∗
(a∗)∗ = a.
(2.41)
De´finition 56. Une alge`bre munie d’une involution est une *-alge`bre. Une *-
alge`bre est dite norme´e si, en plus des conditions de la de´finition 53, la norme
respecte ‖a∗‖ = ‖a‖.
De´finition 57. Une C∗-alge`bre A est une *-alge`bre de Banach (i.e. munie d’une
norme induisant une me´trique telle que toute suite de Cauchy converge dans A)
respectant la condition de compatibilite´ entre l’ope´ration d’involution et la me´trique :
‖a∗a‖ = ‖a‖2 . (2.42)
De´finition 58. Le spectre ∆(A) d’une C∗-alge`bre de Banach, abe´lienne et unitaire
est l’ensemble des *-homomorphismes8 non nuls χ : A→ C. Les e´le´ments du spectre
sont appele´s caracte`res.
La de´nomination de spectre d’un tel ensemble est justifie´e par le re´sultat suivant :
si a ∈ A, alors z ∈ σ(a), ou` σ(a) repre´sente le spectre classique, si et seulement si il
existe un caracte`re χ ∈ ∆(A) tel que χ(a) = z.
Le the´ore`me suivant nous signale que le spectre d’une C∗-alge`bre de Ba-
nach, abe´lienne et unitaire est inclus dans le dual topologique9 de celle-ci. Une
de´monstration de ce the´ore`me, ainsi que des the´ore`mes suivants, se trouve dans
[2].
The´ore`me 59. Les caracte`res d’une C∗-alge`bre de Banach, abe´lienne et unitaire
forment un sous-ensemble de la sphe`re unite´ de A′.
En raison de ce re´sultat, nous pouvons munir ∆(A) d’une topologie particulie`re
de l’espace dual restreinte au spectre.
De´finition 60. La topologie de Gel’fand sur le spectre d’une C∗-alge`bre de
Banach, abe´lienne et unitaire est la topologie faible*10 restreinte au sous-espace
∆(A).
8Homomorphismes tels que φ(a∗) = φ(a)∗.
9L’ensemble des applications line´aires borne´es A→ C note´ A′.
10La topologie faible* sur un dual topologique X ′ de X est la topologie la moins fine rendant
continues toutes les injections J : X → X ′′ telles que Jx : f  f(x).
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Nous avons alors le re´sultat important suivant :
The´ore`me 61. La topologie de Gel’fand sur le spectre d’une C∗-alge`bre de Banach,
abe´lienne et unitaire est de Hausdorff11. De plus, le spectre ∆(A) est compact dans
cette topologie.
De`s lors, il devient inte´ressant de conside´rer la relation entre une C∗-alge`bre et
son spectre, donne´e par la transforme´e de Gel’fand.
De´finition 62. La transforme´e de Gel’fand est de´finie par :∨
: A→ C(∆(A)) : a a˜ t.q. a˜(χ) = χ(a), (2.43)
ou` C(∆(A)) de´signe l’ensemble des applications continues sur ∆(A).
The´ore`me 63. La transforme´e de Gel’fand est un *-isomorphisme isome´trique pour
la norme sup sur C(∆(A)).
Le caracte`re isomorphe de cette transforme´e est particulie`rement inte´ressant. Il
permet notamment de conduire au the´ore`me suivant :
The´ore`me 64. Tout espace de Hausdorff compact X est le spectre X = ∆(A) d’une
C∗-alge`bre abe´lienne et unitaire A = C(X).
En conse´quence, tout espace de Hausdorff compact peut eˆtre reconstruit a` partir
du spectre de Gel’fand, lui-meˆme construit sur l’ensemble des fonctions continues
sur cet espace.
Venons en maintenant a` l’autre structure importante de la Gravite´ Quantique
a` Boucles. Il s’agit des triplets de Gel’fand ou rigged Hilbert space. Cette structure
survient traditionnellement lors de la conside´ration de syste`mes quantiques. Les
informations de´taille´es pourront eˆtre trouve´es dans [20], [8].
Conside´rons un espace de Hilbert Hkin (de dimension infinie) muni d’un jeu
d’ope´rateurs de contraintes {CˆI}I∈I . Cet espace est appele´ cine´matique12, car il ne
contient aucune information sur la dynamique du syste`me, mais sert simplement de
”support” aux ope´rateurs de contraintes.
Nous voulons de´finir l’espace physique, c’est-a`-dire l’ensemble des ψ ∈ Hkin tels
que CˆIψ = 0, ∀I ∈ I. Ce proce´de´ revient a` prendre comme e´tats physiques les
diffe´rents vecteurs propres des ope´rateurs de contraintes donnant une valeur propre
nulle.
11Pour tout p, q de l’espace, il existe deux voisinages Vp, Vq tels que Vp ∩ Vq = ∅.
12Kinematic en anglais, ce qui justifie la notation Hkin.
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Cependant, en raison de la continuite´ du spectre des ope´rateurs de contraintes,
ceux-ci ne posse`dent pas, a` proprement parler, des vecteurs propres, mais bien ce
que l’on appelle commune´ment des vecteurs propres ge´ne´ralise´s. Or, ceux-ci peuvent
ne pas appartenir du tout a` l’espace Hkin, ce qui rend caduque notre de´finition.
La fac¸on conventionnelle de re´soudre ce proble`me est d’introduire un nouvel
espace cine´matique Dkin ⊂ Hkin qui est dense dans Hkin pour sa topologie. Cet
espace servira de domaine commun a` l’ensemble des ope´rateurs de contraintes et
des ope´rateurs e´le´mentaires de la the´orie. Celui-ci est habituellement muni d’une
topologie dite nucle´aire (cf. [18],[19] pour la de´finition) plus fine que la topologie de
la norme he´rite´e de Hkin.
Conside´rons alors le dual alge´brique13 D∗kin de Dkin. Vu que la topologie de Dkin
est plus fine que celle de Hkin, l’ensemble dual D∗kin est plus large que l’ensemble
H∗kin. Nous avons donc l’inclusion :
H∗kin ⊂ D∗kin. (2.44)
Par le the´ore`me de repre´sentation de Riesz, l’ensemble H∗kin peut eˆtre identifie´ a`
Hkin, ce qui conduit a` la relation :
Dkin ⊂ Hkin ⊂ D∗kin. (2.45)
De´finition 65. Un triplet D ⊂ H ⊂ D∗ est appele´ triplet de Gel’fand14.
Ce triplet est habituellement de´signe´ sous la forme de la double inclusion. Nous
conserverons cette habitude.
Nous pouvons maintenant de´finir un e´tat physique.
De´finition 66. Un e´le´ment Ψ ∈ D∗kin est dit un e´tat physique si et seulement si
Ψ(CˆI ψ) = 0, ∀I ∈ I et ∀ψ ∈ Dkin.
De´finition 67. L’ensemble des solutions de Ψ(CˆI ψ) = 0, ∀I ∈ I, ∀ψ ∈ Dkin est
appele´ D∗phys .
D∗phys peut de`s lors eˆtre conside´re´ comme le dual alge´brique d’un sous-espace
Dphys ⊂ Dkin. De plus, l’espace Hkin peut eˆtre restreint a` un nouvel espace
Hphys ⊂ D∗phys tel que Dphys soit dense dans Hphys, ce qui conduit a` un nouveau
triplet de Gel’fand :
Dphys ⊂ Hphys ⊂ D∗phys. (2.46)
13L’ensemble des formes line´aires sur Dkin.
14En re´alite´, cette appellation n’est qu’un abus de langage, un ve´ritable triplet de Gel’fand e´tant
un triplet D ⊂ H ⊂ D′ ou` D′ est le dual topologique de D, et non alge´brique.
Chapitre 3
Le Formalisme de la Gravite´
Quantique a` Boucles
Nous allons maintenant nous attaquer au formalisme propre de la Gravite´
Quantique a` Boucles. Celui-ci se de´cline en deux versions :
– La version alge´brique ou repre´sentation en terme de boucles qui fut introduite
principalement par Carlo Rovelli et Lee Smolin et qui constitue le coˆte´ plutoˆt
”physique” de la the´orie.
– La version diffe´rentielle ou repre´sentation en terme de connexion qui fut
introduite principalement par Abhay Ashtekar et Jerzy Lewandowski et qui
constitue le coˆte´ plutoˆt ”mathe´matique” de la the´orie.
Nous essayerons de de´crire dans cet ouvrage les deux facettes de la the´orie,
et ce de fac¸on paralle`le afin de montrer leur certaine inde´pendance ainsi que leur
relation. Cependant, la lecture des diffe´rentes sections ne pourra se faire de fac¸on
inde´pendante, en raison de de´finitions conjointes aux deux formalismes.
Commenc¸ons d’abord par pre´senter la base de la the´orie.
3.1 Variables et e´quations de contrainte
Conside´rons une surface tridimensionnelle σ. Cette surface sera suppose´e analy-
tique, connexe, orientable, localement compacte1 et paracompacte2. La plupart de
1Un espace est localement compact si tout point posse`de un voisinage qui est compact.
2Un espace est paracompact si tout recouvrement d’ouverts admet un raffinement (un recou-
vrement plus fin tel que tout ouvert est inclus dans un ouvert du recouvrement initial) qui est
localement fini (i.e. tel que tout point posse`de un voisinage n’intersectant qu’un nombre fini d’ou-
verts du recouvrement). La paracompacite´ est une proprie´te´ nettement plus faible que la compacite´.
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ces hypothe`ses ne sont la` que pour nous simplifier la taˆche, les re´sultats pouvant
eˆtre porte´s a` des espaces plus ge´ne´raux.
Les e´quations de la Gravite´ Quantique a` Boucles se basent sur un jeu de deux
variables canoniques Aja, E˜aj .
– Aja est la SU(2)-connexion re´elle sur σ - donc une 1-forme a` valeur dans su(2)
- exprime´e en terme des constantes de structures (Tl)
j
i = ǫlij de su(2) par
Ajai = A
l
a (Tl)
j
i . Son expression est donne´e par :
Aja = Γ
j
a + βK
j
a, (3.1)
ou` Γjai = Γ
l
a (Tl)
j
i est la connexion de spin (2.22) et K
j
a est une forme de´rive´e
de la seconde forme fondamentale3.
Nous supposerons que cette connexion est smooth, et de´signerons par A
l’ensemble des SU(2)-connexions smooth sur σ.
– E˜aj =
1
β
Eaj est un champ re´el appele´ champ e´lectrique dont la relation avec la
me´trique qab sur σ est donne´e par l’interme´diaire d’un champ de te´trade e
a
j (et
de son inverse eja) par les relations :
Eaj =
1
2
det(e) eaj , qab = δije
i
ae
j
b. (3.2)
– σ est munie d’une structure d’alge`bre de Poisson :
{E˜ai (x), E˜bj (y)} = 0, {Aia(x), Ajb(y)} = 0,
{E˜ai (x), Ajb(y)} = κ δab δji δ(x, y).
(3.3)
avec κ = 8πG
c4
.
– β est un parame`tre re´el non nul appele´ parame`tre d’Immirzi. Ce parame`tre
peut e´galement prendre des valeurs complexes, mais conduit dans ce cas a`
une formulation en terme d’une connexion CAja complexe, ce qui engendre une
complication non ne´gligeable de la the´orie (voire la discussion au chapitre 4 a`
ce sujet). Ne´anmoins, celui-ci reste libre, ce qui invite a` conside´rer la Gravite´
Quantique a` Boucles comme une the´orie a` un degre´ de liberte´.
– a, b, c, d, ... = 1, 2, 3 sont des indices a` valeur dans l’espace tangent en un point
x de σ. i, j, k, l, ... = 1, 2, 3 sont des indices internes a` valeur dans l’alge`bre de
Lie su(2).
3cf. chapitre 4 pour les de´tails.
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Signalons que la connexion A est de´finie sur un fibre´ tangent associe´ d’espace
de base σ et de groupe de jauge SU(2). Elle doit donc posse´der une expression
diffe´rente Aα sur chaque trivialisation locale Uα × V . Pour plus de simplicite´, nous
supposerons que nous travaillons dans une trivialisation locale particulie`re, ou que
le fibre´ est globalement trivial, ce qui revient au meˆme.
Les e´quations de contrainte de la Gravite´ Quantique a` Boucles sont les suivantes :
D˜aE˜
a
j = 0,
F˜ jabE˜
b
j = 0,(
F˜ jab +
(β2 + 1)
β2
ǫjmn(A
m
a − Γma )(Anb − Γnb )
)
ǫjklE˜
a
k E˜
b
l = 0,
(3.4)
avec D˜a la de´rive´e covariante et F˜
j
ab la forme de courbure, toutes deux relatives a` A
j
a.
Ces e´quations sont respectivement appele´es contrainte de Gauss, contrainte de
diffe´omorphisme et contrainte Hamiltonienne.
– La contrainte de Gauss impose l’invariance du syste`me sous une transforma-
tion locale de jauge du groupe SU(2).
– La contrainte de diffe´omorphisme, comme son nom l’indique, impose l’inva-
riance du syste`me par diffe´ormophisme. De fac¸on intuitive, ces deux premie`res
contraintes de´crivent la ge´ome´trie de la varie´te´ a` 3 dimensions σ.
– La contrainte Hamiltonienne est ce que l’on pourrait appeler ”l’e´quation
d’e´volution” du syste`me, bien qu’il n’y ait aucune dynamique dans la the´orie.
Simplement, cette e´quation de´crit l’agencement des varie´te´s tridimensionnelles
re´sultant des deux premie`res contraintes. Il est donc possible de la voir comme
une e´quation de´crivant la ”dynamique” de la varie´te´ σ, mais le caracte`re
covariant de la the´orie n’implique en aucun cas que cette ”dynamique” se
de´roule suivant une variable spe´cifiquement temporelle. Il est donc pre´fe´rable
de la conside´rer comme une condition d’ajustement des varie´te´s, ce qui justifie
son appellation de contrainte. Signalons que, de ce fait, le caracte`re covariant
de la the´orie, bien que pre´sent, n’est gue`re explicite.
Les trois e´quations cite´es de´crivent la partie gravitationnelle de la the´orie. Elles
peuvent, a` notre sens, eˆtre pose´es comme postulat, et ce en raison des faibles
conditions impose´es.
Il existe une justification de ces e´quations a` partir de la the´orie de la Relativite´
Ge´ne´rale d’Einstein. Celle-ci sera pre´sente´e au chapitre 4 de cet ouvrage. Seulement,
cette justification se base sur des conditions nettement plus fortes que celles
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ne´cessaires a` la formulation de la the´orie en tant que telle. C’est pourquoi nous ne
conside´rerons pas ces e´quations comme de´rive´es explicitement de la GR, mais bien
comme une nouvelle base de notre the´orie. Une de´rivation de ces e´quations dans un
cas tout-a`-fait ge´ne´ral serait e´videmment tre`s bien venue.
Ce syste`me doit maintenant eˆtre quantifie´, comme nous l’avons explique´ a` la sec-
tion 1.3. Pour cela, il est ne´cessaire de de´finir un espace de Hilbert H cine´matique
servant de base pour les observables et les contraintes. Cet espace sera ensuite res-
treint en fonction des contraintes afin d’arriver au ve´ritable espace des e´tats physiques
Hphys.
Vu que nous sommes en pre´sence de trois contraintes au comportement diffe´rent,
cette restriction peut tre`s bien s’effectuer par e´tapes. H0 sera le sous-espace de H
invariant sous transformation de jauge, tandis que Hdiff sera le sous-espace de H0
invariant par diffe´omorphisme. Enfin, Hphys sera l’espace ”dynamique”, solution de
la contrainte Hamiltonienne.
En re´sume´, nous avons la se´quence d’espaces suivante :
H −→ H0 −→ Hdiff −→ Hphys. (3.5)
Il est a` noter que ces espaces sont en re´alite´ pre´sents sous la forme de triplets de
Gel’fand, comme explique´ a` la section 2.6.
Comme nous l’avons signale´ dans notre introduction, nous ne pre´senterons
pas la re´solution des contraintes, et nous renvoyons le lecteur a` [2] pour une
pre´sentation de´taille´e. Nous nous focaliseront essentiellement sur la de´termination
de l’espace cine´matique H, meˆme si des solutions de la contrainte de Gauss, e´tant
particulie`rement simples, seront pre´sente´es en cours de route.
3.2 La repre´sentation alge´brique
Nous suivrons d’abord l’approche par ”boucles”, qui a le me´rite d’avoir donne´
son nom a` la the´orie. Elle est traditionnellement de´signe´e par le qualificatif de
repre´sentation alge´brique ou repre´sentation en terme de boucles.
Cette repre´sentation est principalement base´e sur l’ope´rateur d’holonomie
pre´sente´ a` la section 2.4. Elle fut initialement introduite dans [21] et [22]. L’ouvrage
de Rovelli [1], bien qu’il soit peu friand de de´tails, expose les principales ide´es
actuelles de la the´orie. Un re´sume´, dont il existe une traduction franc¸aise, est donne´
dans [23].
L’alge`bre des boucles
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L’alge`bre des boucles constitue probablement le point de de´part de la Gravite´
Quantique a` Boucles. Ce formalisme a` e´te´ expose´ sous bon nombre de versions
diffe´rentes, avant d’arriver a` la notion de re´seau de spin qui l’a pour ainsi dire rem-
place´ et que nous pre´senterons par la suite.
Nous nous focaliserons sur une version particulie`re (celle qui a vu l’e´mergence
du produit scalaire) qui est pre´sente´e entre autres dans [24]. Il va de soi que cette
pre´sentation posse`de essentiellement un inte´reˆt historique et introductif.
Nous utiliserons pour ce formalisme la version spinorielle des variables d’Ashte-
kar :
Aa(x) = − i
2
Aia(x)σi
E˜a(x) = −i E˜ai (x)σi,
(3.6)
σi de´signant les matrices de Pauli de´finies a` la section 2.2 (− i2σi e´tant les ge´ne´rateurs
de su(2)).
Nous conside´rerons l’ensemble C des courbes continues, oriente´es, analytiques
par morceaux plonge´es dans σ, c’est-a`-dire qu’un e´le´ment c ∈ C sera donne´ par une
application :
c : [0, 1]→ σ : t c(t) (3.7)
telle qu’il existe une partition finie [0, 1] = [t0 = 0, t1] ∪ [t1, t2] ∪ ... ∪ [tn−1, tn = 1]
telle que c est continue sur [0, 1], analytique sur (tk, tk+1) et telle que c([tk, tk+1])
est un plongement4 d’une varie´te´ diffe´rentiable unidimensionnelle dans σ, pour
k = 1, ..., n − 1.
De´finition 68. Pour c ∈ C, les quantite´s :
b(c) = c(0), f(c) = c(1), r(c) = c([0, 1]) (3.8)
sont appele´es respectivement point initial, point final et image de c.
Nous pouvons munir C d’une loi de composition (non-associative) par :
(c1♯c2)(t) =
{
c1(2t) si t ∈ [0, 12 ]
c2(1− 2t) si t ∈ [12 , 1],
(3.9)
pour tout c1, c2 ∈ C tels que f(c1) = b(c2), ainsi que d’une ope´ration d’inversion :
c−1(t) = c(1 − t). (3.10)
Sous nos nouvelles notations, une boucle continue, oriente´e, analytique par
morceaux plonge´e dans σ sera un e´le´ment α ∈ C tel que b(α) = f(α).
4Un immersion d’une varie´te´ U dans une varie´te´ V est l’image ζ(U) d’une application ζ : U → V
diffe´rentiable. Si de plus cette application est injective, l’immersion est appele´e plongement.
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De´finition 69. Une multiboucle est une combinaison line´aire formelle finie de
produits formels finis de boucles, i.e.
α = b0 +
∑
i
bi [αi] +
∑
j,k
bj,k [αj ] · [αk] + ... (3.11)
ou` b0, bi, bj,k, ... sont des coefficients complexes arbitraires.
Remarquons que les boucles ne sont que des cas particuliers de multiboucles.
C’est pour cette raison que la notation α est employe´e conjointement pour les deux
cate´gories.
De´finition 70. L’ensemble des multiboucles est appele´ alge`bre des boucles.
Rappelons-nous la notion d’holonomie et de Wilson loop de la section 2.4.
Prenons une boucle α et un ensemble de point s1, s2, .., sn ∈ r(α).
Pour plus de simplicite´, de´finissons les notations suivantes :
Hα(A; si, sj) = Pe−
R tj
ti
A(α′(s))ds
(3.12)
ou` les tk sont tels que α(tk) = sk, ce qui revient a` dire que Hα(A; si, sj) est l’holo-
nomie de la restriction de α entre ses points images si et sj. Un cas particulier est
cependant donne´ par Hα(A; s, s) qui est l’holonomie de la boucle entie`re conside´re´e
comme base´e en s.
De´finition 71. Les variables de boucles sont les e´le´ments :
T[α][A] = − tr(Hα(A)) = −Wα(A),
T a[α][A](s) = − tr
(
Hα(A; s, s)E˜
a(s)
)
,
T a1a2[α] [A](s1, s2) = − tr
(
Hα(A; s1, s2)E˜
a2(s2)Hα(A; s2, s1)E˜
a1(s1)
)
,
...
T a1...aN[α] [A](s1, ..., sN ) = − tr
(
Hα(A; s1, sN )E˜
aN (sN )Hα(A; sN , sN−1)E˜aN−1(sN−1) ...
... Hα(A; s2, s1)E˜
a1(s1)
)
.
(3.13)
Signalons que, en raison de l’e´quation (2.32), ces variables de boucles sont
des e´le´ments invariants par transformation de jauge. Elles conduisent donc a`
des solutions de l’e´quation de Gauss et, plus pre´cise´ment, a` la de´termination du
sous-espace H0 ⊂ H invariant par transformation de jauge plutoˆt qu’a` l’espace
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cine´matique H lui-meˆme.
Ces fonctions peuvent eˆtre e´tendues a` l’ensemble de l’alge`bre de boucles de la
fac¸on suivante :
T[α][A] = −2b0 ++
∑
i
bi T[αi][A] +
∑
j,k
bj,k T[αj ][A]T[αk][A] + ... (3.14)
ou` α est maintenant une multiboucle.
La justification du −2 vient du fait que le premier terme correspond a` une
”boucle point” pour laquelle l’holonomie est l’identite´ et que la trace donne un 2 en
raison de la dimension de SU(2).
Ces variables coordonnent l’espace de phase en le munissant d’une alge`bre de
Poisson dont les premie`res relations sont donne´es par :{T[α][A],T[β][A]} = 0,{
T[α][A],T a[β][A](s)
}
= κ∆a[α, s]
(T[α♯sβ][A]− T[α♯sβ−1][A]) , (3.15)
ou` ∆a[α, s] =
∫ 1
0
dαa(t)
dt δ
3(α(t), s) dt n’est non nul que si s ∈ r(β) appartient a` r(α)5.
Ces variables posse´daient initialement un inte´reˆt particulie`rement important.
En effet, en raison de l’invariance de la trace de l’holonomie (Wilson loop) sous
SU(2) (cf. section 2.4), ces variables re´solvaient la premie`re des contraintes. De
plus, la contrainte lie´e au diffe´omorphisme e´tait comple`tement re´solue par les
variables de boucles ne de´pendant que du nouage des boucles. Enfin, certains e´tats
particuliers, relatifs aux boucles ne se recoupant pas elles-meˆmes, e´taient solutions
de la contrainte Hamiltonienne sous sa forme la plus simple, c’est-a`-dire pour β = ±i.
Ces conside´rations ont donc conduit a` la de´finition des e´tats quantiques suivants :
De´finition 72. Les e´tats de multiboucles |α> sont de´finis par :
<A|α> = T[α][A]. (3.16)
Cette de´finition doit eˆtre interpre´te´e de la meˆme manie`re que la relation :
<x|ψ> = ψ(x) (3.17)
en Me´canique Quantique usuelle.
5α♯sβ de´signe la boucle obtenue intuitivement en suivant α jusque s, puis β conside´re´e comme
une boucle base´e en s, avant de terminer par le reste de α.
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Ces e´tats forment un ensemble ge´ne´rateur de notre espace quantifie´, plus
pre´cise´ment de H0, et donc tout e´tat |ψ> ge´ne´rique est comple`tement caracte´rise´
par ses projections sur les e´tats de multiboucles :
<α|ψ> = ψ[α]. (3.18)
Malheureusement, cette base est plus que comple`te (ses e´le´ments ne sont pas
inde´pendants), car elle souffre de ce qui est appele´ dans la litte´rature les relations
de Mandelstram :
|α> = |β> ssi T[α](A) = T[β](A) ∀A ∈ A. (3.19)
Les principales conse´quences de cette non-unicite´ sont les suivantes :
1. Un e´tat |α> ne de´pend pas de l’orientation de α, i.e. |α> = |α−1>.
2. Un e´tat |α> ne de´pend pas la parame´trisation de α, i.e. |α> = |β> s’il existe
un changement de parame´trisation τ tel que α(t) = β(τ(t)).
3. Si c est une courbe telle que b(c) ∈ r(α), alors |α> = |α♯b(c)(c♯c−1)>.
4. [α] · [β] ∼ −[α♯sβ]− [α♯sβ−1].
Ce sont ces relations qui ont pousse´ a` la recherche d’une re´elle base non
redondante de l’espace H0, ce qui a conduit a` la notion de re´seau de spin.
Les re´seaux de spin
La notion de re´seau de spin vient d’une ide´e de Roger Penrose [25] d’appliquer
la the´orie des graphes a` la quantification discre`te de la ge´ome´trie. Elle fut progres-
sivement introduite en Gravite´ Quantique, notamment dans [26].
Nous commencerons bien entendu par quelques de´finitions propres a` la the´orie
des graphes, mais nous les introduirons a` partir de notre espace de courbes C.
De´finition 73. Deux courbes c, c′ ∈ C sont e´quivalentes, c ∼ c′, si et seulement
si b(c) = b(c′), f(c) = f(c′) et qu’il existe un nombre fini de retracements6 et un
changement de parame´trisation rendant c′ identique a` c.
De´finition 74. La classe d’e´quivalence d’une courbe c ∈ C est note´e pc et appele´e
chemin. L’ensemble des chemins sur σ est note´ P.
Il est e´vident que les lois de composition et d’inversion sur C s’e´tendent a` P par
pc♯pc′ = pc♯c′ et p
−1
c = pc−1.
6Un retracement d’une partie de courbe c˜ est simplement un ”aller-retour”
c˜♯c˜−1 (qui n’est pas assimilable a` un point b(c˜)).
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De´finition 75. Une areˆte e est un e´le´ments de P qui est analytique sur tout [0, 1].
Tout chemin est donc une composition finie d’areˆtes.
De´finition 76. Les points initial et final d’une areˆte sont appele´s sommets. La va-
lence d’un sommet est le nombre d’areˆtes commenc¸ant ou aboutissant a` ce sommet.
De´finition 77. Un ensemble fini d’areˆtes {e1, ..., en} est dit inde´pendant si les
diffe´rentes intersections entre les areˆtes sont toutes dans l’ensemble {b(ek), f(ek)}k∈n.
De´finition 78. Un graphe oriente´ γ plonge´ dans σ est l’union de l’image d’un
ensemble inde´pendant d’areˆtes ∪k∈nr(ek) ou` r(ek) est oriente´ en fonction de ek.
De´finition 79. Pour un graphe donne´ γ, E(γ) = {e1, ..., en} est l’ensemble des areˆtes
analytiques oriente´es maximales de γ et V (γ) = {b(ek), f(ek)}k∈n est l’ensemble des
sommets.
Nous pouvons maintenant construire un re´seau de spin de la manie`re intuitive
suivante.
Prenons un e´tat de multiboucle α et conside´rons son image dans σ, i.e. ∪ir(αi)
ou` {αi} est l’ensemble des boucles composant la multiboucle α.
Cette image forme un graphe γ plonge´ dans σ pour lequel nous pouvons de´finir
une orientation. L’ensemble des sommets V (γ) est donne´ par l’ensemble des points
d’intersection des images des boucles comple´te´ de l’ensemble des points ou` le ca-
racte`re analytique des boucles est absent (rappelons que nous travaillons avec des
boucles analytiques par morceaux). E(γ) est l’ensemble des areˆtes maximales.
Par l’artifice de cette construction, certaines des relations de Mandelstram (1,2
et 3) sont de´ja` e´limine´es. En effet, le fait de conside´rer des areˆtes plutoˆt que des
courbes engendre une inde´pendance vis-a`-vis des diffe´rentes parame´trisations et
retracements.
Remarquons que rien n’interdit que deux boucles ou plus soient, du moins
en partie, superpose´es. Nous nous trouvons donc en face de plusieurs cate´gories
d’areˆtes : celles repre´sentant une seule partie de boucle, celles repre´sentant deux
parties de boucles paralle`les, etc. Nous pouvons alors introduire une coloration du
graphe en associant a` chaque areˆte un nombre entier, sa couleur, repre´sentant le
nombre de ”brins”, ou parties de boucles paralle`les, composant l’areˆte.
Venons-en maintenant aux intersections intervenant aux sommets du graphe.
Celles-ci sont a` priori quelconques, les brins y aboutissant e´tant noue´s deux par
deux. Or, certaines ope´rations de ”recouplement”, que nous ne de´taillerons pas
ici, conduisent a` des e´tats similaires par la re`gle 4. Il convient donc de trouver
une ”re`gle de nouage” des diffe´rents brins garantissant des e´tats diffe´rents sous les
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relations de Mandelstram.
Cette re`gle peut s’exposer de la manie`re suivante. Tout sommet de valence n
peut eˆtre de´compose´ en n− 2 sommets chacun de valence 3 et relie´s par n− 1 areˆtes
virtuelles. Les diffe´rentes de´compositions possibles sont les diffe´rents e´tats possibles
pour ce sommet, le nouage pour chacun des sommet de valence 3 e´tant unique.
Les sommets de valence 3 restant sont cependant soumis aux conditions sui-
vantes permettant de rendre le nouage possible : la somme des couleurs des 3 areˆtes,
e´ventuellement virtuelles, doit eˆtre paire et chacune de ces couleurs ne peut eˆtre plus
grande que la somme des deux autres. Le lecteur ve´rifiera aise´ment la ne´cessite´ de
ces conditions, qui sont appele´es conditions de Clebsch-Gordon.
De plus, les relations de Mandelstram interdisent le nouage de brin issus de la
meˆme areˆte. On ve´rifiera e´galement que, sous cette interdiction, il n’existe qu’un seul
nouage possible pour un sommet de valence 3.
Un exemple d’un tel nouage unique est donne´ a` la figure 3.1.
Fig. 3.1 – Exemple de sommet a` trois areˆtes de couleurs 3, 2 et 3
Cette me´thode n’est cependant gue`re commode pour la de´finition d’un syste`me
formel. Mais en re´alite´, ces conditions sont simplement lie´es a` la the´orie de la
repre´sentation du groupe de jauge SU(2), qui est utilise´e pour la caracte´risation des
re´seau de spin.
Associons maintenant a` chaque areˆte e, non plus sa couleur, mais bien la quantite´
moitie´ je. {je}e∈E(γ) est donc un ensemble de demi-entiers. Or les demi-entiers
servent d’index a` l’ensemble des repre´sentations irre´ductibles non-triviales de SU(2),
et sont appele´s spin de la repre´sentation, d’ou` le nom de re´seau de spin.
Conside´rons maintenant un sommet v de valence n et notons j1, ..., jn les spin
des n areˆtes e1, ..., en dont v est l’un des sommets. Nous supposerons dans un pre-
mier temps que toutes ces areˆtes sont oriente´es vers v. Conside´rons e´galement les
repre´sentations ρj1, ..., ρjn de SU(2). Rappelons qu’une repre´sentation d’un groupe
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de jauge agissant sur un espace vectoriel (ici l’espace tangent) est un homomorphisme
de SU(2) dans l’ensemble des applications line´aires sur l’espace vectoriel, autrement
dit dans l’ensemble des matrices.
Pour tout A ∈ A, e ∈ E(γ), de´finissons He(A) comme l’holonomie le long d’une
courbe c d’image r(c) = e et oriente´e dans le meˆme sens que e. He(A) est donc une
application line´aire sur la fibre vectorielle, i.e. un e´le´ment de SU(2). Nous pouvons
donc conside´rer les e´le´ments matriciels [ρje(He(A))]
α
β , ou` α, β = 1, ..., dρje avec dρje =
2je + 1 la dimension de la repre´sentation.
Chaque [ρje(He(A))]
α
β peut eˆtre conside´re´ comme un tenseur a` deux indices sur
un espace vectoriel Rje associe´ a` la repre´sentation ρje . Conside´rons l’espace des
produits tensoriels :
Rj1,...,jn = Rj1 ⊗ ...⊗Rjn (3.20)
associe´ a` notre sommet v d’areˆtes de spin j1, ..., jn.
De cet espace, nous pouvons extraire le sous-espace des tenseurs invariants, c’est-
a`-dire l’ensemble des tenseurs vα1...αn ∈ Rj1,...,jn tels que :
[ρj1(He1(A))]
α1
β1
... [ρjn(Hen(A))]
αn
βn
vβ1...βn = vα1...αn, (3.21)
ainsi qu’un base orthonorme´e {vi} de ce sous-espace en imposant :
vα1...αni vi′α1...αn = δii′ . (3.22)
Conside´rons maintenant le cas ge´ne´ral ou` v posse`de nin areˆtes ”entrantes” et
nout areˆtes ”sortantes”. D’une fac¸on similaire, nous pouvons extraire une base or-
thonorme´e invariante de l’espace Rj1,...,jnin ⊗ R∗j∗1 ,...,j∗nout , ou` R
∗ repre´sente le dual
de R, c’est-a`-dire des applications :
i = vi
β1...βninα1...αnout
: Rj1,...,jnin  Rj
∗
1 ,...,j
∗
nout
. (3.23)
De´finition 80. Pour un sommet v donne´ d’areˆtes de spin j1, ..., jnin , j
∗
1 , ..., j
∗
nout
, une
application invariante i : Rj1,...,jnin  Rj
∗
1 ,...,j
∗
nout
est appele´e un entre-jumelant ou
interwiner.
Ces interwiners repre´sentent pre´cise´ment les diffe´rentes possibilite´s de nouage
pour un sommet donne´. La the´orie dite de Clebsch-Gordan fournit l’ensemble des
interwiners possibles pour un sommet donne´. Un e´tat possible de graphe est donc
obtenu en associant un interwiner a` chaque sommet du graphe (ces interwiners
e´tant choisis pour chaque sommet dans l’espace Rj1,...,jnin ⊗ R∗j∗1 ,...,j∗nout relatif a` la
coloration des areˆtes rejoignant ce sommet).
De´finition 81. Un re´seau de spin S = (γ,~j,~i), avec ~j = (je)e∈E(γ),~i = (iv)v∈V (γ),
est la donne´e d’un graphe γ, d’un spin demi-entier je pour chaque areˆte e de γ et
d’un interwiner iv pour chaque sommet v de γ.
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Supposons qu’un re´seau de spin S = (γ,~j,~i) ait N sommets et L areˆtes.
De´finissons |γ,~j, ~α, ~β>, avec ~j = (jl)l∈L, ~α = (αl)l∈L, ~β = (βl)l∈l, par :
<A|γ,~j, ~α, ~β> =
∏
l∈L
√
2jl + 1 [ρjl(Hel(A))]
αl
βl
. (3.24)
De´finition 82. Un e´tat de re´seau de spin |S> est donne´ par :
|S> =
∑
αl,βl
vi1
β1...βn1α1...αn1
vi2
βn1+1...βn2αn1+1...αn2
...
... viN
βnN−1+1...βL
αnN−1+1...αL
|γ,~j, ~α, ~β>, (3.25)
ou` la somme est effectue´e sur les βl pour les areˆtes ”entrantes” et sur les αl pour les
areˆtes ”sortantes”.
Nous pouvons le re´e´crire sous une notation similaire a` l’e´tat de multiboucle
(3.17) :
<A|S> = T[S][A] =

 ⊗
v∈V (γ)
iv

 ·

 ⊗
e∈E(γ)
√
dρje ρje(He(A))

 , (3.26)
avec dρje = 2je + 1 la dimension de la repre´sentation ρje .
Les e´tats de re´seau de spin forment une base comple`te d’e´le´ments inde´pendants.
3.3 La repre´sentation diffe´rentielle
Nous allons maintenant exposer ce qui est connu dans la litte´rature comme la
repre´sentation en terme de connexion, ou` repre´sentation diffe´rentielle, de la Gravite´
Quantique a` Boucles.
Cette repre´sentation, base´e sur la the´orie de Gel’fand des C∗-alge`bres, fut in-
troduite pour la premie`re fois dans [27]. Il existe une quantite´ impressionnante de
publications a` ce sujet, notamment [28] ou` la the´orie est pre´sente´e pour des espaces
plus ge´ne´raux. Nous suivrons essentiellement [2], [29], [30] et [28].
Les de´monstrations e´tant essentiellement techniques, nous renvoyons le lecteur
a` [2] pour les preuves de´taille´es. Signalons que la compre´hension de ce formalisme
ne´cessite des connaissances mathe´matiques nettement plus importantes.
L’ide´e ge´ne´rale de ce formalisme est d’e´tendre l’espace des connexions A a` un
espace plus large A de type distributionnel. L’espace cine´matique sera construit
comme un espace de fonctions inte´grables sur A par rapport a` une mesure µ0 lui
confe´rant la structure d’un espace de Hilbert, i.e. H = L2(A, dµ0).
Vu le caracte`re plus complexe de ce formalisme, nous sectionnerons notre expose´
en diffe´rentes e´tapes.
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La notion de groupo¨ıde
Nous avons vu qu’un chemin pc ∈ P est la classe d’e´quivalence d’une courbe
c sous retracements et reparame´trisation. Une des conse´quences de la possibilite´
de retracement est que, la` ou` c♯c−1 restait une courbe non-restreinte a` un point,
pc♯p
−1
c = pc♯c−1 est e´gal au chemin stationnant sur le point b(pc), et donc a` un e´le´ment
neutre. De plus, la composition de chemins devient associative.
Ces proprie´te´s ne permettent pas de conduire a` une structure de groupe, car il
n’existe pas de neutre global et tous les e´le´ments ne peuvent eˆtre compose´s, mais
bien a` une structure de´nomme´e groupo¨ıde.
De´finition 83. Une cate´gorie K est une classe dont les e´le´ments sont appele´s
objets comple´te´e d’une collection d’homomorphismes {hom(x, y)}(x,y)∈K×K pour
laquelle il existe une loi de composition des homomorphismes :
◦ : hom(x, y) × hom(y, z)→ hom(z, x) : (f, g) g ◦ f (3.27)
posse´dant la proprie´te´ d’associativite´ ainsi que l’existence d’identite´s :
∀x ∈ K, ∃! idx ∈ hom(x, x) t.q.
idx ◦ f = f ∀f ∈ hom(y, x) et f ◦ idx = f ∀f ∈ hom(x, y).
(3.28)
Intuitivement, une cate´gorie est un ensemble tel qu’un homomorphisme est de´fini
pour chacune de ses paires d’e´le´ments.
De´finition 84. Une cate´gorie pour laquelle tout homomorphisme est un isomor-
phisme est un groupo¨ıde.
Nous avons e´galement les notions de sous-cate´gorie et de sous-
groupo¨ıde pour une sous-classe K′ ⊂ K comple´te´e d’une sous-collection
{hom(x, y)}(x,y)∈K′×K′ ⊂ {hom(x, y)}(x,y)∈K×K.
Nous conside´rerons le groupo¨ıde suivant :
– La cate´gorie est la surface tridimentionnelle σ.
– Les objets sont les points x ∈ σ.
– Les isomorphismes sont constitue´s des diffe´rents chemins entre deux points,
i.e. hom(x, y) = {p ∈ P : b(p) = x, f(p) = y}.
La loi de composition de cette cate´gorie se de´finit naturellement comme la com-
position de chemins. Etant donne´ que la collection d’isomorphismes n’est autre que
l’ensemble des chemins P, nous de´signerons e´galement ce groupo¨ıde par P.
De´finition 85. Pour x0 ∈ σ fixe´, l’ensemble Q = hom(x0, x0) est le groupe
des classes d’e´quivalence de boucles base´es en x0, appele´ hoop group
7 dans la
litte´rature.
7Pour holonomical e´quivalence class of loop.
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Revenons un instant a` notre espace de connexions A. Il est clair que si c ∼ c′,
alors Hc(A) = Hc′(A) car l’holonomie est inde´pendante d’une reparame´trisation ou
d’un retracement. De`s lors, nous pouvons nous restreindre a` conside´rer l’ope´rateur
d’holonomie sur l’ensemble des chemins P, et de´finir la notation suivante :
A(p) = Hp(A) ∀p ∈ P. (3.29)
L’ope´rateur A(p) de´finit un isomorphisme de Tb(p)(σ)→ Tf(p)(σ), c’est-a`-dire
un e´le´ment du groupe de jauge SU(2) du fibre´ associe´. De plus, nous avons de
fac¸on naturelle une loi de composition A(p♯p′) = A(p)A(p′) ainsi qu’un inverse
A(p−1) = A(p)−1.
En conse´quence, nous pouvons dire que tout A ∈ A de´finit un homomorphisme
de groupo¨ıde de l’ensemble des chemins P a` valeur dans le groupe de jauge SU(2).
De´finition 86. Hom(P,SU(2)) est l’ensemble de tous les homomorphismes de
groupo¨ıde de l’ensemble des chemins sur σ a` valeur dans le groupe de jauge SU(2).
Il est e´vident que A ⊂ Hom(P,SU(2)) via l’injection :
H : A → Hom(P,SU(2)) : A HA, ou` HA(p) = A(p), (3.30)
mais cette inclusion n’est pas stricte. Hom(P,SU(2)) est donc une extension de type
distributionnel de l’ensemble des connexions A.
De´finition 87. L’ensemble A est de´fini comme e´tant l’ensemble distributionnel
Hom(P,SU(2)).
Limite d’une famille projective
Nous devons maintenant munir cet ensemble d’une structure topologique. Nous
renvoyons le lecteur a` [17] pour les de´finitions et re´sultats principaux relatifs a` la
topologie ge´ne´rale.
Conside´rons un ensemble abstrait L d’index.
De´finition 88. L est un ensemble partiellement ordonne´ s’il existe une relation
≺, c’est-a`-dire un sous-ensemble de {(l, l′) : l ≺ l′} ⊂ L× L, telle que :
l ≺ l
l ≺ l′, l′ ≺ l =⇒ l = l′
l ≺ l′, l′ ≺ l′′ =⇒ l ≺ l′′
(3.31)
pour tout l, l′, l′′ ∈ L.
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De´finition 89. L est dirige´ si :
∀ l, l′ ∈ L ∃ l′′ ∈ L t.q. l ≺ l′′ et l′ ≺ l′′. (3.32)
Nous conside´rerons que L est un ensemble partiellement ordonne´ dirige´.
De´finition 90. Une famille projective (Xl, pl′l)l≺l′∈L est une classe d’ensembles
Xl indexe´e par L munie des projections surjectives :
pl′l : Xl′ → Xl ∀ l ≺ l′ (3.33)
satisfaisant la condition :
pl′l ◦ pl′′l′ = pl′′l ∀ l ≺ l′ ≺ l′′. (3.34)
De´finition 91. La limite projective X est le sous-ensemble de l’espace produit
X ⊂ X∞ =
⊗
l∈L Xl de´fini par :
X = {(xl)l∈L : pl′l(xl′) = xl ∀ l ≺ l′} . (3.35)
Appliquons ces de´finitions a` la the´orie des graphes (de´crite a` la section 3.2), en
utilisant l’outil du groupo¨ıde P de´fini pre´ce´demment.
De´finition 92. Pour un graphe γ donne´, on de´signe par l(γ) ⊂ P le sous-groupo¨ıde
ge´ne´re´ par γ, c’est-a`-dire que l(γ) est compose´ de l’ensemble d’objets V (γ) ⊂ σ ainsi
que de la collection d’isomorphismes {e}e∈E(γ) munie de l’ope´ration inverse et de
composition finie.
The´ore`me 93. Soit L l’ensemble de tous les sous-groupo¨ıdes l(γ) ⊂ P, alors la
relation l ≺ l′ si et seulement si l est un sous-groupo¨ıde de l′ munit L d’une structure
d’ordre partiel dirige´.
De´finition 94. Pour tout l ∈ L, Xl = Hom(l,SU(2)) est de´fini comme e´tant l’en-
semble de tous les homomorphismes du sous-groupo¨ıde l a` valeur dans SU(2).
C’est ici que la notion de finitude du nombre d’areˆtes d’un graphe prend toute son
utilite´. En effet, SU(2) e´tant un espace compact de Hausdorff, SU(2)n est e´galement
compact et de Hausdorff pour tout n.
Or, par la de´finition de Xl, si l = l(γ) pour un graphe γ, tout xl ∈ Xl est
comple`tement de´termine´ par ses e´le´ments xl(e), e ∈ E(γ) appartenant au groupe de
jauge SU(2). Il existe donc une bijection :
ρl : Xl → SU(2)♯E(γ) : xl  (xl(e))e∈E(γ) , (3.36)
et nous pouvons munir Xl d’une topologie compacte de Hausdorff.
De´finition 95. Pour l ≺ l′, de´finissons la projection :
pl′l : Xl′ → Xl : xl′  xl′ |l (3.37)
comme la restriction d’un homomorphisme xl′ de´fini sur le groupo¨ıde l
′ a` son sous-
groupo¨ıde l ≺ l′.
3. Le Formalisme de la Gravite´ Quantique a` Boucles 50
The´ore`me 96. Les projections pl′l sont surjectives, continues et satisfont la condi-
tion (3.34).
En conse´quence, (Xl, pl′l)l≺l′∈L est bien une famille projective. Nous pouvons
donc conside´rer son espace produit X∞ et sa limite projective X . Il reste a` de´finir
une topologie sur ces espaces.
De´finition 97. La topologie produit de Tychonov sur X∞ est la topologie la
moins fine rendant continues toutes les projections :
pl : X∞ → Xl : (xl′)l′∈L  xl. (3.38)
Puisque X ⊂ X∞, la topologie sur X sera bien suˆr la topologie induite. Nous
avons alors les re´sultats suivants :
The´ore`me 98. Muni de la topologie produit, l’espace X∞ est compact et de Haus-
dorff.
The´ore`me 99. La limite projective X est un ensemble ferme´ de X∞ pour la topologie
produit. En conse´quence, X est un sous-espace compact de Hausdorff.
Il nous reste a` de´terminer la relation entre X et A = Hom(P,SU(2)) par l’in-
terme´diaire de l’injection H.
The´ore`me 100. L’application
A = Hom(P,SU(2))→ X : H (H|l)l∈L (3.39)
est une bijection.
En conse´quence, nous pouvons munir A d’une topologie qui soit compacte et de
Hausdorff.
L’invariance par transformation de jauge
Nous avions de´ja` parle´, a` la section 2.4, qu’il e´tait possible de de´terminer le
groupe des SU(2)-connexions invariantes par transformation de jauge en conside´rant
l’espace quotient A/G, ou` G est l’ensemble des transformations de jauge de type
smooth.
Cette notion d’espace quotient peut eˆtre adapte´e a` notre espace distributionnel
A en conside´rant cette fois-ci l’espace G de toutes les fonctions de´finies sur σ a` valeur
dans SU(2), ce qui peut s’e´crire sous la forme du produit direct infini :
G =
∏
x∈σ
SU(2). (3.40)
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Cet espace peut e´galement eˆtre muni d’une topologie par la construction d’une
famille projective Gl =
∏
x∈V (γ) SU(2) et par re´pe´tition d’un processus similaire a` la
construction de A. La limite projective G est e´galement compacte et de Hausdorff.
L’espace des connexions distributionnelles invariantes par transformation de
jauge est donc donne´ par :
A/G = {[A]}A∈A t.q. [A] = {Ag}g∈G . (3.41)
Cet espace est compact et de Hausdorff dans la topologie quotient.
De´finition 101. La topologie quotient est la topologie la plus fine telle que
l’image re´ciproque de tout ouvert par l’application quotient A → A/G : A [A]
soit un ouvert de A, i.e. la topologie quotient est la topologie la plus fine rendant
l’application quotient continue.
Un autre espace invariant par transformation de jauge est souvent pre´sente´ dans
la litte´rature. Celui-ci est de´note´ A/G. Il est construit, non pas a` l’aide des sous-
groupo¨ıdes l(γ) ⊂ P, mais bien a` l’aide des sous-groupes s(γ) ⊂ Q du groupe des
boucles base´es en un point x0 ∈ σ fixe´.
Sa famille projective est donne´e par Ys = Hom(s,SU(2)), et sa limite projective
par Y = Hom(Q,SU(2)). L’espace invariant est Y /SU(2). Les de´tails de construc-
tion peuvent eˆtre trouve´s dans [2].
Nous avons alors le the´ore`me suivant :
The´ore`me 102. Les espaces
A/G = Hom(P,SU(2))/G et A/G = Hom(Q,SU(2))/SU(2) (3.42)
sont home´omorphes.
Ces espaces sont des sous-espaces de A qui sont invariants par transformation de
jauge. L’espace de fonction associe´ H0 = L2(A/G, dµ0) = L2(A/G, dµ0) sera donc le
sous-espace de H solution de l’e´quation de Gauss.
La C∗-alge`bre des fonctions cylindriques
Rappelons-nous que l’ensemble des connexions distributionnelles A est identifie´
a` la projection limite X par l’interme´diaire de la bijection (3.39).
Nous allons maintenant montrer que X peut eˆtre construit a` l’aide de la the´orie
de Gel’fand des C∗-alge`bres de´crite a` la section 2.6.
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De´signons par C(Xl) l’ensemble des fonctions continues sur Xl a` valeur complexe
ainsi que leur union ∪l∈LC(Xl).
De´finissons une relation d’e´quivalence ∼ sur ∪l∈LC(Xl) de la fac¸on suivante.
Prenons deux fonctions f, f ′ ∈ ∪l∈LC(Xl). Nous pouvons toujours trouver l, l′ ∈ L
tels que f ∈ C(Xl) et f ′ ∈ C(Xl′). De`s lors, nous dirons que :
f ∼ f ′ ⇐⇒ p∗l′′lf = p∗l′′l′f ′ ∀ l, l′ ≺ l′′, (3.43)
ou` p∗f de´signe le pullback de f par p.
De´finition 103. L’espace de classes d’e´quivalence de ∪l∈LC(Xl) pour la relation ∼
est appele´ espace des fonctions cylindriques et est note´ :
Cyl(X ) = ∪l∈LC(Xl)/ ∼ . (3.44)
Il est aise´ de ve´rifier que, pour tout f, f ′ ∈ Cyl(X ), il existe un index commun
l ∈ L et deux fonctions fl, f ′l ∈ C(Xl) tels que f = [fl] et f ′ = [f ′l ], ou` [fl] de´signe la
classe d’e´quivalence de fl.
Ce re´sultat nous permet de de´finir les ope´rations suivantes sur Cyl(X ) :
f + f ′ = [fl + f ′l ],
ff ′ = [flf ′l ],
zf = [zfl],
f¯ = [f¯l],
(3.45)
ainsi qu’une norme sup :
‖f‖ = ‖[fl]‖ = sup
xl∈Xl
|fl(xl)| . (3.46)
The´ore`me 104. Muni des ope´rations (3.45) et de la norme (3.46), l’espace Cyl(X )
est une ∗-alge`bre abe´lienne et unitaire.
De plus, sa fermeture Cyl(X ) est un espace complet et forme une C∗-alge`bre de
Banach, abe´lienne et unitaire.
En conse´quence, nous pouvons construire la transforme´e de Gel’fand relative a`
cette C∗-alge`bre :∨
: Cyl(X )→ C(∆(Cyl(X ))) : f  f˜ t.q. f˜(χ) = χ(f), (3.47)
ou` χ de´signe un caracte`re de Cyl(X ).
Comme nous l’avons signale´ a` la section 2.6, cette transforme´e est un isomor-
phisme. Le the´ore`me suivant devient donc particulie`rement important :
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The´ore`me 105. L’application :
X → ∆(Cyl(X )) : x = (xl)l∈L  χ(x) t.q. [χ(x)](f) = fl(pl(x)) pour f = [fl]
(3.48)
est un isomorphisme.
En effet, par la conside´ration conjointe de ces deux isomorphismes, nous voyons
que la fermeture de l’espace des fonctions cylindriques Cyl(X ) peut eˆtre identifie´e,
par la transforme´e de Gel’fand, a` l’ensemble des fonctions continues C(X ) sur la
limite projective : ∨
: Cyl(X )→ C(X ) : f = [fl] p∗l fl. (3.49)
Ce re´sultat entre parfaitement en accord avec le the´ore`me 64 stipulant, dans
notre cas, que X , qui est un espace de Hausdorff compact, est e´gal au spectre
∆(C(X )) de la C∗-alge`bre C(X ).
La mesure uniforme de Borel
Nous arrivons progressivement au terme de la construction de notre espace
cine´matique avec la de´termination d’une mesure, et donc d’un espace de fonctions
inte´grables. Pour les diffe´rentes de´finitions relatives a` la the´orie de la mesure, le lec-
teur est invite´ a` consulter [31], [32] ou tout autre cours sur la the´orie de la mesure.
Nous utiliserons a` cette fin les diffe´rentes constructions de´crites pre´ce´demment.
Vu que nos espaces Xl sont munis d’une structure topologique, nous pouvons
conside´rer la σ-alge`bre de Borel Bl engendre´e par l’ensemble des ouverts de Xl.
Nous pouvons donc de´finir une mesure sur l’ensemble des Bore´liens, c’est-a`-dire une
fonction µl positive et σ-additive sur Bl telle que µl(Xl) = 1.
Une telle mesure est appele´e mesure de Borel. Les mesures dites de Borel ont le
grand avantage que toutes les fonctions continues de C(Xl) sont automatiquement
mesurables.
De´finition 106. Une famille de mesures (µl)l∈L de´finies sur les projections Xl de
la famille projective (Xl, pl′l)l≺l′∈L est dite consistante si :
(pl′l)∗µl′ = µl ∀ l ≺ l′, (3.50)
ou` p∗µ de´signe le pushforward de µ par p.
L’ide´e de l’imposition de la consistance est la suivante : vu que les projections pl′l
sont continues et qu’un Bore´lien Bl ∈ Bl est ge´ne´re´ par des unions et intersections
de´nombrables d’ouverts de Xl, l’image re´ciproque p−1l′l (Bl) est ge´ne´re´e par des unions
et intersections de´nombrables d’ouverts de Xl′ , et donc p−1l′l (Bl) ∈ Bl′ . La condition
de consistance signifie donc que :
µl′(p
−1
l′l (Bl)) = µl(Bl) ∀Bl ∈ Bl. (3.51)
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Celle-ci peut e´galement s’e´crire :∫
Xl′
χp−1
l′l
(Bl)
(xl′) dµl′(xl′) =
∫
Xl
χBl(xl) dµl(xl), (3.52)
ou` χB de´signe la fonction caracte´ristique d’un ensemble B.
Cette formule peut maintenant eˆtre e´tendue aux fonctions simples (combinaisons
finies de fonctions caracte´ristiques), puis a` l’ensemble des fonctions mesurables par
la de´finition d’une inte´grale de type Lebesgue, ce qui donne :∫
Xl′
(p∗l′lfl)(xl′) dµl′(xl′) =
∫
Xl
fl(xl) dµl(xl), (3.53)
pour tout l ≺ l′ et fl ∈ C(Xl).
Vue sous cette forme, la condition de consistance de´crit la chose suivante.
Rappelons-nous la de´finition de la relation d’e´quivalence sur l’espace des fonctions
cylindriques (3.43). Nous avions que [fl] = [fl′ ] e´tait e´quivalent a` fl′ = p
∗
l′lfl. De`s
lors, la condition de consistance, sous sa forme (3.53), impose l’e´galite´ de l’inte´grale
de Lebesgue sur tout e´le´ment d’une meˆme classe d’e´quivalence.
En conse´quence, nous pouvons de´finir une fontionnelle line´aire positive8 sur l’es-
pace des fonctions cylindriques :
Λ˜ : Cyl(X )→ C : f = [fl] 
∫
Xl
fl(xl) dµl(xl), (3.54)
qui est inde´pendante du choix de repre´sentation f = [fl].
Cette fontionnelle est continue, et peut s’e´tendre continuellement de fac¸on unique
a` la fermeture Cyl(X ). Nous pouvons de`s lors utiliser l’isomorphisme donne´ par la
transforme´e de Gel’fand (3.49) pour de´finir une telle fontionnelle line´aire positive sur
C(X ) :
Λ : C(X )→ C : f = p∗l fl  
∫
Xl
fl(xl) dµl(xl). (3.55)
Vu que l’espace X est compact et de Hausdorff, nous pouvons utiliser la version
suivante du the´ore`me de repre´sentation de Riesz pour de´finir une mesure sur X .
The´ore`me 107 (The´ore`me de repre´sentation de Riesz). Soit X un espace de
Hausdorff localement compact et Λ : C0(X)→ C une fonctionnelle line´aire positive
sur l’espace des fonctions continues a` support compact dans X. Alors il existe une σ-
alge`bre U sur X contenant la σ-alge`bre de Borel ainsi qu’une unique mesure positive
µ sur U telle que Λ est repre´sente´e par µ, i.e. :
Λ(f) =
∫
X
f(x) dµ(x) ∀f ∈ C0(X). (3.56)
8Positive signifie ici que Λ˜(f) ≥ 0, ∀f ≥ 0.
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Une de´monstration de ce the´ore`me se trouve dans [32].
Rappelons-nous que, pour arriver a` ce re´sultat, nous avons utilise´ une mesure de
Borel consistante µl sur Xl, mais que cette mesure n’a pas encore e´te´ pre´cise´e. C’est
ce que nous allons faire maintenant.
Prenons un sous-groupo¨ıde l ∈ L avec l = l(γ). Par la de´finition de la bijection
(3.36), tout e´le´ment xl ∈ Xl peut eˆtre identifie´ a` un ensemble d’e´le´ments de SU(2)
{xl(e)}e∈E(γ) = ρl(xl).
En conse´quence, toute fonction fl ∈ C(Xl) peut eˆtre de´finie par :
fl(xl) = Fl
(
{xl(e)}e∈E(γ)
)
= Fl (ρl(xl)) = ρ
∗
l Fl(xl). (3.57)
ou` Fl est une fonction continue a` valeur complexe sur SU(2)
♯E(γ).
Nous pouvons maintenant de´finir une famille de mesures µ0l pour la famille pro-
jective (Xl, pl′l)l≺l′∈L par :
µ0l(fl) =
∫
Xl
ρ∗l Fl(xl) dµ0l(xl) =
∫
SU(2)♯E(γ)
Fl
(
{xl(e)}e∈E(γ)
) ∏
e∈E(γ)
dµH(xl(e))
(3.58)
ou` µH est la mesure de de Haar sur SU(2).
The´ore`me 108. La famille de mesures µ0l est une famille consistante de mesures
de Borel positives.
En raison de nos de´veloppements pre´ce´dents, nous pouvons construire une mesure
de Borel µ0 sur X , ainsi que sur A au moyen de la bijection (3.39). Nous pouvons
donc construire l’ensemble des fonctions inte´grables sur A et le munir d’un produit
scalaire.
De´finition 109. L’espace de Hilbert cine´matique H est de´fini comme l’espace
des fonctions de carre´ inte´grable sur A par rapport a` la mesure µ0 :
H = L2(A, dµ0). (3.59)
La mesure de Borel dµ0 est appele´ mesure uniforme, ou encore mesure
d’Ashtekar-Lewandowski.
3.4 L’e´quivalence des deux formalismes
Nous allons maintenant pouvoir faire le pont entre les deux formalismes de la
Gravite´ Quantique a` Boucles. Celui-ci est donne´ par deux transforme´es similaires :
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la transforme´e de boucles et la transforme´e de re´seaux de spin.
Ces transforme´es sont particulie`rement peu pre´sentes dans la litte´rature, surtout
la transforme´e de boucles qui, bien qu’utilise´e au tout de´but de la the´orie, n’a plus
vraiment d’inte´reˆt en raison du caracte`re de´pendant des e´tats de boucles.
Ne´anmoins, nous allons tenter de pre´senter d’une manie`re synthe´tique ces deux
transforme´es, et ce afin de faire apparaˆıtre les similitudes cache´es non pre´sente´es
dans la litte´rature, du moins a` notre connaissance. Cette absence de pre´sentation
synthe´tique vient tre`s probablement du fait que la quasi totalite´ des publications
sur le sujet a` l’heure actuelle sont essentiellement consacre´es a` un seul formalisme
particulier.
Signalons tout de meˆme que la transforme´e de boucles fut initialement propose´e
sans de´finition de produit scalaire, et qu’il a fallu attendre l’ave`nement de la mesure
d’Ashtekar-Lewandowski pour lui donner un sens.
Etablissons d’abord le lien entre la repre´sentation diffe´rentielle et l’alge`bre de
boucles.
Prenons un e´tat ge´ne´rique |ψ>.
Dans la repre´sentation en terme de boucles, |ψ> est de´termine´ par les e´tats de
multiboucle α et peut donc eˆtre repre´sente´ par :
<α|ψ> = ψ[α]. (3.60)
Dans la repre´sentation en terme de connexion, |ψ> est une fonction de L2(A, dµ0).
Elle posse`de donc une expression en terme de la connexion distributionnelle A ∈ A
pouvant eˆtre repre´sente´e par :
<A|ψ> = ψ[A]. (3.61)
Le lien entre les deux repre´sentations est simplement donne´ par les variables de
boucles (3.16) :
<A|α> = T[α][A] = − tr(Hα(A)), (3.62)
et par une inte´gration sur l’ensemble des connexions distributionnelles par rapport
a` la mesure µ0, ce qui est appele´ la transforme´e de boucles.
De´finition 110. La transforme´e de boucles ou loop transform est la trans-
forme´e suivante :
ψ[α] =
∫
A
T[α][A] ψ[A] dµ0[A]. (3.63)
Cette transforme´e peut eˆtre interpre´te´e comme une sorte de transforme´e de
Fourrier sur l’espace des connexions distributionnelles.
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Regardons maintenant le lien entre la repre´sentation diffe´rentielle et la
repre´sentation en terme de re´seaux de spin.
Nous pouvons de fac¸on similaire conside´rer les projections d’un e´tat ge´ne´rique
|ψ>. L’expression de cet e´tat en terme de re´seaux de spin est trivialement donne´e
par :
<S|ψ> = ψ[S]. (3.64)
L’expression en terme de connexion reste toujours :
<A|ψ> = ψ[A]. (3.65)
Pour construire une transforme´e similaire, nous avons ne´cessairement besoin
d’une fonctionnelle en A et S, c’est-a`-dire l’e´quivalent des variables de boucles. La
solution est donne´e par la formule (3.26) :
<A|S> = T[S][A]. (3.66)
De´finition 111. La transforme´e de re´seaux de spin ou spin network trans-
form est la transforme´e suivante :
ψ[S] =
∫
A
T[S][A] ψ[A] dµ0[A]. (3.67)
Nous allons maintenant re´exprimer ces deux transforme´es en terme de notation
de Dirac.
Bien que cette me´thode de pre´sentation ne soit pas usite´e, l’expression de ces deux
transforme´es en notation de Dirac se re´ve`le eˆtre particulie`rement jolie, et surtout fait
apparaˆıtre au sein de la Gravite´ Quantique a` Boucles une proprie´te´ bien connue de
la Me´canique Quantique, la relation de fermeture.
Ces relations se ve´rifient aise´ment suite aux notations que nous venons de
pre´senter.
La transforme´e de boucles en notation de Dirac devient :
<α|ψ> =
∫
A
<α|A> <A|ψ> dµ0[A], (3.68)
et la transforme´e de re´seaux de spin :
<S|ψ> =
∫
A
<S|A> <A|ψ> dµ0[A]. (3.69)
La transforme´e de re´seau de spin posse`de une conse´quence importante. Celle-ci
fut de´couverte par Roberto De Pietri dans [33].
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La mesure d’Ashtekar-Lewandowski e´tablie pour l’espace des connexions per-
met de de´finir mathe´matiquement les transforme´es pre´sente´es, mais celle-ci permet
e´galement de de´finir un produit scalaire dans la repre´sentation alge´brique de la fac¸on
suivante :
<α|α′> =
∫
A
<α|A> <A|α′> dµ0[A] =
∫
A
T[α][A] T[α′][A] dµ0[A], (3.70)
<S|S′> =
∫
A
<S|A> <A|S′> dµ0[A] =
∫
A
T[S][A] T[S′][A] dµ0[A]. (3.71)
La formule (3.71) peut eˆtre entie`rement calcule´e dans le formalisme diffe´rentiel.
En effet, l’expression d’un e´le´ment de l’inte´grale est donne´e par la formule (3.26) :
T[S][A] =

 ⊗
v∈V (γ)
iv

 ·

 ⊗
e∈E(γ)
√
dρje ρje(A(e))

 avec √dρje =√2je + 1.
(3.72)
Or, si nous regardons attentivement cette expression, le membre de droite de la
contraction n’est autre que l’attribution d’un e´le´ment de SU(2) pour chaque areˆte
du graphe γ du re´seau de spin S = (γ,~j,~i). C’est donc un homomorphisme du
sous-groupo¨ıde l = l(γ) a` valeur dans SU(2), i.e. un e´le´ment de Xl.
De plus, le phe´nome`ne de contraction n’est autre qu’une fonction a` valeur dans
C sur Xl. Autrement dit, T[S][A] ∈ C(Xl).
Enfin, les condition de Clebsch-Gordan e´liminant les relations de Mandelstram
garantissent la non-existence de deux fonctions T[S][A] ∈ C(Xl) e´quivalentes par la
relation (3.43).
En conse´quence, les fonctions T[S][A] sont des e´le´ments de l’espace des fonctions
cylindriques Cyl(X ) = ∪l∈LC(Xl)/ ∼.
Un calcul explicite de la formule (3.71), pouvant eˆtre retrouve´ dans [2], conduit
au re´sultat suivant, qui constitue probablement la conse´quence la plus importante
de l’e´quivalence des deux formalismes :
The´ore`me 112. Les fonctions cylindriques T[S][A] forment un ensemble ortho-
norme´, la normalisation e´tant donne´e par le coefficient
√
dρje . En conse´quence, la
base des re´seaux de spin est une base comple`te orthonorme´e.
Chapitre 4
L’Origine des Equations de
Contrainte de la Gravite´
Quantique a` Boucles :
La Re´volution d’Ashtekar.
Dans ce chapitre, nous allons nous attarder sur l’origine historique des e´quations
de contrainte qui donnent tout son sens a` la Gravite´ Quantique a` Boucles. Nous
reprendrons dans un ordre plus ou moins chronologique le raisonnement qui a
amene´ Abhay Ashtekar a` conside´rer la connexion comme variable pre´fe´rentielle au
de´triment de la me´trique.
Vu la longueur exorbitante de la plupart des de´veloppements, et dans le souci
de ne pas confe´rer a` ce me´moire la forme d’un annuaire te´le´phonique, nous nous
contenterons d’exposer les principales ide´es des diffe´rentes e´tapes et ferons re´fe´rence
aux diffe´rents ouvrages concerne´s.
Nous souhaitons informer le lecteur que ce pre´sent chapitre ne peut s’appuyer
uniquement sur les e´le´ments mathe´matiques et physiques de´ja` expose´s, mais
ne´cessite e´galement certaines connaissances supple´mentaires dont nous ne pouvons
exposer ici l’inte´gralite´. Celles-ci se trouvent bien entendu dans la litte´rature
traditionnelle.
4.1 La de´composition de Gauss-Codazzi de l’espace-
temps
Une pre´sentation de´taille´e des de´veloppements de cette section se trouve dans
les ouvrages suivants sous diffe´rentes formes : [34], [35], [2], [13].
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Reprenons les e´quations de la Relativite´ Ge´ne´rale (1.1). Celles-ci sont de´finies
localement au sein d’une structure globale appele´e espace-temps.
De´finition 113. Un espace-temps est un couple (M,g) ou` M est une varie´te´
diffe´rentiable de dimension 4 qui est connexe, orientable, oriente´e au niveau du temps,
de Hausdorff et de classe C∞ et ou` g est une me´trique de type Lorentzienne.
Nous munirons cet espace-temps d’un repe`re local de coordonne´es
X = (Xµ)µ=0,1,2,3.
L’e´le´ment cle´ de la me´thode de Gauss-Codazzi, et qui nous me`nera par la
suite a` la formulation hamiltonienne des e´quations de la Relativite´ Ge´ne´rale, est
la de´composition de la varie´te´ d’espace-temps M en un produit carte´sien R× S0 ou`
S0 est une varie´te´ diffe´rentiable de dimension 3. Cela revient, en fait, a` de´composer
l’espace-temps en tranches d’espace superpose´es et indexe´es le long d’une courbe de
temps particulie`re.
Nous entrons ici en re´alite´ dans l’une des plus grandes hypothe`ses pre´sentes dans
la cosmologie moderne. Le formalisme de Gauss-Codazzi pre´suppose qu’une telle
de´composition est possible, or ce fait est tre`s loin d’eˆtre trivial.
Il est e´galement amusant de remarquer que le de´veloppement permettant de
transformer les e´quations admises de la Relativite´ Ge´ne´rale dans le formalisme de la
Gravite´ Quantique a` Boucles, et donc ainsi d’y apporter un fondement, de´bute par
une hypothe`se rentrant en contradiction apparente avec le principe de covariance
ge´ne´ralise´e pre´conisant une totale liberte´ quant a` l’e´ventuel rapport spatial-temporel
(cf. section 1.2). Nous sommes donc dans l’obligation de conside´rer cette de´marche
comme e´tant un e´le´ment de preuve particulier en faveur des e´quations de la
LQG, qui doivent donc eˆtre pose´es comme hypothe`se en toute ge´ne´ralite´.
L’hypothe`se courante permettant de garantir la possibilite´ d’une telle
de´composition est celle d’un espace dit globalement hyperbolique. Nous avons besoin
de quelques de´finitions pour pre´ciser cette hypothe`se.
De´finition 114. Une courbe dans M est dite causale si et seulement si en tout
point de la courbe le vecteur tangent n’est jamais de type espace, i.e. la norme de
ce vecteur pour la me´trique g est ne´gative ou nulle. Une courbe dans M est dite
temporelle si et seulement si en tout point de la courbe le vecteur tangent est de
type temps, i.e. la norme de ce vecteur pour la me´trique g est strictement ne´gative.
De´finition 115. Le futur causal (resp. le passe´ causal) d’un point p ∈ M est
l’ensemble J+(p) (resp. J−(p)) des points q ∈ M tels qu’il existe une courbe c :
[0, 1] → M de type causale et dirige´e vers le futur telle que c(0) = p et c(1) = q
(resp. c(0) = q et c(1) = p).
De´finition 116. M respecte la condition de causalite´ forte si et seulement si
∀ p ∈ M et ∀Up voisinage de p, ∃Vp ⊂ Up tel qu’il n’existe aucune courbe de type
causale qui traverse Vp plus d’une fois.
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De´finition 117. M est dit globalement hyperbolique si et seulement si la condi-
tion de causalite´ forte est respecte´e et que ∀ p, q ∈M , J+(p) ∩ J−(q) est compact.
De´finition 118. Un sous-espace topologique S ⊂ M est une hypersurface de
Cauchy si et seulement si celui-ci posse`de une et une seule intersection avec chaque
courbe inextensible1 de type temps.
Signalons qu’en raison de sa de´finition, une hypersurface de Cauchy est une
varie´te´ compacte sans bords.
The´ore`me 119. Si M est un espace-temps globalement hyperbolique, alors il existe
une surjection continue t :M → R telle que :
1. Sa := t
−1(a) est une hypersurface de Cauchy ∀a ∈ R,
2. t est strictement croissante sur n’importe quelle courbe causale dirige´e vers le
futur.
Ce the´ore`me duˆ a` Geroch [36] implique l’existence d’un home´omorphisme entre
M et R × S0 ou` S0 est une varie´te´ de dimension 3, cette varie´te´ e´tant compacte et
sans bords.
Ne´anmoins, bien que ce the´ore`me constitue l’un des re´sultats les plus impor-
tants en ge´ome´trie Lorentzienne, il ne donne aucune indication sur le caracte`re
diffe´omorphe de la relation. Ce ”trou” vient d’eˆtre comble´ tre`s re´cemment (2003)
par Bernal et Sa´nchez dans [37] et [38] :
The´ore`me 120. Tout espace temps globalement hyperbolique admet une smooth
hypersurface de Cauchy temporelle S0, et par conse´quent est diffe´omorphe a` R× S0.
Nous nous placerons sous une telle hypothe`se afin de garantir l’existence de la
de´composition.
Nous sommes donc en pre´sence d’une famille d’hypersurfaces de Cauchy {St}
parame`tre´e par une variable temporelle t ∈ R, et il existe un diffe´omorphisme
X : R× S0 →M : (t, x) X(t, x) := Xt(x) tel que ∀t, St = {Xt(x) : x ∈ S0}.
Ne´anmoins, il existe un certain nombre de degre´s de liberte´ dans le choix de ce
diffe´omorphisme. Nous allons maintenant introduire certaines fonctions particulie`res,
appele´es lapse et shift, afin de parame`trer ces degre´s de liberte´. Pour cela, nous allons
conside´rer la division du champ de vecteur de de´formation en ses parties tangente
et normale aux hypersurfaces St :(
∂Xµ(t, x)
∂t
)
|X=X(x,t)
= N(X)nµ(X) +Nµ(X) (4.1)
avec nµ le champ de vecteur unitaire normal a` St et dirige´ vers le futur, µ = 0, 1, 2, 3.
1Intuitivement : ne pouvant eˆtre prolonge´e.
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De´finition 121. Le champ scalaire N est appele´ lapse function2.
De´finition 122. Les composantes du champ vectoriel Nµ sont appele´es shift func-
tions.
Ces fonctions contiennent bien l’ensemble de l’information sur la de´composition
de M en hypsersurfaces {St}t∈R. Notons que le choix de la direction du champ de
vecteur normal nµ permet de de´finir une fonction lapse toujours positive.
Afin de visualiser ces fonctions, conside´rons une courbe temporelle inextensible
dans R×S0 de type
{
(t, x) : xi = αi, i = 1, 2, 3
}
et e´tudions son image parX dansM .
Fig. 4.1 – La de´composition 3+1 de Gauss-Codazzi
Soit p1 et p3 les points de perce´e de cette courbe respectivement avec les
hypersurfaces St et St+∆t (∆T > 0). Au point p1, conside´rons la normale a` St
dirige´e vers le futur et notons p2 son point de perce´e avec l’hypersurface St+∆t,
comme repre´sente´ sur la figure 4.1.
Le vecteur de de´formation de la courbe entre les hyperplans St et St+∆t peut eˆtre
de´compose´ en une partie normale a` St et une partie tangente a` St+∆t : ∆τ n
µ+∆σµ.
2L’appellation anglophone est traditionnellement conserve´e pour les fonctions lapse et shift.
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Les fonctions lapse et shift repre´sentent alors le taux de variation de ∆τ et ∆σµ
en fonction de ∆t lorsque celui-ci tend vers 0, i.e. :
∆τ ≈ N∆t, ∆σµ ≈ Nµ∆t.
Nous allons maintenant introduire deux champs de tenseur syme´trique en rela-
tion avec notre de´composition spatiale-temporelle. Il s’agit des premie`re et deuxie`me
formes fondamentales.
De´finition 123. La premie`re forme fondamentale de S0 est le champ de tenseur
qµν = gµν − nµnν .
De´finition 124. La seconde forme fondamentale de S0 est le champ de tenseur
Kµν = q
ρ
µqσν∇ρ nσ, ou` ∇ est la connexion de Levi-Civita relative a` la me´trique g.
Signalons que ces deux tenseurs sont de type ”spatial”, c’est-a`-dire qu’ils
s’annulent si l’un de leurs indices est contracte´ avec nµ.
Notre but pre´sent est de re´e´crire l’action d’Einstein-Hilbert, dont l’annulation
de la variation infinite´simale conduit aux e´quations (1.1), en fonction des e´le´ments
de´crits pre´ce´demment.
Pour plus de facilite´, nous adopterons la notation suivante : les e´le´ments,
comme par exemple le tenseur de courbure, se rapportant a` notre espace a` quatre
dimensionsM seront pre´ce´de´s d’un (4), tandis que ceux se rapportant a` notre espace
a` 3 dimension S0 seront pre´ce´de´s d’un (3). Ce chiffre sera omis lorsqu’il n’y aura
pas de risque de confusion. De meˆme, les lettres grecques (µ, ν,...) repre´senteront
des indices variant de 0 a` 3, tandis que les lettres latines (a, b, i, j,...) repre´senteront
des indices variant de 1 a` 3.
De cette manie`re, l’action d’Einstein-Hilbert s’e´crit :
S =
1
κ
∫
M
(4)R
√
|det(g)| d4X, (4.2)
avec κ = 8πG
c4
.
Un calcul particulie`rement long et fastidieux, pouvant eˆtre retrouve´ au sein des
ouvrages re´fe´rence´s, permet d’aboutir a` l’e´quation de Gauss-Codazzi reliant les
courbures de nos espaces a` 3 et a` 4 dimensions par l’interme´diaire des premie`re et
deuxie`me formes fondamentales :
(4)R = (3)R+KµνK
µν −K2 − 2∇µ (nν∇νnµ − nµ∇νnν) . (4.3)
Il nous est donc loisir de re´e´crire l’action (4.2) non plus dans notre espace a` 4
dimensions M , mais bien dans notre espace produit R× S0 en utilisant la premie`re
forme fondamentale (3)qab comme champ de me´trique pour S0.
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Le caracte`re covariant de la forme de volume nous donne :
det (X∗g) = −N2 det
(
(3)q
)
.
ou` X∗g de´signe le pull-back du champ de me´trique g par le diffe´omorphisme X.
Apre`s se´paration des parties spatiales et temporelles et simplification des termes
nuls, notamment le dernier terme de (4.3) qui est a` diffe´rentielle exacte, l’e´criture de
l’action devient la suivante :
S =
1
κ
∫
R
∫
S0
(
(3)R+ (3)Kab
(3)Kab − (3)K2
)
N
√
det
(
(3)q
)
d3x dt. (4.4)
Vu l’absence de confusion possible, nous pouvons re´e´crire cette e´quation de fac¸on
plus simple :
S =
1
κ
∫
R×S0
(
R+KabK
ab −K2
)
N
√
det (q) d3x dt. (4.5)
4.2 Le formalisme ADM
Attaquons nous maintenant a` la formulation hamiltonienne des e´quations de la
Relativite´ Ge´ne´rale, connue sous le nom de formulalisme ADM. Ce formalisme fut
introduit par Arnowitt, Deser et Misner dans [39]. Les re´fe´rences introduites a` la
section pre´ce´dente valent e´galement pour les de´veloppements de cette section.
Pour cela, nous devons effectuer une transformation de Legendre, comme explicite´
a` la section (2.5).
Malheureusement, l’action (4.5) contenant la densite´ Lagrangienne, bien que
de´pendante de q˙ab, est inde´pendante des vitesses N˙ et N˙a. La transformation est
donc singulie`re, et nous nous retrouvons avec un jeu de quatre contraintes :
C(t, x) = ∂S
∂N˙(t, x)
= 0
Ca(t, x) = ∂S
∂N˙a(t, x)
= 0.
(4.6)
Les moments conjugue´s aux qab sont donne´s par :
Πab(t, x) =
δS
δq˙ab(t, x)
=
1
κ
(Kab − qabK)
√
det(q). (4.7)
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En conse´quence du raisonnement pre´sente´ a` la section (2.5), nous devons associer
quatre champs de multiplicateurs de Lagrange λ(t, x), λa(t, x) a` notre ensemble de
contraintes C(t, x), Ca(t, x).
Il est alors possible, au bout d’une se´rie de calculs gargantuesques que nous ne
reproduirons pas ici, de re´exprimer l’action S sous la forme suivante :
S =
1
κ
∫
R×S0
(
q˙abΠ
ab + N˙aCa + N˙C − [λaCa + λC +NaHa +NH]
)
d3x dt, (4.8)
ou`
Ha = −2qac∇˜bΠbc
H =
1√
det q
[qacqbd − 1
2
qabqcd]Π
abΠcd −
√
det qR,
(4.9)
∇˜ e´tant la connexion de Levi-Civita relative a` la me´trique q.
De´finition 125. Les contraintesHa etH sont appele´es respectivementContraintes
de diffe´omorphisme spatial et Contrainte Hamiltonienne.
L’expression entre crochets de l’action (4.8) repre´sente en re´alite´ l’expression de
la fonction Hamiltonienne, que nous de´signerons parH afin d’e´viter toute confusion :
H =
1
κ
∫
S0
[λaCa + λC +N
aHa +NH] d
3x
= ~C(~λ) + C(λ) + ~H( ~N) +H(N).
(4.10)
Rappelons que la dynamique de notre syste`me est confine´e sur l’hypersurface
de´finie par les contraintes (4.6), et vu que les champs scalaires C et Ca s’annulent
pour tout (t, x), leurs de´rive´es doivent e´galement s’annuler. Nous trouvons donc les
conditions :
~˙C(~λ) = {~C(~λ);H} = 0
C˙(λ) = {C(λ);H} = 0,
(4.11)
ou` { ; } repre´sente l’alge`bre de Poisson comme de´crite a` la section (1.3).
Or, un calcul explicite de ces relations d’e´volution nous donne :
{~C(~λ);H} = ~H( ~N)
{C(λ);H} = H(N). (4.12)
Par conse´quent, nous obtenons :
Ca(t, x) = 0, C(t, x) = 0, Ha(t, x) = 0, H(t, x) = 0,
⇐⇒
~C(~λ) = 0, C(λ) = 0, ~H( ~N) = 0, H(N) = 0,
(4.13)
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et donc, par l’expression (4.10), l’Hamiltonien H de la Relativite´ Ge´ne´rale est force´
de s’annuler !
Cet Hamiltonien ne correspond donc pas a` une re´elle fonction Hamiltonienne,
et nous dirons que le formalisme de la Relativite´ Ge´ne´rale ne posse`de pas de vrai
Hamiltonien.
Nous pouvons par contre remarquer que l’appellation contraintes de la de´finition
125, pour les fonctions Ha et H, e´tait bien justifie´e.
Le fait de posse´der une fonction Hamiltonienne s’annulant dans un syste`me de-
vant eˆtre quantifie´ engendre une conse´quence importante au sujet des e´quations de
la dynamique de ce syste`me une fois celui-ci quantifie´. En effet, comme nous l’avons
e´voque´ a` la section (1.3), l’e´volution d’un ope´rateur quelconque A de type observable
est donne´e par :
d
dt
A = − i
~
[A, Hˆ]. (4.14)
Or, l’Hamiltonien Hˆ s’annulant, toutes les observables commutent avec lui, et les
e´quations d’e´volution deviennent :
d
dt
A = 0. (4.15)
En conse´quence, les e´tats physiques produits par le syste`me quantifie´ ne
de´crivent plus un e´tat quantique a` un temps particulier, mais bien l’e´tat quantique
pour tout temps, c’est-a`-dire qu’ils contiennent toute l’information sur la manie`re
dont l’e´tat est invariant vis-a`-vis d’un diffe´omorphisme a` 4 dimensions. Il n’y a
donc plus de notion de temps particulie`re, et nous trouvons ici la re´apparition du
principe de covariance ge´ne´ralise´e de la Relativite´ Ge´ne´rale.
Revenons maintenant a` notre proble`me initial et inte´ressons-nous a` l’e´volution
des fonctions lapse et shift. Nous trouvons :
N˙a = {Na;H} = λa
N˙ = {N ;H} = λ. (4.16)
Or les multiplicateurs de Lagrange λa, λ sont totalement arbitraires, ainsi le
seront e´galement les trajectoires des fonctions lapse et shift.
De plus, l’action (4.8) devient totalement inde´pendante des fonctions Ca, C, vu
que :
S =
1
κ
∫
R×S0
(
q˙abΠ
ab + (N˙a − λa)Ca + (N˙ − λ)C −NaHa −NH
)
d3x dt. (4.17)
En re´sume´, nous trouvons l’action re´duite :
S =
1
κ
∫
R×S0
(
q˙abΠ
ab −NaHa −NH
)
d3x dt, (4.18)
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appele´e action Arnowitt - Deser - Misner, ainsi que l’Hamiltonien re´duit :
H =
1
κ
∫
S0
[NaHa +NH] d
3x, (4.19)
ou` les fonctions lapse et shift Na,N peuvent eˆtre traite´es comme les multiplicateurs
de Lagrange des contraintes de diffe´omorphisme spatial et Hamiltonienne.
4.3 L’introduction des nouvelles variables
Comme nous l’avons vu, le formalisme de la Gravite´ Quantique a` Boucles se
base, non pas sur le champ de me´trique, mais bien sur la connexion dont on peut
munir l’espace-temps. La de´couverte de la possibilite´ de conside´rer la connexion
comme variable fut expose´e par Abhay Ashtekar en 1986-1987 ([40], [41]), soit 25
ans apre`s l’introduction du formalisme ADM.
Pour comprendre l’utilite´ exacte de ces nouvelles variables et la ne´cessite´ de leur
introduction, nous devons conside´rer ce que l’on appelle commune´ment le programme
de quantification canonique. Ce programme sert a` construire une the´orie hamilto-
nienne quantique a` partir d’un the´orie hamiltonienne classique, comme nous l’avons
illustre´ dans notre premier chapitre (section (1.3)).
Nous n’allons pas reprendre ici la totalite´ de ce programme, et nous nous
limiterons aux e´le´ments qui nous semblent les plus importants. Les de´tails de ce
processus peuvent eˆtre trouve´s dans [2] et [13].
Premie`re e´tape : La polarisation
Rappelons-nous l’ide´e ge´ne´rale du principe de quantification menant de l’espace
de phase T ∗(R3) a` l’espace des fonctions d’ondes de la Me´canique Quantique. La
premie`re e´tape e´tait de ne plus conside´rer comme variables les paires canoniques
(qi, p
i), mais bien l’ensemble des fonctions inte´grables sur R3, i.e. L2(R3). Ces fonc-
tions e´taient exprime´es a` l’aide de la seule moitie´ (qi) des variables
3, l’espace de´crit
par ces variables e´tant nomme´ l’espace de configuration C. Ces fonctions e´taient
ensuite quantifie´es pour donner naissance aux Kets de la Me´canique Quantique.
La section pre´ce´dente nous a pourvus de variables canoniques qab,Π
ab. Ces
variables permettent de de´terminer un point particulier dans un ensemble M
posse´dant une infinite´ de dimensions. Cet ensemble peut eˆtre vu comme le fibre´
cotangent construit sur l’ensemble des 3-me´triques Riemanniennes, et est muni du
3Voire e´galement de la seule moitie´ (pi) pour ce qui est appele´ commune´ment la repre´sentation
P.
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syste`me de contraintes de premie`re classe Ha,H
4.
Les variables qab,Π
ab sont appele´es variables e´le´mentaires, en le sens que toute
fonction de´finie surM peut eˆtre de´crite en terme de ces variables. Elles sont se´pare´es
en deux jeux distincts, les variables de configuration qab et les moments Π
ab.
Cette se´paration est appele´e polarisation de la varie´te´ M. Elle est totalement
arbitraire, et le choix d’une polarisation particulie`re peut mener a` une expression
diffe´rente des contraintes Ha et H. En re´alite´, polariser une varie´te´ M revient a`
de´terminer une sous-varie´te´ C de M tel que M = T ∗(C).
De´finition 126. Pour une polarisation particulie`re, l’ensemble C des variables de
configuration est appele´ espace de configuration de la varie´te´.
Ces variables doivent maintenant conduire a` une classe de variables plus ge´ne´rale,
dont l’index ne serait plus fini mais bien infini. Un choix naturel et similaire a` la
Me´canique Quantique serait de prendre l’ensemble des fonctions inte´grables de´finies
sur l’espace de configuration, L2(C), c’est-a`-dire l’ensemble des fonctions inte´grables
sur l’ensemble des 3-me´triques Riemanniennes.
Malheureusement, il est particulie`rement difficile de donner un sens a` ce type
de fonction, en particulier sur son caracte`re inte´grable. Nous de´finirons donc les
variables suivantes :
F (q) =
∫
S0
F abqabd
3x, P (f) =
∫
S0
fabΠ
abd3x, (4.20)
ou` F ab, fab sont des tenseurs syme´triques smooth garantissant la convergence des
inte´grales, les espaces auxquels appartiennent ces tenseurs restant non-comple`tement
spe´cifie´s.
Deuxie`me e´tape : L’espace de configuration quantique
L’espace de configuration C, reprenant l’ensemble des 3-me´triques Rieman-
niennes, n’est ge´ne´ralement pas suffisant pour construire la totalite´ des e´tats
quantiques. Cette affirmation vient de la contribution apporte´e par l’expe´rience.
Nous devons donc de´terminer un nouvel espace C¯ plus ge´ne´ral, que nous appellerons
espace de configuration quantique.
4Remarquons que nous ne conside´rons plus ici les contraintes Ca, C. En effet, celles-ci ont e´te´
retire´es de l’action (4.18). La raison vient simplement du fait que nous ne travaillons plus qu’a`
partir de l’espace a` 3 dimensions S0, comme nous le montre l’Hamiltonien (4.19), alors que ces
contraintes concernaient les variables Na, N qui ne sont actuellement plus conside´re´es que comme
multiplicateurs de Lagrange.
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En se basant sur l’expe´rience des champs quantiques scalaires, nous prendrons
pour C¯ l’espace des distributions tempe´re´es5 sur S0.
Troisie`me e´tape : L’espace cine´matique
L’espace cine´matique est ainsi appele´ par le fait qu’il ne contient aucune
information sur la dynamique du syste`me, c’est-a`-dire dans notre cas les contraintes
Ha et H. Ce n’est donc pas encore l’espace des e´tats physiques proprement dit.
Il est simplement constitue´ de l’espace de configuration quantique C¯ muni d’une
structure d’espace de Hilbert H.
La principale difficulte´ re´side en la de´finition d’une mesure dµ0 caracte´risant cet
espace de Hilbert H = L2(C¯, dµ0).
Cette mesure doit satisfaire certaines proprie´te´s techniques, telles
que la σ-additivite´, la pre´servation des relations canoniques, i.e.
[Pˆ (f), F (qˆ)] = i~ {P (f), F (q)}ˆ ou` Pˆ (f), F (qˆ) et {·, ·}ˆ sont les repre´sentations
de P (f), F (q) et {·, ·} dans H en terme d’ope´rateurs line´aires, ainsi que les relations
classiques de conjugaisons complexes.
Vu la nature spe´ciale de notre espace Cˆ, il peut paraˆıtre logique que cette mesure
soit une sorte de mesure de probabilite´. Par exemple, une mesure de type Gaussienne
donnerait comme fonction caracte´ristique6 :
χ(F ) =
∫
C¯
eiF (q)dµ(q) = e
− 1
2
R
1√
det(q0)
F abF cdq0acq
0
bd d
3x
, (4.21)
ou` q0 est une me´trique fixe´e de´finie positive sur S0.
Malheureusement, cette mesure viole l’invariance du syste`me par un
diffe´omorphisme a` 3 dimensions, et il n’y a vraisemblablement a` l’heure ac-
tuelle aucune de´finition rigoureuse d’une mesure invariante par diffe´omorphisme
pour notre processus de type stochastique.
5Une distribution u(ϕ) =
R
fϕ dµ associe´e a` f appartenant a` un espace de Schwartz est dite
tempe´re´e si et seulement si il existe une constante C et un entier p tels que :
∀ϕ ∈ C∞, |u(ϕ)| ≤ CNp(ϕ) ou` Np(ϕ) = sup
x
k,j≤p
˛
˛
˛xkϕ(j)(x)
˛
˛
˛ < +∞.
6La fonction caracte´ristique d’une mesure est simplement la transforme´e de Fourrier relative a`
cette mesure. Elle caracte´rise comple`tement cette dernie`re.
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Quatrie`me e´tape : Les ope´rateurs de contraintes
Nous arrivons maintenant a` la quantification proprement dite, avec la quanti-
fication des e´quations de contraintes de diffe´omorphisme spatial et Hamiltonienne
(de´finition 125).
Pour plus de simplicite´, notons ces contraintes par HI(N
I), I = 0, 1, 2, 3. Ces
contraintes sont en re´alite´ des fonctions de l’ensemble des variables e´le´mentaires :
HI(N
I) = hI(N
I , {F (q)}q , {P (f)}f ). (4.22)
Une quantification na¨ıve de ces contraintes serait donne´e par :
HˆI(N
I) = hI(N
I , {F (qˆ)} , {Pˆ (f)}). (4.23)
Ce proce´de´ de quantification ne fonctionne malheureusement pas bien dans la
plupart des cas, et ce pour les raisons suivantes :
– La quantification d’un espace de phase de fonctions n’est pas unique. En effet,
il est possible d’effectuer des changements dans cette quantification de l’ordre
de ~, qui dans ce cas donneront le meˆme ope´rateur comme limite classique du
syste`me. Ce proce´de´ est appele´ ambigu¨ıte´ du facteur d’ordre.
– De plus, certains des ope´rateurs obtenus peuvent se re´ve´ler eˆtre totalement
divergents, et ce n’est qu’apre`s un changement du facteur d’ordre que ceux-ci
peuvent eˆtre correctement de´finis, ce qui est appele´ singularite´ du facteur
d’ordre.
– Enfin, un changement du facteur d’ordre ne permet pas toujours de re´soudre
les singularite´s d’un ope´rateur. Il est alors ne´cessaire de proce´der a` une
re´gularisation de l’ope´rateur afin de lui soustraire sa partie divergente et de
produire un ope´rateur correctement dense´ment de´fini. Ce proce´de´ est appele´
la renormalisation de l’ope´rateur.
Ce dernier point est le plus important en ce qui nous concerne. En effet, la quan-
tification de la contrainte Hamiltonienne H (4.9) conduit a` la tre`s connue Equation
de Wheeler-DeWitt :
Hˆφ = 0. (4.24)
Or, l’ope´rateur Hˆ produit lors de la quantification se re´ve`le eˆtre non-
renormalisable7. Ce proble`me est entie`rement duˆ au fait que la contrainte Hamil-
tonienne H (4.9) de´pend de la me´trique qab de fac¸on non-polynomiale, et ce en
raison du terme en
√
det(q).
7NB : Du moins a` l’heure actuelle.
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Ce proble`me va conduire a` un blocage complet du programme de quantification
canonique, comme nous allons le voir au point suivant.
Cinquie`me e´tape : La de´finition de l’espace physique
Nous devons maintenant de´finir un espace physique, c’est-a`-dire un sous-espace
de l’espace cine´matique H dont les e´le´ments seront conside´re´s comme des e´tats
physiques.
La me´thode la plus simple serait de de´finir ψ ∈ H comme e´tant un e´tat physique
si et seulement si HˆI(N
I)ψ = 0, I = 1, 2, 3, 4.
Cependant, en raison du proble`me des valeurs propres ge´ne´ralise´es de ces
ope´rateurs, nous devons donc introduire ce que nous avons de´fini a` la section 2.6
comme e´tant un triplet de Gel’fand :
D ⊂ H ⊂ D∗, (4.25)
ainsi que le triplet des e´tats physiques :
Dphys ⊂ Hphys ⊂ D∗phys. (4.26)
Que peut-il donc nous empeˆcher maintenant de continuer le processus de for-
mation de l’espace quantifie´ et de de´finir les observables du syste`mes ? Simplement
la recherche de notre espace physique par la re´solution de l’e´quation de Wheeler-
DeWitt.
Jusqu’a` ce jour, personne n’est arrive´ a` formuler une solution de cette e´quation
sous la forme (4.24), excepte´ certaines expressions formelles auxquelles il est difficile
de donner un sens, ou certaines re´solutions dans un espace tronque´ de dimension finie.
En conse´quence, il parait obligatoire de chercher un moyen de simplifier l’expression
de cette contrainte avant sa quantification (4.9).
Notre programme de quantification se trouve donc bloque´ a` cette e´tape, et c’est
ici que la ne´cessite´ d’introduire les nouvelles variables intervient.
Les nouvelles variables d’Ashtekar
Dans un premier temps, nous allons introduire ce que nous appellerons le champ
de cotriades gravitationnel.
De´finition 127. Le champ de cotriade gravitationnel est le champ de cotriade
eia sur S0 tel que :
qab = δije
i
ae
j
b, (4.27)
ou` a, b, ... = 1, 2, 3 sont des indices tangents et i, j, ... = 1, 2, 3 sont des indices internes
relatifs a` un fibre´ associe´ de groupe de jauge SU(2).
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Signalons que nous travaillons ici sur un espace de phase plus large que celui
utilise´ pre´ce´demment. Nous l’appellerons l’espace de phase e´tendu.
Nous pouvons introduire e´galement une 1-forme a` valeur dans su(2) de´finie sur
S0, K
i
a, de´rive´e a` partir de la seconde forme fondamentale
8 :
Kab = −s sgn(det(e))Kiaeib. (4.28)
Par les proprie´te´s de syme´trie de la seconde forme fondamentale, Kab est un
champ de tenseur syme´trique. En conse´quence, vu la relation pre´ce´dente, le champ
Kia doit satisfaire la condition suivante :
Kj[ae
j
b] = 0, (4.29)
ou` les crochets [a b] de´signent l’ope´ration d’antisyme´trisation du tenseur Kjae
j
b
vis-a`-vis des indices a et b.
Nous allons maintenant introduire dans nos e´quations une combinaison de
champs de cotriade gravitationnels. Cette combinaison portera le nom de champ
e´lectrique (suite a` une certaine analogie avec l’e´lectromagne´tisme de Maxwel et la
the´orie de Yang-Mills) et constituera un premier jeu de nouvelles variables.
De´finition 128. Le champ :
Eaj =
1
2
ǫabcdǫjklme
k
b e
l
ce
m
d (4.30)
est appele´ champ e´lectrique.
Suite a` ces nouvelles variables, nous pouvons donner une formulation e´quivalente
de la condition (4.29) :
Ka[jE
a
k] = 0 (4.31)
⇐⇒ ǫjklKkaEal = 0, j = 1, 2, 3. (4.32)
Nous noterons :
Gj = ǫjklK
k
aE
a
l = 0. (4.33)
De´finition 129. La contrainte Gj = 0 est appele´e contrainte de Gauss.
Munissons l’espace de phase e´tendu, coordonne´ par les jeux de variables
(Kia, E
a
i ), d’une alge`bre de Poisson {·, ·}.
8s = ±1 repre´sente la signature de l’espace conside´re´. Bien que l’espace actuel S0 ait une signature
positive, ce parame`tre sera conserve´ afin d’e´tendre plus facilement les re´sultats a` l’espace complet a`
4 dimensions.
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De´finissons maintenant les fonctions :
q˜ab = |det(E)|EjaEjb , Π˜ab =
1
|det(E)|E
a
kE
d
kK
i
[dδ
b
c]E
c
i , (4.34)
ou` Eja est le tenseur inverse de Eaj et det(E) est le de´terminant relatif aux variables
Eaj .
Alors il est possible de montrer que ces fonctions se re´duisent aux variables
pre´ce´demment utilise´es dans le formalisme ADM, qab et Π
ab, lorsque la condition
de Gauss (4.33) est respecte´e.
De plus, les variables (qab,Π
ab) formant un ensemble de couples canoniques, les
crochets de Poisson de ces fonctions (q˜ab, Π˜
ab) doivent correspondre a` ceux des va-
riables (qab,Π
ab), ce qui est ve´rifie´ lorsque l’alge`bre de Poisson de l’espace de phase
e´tendu forme une structure symplectique traditionnelle :
{Eai (x), Ebj (y)} = 0, {Kia(x),Kjb (y)} = 0, {Eai (x),Kjb (y)} = κ δab δji δ(x, y).
(4.35)
Vu d’une autre manie`re, nous pouvons conside´rer que l’espace de phase e´tendu,
coordonne´ par les variables (Kia, E
a
i ), est tel que l’hypersurface de´finie par la
contrainte (4.33) n’est autre que l’espace de phase du formalisme ADM.
Au sein de cette hypersurface, il est possible de re´e´crire les e´quations de
contraintes de diffe´omorphisme spatial et Hamiltonienne (4.9) en fonction des nou-
velles variables Kia et E
a
i . En voici la formulation explicite :
Ha = −2∇˜b[KjaEbj − δbaKjcEcj ]
H =
−s√
|detE| [E
a
kE
b
j − EajEbk]KjaKkb −
√
|detE| R(Ecl ),
(4.36)
ou` la courbure scalaire R = R(Ecl ) est conside´re´e comme une fonction du champ
e´lectrique Ecl .
Nous allons maintenant proce´der a` deux transformations successives sur nos
jeux de variables (Kia, E
a
i ). La premie`re transformation sera un (a priori) simple
changement d’e´chelle, la seconde sera une transformation affine un peu plus
complexe.
Le parame`tre d’Immirzi
La transformation suivante : {
K˜ja = βK
j
a
E˜aj =
1
β
Eaj
(4.37)
ou` β est un nombre complexe non nul, est trivialement une transformation canonique.
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De´finition 130. Le parame`tre complexe non nul β est appele´ parame`tre d’Im-
mirzi.
Ce parame`tre peut paraˆıtre insignifiant. Il l’est effectivement au niveau du
syste`me non quantifie´. Mais, e´trangement, la quantification du syste`me pour des
parame`tres d’Immirzi diffe´rents conduit par moment a` des pre´dictions physiques
comple`tement diffe´rentes. Nous aurons l’occasion de discuter a` nouveau de ce
parame`tre lors de l’e´criture de la contrainte Hamiltonienne.
La transformation affine
Rappelons-nous la connexion de spin (2.22) applique´e ici au champ e´lectrique :
DaE
a
j = ∂aE
a
j + Γ
k
ajE
a
k = ∂aE
a
j + ǫljkΓ
l
aE
a
k , (4.38)
ou` Da est la de´rive´e covariante compatible avec le champ e´lectrique, et Γ
k
aj = Γ
l
a(Tl)
k
j
avec (Tl)
k
j = ǫljk prises comme constantes de structure de l’alge`bre su(2).
La condition de compatibilite´ de la de´rive´ covariante9 :
DaE
a
j = 0 ⇐⇒ ∂aEaj + ǫljkΓlaEak = 0 (4.39)
nous permet de de´terminer Γja en fonction de Eaj :
Γja =
1
2
ǫijkE
b
k
(
∂bE
i
a − ∂aEib + EciEla∂bElc
)
+
1
4
ǫijkE
b
k
(
2Eia
∂b (det(E))
det(E)
− Eib
∂a (det(E))
det(E)
)
· (4.40)
Remarquons que Γja est inde´pendant du facteur d’e´chelle β. Une conse´quence de
cette remarque est que Da est totalement inde´pendant de β, et nous avons donc :
DaE˜
a
j =
1
β
DaE
a
j = 0. (4.41)
De`s lors, si nous additionnons la condition (4.39) a` notre contrainte de Gauss
(4.33), toutes deux re´e´crites dans les nouvelles variables, nous obtenons une nouvelle
version de la contrainte :
Gj = ǫjklK˜
k
a E˜
a
l = ǫjklK˜
k
a E˜
a
l + ∂aE˜
a
j + ǫjklΓ
k
aE˜
a
l = 0. (4.42)
Un re´arrangement des termes fait apparaˆıtre une structure bien connue :
Gj = ∂aE˜
a
j + ǫjkl
(
Γka + K˜
k
a
)
E˜ak = 0. (4.43)
9cf. section 2.4.
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Nous pouvons alors de´finir cette expression comme e´tant la nouvelle de´rive´e co-
variante compatible avec le champ e´lectrique modifie´ E˜aj :
D˜aE˜
a
j = ∂aE˜
a
j + ǫjkl
(
Γka + K˜
k
a
)
E˜ak , (4.44)
ce qui introduit la nouvelle connexion :
Aja = Γ
j
a + K˜
j
a. (4.45)
De´finition 131. La connexion
Aja = Γ
j
a + K˜
j
a = Γ
j
a + βK
j
a (4.46)
est la nouvelle connexion d’Ashtekar.
Vu la structure particulie`rement complique´e de la transformation affine intro-
duite, le re´sultat suivant est particulie`rement surprenant :
The´ore`me 132. Les paires de variables (Aja, E˜aj ) forment des couples conjugue´s
canoniques, i.e.
{E˜ai (x), E˜bj (y)} = 0, {Aia(x), Ajb(y)} = 0, {E˜ai (x), Ajb(y)} = κ δab δji δ(x, y).
(4.47)
La preuve de ce the´ore`me tient seulement en la relation non-triviale
{E˜ai (x),Γjb(y)} = 0.
Introduisons maintenant la courbure relative a` la nouvelle de´rive´e covariante D˜a :
F˜ jab = ∂aA
j
b − ∂bAja + ǫjklAkaAlb. (4.48)
Il est maintenant possible de re´e´crire l’ensemble de nos contraintes, au prix d’un
calcul tre`s fastidieux, dans notre nouveau formalisme :
Gj = D˜aE˜
a
j
Ha = F˜
j
abE˜
b
j
H =
(
F˜ jab +
(β2 − s)
β2
ǫjmn(A
m
a − Γma )(Anb − Γnb )
)
ǫjklE˜
a
k E˜
b
l
β
√
det(q)
.
(4.49)
Notre but ultime est donc atteint, car sous un simple ajustement de facteur
1
β
√
det(q)
, notre contrainte Hamiltonienne posse`de maintenant une structure polyno-
miale :
H ′ =
(
F˜ jab +
(β2 − s)
β2
ǫjmn(A
m
a − Γma )(Anb − Γnb )
)
ǫjklE˜
a
k E˜
b
l . (4.50)
Nous retombons bien e´videmment sur les e´quations de la the´orie expose´es au
chapitre 3.
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Discussion sur l’interpre´tation a` quatre dimensions et sur le parame`tre
d’Immirzi
Nous pouvons donner une interpre´tation de notre nouvelle connexion A pour un
espace a` quatre dimensions. Il suffit pour cela de comple´ter notre champ de cotriade
eai en un champ de cote´trade e
α
I avec α, I = 0, 1, 2, 3.
Pour cela, il suffit de fixer les composantes manquantes de fac¸on a` conserver
l’orthonormalite´ de la te´trade pour l’indice d’espace-temps µ, ce qui donne :
e00 =
1
N
, ea0 =
−Na
N
, e0i = 0. (4.51)
Reprenons maintenant notre discussion sur le parame`tre d’Immirzi. Pour une
signature donne´e s = ±1, il existe une valeur pre´fe´rentielle β2 = s de ce parame`tre
d’ajustement. Avec un tel choix de parame`tre, l’e´quation de contrainte Hamilto-
nienne se trouve fortement simplifie´e :
Gj = D˜aE˜
a
j
Ha = F˜
j
abE˜
b
j
H ′ = ǫjklF˜
j
abE˜
a
k E˜
b
l .
(4.52)
Pour un espace-temps de type Euclidien, nous trouvons comme valeur
pre´fe´rentielle β = ±1, ce qui implique que nos deux variables Aja, E˜aj sont re´elles.
Par contre, pour un espace-temps de type Lorentzien, nous trouvons β = ±i, ce
qui conduit la connexion Aja a` eˆtre complexe au lieu de re´elle. Le caracte`re complexe
pose nettement moins de proble`me pour le champs e´lectrique modifie´ E˜aj , car il est
parfaitement possible de re´e´crire les contraintes (4.52) en fonction du champ re´el Eaj ,
ce qui conduit a` la formulation traditionnelle de la the´orie :
Gj = D˜a
Eaj
β
Ha = F˜
j
ab
Ebj
β
H ′ = ǫjklF˜
j
ab
Eak
β
Ebl
β
(4.53)
⇐⇒
G′j = D˜aEaj H
′
a = F˜
j
abE
b
j H
′′ = ǫjklF˜
j
abE
a
kE
b
l . (4.54)
Seulement, afin de garantir que le nombre de degre´s de liberte´ de la the´orie soit
conserve´, il est ne´cessaire d’imposer la condition suivante :
Aja − Γja
β
=
(
Aja − Γja
β
)
. (4.55)
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De´finition 133. La condition (4.55) est appele´e condition de re´alite´.
Cette condition est triviale pour des valeurs re´elles de β, mais l’est nettement
moins pour des valeurs complexes. Dans le cas d’un parame`tre d’Immirzi imaginaire,
et donc d’une connexion Aja complexe, cette condition se re´e´crit ge´ne´ralement sous
la forme suivante :
Aja +A
j
a = 2Γ
j
a. (4.56)
Nous sommes donc en face de deux possibilite´s : introduire une connexion
complexe simplifiant fortement la contrainte Hamiltonienne avec l’ajout d’une
contrainte supple´mentaire non-triviale, ou conserver une connexion re´elle rendant
triviale cette condition au prix d’une contrainte Hamiltonienne nettement plus
complique´e.
La version complexe est la connexion initiale introduite par Ashtekar dans
[40], [41]. Cette version fut originellement celle choisie pour la LQG en raison
de l’expression simplifie´e de la contrainte Hamiltonienne. Malheureusement, la
condition de re´alite´ fut laisse´e de coˆte´ sans jamais eˆtre traite´e, et resta longtemps le
fardeau de la the´orie.
La formulation re´elle de la the´orie a e´te´ e´tudie´e pas Barbero dans [42], [43], [44].
C’est elle qui a permis de se de´barrasser de la condition de re´alite´ et de faire progres-
ser la the´orie de fac¸on fulgurante. En effet, une connexion complexe conduit a` une
the´orie base´e sur le groupe de jauge SL(2,C) au lieu de SU(2). Or, le groupe SL(2,C)
n’est pas un groupe compact, et donc la bijection (3.36) ne me`ne pas a` la de´finition
d’une limite projective compacte. En conse´quence, le the´ore`me de repre´sentation
de Riesz ne peut eˆtre applique´ et la de´finition de la mesure est rendue caduque.
L’introduction du groupe compact SU(2) relatif a` la connexion re´elle fut la cle´ du
de´veloppement du formalisme diffe´rentiel.
Cette progression fut ne´anmoins effectue´e, dans un premier temps, seulement
pour des espaces de type euclidien, afin de conserver la formulation simple de la
contrainte Hamiltonienne. La possibilite´ de re´solution de l’e´quation sous sa forme
comple`te pour un espace Lorentzien fut introduite par Thiemann dans [45], [46] par
l’interme´diaire d’une rotation dans le plan complexe connue sous le nom de Wick
transform.
Il n’existe a` l’heure actuelle aucune version de la the´orie permettant de donner
une formulation simple a` la fois pour la contrainte Hamiltonienne et pour la condition
de re´alite´.
Conclusion
Nous avons expose´, tout au long de cet ouvrage, l’origine et la structure fonda-
mentale du formalisme de la Gravite´ Quantique a` Boucles. Nous allons maintenant,
en guise de conclusion, donner un aperc¸u des principaux re´sultats et des proble`mes
actuels de la the´orie.
L’espace Hdiff , solution des contraintes de Gauss de de diffe´omorphisme, est
maintenant bien connu. Plusieurs ope´rateurs relatifs a` cet espace ont e´te´ construits
et beaucoup de proprie´te´s ont e´te´ e´tudie´es.
Le premier de ces ope´rateurs est l’ope´rateur d’aire [47]. C’est le plus simple qui ait
e´te´ e´tudie´ jusqu’a` pre´sent, et c’est aussi celui qui a fourni le premier re´sultat impor-
tant de la Gravite´ Quantique a` Boucles. Voici ce re´sultat : le spectre de l’ope´rateur
d’aire est discret a` l’e´chelle de Planck, et la plus petite valeur propre vaut λ0 =
√
3
4 l
2
pβ,
ou` lp =
√
~κ est la longueur de Planck. En conse´quence, il existe en Gravite´ Quan-
tique a` Boucles un ”aera gap”, en dessous duquel aucune valeur d’aire n’est permise.
Un ope´rateur de volume a e´galement e´te´ e´tudie´ en de´tail [48], et le spectre
de cet ope´rateur est relativement bien connu, malgre´ que sa de´termination soit
nettement moins aise´e. Thiemann a aussi propose´ un ope´rateur de longueur [49],
mais son expression particulie`rement complique´e empeˆche d’en tirer un grand
nombre d’informations.
Le second re´sultat important de la Gravite´ Quantique a` Boucles est
l’e´tablissement de la formule de Bekenstein-Hawking de l’entropie d’un trou
noir [50]. Signalons ne´anmoins que la solution donne´e par la Gravite´ Quantique a`
Boucles posse`de un facteur de´pendant du parame`tre d’Immirzi β, et que ce facteur
ne correspond a` celui donne´ par Hawking que pour la valeur β = ln 2
π
√
3
. Les discutions
sur la valeur du parame`tre d’Immirzi vont donc bon train.
La partie de la Gravite´ Quantique a` Boucles qui pose actuellement le plus de
proble`mes et de complications est sa dynamique, ou plus pre´cise´ment la re´solution
de la contrainte Hamiltonienne. En effet, bien que la Wick transform propose´e par
Thiemann ait permis d’avancer conside´rablement et qu’il fut meˆme possible de com-
biner cette e´quation avec un champ de matie`re, le re´sultat de cette transformation
est la formation d’une infinite´ d’ope´rateurs Hamiltoniens formant une alge`bre qui
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n’est pas de´finie.
L’essentiel de la recherche dans ce domaine est donc concentre´ maintenant sur la
formation d’une alge`bre de contraintes alternative e´liminant les proble`mes pre´sents
actuellement dans la the´orie mais dont les solutions correspondraient a` celles de
l’alge`bre actuellement utilise´e.
Ce programme est appele´ Master Constraint Programme et est actuellement en
test sur divers espaces particuliers [51], [52], [53], [54], [55], [56].
La fameuse e´quation de Wheeler-DeWitt est donc encore loin d’eˆtre
comple`tement re´solue.
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