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Abstract
Using the geometric dual technique by Berstel and Pocchiola, we give a uniform O(n3) upper bound for the arithmetical
complexity of a Sturmian word. We also give explicit expressions for the arithmetical complexity of Sturmian words of slope
between 1/3 and 2/3 (in particular, of the Fibonacci word). In this case, the difference between the genuine arithmetical complexity
function and our upper bound is bounded, and ultimately 2-periodic. In fact, our formula is valid not only for Sturmian words but
for rotation words from a wider class.
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1. Introduction
The arithmetical complexity of infinite words, defined by Avgustinovich, Fon-Der-Flaass and Frid in 2000 [2], is a
function aw(n) equal to the number of words of length n which occur in arithmetical subsequences of a word w: for a
word w = w0w1 · · ·wn · · · , we by definition have
aw(n + 1) = #{wkwk+d · · ·wk+nd |k ≥ 0, d ≥ 1}.
Nowadays this function is one of the most explored modifications of the classical subword complexity function fw(n)
defined by
fw(n + 1) = #{wkwk+1 · · ·wk+n|k ≥ 0};
for other modifications, see e.g. [10–12].
Questions arising for arithmetical complexity are analogous with those for subword complexity: we are interested in
possible growth of the complexity function and in particular in the case when the complexity is linear. These questions
are not easy for subword complexity (see the survey [5]), but can be partially solved for arithmetical complexity: in
particular, a complete description of uniformly recurrent words of linear arithmetical complexity has been obtained in
[9]. For other results on arithmetical complexity, see [7,8].
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One of the first questions which arose for arithmetical complexity as well as for any other modified complexity
function is about the complexity of Sturmian words. These words can be defined as words whose subword complexity
is minimal among all non-periodic words and equal to n + 1 for all n, or in several other equivalent ways [3]. Is
their arithmetical complexity also minimal? A negative answer can be derived already from the characterization of
uniformly recurrent words of linear arithmetical complexity [9]: Sturmian words even do not fall into the class of
words having linear complexity. Moreover, it seems that a unique function of minimal arithmetical complexity of a
non-periodic word does not exist: at least, for uniformly recurrent words we have a family of functions with decreasing
upper and lower asymptotes instead [1].
But what is the arithmetical complexity of a Sturmian word? Below, we prove an upper bound for it, uniform for
all Sturmian words and equal to O(n3) (more precisely, to (1/6+ 1/pi2)n3 + O(n2)). Then we show that unlike this
bound, the arithmetical complexity function itself depends on the choice of the Sturmian word. We find it for some
Sturmian words, including the Fibonacci word. In the considered cases, the difference between the upper bound and
the genuine arithmetical complexity is bounded.
Note that there exists a lower bound for the arithmetical complexity of a Sturmian word [6], which is also O(n3):
more precisely, it is equal to n3/4pi2 + O(n2) − O(1/α3), where α is the slope of the Sturmian word. So, the lower
and upper bounds differ approximately by 10.58 times, and the upper one (presented here) is more realistic.
At last, note that other modified complexity functions of Sturmian words vary. The maximal pattern complexity
[10] of a Sturmian word is also minimal among non-periodic words and equal to 2n, although Sturmian words are
not the only words with this property. The pattern complexity [12] of a Sturmian word, like arithmetical complexity,
depends on the choice of the word and can be equal to Ω(n3), although the principle of the dependence on the
particular word is completely different.
2. Sturmian and rotation words
Sturmian words have several equivalent definitions, including the complexity one: a right infinite word s is Sturmian
if and only if its subword complexity is fs(n) = n+1 for all n. (For a detailed presentation on Sturmian words, see [3].)
In what follows we use the following representation of Sturmian words. Let α ∈ (0, 1) be irrational, and ρ ∈ [0, 1) be
arbitrary; the Sturmian word sα,ρ = s0s1 · · · sn · · · , where sn ∈ {0, 1}, is defined by
sn = bα(n + 1)+ ρc − bαn + ρc (1)
for all n ≥ 0. Here α is called the slope of sα,ρ . Eq. (1) can be equivalently rewritten as
sn =
{
1, if {(n + 1)α + ρ} < α,
0, otherwise
for all n ≥ 0. Formally speaking, this definition does not cover all Sturmian words since b.c may be substituted by d.e
in (1) to get another Sturmian word which differs from sα,ρ by at most two symbols. However, since we are interested
in arithmetical complexity, we do not need such details. Indeed, the set of factors of a Sturmian word, and thus the set
of its arithmetical factors, depend only on its slope. It what follows, we denote the set of arithmetical factors of sα,ρ
by Aα and Aα ∩ {0, 1}n by Aα(n); the arithmetical complexity which we need to find is the number aα(n) of elements
of Aα(n).
For β, γ ∈ R, let us denote by wα(β, γ, n) = w0w1 · · ·wn the word of length n + 1 defined by
wi =
{
1, if {iβ + γ } < α,
0, otherwise
for all i = 0, . . . , n. Then clearly wα({dα}, {(k + 1)α + ρ}, n) = sksk+d · · · sk+nd for all k ≥ 0, d ≥ 1. Since α is
irrational, both {dα}∞d=1 and {(k + 1)α + ρ}∞k=0 constitute dense sets in [0, 1) depending on independent variables k
and d . We see that
Aα(n + 1) =
⋃
β,γ∈[0,1)
wα(β, γ, n). (2)
In what follows we shall use this representation of Aα(n + 1) to estimate and find its cardinality, i.e., aα(n + 1).
306 J. Cassaigne, A.E. Frid / Theoretical Computer Science 380 (2007) 304–316
Fig. 1. A word from Aα .
Note that given an irrational α, we could use the same arguments considering not only a Sturmian word of the slope
α but any infinite word w = w0w1 · · ·wn · · · defined by
wn =
{
1, if {(n + 1)θ + ρ} < α,
0, otherwise,
where θ is irrational. (If θ is rational, the word w is periodic.) Such rotation words were considered e.g. by Rote [13];
their subword complexity is at most 2n. As above, we can see that the arithmetical complexity of such a word does
not depend on anything but α, and is also equal to aα(n). Thus, in fact we study the arithmetical complexity not only
of Sturmian words but of rotation words from a wider class: for this we need only α to be irrational.
3. Geometric dual method
In this section we describe the technique taken from Berstel and Pocchiola [4] and adapted to our problem.
Originally, this technique was used to count the number of all finite words which are factors of Sturmian words.
The exposition below in this section follows the line of [4].
Geometrically, a word wα(β, γ, n) can be depicted as follows. Let us shadow all strips k ≤ y < k + α in the
quadrant x ≥ 0, y ≥ 0. Then the (l + 1)th symbol wl of wα(β, γ, n) is equal to 1 if and only if the line y = βx + γ
crosses the vertical x = l in the shadowed strip (see Fig. 1). We say that the line l with equation y = βx + γ defines
the word wα(β, γ, n). Let L be the set of lines y = βx + γ with β, γ ∈ [0, 1); then each line from L defines one
word of each length.
Let us denote by P the Euclidian plane, and by Pα(n) the set of points pi j with i = 0, . . . , n, j = 0, . . . , 2i + 1
defined by
pi,2k = (i, k), pi,2k+1 = (i, k + α)
for all i = 0, . . . , n, k = 0, . . . , i . Let us denote by Pα(β, γ, n) the sequence of points p0 j0 , p1 j1 , . . . , pn, jn such that
each ji is the maximal integer from {0, . . . , 2i + 1} with the point pi ji lying in the half-plane y ≤ βx + γ . So, the
(i + 1)th symbol wi of wα(β, γ, n) is equal to 1 if and only if ji is even in Pα(β, γ, n). In particular, we obtain the
following lemma:
Lemma 1. If for some β, β ′, γ, γ ′ ∈ [0, 1) we have Pα(β, γ, n) = Pα(β ′, γ ′, n), then wα(β, γ, n) = wα(β ′, γ ′, n).
Note that the converse is false: different sequences Pα(β, γ, n) may give the same words wα(β, γ, n). Later (in
Sections 5 and 6), we shall partially classify the situations where this happens.
Now let us introduce the duality transform x ∈ L ∪ P 7→ x∗ ∈ L ∪ P from [4] which maps the line l ∈ L with
equation y = βx + γ to the point l∗ ∈ P with coordinates (β,−γ ) and the point p with coordinates (β, γ ) to the
line p∗ with equation y = βx − γ . This transform preserves the incidence relation: points lying on the same line are
mapped to lines crossing at the same point and vice versa; a point p = (a, b) lies in the half-plane y ≤ cx + d below
the line l with equation y = cx + d if and only if l∗ = (c,−d) lies in the half-plane y ≤ ax − b below p∗; etc.
The set L is mapped onto the square L∗ = {(β, γ )|0 ≤ β,−γ < 1}. For details and pictures concerning the duality
transform, see [4].
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Fig. 2. Duality for length 2.
Fig. 3. An arrangement Dα(4).
Let us draw the intersection of the set P∗α(n) with the interior of L∗. Adding to the segments of p∗i j the four borders
of the square L∗, we obtain the picture called arrangement Dα(n) (see Figs. 2 and 3). In what follows, we shall
interpret an arrangement as a planar graph with vertices (defined as the intersection points of all the segments of the
picture), edges (defined as pieces of segments delimited by two vertices), and faces, defined as the interiors of the
polygons delimited by the edges. Note that the external face is not counted. For example, Dα(1) has 6 faces (see
Fig. 2).
We shall say that a point l∗ ∈ L∗ defines a word w if the line l ∈ L defines w.
Lemma 2. If two points l∗ and l ′∗ lie on the same face of Dα(n), then l and l ′ define the same word of Aα(n + 1).
Proof. This is the dual form of Lemma 1 applied to lines y = βx + γ , y = β ′x + γ ′, which do not cross points of
Pα(n). 
Due to the previous lemma, we can say that a face f of the arrangement Dα(n) defines a word w ∈ Aα(n + 1) if
any point l∗ lying in it defines w. Recall that the face is defined as the interior of a polygon!
Note that if l∗ = (x,−y) lies on an edge of the arrangement Dα(n) which is a part of the line p∗i j , then its dual
line l passes via the point pi j . We see that l∗ defines the same word as the face below it (more precisely, the face
containing points (x + ε,−y − ε) for small positive ε). So, points which do not lie in faces of Dα(n) do not define
new words of Aα(n + 1), and we have the following
Corollary 1. For each α and n ≥ 1, the arithmetical complexity aα(n) is not greater than the number of faces of
Dα(n − 1).
In the next section, we shall count the number dα(n) of faces in Dα(n).
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4. Counting faces
This section ones again follows the ideas of Berstel and Pocchiola. Most arguments for the proofs just coincide
with those in [4], and are thus not repeated here.
Let cn(l) be the number of points from Pα(n) lying on the line l ∈ L and Ln be the set of lines from L with positive
slope and such that cn(l) ≥ 2.
Lemma 3. The number of faces of the arrangement Dα(n) is




Proof. The proof is based on Euler’s relation for the number of faces of a planar graph and repeats the proof of Lemma
1 of [4]. However, the arrangement from [4] differs from ours, so that there is a technical difference: instead of the
four corners of the square, we must separately consider the six vertices of Dα(n) lying on vertical sides of the square,
namely, (0, 0) and (1,−1), of degree 2 each, (0,−1) and (1, 0), of degree n+2 each, and (0,−α), (1,−α), of degree
n + 3 each. 
Lemma 4. The number dα(n) of faces does not depend on α (provided that α is irrational) and is equal to
dα(n) = 2+ n(n + 1)(n + 2)3 + 2
n∑
p=1
(n − p + 1)ϕ(p),
where ϕ(p) is the Euler function.
Proof. Due to Lemma 3, it is sufficient to consider all lines from L with positive slope which pass via more than one
point of Pα(n).
Let us start with lines passing via a point pa,b, where b is even, and a point pc,d , where d is odd. Then
pa,b = (a, b′), where b = 2b′, and pc,d = (c, d ′ + α), where d = 2d ′ + 1.
First let us fix a and c with a < c; then the slope of our line l is (d ′ + α − b′)/(c − a). Since α is irrational, l
does not pass via other points of Pα(n), and cn(l) = 2. For given a and c, there exist c − a possible slopes, namely,
α
c − a ,
1+ α
c − a , . . . ,
(c − a − 1)+ α
c − a . Exactly one line of each of these slopes belongs to L, since possible that even
values of b correspond to points at a distance of 1 from each other, and the interval of possible values of γ in L is also
of length 1. Thus, the contribution of these a and c to the sum (3) is c − a; summing up, we obtain∑
0≤a<c≤n
(c − a) = n(n + 1)(n + 2)
6
.
The case of a > c is completely similar and gives the same contribution; so, the addend given by lines with even b
and odd d is
n(n + 1)(n + 2)
3
.
Now let us consider lines which pass via at least two integer points of Pα(n) (i.e., points pab and pcd with both b
and d even). Since α is irrational, neither of them pass via non-integer points of Pα(n). So, their contribution is equal
to the sum evaluated in [4, Proof of Th. 1] and equal to
∑n
p=2(n − p + 1)ϕ(p), where ϕ is the Euler function.
Lines which pass via two non-integer points of Pα(n) (i.e., points pab and pcd with both b and d odd) can be
considered symmetrically and give the same contribution. Thus,
dα(n) = 2n + 2+ n(n + 1)(n + 2)3 + 2
n∑
p=2
(n − p + 1)ϕ(p)





(n − p + 1)ϕ(p)+ 2.
In particular, we see that dα(n) does not depend on α. 
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Fig. 4. Centers of symmetry and a pair of symmetric points.
5. Symmetry
In fact, the upper bound from Corollary 1 can be instantly made two times less when we mention that the
arrangements are symmetric. It can be easily seen that the part of an arrangement lying above the line y = −α
(equal to p∗01) is symmetric about the point (1/2,−α/2), and the part lying below this line is symmetric about the
point (1/2,−(1+α)/2) (see Fig. 4). Let us prove that this symmetry applies not only to faces of the arrangement, but
also to words defined by them.
Lemma 5. If a point (a,−b) ∈ L∗ lies in a face of Dα(n), then so does the point (1− a,−{α− b}). These two points
define the same word of length n + 1.
Proof. Let us consider the values {ka + b} for all k ∈ {0, . . . , n}. If for some k this value is equal to 0 or α, then
(a,−b) ∈ p∗k j for some j ; otherwise (a,−b) lies in some face of Dα(n). Note that (1 − a,−{α − b}) is the point
symmetric to (a,−b) about (1/2,−α/2) if b < α, and about (1/2,−(1 + α)/2) otherwise. For this point, we have
{k(1− a)+ {α − b}} = {α − {ka + b}}. We see that the latter value is equal to 0 if and only if {ka + b} = α and vice
versa, so that the two points belong or not to some face simultaneously.
Suppose that they do. If 0 < {ka + b} < α, that is, if the (k + 1)th symbol of the word defined by (a,−b) is equal
to 1, then 0 < {α − {ka + b}} < α, and the (k + 1)th symbol of the word defined by (1− a,−{α − b}) is also equal
to 1. Similarly, if one of these symbols is equal to 0, then so do the other. We have proved that the two points define
the same word of length n + 1. 
It is straightforward to see that the centers of symmetry C1 = (1/2,−α/2) and C2 = (1/2,−(1 + α)/2) always
lie inside faces c1 and c2 which define respectively the words 10101 · · · and 01010 · · · . Any other face of Dα(n) is
symmetric to another one, distinct from it but defining the same word. So, Corollary 1 can be improved to
Lemma 6. For all n and for all irrational α we have
aα(n) ≤ dα(n − 1)/2+ 1.
Lemmas 4 and 6 taken together imply the following upper bound on the arithmetical complexity of a Sturmian
word. Let us denote





(n − p + 1)ϕ(p)+ 2.
Then we derive the following
Theorem 1. For each irrational α ∈ (0, 1) the following inequality holds:
aα(n + 1) ≤ g(n). (4)
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In fact, the number of faces in an arrangement corresponding to a rational α cannot exceed that for an irrational
α, so the theorem is valid for rational values too. But since we are mostly interested in Sturmian words, we do not
concentrate on rational values of α.
Note that g(n) = (1/6 + 1/pi2)n3 + O(n2), so we have obtained a uniform O(n3) upper bound for aα(n). In
what follows we shall try to do more, namely, to classify non-symmetric faces of Dα(n) defining the same words and
thus to pass from the upper bound to a precise formula for the arithmetical complexity. We shall succeed only for
α ∈ (1/3, 2/3) and discuss the difficulties arising for other values of α.
6. Inheritance of faces
Note that for each irrational α, the sets Aα and A1−α can be obtained one from the other by interchanging 0s and
1s. Due to this symmetry, without loss of generality from now on we consider only α < 1/2.
Note also that in what follows a fractional power u p/q of a word u of length divided by q is, as usual, defined as
ubp/qcu′, where u′ is the prefix of u of length p|u|/q .
The following lemma can be easily checked by consideration of lines of L of the slope 1/2.
Lemma 7. For each α < 1/2 and for each n ≥ 1, only four faces of Dα(n) meet the line β = 1/2. From top to bottom
of the arrangement, they are
• c1, corresponding to −γ ∈ (0, α) for β = 1/2 and defining the word (10)(n+1)/2;
• z1, corresponding to −γ ∈ (α, 1/2) for β = 1/2 and defining the word 0n+1;
• c2, corresponding to −γ ∈ (1/2, 1/2+ α) for β = 1/2 and defining the word (01)(n+1)/2;
• z2, corresponding to −γ ∈ (1/2+ α, 1) for β = 1/2 and defining the word 0n+1. 
Let us say that a face of Dα(n − 1) is a splitting face if two lines p∗ni and p∗n,i+1 meet it for some i ; thai is, if it is
split into three faces of Dα(n).
Suppose that we have two faces f1 and f2 of Dα(n) not symmetric to each other and defining the same word
x = x0 · · · xn . Without loss of generality, we assume that both of them intersect with the half-square β < 1/2
(otherwise due to Lemma 5 we could substitute one or both of them by respective symmetrical faces). We shall refer
to such faces as a non-symmetric pair. The faces of such a pair are subsets either of the same face f of Dα(n − 1),
which defines the word x ′ = x0 · · · xn−1, or of two different faces f ′1 and f ′2 of Dα(n − 1), both defining the word x ′.
In the first case, the face f is a splitting face. In the second case, suppose that f ′1 and f ′2 are symmetric to each other;
then both of them meet the line β = 1/2. Due to Lemma 7, the only candidates are z1 and z2. Otherwise f ′1 and f ′2
also constitute a non-symmetric pair.
We see that to classify the non-symmetric pairs of Dα(n), it is sufficient to trace what happens in Dα(n − 1) to
splitting faces, non-symmetric pairs and faces z1 and z2. This task becomes easier when we mention that splitting
faces cannot occur from nowhere:
Lemma 8. Suppose that there is a splitting face in Dα(n) with n ≥ 1 defining a word x0x1 · · · xn . Then there is a
splitting face in Dα(n − 1) defining the word x1 . . . xn .
Proof. The fact that the face is splitting means that there exist three points (β1,−γ1), (β2,−γ2), (β3,−γ3) such
that Pα(β1, γ1, n) = Pα(β2, γ2, n) = Pα(β3, γ3, n) (since the points belong to the same face of Dα(n)) but their
extensions Pα(β1, γ1, n + 1), Pα(β2, γ2, n + 1), Pα(β3, γ3, n + 1) are pairwise distinct: the point pn+1,k takes three
distinct values since the face is splitting. However, the point p1i is in all the three sequences of points, which implies
bβ1 + γ1c = bβ2 + γ2c = bβ3 + γ3c = bi/2c. Let us move the origin of coordinates to the point (1, bi/2c).
Each line y = βx + γ from the dual of our face will become the line y = βx + {β + γ }. For our three fixed
pairs this will give Pα(β1, {β1 + γ1}, n − 1) = Pα(β2, {β2 + γ2}, n − 1) = Pα(β3, {β3 + γ3}, n − 1), but pairwise
distinct Pα(β1, {β1 + γ1}, n), Pα(β2, {β2 + γ2}, n), Pα(β3, {β3 + γ3}, n). This exactly means that (β1,−{β1 + γ1}),
(β2,−{β2 + γ2}), (β3,−{β3 + γ3}) belong to the same splitting face of Dα(n − 1). 
Lemma 9. Suppose that for some n ≥ 4, the only splitting face(s) in Dα(n − 1) are c1 or/and c2. Then there no
splitting faces in Dα(n) except possibly c2 or/and c1.
J. Cassaigne, A.E. Frid / Theoretical Computer Science 380 (2007) 304–316 311
Proof. Due to Lemma 8, it is sufficient to prove that for all n ≥ 4 there are no splitting faces in Dα(n) which
define words 0(01)n/2 or 1(10)n/2. (Note that for α < 1/2, the word 1(10)n/2 just does not belong to Aα for
sufficiently large n). Let us consider, for example, the word w = 0(01)n/2 for an even n. It can be defined by
only two faces, namely, the faces containing points (β,−γ ) satisfying Pα(β, γ, n) = p01, p11, p22, . . . , pnn or
Pα(β, γ, n) = p01, p13, p24, . . . , pn,n+2. Since there are no other faces defining w in Dα(n), these two faces are
symmetric to each other as described in Lemma 5. So, they are splitting or not simultaneously, and it is sufficient to
consider the first of them. Theoretically, its Pα(β, γ, n) can be prolonged by pn+1,n , pn+1,n+1 and pn+1,n+2; but we
shall prove that the third case is not possible and thus the face is not splitting. Indeed, since the points p01 and p22
occur in the sequence Pα(β, γ, n), each possible line y = βx + γ passes above the point (0, α) and below the point
(2, 1+α), so its slope β < 1/2. On the other hand, suppose that Pα(β, γ, n+1) ends by pn+1,n+2; then our line passes
above the point pn+1,n+2 = (n + 1, n/2+ 1). On the other hand, it passes below the point pn,n+1 = (n, n/2+ α), so
its slope is greater than 1− α > 1/2. A contradiction. So, the word w = 0(01)n/2 for an even n cannot be defined by
a splitting face.
The case of odd n can be considered analogously, and the case of the word 1(10)n/2 is even easier, since for
sufficiently large n, these words do not occur in Aα at all. 
7. Computational experiment
To understand the structure of Dα(n) for n > 5, computational experiments were used. So below, we describe the
procedure which allowed to do it.
Let us fix a rational approximation α 6= 0 of an irrational number αir; the length n (n ≤ 20 were considered) for
which we want to describe Dα(n); the length lmax of the prefix of a word sα,ρ which we shall consider (lmax ∼ 105);
and the starting point ρ ∈ (0, 1) such that for all m = 0, . . . , 2lmax we have
{mα} 6= ρ. (5)
Now let us generate a prefix of sα,ρ of length lmax + 1 and consider successively all its arithmetical factors
sα,ρ(d, k, n), where d = 1, . . . , blmax/nc, k = 0, . . . , lmax − nd . As mentioned in Section 2, sα,ρ(d, k, n) is equal to
the word of length n + 1 defined by the point t ′(d, k) = ({dα},−{(k + 1)α + ρ}) of L∗.
Suppose that our point t ′(d, k) lies on a line p∗i j with i ≤ n. If j = 2k, this means that−{(k+1)α+ρ} = i{dα}−k,
that is, {(id+k+1)α} = ρ, a contradiction to (5). If j = 2k+1, we analogously have−{(k+1)α+ρ} = i{dα}−k−α
and {(id + k)α} = ρ, also contradicting (5).
So, this point lies inside a face of Dα(n) and Lemma 5 can be applied to it. If {dα} > 1/2, we use it and substitute
t ′(d, k) by its symmetric point (1− {dα},−{(k + 2)α + ρ}, which is denoted by t (d, k). By Lemma 5, it defines the
same word sα,ρ(d, k, n). If {dα} ≤ 1/2, we denote t (d, k) = t ′(d, k). In both situations, we obtain a word sα,ρ(d, k, n)
and a point t (d, k) ∈ L∗ defining it.
We search on d and k those of the pairs (sα,ρ(d, k, n), t (d, k)) which lie in new faces of Dα(n). Starting from
the empty list, we add to it a new entry either if the word sα,ρ(d, k, n) has never occurred in it before, or if it has
occurred in entries corresponding to points t (d ′, k′) lying in other faces of Dα(n). To distinguish faces, we use the
observation that all faces are bounded by straight lines and thus are convex. So, if two points t (d, k) and t (d ′, k′)
define the same word w of length n + 1, but a point from the segment between them (say, its middle, or the point
dividing the segment as the golden mean) defines another word of length n + 1, then the points lie in different faces.
The opposite is unfortunately false, and we cannot be sure that a new face was distinguished.
In the best situation, we can enumerate all faces of Dα(n) meeting the area β ≤ 1/2 and obtain a list of g(n) + 1
faces: by Lemma 7, the only pair of symmetric faces which we can count both are z1 and z2. In this case, we can be
sure that we have the complete list of faces given by representative points and words defined by them. In particular,
we can classify non-symmetric pairs of faces and try to apply ideas from Section 6.
However, it may happen that after searching in all possible d and k, our list still contains less than g(n)+ 1 entries.
It may happen because the length lmax chosen was too short; or because the choice of α was unfortunate (for example,
if α was rational with a too small denominator); or because we failed to distinguish some faces. But if a list of length
g(n)+ 1 is obtained, we can trust our results.
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8. Farey intervals and isomorphism
Suppose that we used the computations described above to find the faces of Dα(n), where α is an approximation
of some irrational αir. Can we say that Dαir(n) has the same properties as Dα(n)? Do these properties change
continuously? In what follows, we prove that in fact, the information about α is valid for all slopes from the same
Farey interval of order n.
For each line p∗i j ∈ Pα(n), let us define Sα,n(p∗i j ) as the sequence of subsets of Pα(n) such that all lines from
the same subset cross p∗i j at the same point of the closure of the square L∗, and the abscissas of these points are
taken in ascending order. For example, for all α we have Sα,1(p∗00) = ({p∗11}, {p∗12}), and for all α < 1/2 we have
Sα,2(p∗01) = ({p∗11, p∗21}, {p∗22}, {p∗23}, {p∗12}, {p∗24}, {p∗13, p∗25}).
Let us say that arrangements Dα1(n) and Dα2(n) are isomorphic if the sequences Sα1,n(p
∗
i j ) and Sα2,n(p
∗
i j ) are
equal for each i = 0, . . . , n and j = 0, . . . , 2i + 1.
Such a definition implies the properties of a naturally defined isomorphism:
Lemma 10. If Dα1(n) and Dα2(n) are isomorphic, then there is a one-to-one correspondence between the faces of
Dα1(n) and faces of Dα2(n), such that related faces define equal words and are bounded by sets of similarly denoted
lines from P∗α1(n), P∗α1(n).
Proof. It is sufficient to consider a face specified as the one which lies, say, just under a line p∗i0 j0 between two
successive elements of Sα,n(p∗i0 j0). Here it does not matter if α is equal to α1 or α2, since all information about our
face can be clearly reconstructed from the set of sequences Sα,n(p∗i j ) for all admissible i and j . 
Recall that the Farey series of order n is the sequence of all irreducible fractions with denominators not greater



































The open interval between two successive entries of the Farey series is called the Farey interval of order n.
Lemma 11. If α1 and α2 lie in the same Farey interval of order n, then Dα1(n) and Dα2(n) are isomorphic.
Proof. Suppose the opposite: Sα1,n(p∗i0 j0) 6= Sα2,n(p∗i0 j0) for some i0 and j0. Two essential cases are possible:
Case 1. Some two lines p∗i1 j1 and p
∗
i2 j2
meet p∗i0 j0 in a different order in Dα1(n) and Dα2(n). Since arrangements
change continuously with α, this means that somewhere on the closed interval between α1 and α2 there exists an α
such that for it, the lines p∗i1 j1 , p
∗
i2 j2
and p∗i0 j0 meet at the same point.
Note that if all j0, j1, j2 are even, then the lines p∗i0 j0 , p
∗
i1 j1
and p∗i2 j2 do not depend on α and cannot change relative
position. Analogously, if all j0, j1, j2 are odd, then the equations of lines p∗i0 j0 , p
∗
i1 j1
and p∗i2 j2 contain the same term
depending on α (namely, −α), and also do not move with α relatively to each other. So, in our case two of j0, j1, j2
are even and one is odd or vice versa. In both cases, the three lines are equivalent: for example, in the first case we
without loss of generality assume that j0 = 2k0, j1 = 2k1, and j2 = 2k2 + 1. So, the lines meet at the same point
(β, γ ) when α satisfies the system
γ = i0β − k0
γ = i1β − k1
γ = i2β − k2 − α,
i.e., when α = (i2 − i0)(k0 − k1)/(i0 − i1) + (k0 − k2). Since i0, i1, i2, k0, k1, k2 are integers, 0 ≤ i0, i1 ≤ n, and
α ∈ [0, 1], we see that α is an element of the Farey series of order n. This contradicts the assumption that α1 and α2
lie in the same (open) Farey interval of order n and α lies between them.
The case where two of j0, j1, j2 are odd and one is even can be considered analogously. So, it remains to consider
Case 2. Some p∗i1 j1 occurs in a set of Sα1,n(p
∗
i2 j2
) but does not occur anywhere in Sα2,n(p
∗
i2 j2
). In other words, the
lines p∗i1 j1 and p
∗
i2 j2
meet in Dα1(n) and do not meet in Dα2(n). Note that i1, i2 cannot be equal to 0, since horizontal
lines p∗00 and p∗01 each always intersect the same set of lines. So, p∗i1 j1 and p
∗
i2 j2
meet p∗00, p∗01, or the lower side of
the square L∗ in a different order in Dα1(n) and Dα2(n). The first two situations clearly are reduced to Case 1. For the
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Fig. 5. Non-symmetric pairs in Dα(k), k is odd.
third situation, note that p∗i j always meets the lower side of the square with the same abscissa as the one with p∗i, j−2
meets the upper side of the square, i.e., p∗00. So, we also can consider Case 1 for lines p∗00, p∗i1, j1−2 and p
∗
i2, j2−2. 
In particular, this result justifies the computational experiment described above: if we find the structure of Dα(n)
for α = α0, we know it for all α from the same Farey interval of order n. So, a rational approximation of an irrational
αir can be chosen to be feasible. In the remaining part of the paper, we shall show how the computational experiment
gives the base of induction for finding aα(n) for whole intervals of α.
9. Precise formulas
Recall that due to symmetry, we can assume that α < 1/2.
Theorem 2. For each irrational α ∈ (0.4, 0.5) we have aα(1) = 2, aα(2) = 4, aα(3) = 8, aα(4) = 16, aα(5) = 30,
and
aα(n + 1) =
{
g(n)− 4, if n is odd,
g(n)− 3, if n is even
for n + 1 ≥ 6.
Proof. Let us fix an irrational α ∈ (0.4, 0.5) = (2/5, 1/2). The values aα(6) = 56 = g(5) − 4 and aα(7) = 90 =
g(6) − 3 can be obtained by hand-made consideration of Dα(5) and Dα(6), or by the computational experiment
described in Section 7. The clusters of 4 faces of Dα(5) and 3 faces of Dα(6) which appear in non-symmetric pairs
are depicted on Fig. 5 and Fig. 6 respectively for k = 5 and k = 6. There are no other non-symmetric pairs in those
arrangements.
Note that all non-symmetric pairs of Dα(6) occur from non-symmetric pairs of Dα(5). So, there are no splitting
faces in Dα(5)which would split into non-symmetric pairs, and the only splitting faces are c1 and c2. Due to Lemma 9,
there are no splitting faces except c1 and c2 in arrangements of higher orders.
Due to Lemma 11, all these arguments apply for all α from the same Farey interval of order 5, that is, from
(2/5, 1/2) = (0.4, 0.5). The only non-symmetric pairs in arrangements of higher orders for α from that interval are
descendants of the non-symmetric pairs of Dα(5). It remains to prove that their number is equal to 4 if n is odd, and
3, if n is even.
Let us proceed by induction. Its base for n = 5 and n = 6 is already proved. Suppose the fact is proved for
n = k ≥ 6; let us prove it for n = k + 1.
Let k be even; then the non-symmetric pairs of Dα(k) are depicted at Fig. 6. In Dα(k + 1), lines p∗k+1,i appear. We
must find all of them that cross faces from non-symmetric pairs, which are shadowed at Fig. 6. First, let us consider
the left group of faces. It is clearly crossed by the line p∗k+1,2 with the equation γ = (k + 1)β − 1, but is crossed by
the next line p∗k+1,3 with the equation γ = (k + 1)β − 1− α only when α ≤ 2/(k + 1), which is not true in our case.
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Fig. 6. Non-symmetric pairs in Dα(k), k is even.
The new faces in shadowed areas which lie to the left from the line p∗k+1,2 define words of length k + 2 which end
with 0, and the new faces which lie to the right of that line define words of length k + 2 which end with 1. So, in the
positions of the faces which defined words 0k+1, 0k1, and 10k faces defining 0k+2, 10k+1, 0k+11, 10k1, 0k11 occur.
As for the right group, it is clearly crossed by the line p∗k+1,k+2 with the equation γ = (k+1)β− (k+2)/2, which
passes via the point (1/2,−1/2). On the other hand, it is not crossed by the lines p∗k+1,k+1 or p∗k+1,k+3. So, in the
positions of these three faces of Dα(k), faces defining 0k10, 0k+2, 0k+11, 10k1, 10k+1 occur.
We see that four non-symmetric pairs are produced in the place of non-symmetric pairs of Dα(k). They define
words 0k+2, 0k+11, 10k1, 10k+1 and are situated as shown in Fig. 5, redrawn for k + 1 instead of k. The “even” part
of the induction step is proved. As for the “odd” part, it can be proved by an analogous transition from the situation
shown in Fig. 5 to that shown in Fig. 6 (for k + 1 instead of k). 
Theorem 3. For each irrational α ∈ (0.375, 0.4) we have aα(1) = 2, aα(2) = 4, aα(3) = 8, aα(4) = 16, aα(5) = 30,
aα(6) = 52, aα(7) = 83, aα(8) = 128 and
aα(n + 1) =
{
g(n)− 8, if n is even,
g(n)− 9, if n is odd (6)
for n + 1 ≥ 9.
In particular, this formula is valid for the Fibonacci word, i.e., for α = (3−√5)/2 = 0.381966 · · · .
Proof. As the computational experiment shows, starting from n = 5 there are non-symmetric pairs in Dα(n) which
are depicted at Figs. 5 and 6: they are 4 when n is odd and 3 when n is even and behave exactly as described in the
proof of the previous theorem. However, in this range of α, splitting faces not equal to c1 and c2 exist for longer and
disappear only at Dα(8). To prove it, we consider Dα(8). In this arrangement, there are eight non-symmetric pairs of
faces: three of them look as in Fig. 6 and five cross vertical lines β = 1/5 and β = 2/5, being different faces of the
same pair crossing different lines. The faces of these five pairs define the word 100001000 and its four conjugates. At
the same time, at Dα(9) there are nine non-symmetric pairs; four of them look as in Fig. 5 and five are descendants
of respective pairs of Dα(8). So, there are no splitting faces in Dα(8); this is valid for all α from the Farey interval
(3/8, 2/5) = (0.375, 0.4), and all the arguments below work for any α from this interval.
It remains to find the general view of the five non-symmetric pairs concentrated around the verticals β = 1/5 and
β = 2/5 and show that they always remain 5. This can be done by a routine procedure. For example, the pair of faces
of Dα(n) defining the word (10000)(n+1)/5 is shown in Fig. 7, valid for n ≥ 9. In this figure, for all i = 1, 2, 3, 4 the
integer k(i) is defined by k(i) = b(n − i)/5c, and n(i) = 5k(i) + i is the greatest integer not exceeding n and equal
to i modulo 5. For example, in Dα(9), the left face is bounded by lines γ = 6β − 1− α, γ = β − α, γ = 9β − 2 and
γ = 4β − 1, and the right one is bounded by lines γ = 8β − 3− α, γ = 3β − 1− α, γ = 7β − 3 and γ = 2β − 1.
In Dα(10), the shape of the faces does not change; they both fall into the strips corresponding to the 11th letter 1. In
Dα(11), γ = 6β − 1 − α is substituted by γ = 11β − 2 − α, and the right faces completely fall into the strip with
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Fig. 7. A non-symmetric pair in Dα(k), α < 2/5.
the 12th letter 0, etc. This induction can be made analogously for all the five pairs of faces: faces of these pairs always
define the 5 conjugates of the word (10000)(n+1)/5. 
We managed also to trace splitting faces remaining in Dα(8) for 1/3 < α < 3/8. In Dα(n), they give 2 non-
symmetric pairs defining words 0(001)n/3 and their reversals, if n 6≡ 0 mod 3, and 3 non-symmetric pairs, the third
defining the word 0(001)(n−1)/30, if 3 divides n. Then the splitting faces disappear in Dα(3k−1), where k is uniquely
defined by k/(3k − 1) < α < (k − 1)/(3k − 4), and the arrangements start to behave as for α ∈ (0.375, 0.4). So, we
can obtain the following
Theorem 4. Suppose that α is irrational and lies in the interval
(
k




for some integer k ≥ 3. Then
• for n + 1 < 9, aα(n + 1) behaves as it is described in Theorem 3;
• for n + 1 = 9, . . . , 3k − 1, the function g(n)− aα(n + 1) is 6-periodic with the period 10, 12, 10, 11, 11, 11;
• for n + 1 ≥ 3k, (6) holds.
This theorem completes the description of aα(n) for irrational α ∈ (1/3, 1/2).
10. Conclusion
We have found the arithmetical complexity of Sturmian words whose slope lies between 1/3 and 2/3 (and rotation
words with irrational α ∈ (1/3, 2/3)) . The situation for other slopes is more complicated, since there exist non-central
splitting faces in Dα(n) for arbitrarily large n, and the difference between g(n) and aα(n + 1) grows.
Note that the function we have found also gives the aggregate number of factors in all rotation words with a given
length α of the interval.
It would be also interesting to find the number of factors of all rotation words, or, which is the same, the arithmetical
complexity of the language of all Sturmian words. It will require a detailed consideration of three-dimensional
arrangements with dimensions corresponding to α, β, and γ .
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