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Zeta Functions of Projective Toric Hypersurfaces
over Finite Fields
Chiu Fai Wong
Abstract
I give a formula for the zeta function of a projective toric hypersurface over
a finite field and estimate its Newton polygon. As an application this formula
allows us to compute the exact number of rational points on the families of
Calabi-Yau manifolds in Mirror Symmetry.
1 Introduction
Let Fq be a finite field of q elements where q is a power of a prime p. Let
f =
∑
j∈J ajx
j ∈ Fq[x
±1
1 , . . . , x
±1
n ] be a Laurent polynomial over Fq, where the sum
is over a finite subset J of Zn. We assume aj 6= 0 for all j ∈ J . Let Uf be the
affine hypersurface in the n-torus Gnm := (F
∗
q)
n defined by {f = 0}. We can con-
struct a projective toric variety P△ from the polytope △(f), the convex hull in Rn
of the lattice points which occur as exponents of the monomials of f together with
the origin. Assume dim△(f) = n. According to the theory of toric varieties, P△ is
a compactification of the n-dimensional torus Gnm by algebraic tori G
dim σ
m of smaller
dimensions. Each Gdim σm corresponds to a nonempty face σ ⊆ △(f) of the polytope
△(f) [4].
This paper gives a formula for the zeta function of the projective closure Uf of
the affine toric hypersurface Uf in P△ over a finite field Fq when △(f) is a simplex.
This result extends Dwork’s work on a smooth, projective hypersurface in Pn.
It is natural to begin with the zeta function on an affine hypersurface Uf on Gnm
defined by f , and extend via the usual toric decomposition of P△ to the zeta function
of the toric projective closure Uf . The zeta function of the toric projective closure of
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an affine toric hypersurface is determined by the product of the L-functions associ-
ated to each face σ of △(f).
Our methods are p-adic and are based on the work of Dwork [5], [6]. The main
theorem (Theorem 4.7) is the extension of Dwork’s cohomology theory from smooth,
projective hypersurfaces in characteristic p to △-regular, toric projective hypersur-
faces with simplex △(f). Given a Laurent polynomial f on Gnm, we construct a
complex of a p-adic Banach space B on which a Frobenius operator α acts. In fact,
the Banach space B is generated by the monomials of x0f . The exponents of the
monomials of B can be identified with the lattice points in the monoid M(x0f) gen-
erated by the vertices of 1×△(f) and the origin in Rn+1. Dwork trace formula implies
that L(x0f, t)
(−1)n is the alternating product of the characteristic polynomial of the
Frobenius operator α which acts on the p-adic Koszul complex induced by △(f). We
have the same result for each face σ of △(f).
The main observation is that when △(f) is a simplex, there is a bijection between
nonempty faces of △(f) and nonempty subsets of the vertices of △(f). The prod-
uct of the L-functions is the alternating product of the characteristic polynomials
of Frobenius operators corresponding to each nonempty face. An inclusion-exclusion
argument shows that the alternating product is determined by the subcomplex corre-
sponding to the interior cone of the monoid M(x0f). Passing to homology and using
the acyclicity of △-regularity, we have
Z(Uf , qt) =
P (t)(−1)
n
(1− qt) · · · (1− qnt)
(1)
where P (t) is a polynomial of degree (−1)n+1
∑
σ⊆△(f)(−1)
dim σ(dim σ)!Vol(σ).
As a consequence, we are able to bound below the Newton polygon of P (t) by
its Hodge polygon and their endpoints coincide. If △(f) is not a simplex, we do not
expect that equation (1) holds in general.
Equation (1) can be used to compute the number of rational points on a mirror
pair of Calabi-Yau hypersufaces in arithmetic mirror symmetry when △(f) is a re-
flexive simplex.
This paper is organized as follows. In section 2 and 3, we recall some basic tech-
nique developed from Dwork [5], [6], Adolphson and Sperber [1], [2]. In section 4, we
prove an analogous formula of the zeta function of projective toric hypersurfaces for
simplex case. In section 5, we give a sharp lower bound for Newton polygon of the
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zeta function. In section 6, we compute the zeta functions of the families of Calabi-
Yau hypersurfaces.
I would like to express my hearty thanks to my advisor, Professor Daqing Wan,
for his patient guidance, continual encouragement and help throughout the period of
my doctoral studies and in the preparation of this paper.
2 p-adic theory
Let p be a prime number, Qp the field of p-adic numbers and Zp the ring of p-adic
integers. Let Ω be the completion of an algebraic closure of Qp. Let Fq be the finite
field of q = pa elements, Fqk the extension of Fq of degree k, and denote by K the
unramified extension of Qp in Ω of degree a. Let π ∈ Ω satisfy π
p−1 = −p. Then
Ω1 = Qp(π) is a totally ramified extension of Qp of degree p−1, in fact, Ω1 = Qp(ζp),
where ζp is a primitive p-th root of unity. Let Ω0 = K(π) be the compositum of
Ω1 and K. Then Ω0 is an unramified extension of Ω1 of degree a. The residue
class fields of Ω0 and K are both Fq, and the residue fields of Ω1 and Qp are both
Fp. The Frobenius automorphism x 7→ xp of Gal(Fq/Fp) lifts to a generator τ of
Gal(Ω0/Ω1)(∼= Gal(K/Qp)) which is extended to Ω0 by requiring τ(π) = π. If ζ is a
(q−1)-th root of unity in Ω0, then τ(ζ) = ζ
p. Denote by “ord” the additive valuation
on Ω normalized by ordp = 1, and denote by “ordq” the additive valuation normalized
by ordqq = 1.
Let f be a Laurent polynomial on the torus Gnm := (F
∗
q)
n and write
f =
∑
j∈J
ajx
j ∈ Fq[x
±1
1 , . . . , x
±1
n ],
where the sum is over a finite subset J of Zn. We may assume aj 6= 0 for all j ∈ J .
Each Laurent polynomial f defines an affine toric hypersurface
Uf = {(x1, . . . , xn) ∈ G
n
m|f(x1, . . . , xn) = 0}
in Gnm.
Define the polytope △ := △(f) of f to be the convex hull in Rn of the lattice
points which occur as exponents of the monomials of f together with the origin. We
can construct a toric variety P△ from the polytope △(f) as follows:
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Definition. The polytope ring S△ of a polytope △ is defined by
S△ = Fq[x
r
0x
m : m = (m1, . . . , mn) ∈ r△∩Z
n, r ≥ 0],
the subalgebra of Fq[x0, x
±1
1 , . . . , x
±1
n ] generated as a Fq-vector space by 1 and all
monomials xr0x
m = xr0x
m1
1 · · ·x
mn
n where r ∈ N such that the rational point m/r =
(m1/r, . . . , mn/r) belongs to △.
The standard grading of the polynomial ring Fq[x0, x
±1
1 , . . . , x
±1
n ] in x0 induces the
grading of S△:
deg(xr0x
m) = r
and the graded commutative Fq-algebra
S△ =
⊕
r≥0
Sr△,
where Sr△ is a finite dimensional Fq-vector space with the basis x
r
0x
m (m ∈ r△∩Zn).
Let △(x0f) ⊆ Rn+1 be the convex hull of the origin in Rn+1 and (1, v) where
v ∈ △(f). Define the monoid M(x0f) ⊆ Zn+1 to be the lattice points generated by
△(x0f). It can be identified with the exponents of the monomials of the polytope
ring S△.
We now can associate with the polytope △ ⊆ Rn the projective algebraic variety
P△.
Definition. The algebraic variety
P△ = Proj(S△)
is called the toric variety associated with polytope △.
Given a face σ of △(f), we define dim σ to be the dimension of the smallest sub-
space of Rn containing σ. Assume dim△(f) = n. Define Vol(f) to be the volume of
△(f) with respect to Lebesgue measure on Rn.
Toric vaiety P△ is a compactification of the n-dimensional torus Gnm by algebraic
tori Gdimσm of smaller dimensions. Each G
dim σ
m corresponds to a nonempty face σ ⊆ △
of the polytope △ [4]. That is, we have the so called toric decomposition
P△ =
⊔
∅6=σ⊆△
Gdimσm .
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Let Uf be the affine hypersurface inG
n
m defined by f . Define Uf := Proj(S△/(x0f)).
It is the projective closure of Uf in P△ defined over Fq. For any face σ ⊆ △, we ob-
tain an affine hypersurface Ufσ = Uf ∩G
dim σ
m in the algebraic torus G
dim σ
m defined by
fσ =
∑
j∈σ∩J ajx
j . Since Uf lies in P△, we still have the toric decomposition
Uf =
⊔
∅6=σ⊆△
Ufσ .
Let V be a variety over Fq, V (Fqk) be the set of Fqk-rational points of V and
Nk(V ) be its cardinality. The zeta function of V is defined to be
Z(V/Fq, t) = exp
(
∞∑
k=1
Nk(V )
tk
k
)
.
Let Ψ : Fq → Q(ζp) be a nontrivial additive character of Fq. Define the exponential
sum of x0f to be
S∗k(x0f) =
∑
(x0,x)∈(F∗
qk
)n+1
Ψ ◦ TrF
qk
/Fq(x0f(x)) ∈ Q(ζp),
and the associated L-function of x0f to be
L∗(x0f, t) = exp
(
∞∑
k=1
S∗k(x0f)
tk
k
)
∈ Q(ζp)[[t]].
By theorem of Dwork-Bombieri-Grothendieck, L∗(x0f, t) is a rational function of t.
Lemma 2.1. Let f ∈ Fqk [x
±1
1 , . . . x
±1
n ], Uf the variety defined by f = 0 in the torus
Gnm and N
∗
k (Uf ) the number of Fqk-rational points of Uf . Then∑
(x0,x)∈(F∗
qk
)n+1
Ψ ◦ TrF
qk
/Fq(x0f(x)) = q
kN∗k (Uf )−Nk(G
n
m)
where x = (x1, . . . , xn).
Proof . For any x ∈ (F∗qk)
n, we have∑
x0∈Fqk
Ψ ◦ TrF
qk
/Fq(x0f(x)) =
{
qk if f(x) = 0 (i.e., x ∈ Uf ),
0 otherwise.
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This is a standard result from the theory of additive character sums. Thus∑
(x0,x)∈Fqk×(F
∗
qk
)n
Ψ ◦ TrF
qk
/Fq(x0f(x)) = q
kN∗k (Uf).
In fact,
∑
(x0,x)∈Fqk×(F
∗
qk
)n Ψ ◦ TrFqk/Fq(x0f(x)) is a counting function, counting how
many Fqk-rational points of Uf . Hence∑
(x0,x)∈(F∗
qk
)n+1
Ψ ◦ TrF
qk
/Fq(x0f(x)) =
∑
(x0,x)∈Fqk×(F
∗
qk
)n
Ψ ◦ TrF
qk
/Fq(x0f(x))
−
∑
(x0,x)∈0×(F∗
qk
)n
Ψ ◦ TrF
qk
/Fq(x0f(x))
= qkN∗k (Uf)− (q
k − 1)n
= qkN∗k (Uf)−Nk(G
n
m).

Hence, we have
Z(Uf , qt) = Z(G
n
m, t)L
∗(x0f, t).
Applying the above lemma to each face σ ⊆ △(f), we also have the analogous equa-
tions
Z(Ufσ , qt) = Z(G
dim σ
m , t)L
∗(x0fσ, t)
where L∗(x0fσ, t) denotes the corresponding L-function with respect to x0fσ.
Since Uf =
⊔
∅6=σ⊆△ Ufσ , Nk(Uf ) =
∑
∅6=σ⊆△Nk(Ufσ). We have
Z(Uf , qt) =
∏
∅6=σ⊆△
Z(Ufσ , qt) =
∏
∅6=σ⊆△
Z(Gdim σm , t)
∏
∅6=σ⊆△
L∗(x0fσ, t).
Thus it suffices to consider
∏
∅6=σ⊆△ L
∗(x0fσ, t).
Let E(t) be the Artin-Hasse exponential series:
E(t) = exp
(
∞∑
i=0
tp
i
pi
)
∈ (Zp ∩Q)[[t]]
Let γ ∈ Ω1 be a root of
∑∞
i=0
tp
i
pi
= 0 satisfying ordγ = 1
(p−1)
, and consider
θ(t) = E(γt) =
∞∑
i=0
λit
i ∈ Ω1[[t]].
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The series θ(t) is a splitting function in Dwork’s terminology [5]. In particular, its
coefficients satisfy
ordλi ≥
i
p− 1
, λi ∈ Ω1.
Let O0 be the ring of integers of Ω0. Consider the following spaces of p-adic
functions (where b ∈ R, b ≥ 0, c ∈ R):
L(b, c) =
 ∑
(r,m)∈M(x0f)
Ar,mx
r
0x
m|Ar,m ∈ Ω0, ordAr,m ≥ br + c
 ,
L(b) =
⋃
c∈R
L(b, c),
B(O0) =
 ∑
(r,m)∈M(x0f)
Ar,mγ
rxr0x
m|Ar,m ∈ O0, Ar,m → 0 as r →∞
 ,
B =
 ∑
(r,m)∈M(x0f)
Ar,mγ
rxr0x
m|Ar,m ∈ Ω0, Ar,m → 0 as r →∞
 .
Observe that if b > 1/(p− 1) then L(b) ⊆ B ⊆ L(1/(p− 1)). If in addition c ≥ 0,
then L(b, c) ⊆ B(O0). Define a norm onB as follows: If ξ =
∑
(r,m)∈M(x0f)
Ar,mγ
rxr0x
m
∈ B, then define
‖ξ‖ = sup
(r,m)∈M(x0f)
|Ar,m|.
Note that B(O0) is a flat, separated, complete O0-module ([8], P.91).
Let f̂ =
∑
j∈J âjx
j ∈ K[x±11 , . . . , x
±1
n ] be the Teichmu¨ller lifting of f ; i.e., (âj)
q =
âj and the reduction of f̂ mod p is f . Let
F (f, x0, x) =
∏
j∈J
θ
(
âjx0x
j
)
,
Fa(f, x0, x) =
a−1∏
i=0
F τ
i
(f, xp
i
0 , x
pi)
where the map τ acts coefficient-wise on the power series F (f, x0, x). The estimate
ordλi ≥ i/(p−1) implies F (f, x0, x) and Fa(f, x0, x) are well-defined as formal Laurent
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series in x0, x
±1
1 , . . . , x
±1
n with coefficients in Ω0; in fact
F (f, x0, x) ∈ L
(
1
p− 1
, 0
)
, Fa(f, x0, x) ∈ L
(
p
q(p− 1)
, 0
)
.
An easy calculation implies that L(b) is a ring.
Define an operator ψ on the formal Laurent series by
ψ
 ∑
(r,m)∈M(x0f)
Ar,mx
r
0x
m
 = ∑
(r,m)∈M(x0f)
Apr,pmx
r
0x
m.
where pm denotes the n-tuple (pm1, . . . , pmn). This is the map on the power series
which ignores about all xr0x
m-terms for which p ∤ (r,m) and replaces xr0x
m by x
r/p
0 x
m/p
in the terms for which p|(r,m). Here p|(r,m) means that p divides all of the entries
in the integer vector (r,m). One immediately deduces that ψ(L(b, c)) ⊆ L(pb, c).
Let ι : L(p/(p− 1)) →֒ L(p/q(p− 1)) be the canonical injection and denote by α
the composition
L
(
p
p− 1
)
ι
→֒ L
(
p
q(p− 1)
)
Fa(f,x0,x)
−→ L
(
p
q(p− 1)
)
ψa
→ L
(
p
p− 1
)
,
where the middle arrow means “multiplication by Fa(f, x0, x)”. It follows that the
operator α = ψa ◦ Fa(f, x0, x) is an Ω0-linear endomorphism of the space B and L(b)
for 0 ≤ b ≤ p/(p − 1). Furthermore, the operator α0 = τ
−1 ◦ ψ ◦ F (f, x0, x) is an
Ω1-linear endomorphism of B and L(b) for 0 ≤ b ≤ p/(p− 1) and is an Ω0-semilinear
endomorphism of those spaces. It follows from Serre [9] that the operators αk and
αk0, acting on B and L(b) for 0 < b ≤ p/(p− 1), have well-defined traces. In addition,
the Fredholm determinant det(I − tα) and det(I − tα0) are p-adically entire (i.e.,
convergent for all t ∈ Ω). Dwork trace formula asserts that
S∗k(x0f) = (q
k − 1)n+1Tr(αk), (2)
where α acts either on B or on some L(b), 0 < b ≤ p/(p−1). The non-trivial additive
character Ψ implicit on the left-hand side of (2) is given by
Ψ(t) = θ(1)TrFq/Fp(t)
for t ∈ Fq (by [5], Lemma 4.1, θ(1) is a primitive p-th root of unity). Equivalently,
one can define an operator δ on formal power series with constant term 1 by g(t)δ =
g(t)/g(qt), and then (2) takes the form
L∗(x0f, t)
(−1)n = det(I − tα)δ
n+1
(3)
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via the relationship det(I − tα) = exp(−
∑∞
k=1Tr(α
k)tk/k).
3 Dwork Cohomology
Let f be a Laurent polynomial. Define the new polynomials F (x0, x) = x0f(x)−1
and
Fi(x0, x) = xi
∂
∂xi
F (x0, x) for 0 ≤ i ≤ n.
Definition. A Laurent polynomial f is called △-regular if △(f) = △ and for every
l-dimensional face σ ⊆ △ (l > 0) the polynomial equations
fσ(x) = x1
∂fσ
∂x1
= . . . = xn
∂fσ
∂xn
= 0
have no common solution in Gnm.
For 0 ≤ l ≤ n, the sum ⊕
|T |=l
S△eT
runs over all subsets T ⊆ {0, . . . , n} of cardinality l. If T = {i1, . . . , il} with i1 <
. . . < il, then eT is the abbreviated notation for ei1 ∧ . . . ∧ eil (the {ei}0≤i≤n being
a set of formal symbols). The boundary map ∂l :
⊕
|T |=l S△eT →
⊕
|T |=l−1 S△eT is
given by:
∂l(ξeT ) =
l∑
j=1
(−1)j−1FjξeT−{ij}
where ξ ∈ S△ and T = {i1, . . . , il} with i1 < . . . < il. We have the Koszul complex
K∗(f) on the elements F0, . . . , Fn ∈ S△:
K∗(f) : 0→
⊕
|T |=n+1
S△eT
∂n+1
→ . . .→
⊕
|T |=1
S△eT
∂1→ S△ → 0.
Theorem 3.1. ([3], Theorem 4.8 ) Let f be a Laurent polynomial and F = x0f(x)−
1. Then the following conditions are equivalent:
(i) f is △-regular;
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(ii) F is △-regular;
(iii) the elements {F0, F1, . . . , Fn} give rise to a regular sequence in S△;
(iv) the homology groups Hi(f) of the Koszul complex K∗(f) are zero for positive i;
(v) the dimension of H0(f) is (n+ 1)!Vol(x0f).
Let F̂ (x0, x) be the Teichmu¨ller lifting of F (x0, x). Define F̂i = xi∂F̂ /∂xi and
γl =
∑l
i=0 γ
pi/pi, which by definition of γ satisfies
ordpγl ≥
pl+1
p− 1
− l − 1.
For i = 0, . . . , n, define differential operators D̂i by
D̂i = Ei + Ĥi,
where Ei = xi∂/∂xi and
Ĥi(x0, x) =
∞∑
l=0
γlp
lF̂i
τ l
(xp
l
0 , x
pl) ∈ L
(
p
p− 1
,−1
)
.
The Ĥi and D̂i operate on B and on L(b) for b ≤ p/(p − 1). One verifies that they
commute with one another. Furthermore, by [5] equation (4.35),
α ◦ D̂i = qD̂i ◦ α (4)
for i = 0, . . . , n as operators on B or on L(b), 0 < b ≤ p/(p− 1).
Let K∗(B, {D̂i}
n
i=0) be the Koszul complex on B formed from D̂0, . . . , D̂n, i.e., for
0 ≤ l ≤ n,
Kl(B) =
⊕
|T |=l
BeT ,
where the sum runs over all subsets T ⊆ {0, . . . , n} of cardinality l. The boundary
map ∂l : Kl → Kl−1 is given by:
∂l(ξeT ) =
l∑
j=1
(−1)j−1D̂ij (ξ)eT−{ij}
where ξ ∈ B and T = {i1, . . . , il} with i1 < . . . < il. Define an endomorphism
αl : Kl → Kl by
αl =
⊕
|T |=l
qlα.
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Equation (4) implies that α∗ is a chain map on the Koszul complex K∗.
0 −−−→ Kn+1
∂n+1
−−−→ Kn
∂n−−−→ . . .
∂1−−−→ K0 −−−→ 0y αn+1y αny ...y α0y y
0 −−−→ Kn+1
∂n+1
−−−→ Kn
∂n−−−→ . . .
∂1−−−→ K0 −−−→ 0
It then follows from (3) that
L∗(x0f, t)
(−1)n =
n+1∏
l=0
det(I − tαl|Kl)
(−1)l .
Passing to homology, we conclude that
L∗(x0f, t)
(−1)n =
n+1∏
l=0
det(I − tHl(α∗)|Hl(K∗))
(−1)l ,
where Hl(α∗) denotes the endomorphism of Hl(K∗) induced by αl.
Some of the main results of [1] are summarized in the following theorem.
Theorem 3.2. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and dim△(f) = n. The com-
plex K∗(B, {D̂i}
n
i=0) is acyclic in positive dimension. In addition, H0(K∗(B, {D̂i}
n
i=0))
has dimension (n+ 1)!Vol(x0f) and H0(α∗) is invertible. Hence
L∗(x0f, t)
(−1)n = det(I − tH0(α∗)|H0(K∗(B, {D̂i}
n
i=0))) ∈ Z[t]
is a polynomial of degree (n+ 1)!Vol(△(x0f)).
Proof . All statements follows immediately from Theorem 2.9, Theorem 2.18, Corol-
lary 2.19, and Theorem 3.13 of [1]. 
4 Simplex △(f)
Suppose H is a hyperplane in Rn+1 passing through the origin:
∑n
j=0 ajxj = 0.
Suppose in addition the aj are rational. We denote by D̂H the differential operator
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on B defined by D̂H =
∑n
j=0 ajD̂j .
Suppose that △(f) is an n-dimensional simplex with vertices {v0, . . . , vn} ⊆ Rn.
Then so is △(x0f) with vertices {(0, . . . , 0), (1, v0), . . . , (1, vn)} ⊆ Rn+1. Let Hi be
a hyperplane through the codimension-one faces of △(x0f) that contain {(0, . . . , 0),
(1, v0), . . . , (̂1, vi), . . . , (1, vn)}. Then the normal vectors of H0, . . . , Hn form a basis
in Rn+1. We may assume the equation of each Hi has the form
n∑
j=0
aijxj = 0, (5)
where aij ∈ Z for all i, j and {aij}nj=0 have greatest common divisor 1. The differen-
tial operators {D̂Hi}
n
i=0 on B commute with one another and α ◦ D̂Hi = qD̂Hi ◦ α.
Lemma 4.1. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and F (x0, x) = x0f(x)−1. Sup-
pose p ∤ det(aij) where the matrix (aij) is defined as in (5). Then Theorem 3.2 is
valid with {D̂i}
n
i=0 replaced by {D̂Hi}
n
i=0.
Proof . Since for each face τ of △(x0f),(
n∑
j=0
aijxj∂F/∂xj
)
τ
=
n∑
j=0
aijxj∂Fτ/∂xj .
The hypothesis that f is △-regular and that p ∤ det(aij) implies that for each face
τ of △(x0f), the polynomials (
∑n
j=0 aijxj∂F/∂xj)τ , i = 0, . . . , n, have no common
zero in (F∗q)
n+1. One can repeat the arguments of [1] with xi∂F/∂xi replaced by∑n
j=0 aijxj∂F/∂xj . 
For j = 0, . . . , n, we define Ω0-endomorphism θj : B → B by
θj
 ∑
(r,m)∈M(x0f)
Ar,mγ
rxr0x
m
 = ∑
(r,m)∈M(x0f)∩Hj
Ar,mγ
rxr0x
m. (6)
Note that θj is also a ring homomorphism of B to itself.
Lemma 4.2. With the notation as above, we have
D̂Hj(B) ⊆ ker(θj) for 0 ≤ j ≤ n (7)
θ2j = θj for 0 ≤ j ≤ n (8)
θj ◦ D̂Hi ◦ θj = θj ◦ D̂Hi for 0 ≤ i, j ≤ n. (9)
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Proof . Let
∑n
i=0 ajixi = 0 be the defining equation of Hj . Write x
u = xu00 · · ·x
un
n
where u ∈M(x0f). Then D̂Hj =
∑n
i=0 aji(Ei+ Ĥi(x0, x)). Consider θj ◦ (
∑n
i=0 ajiEi),
we have
n∑
i=0
ajiEi(x
u) =
(
n∑
i=0
ajiui
)
xu = 0 if u ∈ Hj and
θj
(
n∑
i=0
ajiEi(x
u)
)
=
(
n∑
i=0
ajiui
)
θj(x
u) = 0 if u /∈ Hj.
Hence θj ◦ (
∑n
i=0 ajiEi)(x
u) = 0 for any u ∈ M(x0f).
In order to show θj ◦ (
∑n
i=0 ajiĤi(x0, x)) · (x
u) = 0, it suffices to show θj ◦
(
∑n
i=0 aji(xi
∂
∂xi
xv)) · (xu) = 0 where xv = xv00 · · ·x
vn
n is a monomial of F . Clearly,
θj ◦
(
n∑
i=0
aji(xi
∂
∂xi
xv) · xu
)
= θj ◦
(
n∑
i=0
ajivix
v · xu
)
=
(
n∑
i=0
ajivi
)
θj(x
u+v).
If v ∈ Hj , then
∑n
i=0 ajivi = 0. If v /∈ Hj , then u+ v /∈ Hj . Hence θj(x
u+v) = 0. (7)
is proved. (8) is clear.
The equation (9) is satisfied by xu where u ∈ Hj . For u /∈ Hj, θj ◦ D̂Hi ◦ θj = 0.
Let
∑n
j=0 aijxj = 0 be the defining equation of Hi. Since (
∑n
j=0 aijEj)(x
u) is a scalar
multiple of xu, θj(
∑n
j=0 aijEj)(x
u) = 0. Clearly, the exponents of the monomials of
Ĥi(x0, x) · x
u /∈ Hj for all i as u /∈ Hj. That means θjĤi(x0, x)(x
u) = 0 for all i.
Hence θj ◦ D̂Hi = 0. 
Let S = {0, 1, . . . , n}. For A ⊆ S, let θA be the composition of all θj for j ∈ A. Let
BA = θA(B). The maps D̂AHj
def
:= θA ◦ D̂Hj for j ∈ S are stable on BA. Thus we may
form the Koszul complex K∗(BA, {D̂AHj}j∈S−A) which we abbreviate by K∗(A). Note
that we ignore the differential operators D̂AHj for j ∈ A since by (7) they are identically
zero on BA. For each subset A
′
⊆ S − A, we define BA,A′ =
⋂
j∈A′ (kerθj |BA) and a
subcomplex K∗(A,A
′
) of K∗(A) by setting for 0 ≤ l ≤ n + 1− |A|
Kl(A,A
′
) =
⊕
T⊆S−A,|T |=l
 ⋂
j∈A′−T
(kerθj |BA)
 eT , (10)
where the sum runs over all subsets T ⊆ S − A of cardinality l, and if A
′
− T = ∅
we take “
⋂
j∈A′−T (kerθj |BA)” to mean “BA”. It is straightforward to check that the
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boundary maps are stable on the submodules, hence they define a subcomplex. Note
that K∗(A) = K∗(A, ∅) and that K∗(∅) is the complex K∗(B, {D̂Hj}
n
j=0).
We can define an action of Frobenius on these complexes. Since θj commutes with
ψ and with multiplication by Fa(f, x0, x), we may define an endomorphism
αA = ψ
a ◦ θA(Fa(f, x0, x)) : BA → BA
that satisfies
αA ◦D
A
Hi
= qDAHi ◦ αA
for i = 0, 1, . . . , n. As before, this induces an endomorphism αA : K∗(A) → K∗(A)
by setting
αA,l =
⊕
|T |=l
qlαA : Kl(A)→ Kl(A).
It is straightforward to check that αA induces endomorphism αA,A′ of the subcom-
plexes K∗(A,A
′
) for all A
′
⊆ S − A, as well. We denote by H∗(αA) and H∗(αA,A′ )
the endomorphisms of the associated homology groups.
We now explain the arithmetic significance of these complexes. For f =
∑
j∈J ajx
j
∈ Fq[x
±1
1 , . . . , x
±1
n ] and A ⊆ S, define
fA =
∑
j∈J,(1,j)∈
T
i∈AHi
ajx
j ∈ Fq[x
±1
1 , . . . , x
±1
n ].
We denote the corresponding exponential sums on Gn+1−|A|m by S∗k(x0fA) and the cor-
responding L-function by L∗(x0fA, t).
In Section 3 we associate to f a Koszul complex K∗(B) with Frobenius oper-
ator α satisfying Theorem 3.2 when f is △-regular. The same construction can
be applied to each fA, and we denote the resulting Koszul complex and Frobe-
nius operator by K∗(B(x0fA)) and αx0fA, respectively. Let D̂A,i, i = 0, . . . , n be
the corresponding differential operators. When f is △-regular, so are all the fA,
hence Theorem 3.2 holds for Koszul complex K∗(B(x0fA), {D̂A,i}
n
i=0). In addition,
if p ∤ det(aij) the proof of Lemma 4.1 show that Theorem 3.2 holds for the Koszul
complex K∗(B(x0fA), {D̂A,Hi}
n
i=0), where
D̂A,Hi
def
:=
n∑
j=0
aijD̂A,j.
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Comparing K∗(B(x0fA), {D̂A,i}
n
i=0) with the complex K∗(A) constructed in this
section, one sees that Kl(B(x0fA)) and Kl(A) are naturally identified as Banach
spaces with action of Frobenius. Under this identification of spaces, the differential
operator D̂A,Hi is identified with D̂
A
Hi
for i = 0, . . . , n. Thus K∗(B(x0fA), {D̂A,Hi}
n
i=0)
and K∗(BA, {D̂AHi}
n
i=0) are isomorphic as complexes with action of Frobenius. The
hypothesis that △(f) be simplex implies that dim△(x0fA) = n + 1 − |A| for each
A ⊆ S. Keeping in mind that D̂AHi = 0 (as operator on BA) for i ∈ A, Theorem 3.2
applied to x0fA gives:
Lemma 4.3. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and suppose △(f) is an n-
dimensional simplex and p ∤ det(aij) where the matrix is defined as in (5). For all
A ⊆ S, the complex K∗(A) is acyclic in dimension > 0, dimH0(K∗(A)) = (n + 1 −
|A|)!Vol(x0fA), and H0(αA) is invertible. Define
PA(t) = det(I − tαA|BA).
Then det(I − tH0(αA)|H0(K∗(A))) is a polynomial in Z[t] of degree (n + 1 − |A|)!
Vol(x0fA) and
L∗(x0fA, t)
(−1)n−|A| = PA(t)
δn+1−|A| .
Let A ⊆ S, A
′
⊆ S−A, and j ∈ A
′
. By (8), the map θj : BA,A′−{j} → BA∪{j},A′−{j}
is surjective. The kernel of θj is naturally identified with BA,A′ . Hence there is a short
exact sequence
0→ BA,A′ → BA,A′−{j}
θj
→ BA∪{j},A′−{j} → 0. (11)
The surjective map θj : BA,A′−{j} → BA∪{j},A′−{j} induces a surjective map θj,∗ of
complexes
θj,∗ : K∗(A,A
′
− {j})→ K∗(A ∪ {j}, A
′
− {j})
with kernel K∗(A,A
′
). Hence there is a short exact sequence of complexes with
Frobenius action
0→ K∗(A,A
′
)→ K∗(A,A
′
− {j})
θj,∗
→ K∗(A ∪ {j}, A
′
− {j})→ 0. (12)
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Let PA,A′ (t) = det(I − tαA,A′ |BA,A′ ). Note that PA,∅(t) = PA(t). The short exact
sequence (11) gives
PA,A′ (t) =
PA,A′−{j}(t)
PA∪{j},A′−{j}(t)
. (13)
We summarize these results:
Lemma 4.4. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and suppose △(f) is an n-
dimensional simplex and p ∤ det(aij) where the matrix (aij) is defined as in (5). For
all A ⊆ S and A
′
⊆ S −A, we have
PA,A′(t)
(−1)|A| =
∏
A⊆C⊆A∪A′
PC(t)
(−1)|C| .
Proof . Use induction on |A
′
|. For |A
′
| = 0, that means A
′
= ∅ and C = A.
PA,∅(t)
(−1)|A| = PA(t)
(−1)|A| =
∏
A⊆C⊆A∪∅
PC(t)
(−1)|C| .
Suppose A
′
is non-empty. For j ∈ A
′
by (13), we have
PA,A′ (t)
(−1)|A| =
PA,A′−{j}(t)
(−1)|A|
PA∪{j},A′−{j}(t)
(−1)|A|
=
(
PA,A′−{j}(t)
(−1)|A|
)(
PA∪{j},A′−{j}(t)
(−1)|A|+1
)
by induction hypothesis
=
 ∏
A⊆C1⊆A∪A
′−{j}
PC1(t)
(−1)|C1|
 ∏
A∪{j}⊆C2⊆A∪A
′
PC2(t)
(−1)|C2|

=
 ∏
A⊆C⊆A∪A′ ,j /∈C
PC(t)
(−1)|C|
 ∏
A⊆C⊆A∪A′ ,j∈C
PC(t)
(−1)|C|

=
∏
A⊆C⊆A∪A′
PC(t)
(−1)|C| .

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Hence we have the following lemma.
Lemma 4.5. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and suppose △(f) is an n-
dimensional simplex and p ∤ det(aij) where the matrix (aij) is defined as in (5). For
all A ⊆ S and A
′
⊆ S −A, we have
PA(t) =
∏
S−A
′
⊇A
PS−A′ ,A′ (t)
Proof . By Lemma 4.4 we have∏
S−A′⊇A
PS−A′ ,A′ (t) =
∏
S−A′⊇A
∏
S−A′⊆C⊆S
PC(t)
(−1)|C|+|S−A
′
|
=
∏
A⊆C
∏
A⊆S−A′⊆C
PC(t)
(−1)|C|+|S−A
′
|
=
∏
A⊆C
PC(t)
(−1)|C|
„P
A⊆S−A
′
⊆C
(−1)|S−A
′
|
«
= PA(t)
since ∑
A⊆S−A′⊆C
(−1)|S−A
′
| =
{
(−1)|A| if C = A,
0 if C 6= A.

The geometric meaning of above can be interpreted as follows: BA consists of
monomials xr0x
m where (r,m) lies in the cone M(x0fA) =
⋂
j∈AHj. For A
′
⊆ S − A,
BA,A′ consists of monomials x
r
0x
m where (r,m) lies in the cone M(x0fA) but not in
Hj, j ∈ A
′
. In particular, BA,S−A consists of monomials x
r
0x
m where (r,m) lies in
the interior of the cone M(x0fA). In the cone M(x0fA), the map θj : BA,A′−{j} →
BA∪{j},A′−{j} in (6) is a projection onto Hj which sends the monomials x
r
0x
m to 0
where (r,m) /∈ Hj. That is why such monomials x
r
0x
m ∈ BA,A′−{j}, with (r,m) /∈ Hj,
precisely lie in BA,A′ and have the exact sequence (11). Deleting the points (r,m) not
in Hj where x
r
0x
m ∈ BA,A′−{j} gives (13). Lemma 4.4 is followed by the inclusion and
exclusion principle and Lemma 4.5 by the boundary decomposition theorem [10].
Lemma 4.6. Suppose that for all A ⊆ S,
Hi(K∗(A, ∅)) = 0 for i > 0.
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Then for all A
′
⊆ S −A,
Hi(K∗(A,A
′
)) = 0 for i > 0.
In particular,
Hi(K∗(∅, S)) = 0 for i > 0.
Furthemore, there is an injection
H0(K∗(∅, S)) →֒ H0(K∗(∅, ∅)).
Proof . The proof is by induction on |A
′
|, the case |A
′
| = 0 being the hypothesis of
the theorem. From (12) we get the long exact sequence
· · · → Hi+1(K∗(A ∪ {j}, A
′
− {j}))→ Hi(K∗(A,A
′
))→ Hi(K∗(A,A
′
− {j}))→ · · ·
where j ∈ A
′
. By induction hypothesis, the two “outside” homology groups vanish
for i > 0. Therefore Hi(K∗(A,A
′
)) = 0 for i > 0 also. The exact homology sequence
associated to (12) then reduces to the short exact sequence
0→ H0(K∗(A,A
′
))→ H0(K∗(A,A
′
− {j}))→ H0(K∗(A ∪ {j}, A
′
− {j}))→ 0. (14)
In particular, there is an injection H0(K∗(A,A
′
)) →֒ H0(K∗(A,A
′
− {j})). The exis-
tence of the injection asserted by the lemma then follows by induction on |A
′
|. 
Theorem 4.7. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and Uf the toric projective
closure defined by f . Suppose △(f) is an n-dimensional simplex and p ∤ det(aij)
where the matrix (aij) is defined as in (5). Then
Z(Uf , qt) =
det (I − tH0(α∅,S)|H0(K∗(∅, S)))
(−1)n
(1− qt) · · · (1− qnt)
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Proof . By Lemma 4.3 and Lemma 4.5, we have
∏
A⊆S
L∗(x0fA, t)
(−1)n =
(∏
A⊆S
L∗(x0fA, t)
(−1)n−|A|
)(−1)|A|
=
∏
A⊆S
(
PA(t)
δn+1−|A|
)(−1)|A|
=
∏
A⊆S
n+1−|A|∏
i=0
PA(q
it)(−1)
i+|A|(n+1−|A|i )
=
∏
A⊆S
n+1−|A|∏
i=0
∏
S−A′⊇A
PS−A′ ,A′ (q
it)(−1)
i+|A|(n+1−|A|i )
=
∏
A⊆S
∏
S−A
′′
⊇A
∏
S−A
′
⊇A
PS−A′ ,A′ (q
|A
′′
|t)(−1)
|A|+|A
′′
|
=
∏
A′′ ,A′
PS−A′ ,A′ (q
|A
′′
|t)
(−1)|A
′′
|
“P
A⊆(S−A
′
)∩(S−A
′′
)
(−1)|A|
”
where A corresponds to the face σ =
⋂
i∈AHi of △(x0f), while S − A
′
⊇ A and
S − A
′′
⊇ A correspond to the subfaces σ
′
=
⋂
i∈S−A′ Hi and σ
′′
=
⋂
i∈S−A′′ Hi of σ.
Since ∑
A⊆(S−A′)∩(S−A′′ )
(−1)|A| =
{
1 if (S − A
′
) ∩ (S −A
′′
) = ∅,
0 if (S − A
′
) ∩ (S −A
′′
) 6= ∅
∏
A⊆S
L∗(x0fA, t)
(−1)n =
∏
(S−A′)∩(S−A′′ )=∅
PS−A′ ,A′ (q
|A
′′
|t)(−1)
|A
′′
|
=
∏
A′′
∏
S−A′⊆A′′
PS−A′ ,A′ (q
|A
′′
|t)(−1)
|A
′′
|
=
∏
A
′′
∏
S−A
′
⊆A
′′
det
(
I − q|A
′′
|tαS−A′ ,A′ |BS−A′ ,A′
)(−1)|A′′ |
=
∏
A
′′
det
(
I − t(αS−A′ ,A′ )|A′′ ||K|A′′ |(S − A
′
, A
′
)
)(−1)|A′′ |
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where S −A
′
⊆ A
′′
and i = |A
′′
|. Passing to homology, we have
∏
A⊆S
L∗(x0fA, t)
(−1)n =
∏
A′′
det
(
I − q|A
′′
|tH|A′′ |(αS−A′ ,A′ )|H|A′′ |(K∗(S − A
′
, A
′
))
)(−1)|A′′ |
Since f is △-regular, so as fS−A′ for all A
′
⊆ S. By theorem 3.2, H|A′′ |(S−A
′
, ∅) = 0
for |A
′′
| > 0. Lemma 4.6 implies that H|A′′ |(S−A
′
, A
′
) = 0 for |A
′′
| > 0. For |A
′′
| = 0,
that means A
′′
= ∅ and A
′
= S, we can conclude that∏
A⊆S
L∗(x0fA, t)
(−1)n = det (I − tH0(α∅,S)|H0(K∗(∅, S)))
The zeta function of Uf can be expressed as
Z(Uf , qt) =
∏
∅6=σ⊆△
Z(Gdim σm , t)
∏
∅6=σ⊆△
L∗(x0fσ, t).
Since
Pn =
n+1⊔
i=1
(Gi−1m )
(n+1i )
where i is the number of nonzero entries in the homogenuous coordinate in Pn, we
have ∑
∅6=σ⊆△
Nk(G
dim σ
m ) =
n∑
i=0
(
n+ 1
i+ 1
)
(qk − 1)i = Nk(P
n).
Then
Z(Uf , qt) = Z(P
n, t)
∏
A(S
L∗(x0fA, t)
=
L∗(x0fS, t)
−1
(1− t) · · · (1− qnt)
∏
A⊆S
L∗(x0fA, t).
Substitute A = S into lemma 4.3, we have
L∗(x0fS, t)
−1 = PS(t)
= det(I − tαS|K∗(S))
= 1− t
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where αS is an identity endomorphism on K∗(S). Hence
Z(Uf , qt) =
∏
A⊆S L
∗(x0fA, t)
(1− qt) · · · (1− qnt)
=
det (I − tH0(α∅,S)|H0(K∗(∅, S)))
(−1)n
(1− qt) · · · (1− qnt)
.

The mapping H0(α∅,S) is invertible as an endomorphism of H0(K∗(∅, S)) = B∅,S/∑n
i=0 D̂iB∅,S−{i}. It is easily seen that H0(α∅,S) is compatible with the action of
Frobenius.
Lemma 4.8. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and suppose △(f) is an n-
dimensional simplex and p ∤ det(aij) where the matrix (ai,j) is defined as in (5). For
all A ⊆ S and A
′
⊆ S −A, we have
det(I−tH0(αA,A′ )|H0(K∗(A,A
′
)))(−1)
|A|
=
∏
A⊆C⊆A∪A′
det(I−tH0(αC)|H0(K∗(C)))
(−1)|C|
Proof . Use induction on |A
′
| to the exact sequence (14). The proof is similar to the
proof of lemma 4.4. 
Hence, det (I − tH0(α∅,S)|H0(K∗(∅, S))) is a polynomial of degree∑
C⊆S
(−1)|C|(n + 1− |C|)!Vol(x0fC).
5 p-adic estimates
In this section, we give a sharp lower bound for the Newton polygon of the poly-
nomial det(I − tH0(α∅,S)|H0(K∗(∅, S))).
Let △(f) be an n-dimensional simplex. For A ⊆ S, the graded ring S△ induces
the graded subring
S△,A =
 ∑
(r,m)∈M(x0f)
Ar,mx
r
0x
m ∈ S△|Ar,m = 0 if (r,m) /∈
⋂
i∈A
Hi

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with the grading deg(xr0x
m) = r. Let Sr△,A be a finite dimensional Fq-vector space
with the basis xr0x
m ∈ S△,A. Define FHi(x0, x) =
∑n
j=0 aijFj(x0, x) ∈ S
1
△ and
FAHi(x0, x) = θA ◦ FHi(x0, x) ∈ S
1
△,A where (aij) is defined as in (5).
Lemma 5.1. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and suppose △(f) is an n-
dimensional simplex and p ∤ det(aij) where the matrix (aij) is defined as in (5). For
all A ⊆ S, the set {FAHi(x0, x)}i/∈A taken in any order forms a regular sequence on S△,A,
hence the Koszul complex K∗(S△,A, {F
A
Hi
(x0, x)}i/∈A) is acyclic in positive dimension.
Furthermore,
dimFq H0(K∗(S△,A, {F
A
Hi
(x0, x)}i/∈A)) = (n+ 1− |A|)!Vol(x0fA).
Proof . The hypotheses imply that x0fA is △-regular and △(x0fA) is also an (n+1−
|A|)-dimensional simplex. The argument of Lemma 4.1 shows that one can simply
repeat the proof of Theroem 3.1. 
One defines θj : S△,A → S△,A∪{j} as in (6). For A
′
⊆ S−A, this allows us to define,
as in (10), subcomplexes K∗(A,A
′
) of the Koszul complex K∗(S△,A, {F
A
Hi
(x0, x)}i/∈A).
Proceeding as in the deduction of Lemma 4.8, we deduce:
Lemma 5.2. Let f ∈ Fq[x
±1
1 , . . . , x
±1
n ] be △-regular and suppose △(f) is an n-
dimensional simplex and p ∤ det(aij) where the matrix (aij) is defined as in (5). For
all A ⊆ S and A
′
⊆ S − A, the complex K∗(A,A
′
) is acyclic in positive dimension.
Furthermore,
dimFq H0(K∗(∅, S)) =
∑
C⊆S
(−1)|C|(n+ 1− |C|)!Vol(x0fC).
Let S△,A,A′ =
⋂
j∈A′ (ker θj |S△,A). By Lemma 5.2,
H0(K∗(∅, S)) = S△,∅,S/
n∑
i=0
FHi(x0, x)S△,∅,S−{i}
is a finite dimensional graded ring. Let h△(k) be the dimension over Fq of graded
piece of degree k of H0(K∗(∅, S)). It can be shown (as in [7], Lemma 2.9 and [4],
Lemma 1.5) that h△(k) = 0 for i > n+ 1. Define v(△) = dimFq H0(K∗(∅, S)). Then∑n+1
k=0 h△(k) = v(△).
Let f be △-regular over Fq, △(f) an n-dimensional simplex and p ∤ det(aij) where
the matrix (aij) is defined as in (5). Define the Hodge polygon HP(△) in R
2 to be the
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polygon with the vertices (0, 0) and (
∑m
k=0 h△(k),
∑m
k=0 kh△(k)) form = 0, . . . , n+1.
It can be shown ([2], Theorem 4.8) that h(k) = h(n + 1− k). Then
n+1∑
i=0
kh(k) =
n + 1
2
v(△).
Write
det
(
I − tH0(α(∅,S))|H0(K∗(∅, S))
)
=
v(△)∑
m=0
Amt
m,
where A0 = 1 and Am ∈ Z. Define the Newton polygon NP(f) of
∑v(△)
m=0 Amt
m to be
the lower convex closure in R2 of the points (m, ordq(Am)) for m = 0, . . . , v(△).
Theorem 5.3. Suppose f ∈ Fq[x
±1
1 , . . . , x
±1
n ] is △-regular, △(f) is an n-dimensional
simplex and p ∤ det(aij) where the matrix (aij) is defined as in (5). Then the New-
ton polygon NP(f) lies above the Hodge polygon HP(△) and their endpoints coincide.
Proof . This is proved by the method used in ([1], Theorem 3.10). The coincidence
of the endpoints, which was not proved in [1], follows as in ([6], paragraph preceding
Theorem 7.1). 
Remark 5.4. LetMp(△) be the moduli space of all△-regular, Laurent polynomials
over Fp with △(f) = △ and Hp(△) the moduli space of those f ∈Mp(△) such that
its Newton polygon coincides with its Hodge polygon. It can be shown [10] and [11]
that there is an integer D∗(△) depending only on△ such that if p is a large prime and
p ≡ 1 (mod D∗(△)), then the Newton polygon of det
(
I − tH0(α(∅,S))|H0(K∗(∅, S))
)
coincides generically with the Hodge polygon HP (△), i.e., for such p, Hp(△) is a
Zariski dense, open subset of Mp(△).
6 Calabi-Yau Hypersurfaces
Let n ≥ 2 be a positive integer. We consider the universal family of Calabi-Yau
complex hypersurfaces of degree n + 1 in the projective space Pn. Its mirror family
is a one-parameter family of toric hypersurfaces. To construct the mirror family,
we consider the one-parameter subfamily Xλ of complex projective hypersurfaces of
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degree n + 1 in Pn defined by
f(x1, . . . , xn+1) = x
n+1
1 + · · ·+ x
n+1
n+1 + λx1 · · ·xn+1 = 0,
where λ ∈ C is the parameter. The variety Xλ is a Calabi-Yau manifold when Xλ is
smooth. Let µn+1 denote the group of (n+ 1)-th roots of unity. Let
G = {(ζ1, . . . , ζn+1)|ζ
n+1
i = 1, ζ1 . . . ζn+1 = 1}/µn+1
∼= (Z/(n + 1)Z)n−1,
where µn+1 is embedded in G via the diagonal embedding. The finite group G acts
on Xλ by
(ζ1, . . . , ζn+1)(x1, . . . , xn+1) = (ζ1x1, . . . , ζn+1xn+1).
The quotient Xλ/G is a projective toric hypersurface Yλ in the toric variety P△, where
△ is the simplex in Rn with vertices {e1, . . . , en,−(e1+ . . .+ en)} and the ei’s are the
standard coordinate vectors in Rn. Explicitly, the variety Yλ is the projective closure
in P△ of the affine toric hypersurface in Gnm defined by
g(x1, . . . , xn) = x1 + . . .+ xn +
1
x1 . . . xn
+ λ = 0.
We are interested in the number of Fq-rational points on Yλ.
The toric variety P△ has the following disjoint decomposition:
P△ =
⊔
σ∈△
Gdimσm ,
where σ runs over all non-empty faces of △. Accordingly, the projective toric hyper-
surface Yλ has the corresponding disjoint decomposition
Yλ =
⊔
σ∈△
Yλ,σ, Yλ,σ = Yλ ∩G
dim σ
m .
For σ = △, the subvariety Yλ,△ is simply the affine toric hypersurface defined by g = 0
in Gnm. For zero-dimensional σ, Yλ,σ is empty. For a face σ with 1 ≤ dim σ ≤ n − 1,
one checks that Yλ,σ is isomorphic to the affine toric hypersurface in Gdim σm defined by
1 + x1 + · · ·+ xdim σ = 0.
For such a σ, the inclusion-exclusion principle shows that
#Yλ,σ(Fq) = q
dim σ−1 −
(
dim σ
1
)
qdimσ−2 + · · ·+ (−1)dim σ−1
(
dim σ
dim σ − 1
)
.
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Thus,
#Yλ,σ(Fq) =
1
q
(
(q − 1)dimσ + (−1)dim σ+1
)
.
This formula holds even for zero dimensional σ as both sides would then be zero.
Putting these calculations together, we deduce that
#Yλ(Fq) = #Yλ,△(Fq)−
(q − 1)n + (−1)n+1
q
+
∑
σ∈△
1
q
(
(q − 1)dimσ + (−1)dim σ+1
)
,
where σ runs over all non-empty faces of △ including △ itself. Since △ is a simplex,
one computes that∑
σ∈△
1
q
(
(q − 1)dimσ + (−1)dim σ+1
)
=
qn+1 − 1
q − 1
+ (−1) =
q(qn − 1)
q − 1
.
This implies that
#Yλ(Fq) = #Yλ,△(Fq)−
(q − 1)n + (−1)n+1
q
+
qn − 1
q − 1
.
This equality holds for all λ ∈ Fq, including the case λ = 0.
One of the basic problems in arithmetic mirror symmetry is to compare the number
of rational points on a mirror pair (Xλ, Yλ) of Calabi-Yau manifolds. Theorem 3.7
then gives us
#Yλ(Fq) =
qn − 1
q − 1
+
(−1)nTr(H0(α(∅,S))|H0(K∗(∅, S)))
q
.
It can be shown that #Xλ(Fq) ≡ #Yλ(Fq) mod q [12].
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