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ABSTRACT 
This thesis explored multimodal brain imaging using advanced 
spatiotemporal techniques. The first set of experiments were based on 
simulations. Much controversy exists in the literature regarding the differences 
between magnetoencephalography (MEG) and electroencephalography (EEG), 
both practically and theoretically. The differences were explored using 
simulations that evaluated the expected signal-to-noise ratios from reasonable 
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brain sources. MEG and EEG were found to be complementary, with each 
modality optimally suited to image activity from different areas of the cortical 
surface. Consequently, evaluations of epileptic patients and general 
neuroscience experiments will both benefit from simultaneously collected 
MEG/EEG. The second set of experiments represent an example of MEG 
combined with magnetic resonance imaging (MRI) and functional MRI (fMRI) 
applied to healthy subjects. The study set out to resolve two questions relating to 
shape perception. First, does the brain activate functional areas sequentially 
during shape perception, as has been suggested in recent literature? Second, 
which, if any, functional areas are active time-locked with reaction-time? The 
study found that functional areas are non-sequentially activated, and that area IT 
is active time-locked with reaction-time. These two points, coupled with the 
method for multimodal integration, can help further develop our understanding of 
shape perception in particular, and cortical dynamics in general for healthy 
subjects. Broadly, these two studies represent practical guidelines for epilepsy 
evaluations and brain mapping studies. For epilepsy studies, clinicians could 
combine MEG and EEG to maximize the probability of finding the source of 
seizures. For brain mapping in general, EEG, MEG, MRI and fMRI can be 
combined in the methods outlined here to obtain more sophisticated views of 
cortical dynamics. 
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CHAPTER 1: INTRODUCTION 
This thesis employed multiple brain imaging techniques to investigate 
brain mapping and epilepsy. The technologies selected represent the state-of-the 
-art in non-invasive brain imaging. The principal methods used were magnetic 
resonance imaging (MRI}, functional MRI (fMRI), electroencephalography (EEG) 
and magnetoencephalography (MEG). 
In recent years, MEG has transitioned from a research tool to a clinical 
tool for epilepsy evaluation. Yet, several fundamental issues remain 
controversial. First, what are the fundamental limitations and advantages of the 
technology? Second, should MEG be used instead of, or in addition to, EEG? 
Finally, what is the ideal strategy for using MEG when localizing seizure foci in 
epileptic patients? These questions are addressed in Chapter 3. There, an in-
depth discussion of the optimal use of MEG and EEG can be found. 
Imaging technologies are frequently used in isolation for brain mapping 
studies, which may suffer from "blind spots." Newer techniques that combine the 
results of multiple modalities avoid this pitfall. In Chapter 4, we explore an 
example of multimodal integration, using MEG, MRI and fMRI to characterize the 
dynamic behavior of healthy adult brains during shape perception. Indeed, the 
combination of imaging modalities permits a less nuanced and more general 
view of underlying physiology. 
Using some of the most advanced structural and functional imaging tools, 
this thesis will delve into questions of both theoretical and practical importance. 
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From a theoretical standpoint, the literature is ambiguous about the relative 
importance of MEG and of EEG. Similarly, too few studies in brain mapping 
employ multimodal techniques, thus hindering a more complete understanding of 
neuroscience. From a practical standpoint, clinical seizure characterization 
remains a challenging task with ill-defined guidelines. Moreover, basic questions 
of brain behavior, such as how shape perception operates in the healthy adult, 
are still poorly understood. This thesis encompasses these various 
considerations using multimodal spatiotemporal techniques. 
CHAPTER2:BACKGROUND 
2.1. Imaging Techniques 
2.1.1. Magnetic Resonance Imaging 
FIGURE 2.1: T1 -weighted MRI 
images, courtesy of Donna Addis, 
NMR Center, 2006. "I am a Bear of 
Very Little Brain and long words 
bother me." (Mi lne, 2001). The first 
commercial MRI scanners became 
available in the early 1980's. 
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Fundamentally, magnetic resonance imaging (MRI) measures the 
properties of protons- usually hydrogen . Hydrogen atoms comprise only 10% of 
the total human body weight (Webster 1998), yet they comprise 80% of the 
atoms in the human body (Bushong 1996). Each proton possesses a quantum 
mechanical nuclear spin with an associated magnetic moment. When aligned 
with a magnetic field, that moment is in the lowest energy state ; however, 
thermal energy can disrupt this situation. At room temperature and in the 
presence of an external magnetic fie ld, typically 1-4 Tesla , there is a slight 
excess of protons that prefer the al igned direction - one out of every million. Of 
the aligned protons, their magnetic moments precess around the field direction . 
The precession frequency is given by the Larmer equation: 
w=yBo (eq. 2.1) 
where w is the angular velocity, y is the gyromagnetic ratio , and Bo is the 
magnetic field. Subsequently, a radio frequency pulse is delivered to the body at 
the precession frequency of the protons. This pulse flips the magnetizations out 
of the aligned orientation . Protons spontaneously return to the aligned (lowest 
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energy) position after a period of time. As they return to their aligned positions, 
they release radio frequency energy that is detected with a pickup coil. Using a 
magnetic field gradient and by encoding the excitation pulses appropriately, the 
detected signals can be transformed into volumetric images of proton properties. 
These properties include the spin-lattice relaxation time (T1 ), the spin-spin 
relaxation time (T2) , and proton density (PO) , which can be in turn used to 
classify different tissue types such as bone, skin , fat, blood, white matter, and 
gray matter. MRI provides non-invasive images of brain anatomy exceeding a 
resolution of 1 mm3 , making it the modality of choice for anatomical imaging. 
2.1.2. Functional Magnetic Resonance Imaging 
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FIGURE 2.2: One of the first reported fMRI 
studies, showing differential activity in the visual 
cortex during photic stimulation . Kwong et al. 
1992, reprinted with permission from author. 
Hemodynamic response represents an indirect measure of brain activity. 
To measure hemodynamic changes in the brain, functional MRI is commonly 
used. The first human fMRI data reported in 1992 (Kwong et al 1992, Ogawa et 
al 1992) measured the blood oxygen level dependent (BOLD) signal. At present, 
the BOLD signal is the most widely used fMRI technique. The signal arises from 
the subtle change in the proportion of oxygenated to deoxygenated blood 
concentrations due to neuronal activity - oxygenated blood increases and 
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deoxygenated blood decreases. This small difference is measured by examining 
a property of protons, called T2* - a time constant associated with loss of 
individual magnetizations. Because deoxygenated blood is paramagnetic, less 
deoxygenated blood increases the T2* signal. Although the differences between 
active and inactive states are only on the order of 3%, they are repeatable. 
Therefore, fMRI studies can successfully locate a specific region of brain activity 
on the basis of the BOLD signal. Impressively, the spatial resolution of present 
scanners is approximately 1 mm3 . Functional MRI can, in principle, have a 
temporal resolution of a few hundred milliseconds, but the hemodynamic 
response develops on a time scale of seconds (Logothetis 2001 ). Consequently, 
fMRI cannot be used to track fast changes in brain activity, typically occurring on 
a timescale of tens of milliseconds. Thus, fMRI represents a tool with excellent 
spatial resolving power, but poor temporal resolving power. 
2.1.3. Electroencephalography 
FIGURE 2.3: One of the first reported EEG 
recordings from Hans Berger, (Berger, 1929}, 
showing the 1OHz "alpha" oscillation from the 
brain recorded at the scalp (upper trace) and a 
standard 10 Hz oscillator for comparison (lower 
trace). Figure reproduced with permission from 
The International Federation of Clinical 
Neurophysiology (Berger, 1969). 
Electroencephalography (EEG) is the measurement of voltages between 
electrodes attached on the scalp. When neurons fire, ionic currents flow 
intracellularly as well as extracellularly. These currents cause electric potential 
changes which can be measured on the scalp. Such voltage changes are on the 
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order of microvolts; they occur when significant groups of neurons fire 
synchronously. Using appropriate filters and amplifiers, these subtle changes can 
be measured and recorded. EEG was first reported in humans in 1929 when 10 
Hz oscillations from the brain, dubbed the "alpha rhythm," were recorded (Berger 
1929). Since then, EEG acquisition technology and source analysis techniques 
have improved substantially. Despite these advances, EEG suffers from a 
relatively poor spatial resolution due in part to the spatial blurring effect of the 
particular conductivity differences in the intervening tissues between the brain 
and the scalp. Various studies have reported spatial resolutions from 8 to 25 mm 
(Baumgartner 2004, Barkley 2004). On the other hand, the temporal capabilities 
of modern EEG exceed the frequency range of human neurons. EEG can thus 
resolve the entire temporal spectrum of neural activity. Being, in addition, 
relatively inexpensive, EEG is widely viewed as the major technology for 
identifying temporal information in neural activity. 
2.1.4. Magnetoencephalography 
Head away Eyes closed Closed Closed 
MEG ~ 
2x 10-a gauss I 
EEG 
40J4V I 
FIGURE 2.4: The first published MEG collected with a SQUID, showing 1OHz "alpha" oscillation, 
recorded above the scalp, reprinted with permission from Cohen 1972. Copyright 1972, AAAS. 
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Magnetoencephalography (MEG) is another method for imaging both the 
temporal as well as the spatial aspects of neura l activity. MEG was first reported 
in humans in 1968 when the magnetic counterpart of the 10 Hz "alpha rhythm" 
was described (Cohen 1968). MEG detects the magnetic fields produced by 
brain activity via sensors near the head . The same primary neural currents that 
give rise to EEG are believed to give rise to the MEG signal. The strength of 
these signals is extremely weak; typical signals are recorded on the order of 1 02-
103 fT, while the ambient background noise is on the order of 108 fT. The required 
sensitivity and rejection of disturbances can be achieved by using an array of 
superconducting quantum interference detectors (SQU ID) , operated in passively 
and actively shielded rooms. The SQU ID acts as a paramagnetic amplifier which 
transforms magnetic fields into voltage changes (see Appendix B6). Using 
advanced algorithms, these signals can be localized with a precision from 2-12 
mm on the cortica l surface (Baumgartner 2004, Barkley 2004) . The temporal 
resolution of MEG matches that of EEG. Indeed, because of its high temporal 
and reasonably high spatial reso lutions, MEG is un ique among the imaging 
modalities. 
2.1.5. Auxiliary Measurements 
FIGURE 2.5: Electrocardiogram recorded with a 
string galvanometer, adapted from Einthoven's 
Nobel prize lecture, December 11 , 1925. 
Copyright 1925, The Nobel Foundation. 
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Two types of auxiliary measurements are typically conducted 
simultaneously with MEG and EEG. The first is the electrocardiogram (ECG). 
The ECG was originally described in the late 19th century by Augustus Waller 
(Waller 1887), and was then refined by Willem Einthoven (Einthoven 1895). ECG 
records the electrical activity of the heart using electrodes placed on the chest 
and limbs. When the left ventricle of the heart depolarizes, a large electrical 
deflection (called the QRS complex) appears on the ECG. This signal causes 
substantial artifact in EEG as well as in MEG. The QRS complex can be detected 
with automated techniques, and therefore the exact timing of such artifacts can 
be identified. Because signals such as the QRS complex from the heart can 
interfere with brain recordings, the ECG signal is often presented along with 
MEG/EEG data. 
FIGURE 2.6: An example 
electrooculogram collected at MGH. In this 
figure, the subject's eye moved back and 
forth horizontally, with an eye-blink in the 
middle. Upper trace: vertical EOG. Lower 
trace: horizontal EOG. Image courtesy of 
Simona Temereanca, 2006 
The other auxiliary technique is electrooculography (EOG), a method for 
recording eye movements using electrodes on the skin. EOG records the voltage 
differences between electrodes surrounding the eyes. These voltage deflections 
reflect the timing of eye movements, including blinks. The probable source of 
these voltages is the transretinal currents (Antervo et al 1985). The eye blinks 
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change the volume conductor properties, while the eye movements result in 
movement of the retinal dipole. 
Both ECG and EOG can be useful in MEG and EEG to identify artifacts 
from the heart and the eyes, which must be removed or ignored. Using EOG and 
ECG thus has permitted even higher signal-to-noise ratios in MEG/EEG 
recordings, because these sources of noise can be excluded. 
2.2. Applications for Functional Brain Imaging 
2.2.1. Brain Mapping 
Functional imaging technologies have proven to be valuable tools to 
understand the functional organization of the human brain. Today, the field 
encompasses almost any aspect of brain function imaginable: taste (Small and 
Prescott 2005), smell (Manley 1993, Brand et al 2001 ), touch (Lin and Forss 
2002, Johansen-Berg and Lloyd 2000, Kakigi et al 2000), hearing (Carlyon 2004, 
Di Salle et al 2003, Griffiths 2001 ), vision (Greenlee 2000, Vaina and Soloviev 
2004, Kwong et al 1992, Bar et al 2001 ), nociception (Treede et al 2000, Tracey 
2005), multisensory integration (Calvert 2001, Rolls 2004, Shulz et al 2003), 
learning (Kaiser and Lutzenberger 2005, Walter et al 2005), language (Heim 
2005, Marinkovic 2004, Sakai 2005), memory (Moscovitch et al 2005, Rosier et 
al 1995), reasoning (Fangmeier 2006), calculation (Kissler et al 2000, Mizuhara 
2005), meditation (Yamamoto et al 2006, Kagigi et al 2005, Lazar et al 2005, 
Lazar et al 2000), consciousness (John 2002, Zeman 2001 ), imagination 
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(Heinken and Levy 2002, Costa and Cabrel 2000, Hollinger et al 1999), tickling 
(Blakemore et al 2000) and love (Fisher et al 2005). As imaging techniques 
develop further, these studies into the basic functional organization of the brain 
will continue to advance. 
In recent years, several brain imaging techniques have been employed 
clinically for pre-surgical planning (Kim and Singh 2003, Moritz and Haughton 
2003). By locating brain areas associated with language, movement and 
sensation prior to surgery non-invasively, surgeons are better informed about 
which areas must be protected. The result is better surgical outcomes, and fewer 
adverse events. 
2.2.2. Epilepsy 
Epilepsy affects up to 1% (2.8 million people) of the population in North 
America (Wiebe et al 2001 ), and an estimated 225,000-275,000 people in 
Europe (Patarania et al 2002). Approximately 20% of patients do not achieve 
adequate control of seizures with medications (Pataraia et al 2002). Many such 
patients are candidates for surgery, which can reduce or eliminate seizures 
(Wiebe et al2001). 
Accurate localization of the seizure focus is a prerequisite for a successful 
surgical outcome. Three basic approaches are taken. First, structural lesions can 
be identified using computed tomography (CT) and MRI. Candidate lesions must 
explain the clinical symptoms of the patient and are typically corroborated with 
scalp EEG. The second approach is to capture an actual seizure with functional 
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imaging tools. To encourage seizures, patients are deprived of sleep and taken 
off their medications. They are then continuously monitored for several days 
using EEG, video, and sometimes implanted subdural electrodes. If a seizure is 
detected during this time, it is also possible to obtain positron emission 
tomography (PET) (Newberg and Alavi 2005) and/or single photon emission 
computed tomography (SPECT} images (Lee et al 1986, Marks et al 1992). The 
third approach is to locate the sources of interictal spikes. About 70% of patients 
evaluated will demonstrate such spikes while seizure-free (Beers and Berkow 
1999) and spikes are present in up to 90% of patients when multiple EEG 
recording sessions are used (Ebersole and Pedley 2002). The source locations 
from interictal spikes and from seizures are believed to be very close (Stefan et 
al1992, Ishibashi et al1998, Papanicolaou et al2005, Tang et al2003). 
Scalp EEG has been traditionally used to locate spike and seizure 
sources. Other technologies such as PET, SPECT, and subdural electrodes are 
becoming more common. More recently, MEG has been recognized as a 
valuable complementary tool for locating epileptic foci. A large clinical trial with 
455 patients (Stefan et al 2003) found that MEG added clinically relevant 
information in 35% of surgical cases, and that MEG had a sensitivity of 70% in 
identifying specific epileptic activity. More recently, a study of 70 patients 
revealed that MEG and EEG had spike identification sensitivities of 72% and 
61% respectively (Knake et al 2006). In concert with other advanced tools, MEG 
has become an important technology in pre-surgical localization of seizure foci. 
In the past few years, some new techniques to capture simultaneous EEG 
12 
and fMRI have been developed, thus providing yet another tool for seizure focus 
localization (Detre et al 1995, Lazeyras et al 2000, Baudewig et al 2001, 
Bonmassar et al 2001 ). In the case of fMRI-EEG, the accurate localization of 
fMRI can be combined with the accurate temporal identification capabilities of 
EEG. 
The next surgical planning step is to locate areas of cortex that have key 
functional importance, such as motor and sensory areas, as well as language 
areas and to ensure that these locations do not coincide with the location of the 
seizure focus. The gold standard for locating such areas is with intra-cranial 
electrodes (ECoG) that stimulate and record the brain's activity directly 
(Patarania et al 2002). Because patients are exposed to additional risks when 
undergoing ECoG, non-invasive procedures are preferable. MEG and fMRI have 
both proven effective alternatives for mapping patient specific functional brain 
regions (Patarania et al 2001 ). Three-dimensional images of the brain, the 
seizure focus, and critical brain regions can then be registered to intra-operative 
imaging, thus providing new levels of sophistication and precision to the 
operating room. 
FIGURE 2.7: Surgical Planning. This multi-modal image shows 
MEG localization of interictal spikes (yellow), MEG localization 
of language related areas (blue), fMRI localization of language 
areas (purple), all superimposed on a structural T1 MRI. 
Images like these help surgeons to decide if and how a 
successful surgery is possible. Image courtesy of Ralph 
Saurez, 2005. 
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2.2.3. Other Applications 
Functional imaging technologies have been widely applied in the study of 
other neurological and mental diseases, for example: autism (Gage et al 2003, 
Flagg et al 2005), schizophrenia (Kasai et al 2002), migraine (Tepley et al 1996, 
Welch et al 1992, Bra manti et al 2005), Alzheimer's disease (Ribary et al 1991 ), 
dyslexia (Paul et al 2005), stroke (Meinzer et al 2004, Jaillard et al 2005), and 
pain perception (Kakigi et al 2005, Stancak et al 2005, deCharms et al 2005). 
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CHAPTER 3: INVESTIGATIONS IN MEG AND EEG: Mapping the Signal-To-
Noise-Ratios for Magnetoencephalography and Electroencephalography 
and the Implications for Epilepsy and Brain Mapping 
Adapted from, Goldenholz et al2006b, in submission to Human Brain Mapping. 
3.1. Abstract 
Although magnetoencephalography (MEG) and electroencephalography 
(EEG) have been available for many years, the relative utility of each modality in 
imaging of neuronal activity is still debated. Here we identify regional differences 
in signal-to-noise-ratios (SNR) between MEG and EEG. High resolution magnetic 
resonance imaging (MRI), MEG, and EEG data from four subjects were 
employed to simulate dipoles and extended patch sources over the entire cortex. 
Included in the simulations were the effects of recorded MEG/EEG noise and 
modeled background brain activity. The SNR maps delineated different regions 
of MEG or EEG preference, highlighting the complementary nature of the two 
technologies. Magnetometers and gradiometers also proved complementary. In 
addition, the SNR maps predicted which modality would be best suited for actual 
and simulated epileptic spikes in MEG and EEG. For both clinical and scientific 
investigations, the maps can be used to determine which modality has the 
optimal SNR in a particular brain region. More generally, these results emphasize 
the importance of recording MEG and EEG simultaneously to maximize the SNR 
at all cortical locations. 
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3.2. Introduction 
Although a growing number of clinical methods are available for observing 
brain activity non-invasively, there are only two methods that provide millisecond 
scale temporal resolution with centimeter or better spatial resolution: 
electroencephalography (EEG) and magnetoencephalography (MEG). Despite 
being both generated by identical neural sources, MEG and EEG signals differ. 
Indeed, many studies have demonstrated that either MEG or EEG may "miss" an 
important signal that is observed with the other modality (Barkley and 
Baumgartner 2003, Leijten et al 2003, Iwasaki et al 2005, Lin et al 2003, 
Yoshinaga et al 2002). Partly due to the high cost of an MEG system, 
neurophysiologists and clinicians are hesitant to adopt the technology, citing 
studies that conclude the difference in sensitivity of MEG and EEG is minor 
(Cohen et al 1990, Okada et al 1999b, Baumgartner 2004), or even that EEG is 
more sensitive than MEG (Malmivuo et al 2004, Liu et al 2002). Conversely, 
those with experience in MEG do not often record EEG simultaneously, relying 
heavily on evidence of MEG's more precise localization capabilities (Cohen et al 
1990, Hamalainen et al 1993, Leahy et al 1998). 
The signal-to-noise ratio (SNR) of both technologies depends on the 
location and orientation of the underlying sources, with some locations and 
orientations yielding favorable SNR for one modality or the other. As a 
consequence, many suggest recording MEG and EEG simultaneously (Wood et 
al 1985, Lopes da Silva et al 1991, Zijlmans et al 2002, Barkley and Baumgartner 
16 
2003, 8abiloni et al 2004a, Pataraia et al 2005, Lesser 2004, Lin et al 2003, Liu 
et al 2002, Iwasaki et al 2005, Okada et al 1999b, Yoshinaga et al 2002, de 
Jongh et al 2005). The high resolution SNR maps presented here define the 
regions of modality preference. 
For the commonly used source estimation methods, such as the 
equivalent current dipole (ECD) model (Scherg and Von Cramon 1986, 
Hamalainen et al 1993), RAP-MUSIC (Mosher et al 1999a), L2 minimum-norm 
(Hamalainen 1984, Dale et al 2000), L 1 minimum-norm (Matsuura and Okabe 
1997, Uutela et al 1999), beam-forming (Van Veen et al 1997), as well as for all 
other source estimation methods, low SNR is reflected as an increased 
uncertainty of the estimated model parameters. Therefore, sources resulting in 
low SNR are difficult to recover accurately regardless of estimation method 
(Tarkiainen et al 2003, Fuchs et al 1998). More information about ECD and 
minimum norm estimates is available in Appendices 82 and 83. 
An important application of source localization is the presurgical evaluation 
of epileptic patients. Epilepsy affects up to 1% of the population in North America 
(Wiebe et al 2001). Approximately 20% of patients do not achieve adequate 
control of seizures with medications; many of them are candidates for surgery 
that can reduce or eliminate seizures (Pataraia et al 2002, Wiebe et al 2001 ). 
Surgical outcomes are improved by locating epileptic spikes in MEG and EEG 
(Ebersole and Pedley 2002, Stefan et al 2003) .. An epileptic spike must exhibit 
high enough SNR that it can be distinguished from background noise (Cobb 
1983, Iwasaki et al 2005). SNR, and therefore spike detectability, can be 
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estimated using a realistic computational model. 
Recently, a number of studies have discussed important differences in the 
SNR of MEG and EEG (de Jong et al 2005, Tarkiainen et al 2003, Hillebrand and 
Barnes 2002, Fuchs et al 1998). None of these studies took into consideration 
the most probable constraints imposed by the cortex on source location and 
orientation. Also, these studies did not evaluate the difference in SNR between 
MEG and EEG at each cortical location. Additionally, inter-subject variability was 
not explored in any of these recent studies. Finally, they did not examine the 
effects of extended sources with fixed geodesic radii or coherent noise sources. 
Here, we wish to extend these studies to highlight some novel differences in the 
SNR between MEG and EEG. 
The purpose of this study was to delineate regions where either MEG or 
EEG has the greatest SNR, and to quantify these differences. We used high-
resolution reconstructions of the cortical surface to constrain our investigation to 
physiologically reasonable locations and orientations. We estimated the SNR for 
each modality by simulating sources of cortical activity and physiological noise. 
Our simulations included both magnetometers and planar gradiometers, for 
which we also compared the SNR differences. We employed actual noise 
recordings (de Jongh et al2005, Fuchs et al 1998), and made extensive use of a 
noise model, which idealized and generalized the results. We studied four 
subjects to approximate group trends and inter-subject variability. Using the 
average SNR across sensors, we compared individual dipole sources to 
extended cortical patch sources. In addition, we examined the effects of typical 
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sources of brain noise, such as the alpha rhythm. Finally, we related our findings 
to the differential detection of epileptic spikes through simulation and recorded 
MEG/EEG. Our main purpose in this study was to quantify the difference 
between measured MEG and EEG when produced by a single neural source. 
3.3. Methods 
3.3.1. Data collection 
Four right-handed subjects (two females), aged 23-42, were included in 
this study. Each signed a consent form and a privacy statement in accordance 
with our Institutional Human Subject Research Board and HIPAA standards. A 
standard set of Mass General Hospital Magnetization Prepared Rapid Gradient 
Echo (MGH MPRAGE) pulse sequences (slice thickness 1.3 mm; TE 3.31 ms; 
TR 2530 ms; gap 50%; FOV 10 em x 10 em) and Fast Low Angle Shot (FLASH) 
images (flip angle 5 degrees; slice thickness 1.3m; FOV 10 em x1 0 em) were 
used to obtain high-resolution anatomical magnetic resonance images (MRI) with 
a Trio 3T scanner (Siemens Medical Systems, Erlangen, Germany). MEG and 
EEG data were acquired simultaneously with the VectoNiew™ system (Eiekta-
Neuromag, Helsinki, Finland) from 204 planar gradiometers, 102 
magnetometers, and 70 EEG electrodes (Figure 3.1 ). Two minutes of 
spontaneous activity was collected, sampled at 600 Hz with hardware filters set 
at 0.1-200 Hz or 0.03-200 Hz. The locations of fiducial head points, EEG 
electrodes and head-position indicator (HPI) coils were digitized using a 
FastTrack 3D digitizer (Polhemus, USA). The location of the MEG sensor array 
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with respect to the head was computed by locating the HPI coils at the beginning 
of each measurement from the magnetic fields they generate. 
FIGURE 3.1: Sensor and Surface Configuration (plotted for subject 2). The first row shows outer 
skin surface and the spatial relationship to the MEG sensors, EEG electrodes and brain . A: The 
locations of MEG sensor arrays. B: The locations of the EEG electrodes. C: The location of the 
brain. The second row shows the three boundary element models (BEM) that were used for 
computing forward fields. These surfaces were reconstructed from the structural MRI scans. Each 
BEM surface comprises 5120 vertices. 0 : The outer skin surface. E: The outer skull surface. F: The 
inner skull surface. 
3.3.2. The forward model 
For forward modeling , we used a linear collocation three-layer boundary-
element method (BEM) with the isolated skull approach (ISA) (Hamalainen and 
Sarvas 1989, Leahy et al 1998, Mosher 1999b), and conductivity values: 0.3, 
20 
0.06, 0.3 S/m for the brain, skull and scalp, respectively (Hamalainen et al 1993). 
Three-layer BEMs have been shown to improve the accuracy of forward models 
over spheres and one-layer BEMs in MEG (Tarkiainen et al 2003, Grouzeix et al 
1999) and in EEG (Guffin et al 2001 a, Guffin et al 2001 b). More information about 
forward modeling can be found in Appendix 81. 
The skin surface was segmented from the MPRAGE images. The outer 
and inner skull surfaces were segmented from the FLASH images (Figure 3.1 ). 
Each surface was tessellated with 10236 triangles (5120 vertices), providing 
adequate numerical accuracy (de Jongh 2005, Tarkiainen 2003, Fuchs et al 
2001, Grouzeix et al 1999). 
Freesurfer software (Dale et al 1999, Fischl et al 1999a, Fischl et al 2001, 
Segonne et al 2004) was used to construct a geometrical representation of the 
cortical surface from the anatomical MRI data (see Appendix A 1 ). The location of 
the gray-white matter junction constrained the location and orientation of the 
neural sources. An inflated cortical surface was employed in the visualization of 
the results. The surface tessellation provided by Freesurfer has an approximate 
vertex-to-vertex spacing of 1 mm and contains about 130000 vertices in each 
hemisphere. 
For each vertex on the cortical surface, we computed the vector of MEG 
and EEG signals predicted by the forward model for a dipole source at that 
location. For the EEG data, we employed the average electrode reference, i.e., 
subtracted the mean over all electrodes from each electrode signal. For 
magnetometers, signal-space projection (Tesche et al1995) was always applied. 
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3.3.3. Noise estimation 
To approximate the SNR, noise was estimated with variance based on 
recorded data (Fuchs et al 1998, Tarkiainen et al 2003, de Jongh et al 2005). 
These variances had the advantage of reflecting the unique noise conditions 
present at a particular recording session. However, because they included 
idiosyncrasies of the MEG and EEG sensors present during a single recording 
session, they could not be considered general. Rather, such measurements were 
used to validate our noise modeling technique, as well as to identify the 
differences between the noise model and recorded data variance. 
The model assumed a uniform spatial distribution of noise sources, 
oriented perpendicular to the cortical mantle. Each source was an identical 
independently distributed Gaussian generator, with zero mean and variance 
a} . Under these assumptions, the variance of sensor k is 
(eq. 3.1) 
Where As is the forward solution matrix computed for the noise sources with unit 
amplitudes, r is the matrix transpose, and R is the source covariance matrix, 
which in the case of independent noise sources equals I, the identity matrix. For 
the computation of As, we decimated the dense triangulation of the cortex to an 
approximate inter-source spacing of 7 mm. 
The unknown source variance a} was estimated from experimental 
data. For this purpose, the variance of each MEG and EEG channel ( 6} ) was 
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computed from a 2-minute segment of recorded spontaneous data filtered to 0.5 
- 100 Hz. Signal-space projection was applied to the magnetometer signals to 
reduce background noise contributions (Tesche et al 1995). We computed three 
medians of 6}/(AsA/)kk : for MEG gradiometers, for MEG magnetometers, 
and for EEG channels. The mean, weighted by the number of channels in each 
group, was taken as an estimate of a} . Sensor variances a} were then 
estimated with Equation 3.1. 
3.3.4. Estimating the signal-to-noise ratio 
Using the noise variance estimates, we computed a signal-to-noise ratio to 
assess the relative utility of MEG magnetometer, MEG gradiometer, and EEG 
measurements. Information about magnetometers and gradiometers can be 
found in Appendix 86. Our method of plotting SNR on a cortical surface for such 
comparisons is novel, and may be of considerable benefit to other investigators 
and clinicians. 
Let b represent a vector of signals in a subset of channels, generated by 
the forward model from a known source with unit amplitude. We define the 
signal-to-noise ratio (SNR), in decibel units as: 
[ 
2 b2 
SNR= 10log10 ~ L --1 
k (J" k 
(eq. 3.2) 
In this equation, s is the source amplitude and N is the number of channels 
belonging to the selected subset, and u / is the variance on sensor k. For the 
comparison of MEG and EEG, we define a differential SNR as: 
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(eq. 3.3) 
If the MEG SNR exceeds that of EEG, then 0 > 0; if the opposite is true, 0 < 0. 
The SNR maps were generated by placing a source in one location, 
computing the SNR, painting a color on that source location to represent the 
SNR value and then repeating the process all over the cortical surface. Grand-
average SNR maps across subjects were computed using a spherical morphing 
procedure (Fischl et al 1999b). More information about inter-subject averaging 
can be found in Appendix A2. 
Another view of the locations favored by one modality was generated 
using a cortical surface atlas (Fischl et al 2004). The atlas software takes a 
probabilistic measure of how likely a geometric region of the cortical surface 
resembles the geometry of the standard training set of anatomically labeled 
brains (see Appendix A3). As a result, the entire cortex is labeled based on 
neuroanatomy. The SNR values were assessed for each region across 
hemispheres and across subjects. 
We also produced alternative visualizations of SNR maps that combine 
MEG and EEG emphasize the advantage of measuring both. In the first method, 
EEG and MEG were treated as equivalent, resulting in SNR values intermediate 
between either modality. The second method, referred to as "informed choice," 
selected max{SNRMEG, SNREEG} at each cortical location. 
3.3.5. Source configurations 
We computed the SNR maps for point sources (current dipoles) and 
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synchronously activated patches. For estimating the dipole SNR we computed b 
as the signal vector generated by a 10 nAm current dipole perpendicular to the 
cortical surface. In our computations, we included all cortical vertices in the 
dense triangulation provided by Freesurfer. 
To create cortical patches, the cortical surface created with Freesurfer was 
decimated into two complete sets of patch centroids with approximately 1 0 mm 
and 16 mm distances between adjacent points, respectively. Recent extended 
source model studies used unweighted Dijkstra distance to define patches with-
out regard to spatial topology (Hillebrand and Barnes 2002, lm et al 2003). To 
generate extended sources with radii that respect geodesic distances, we used 
the distance-weighted Dijkstra algorithm (Dijkstra 1959). We defined overlapping 
patches corresponding to each surface location so that the geodesic distance 
from any point in a patch from its centroid was maximally either 10 mm or 16 
mm, corresponding to patch areas of 3 cm2 or 8 cm2, respectively. Since we as-
sumed that each patch is synchronously active, b (Equation 3.2) was taken to be 
the sum of the signals generated by individual dipoles in the patch. Using the ar-
eas of the individual triangles in a patch, we set source strength s to correspond 
to a surface source density of 50 pAm/mm2 (Lu and Williamson 1991, Hillebrand 
and Barnes 2002). 
3.3.6. Alpha noise 
The alpha rhythm is an oscillation or set of oscillations at 8-12Hz in MEG 
and EEG data, prominent over the occipital regions (Ebersole and Pedley 2002). 
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The frequency range of the alpha rhythm overlaps other physiological signals in 
the brain, including epileptic spikes and many types of evoked responses. As a 
consequence, the alpha "noise" cannot be easily eliminated from EEG and MEG 
data with band-pass filtering. The results of the alpha discussion apply equally 
well to any disruptive physiological signal that has energy in the frequency range 
of one's filter settings. It was not our purpose to precisely model alpha 
generators; rather, our intention was to explore the relationship of an occipital 
noise sources with other cortical signals when measured with MEG and EEG. 
Patches of cortex on the occipital poles, delineated by the automated anatomical 
atlas (Fischl et al 2004), were assigned as the sources of activity. For simplicity, 
both poles were assumed to be coherent with each other. 
Given a sinusoidally varying dipole amplitude q: 
q = M sin ( 2 rr f t) (eq. 3.4) 
Time is represented by t, f is the frequency (in this case 10 Hz) and M is the 
maximum amplitude, the variance of that dipole is given by: 
crq 2=E[M2sin 2(2 rr f t)]- E[ M sin (2 rr f t) ]2=t M 2 (eq. 3.5) 
Assuming alpha noise is coherent from a set of dipoles located on the two 
occipital poles, the source covariance matrix is given by: 
1 
R= 1 [11...] (eq. 3.6) 
The composite variance cxi represents the variance on sensor k due to alpha 
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generators. To compute oci , one uses Equation 3.1 with a-~ replaced by 
oci , R defined by Equation 3.6, the value of a-; given by a-~ in Equation 
3.5, and the A matrix providing the forward fields due to each dipole in the alpha 
source region. 
These noise estimates were used to compute an SNR for spikes in the 
presence of both the alpha oscillations and the Gaussian modeled noise, 
assuming that the two noise sources are independent. 
[ 
2 b2 
SNRALPHA = 10 log 10 .!__ L 2 k 2 N k a-k+ock (eq. 3.7) 
To clarify what effect the alpha oscillations have on the overall SNR maps, a 
subtraction of the standard SNR minus the SNRALPHA was computed, which can 
also be expressed as a ratio independent of source amplitude: 
(eq. 3.8) 
3.3.7. Invisible Spikes 
To demonstrate how interictal epileptic spikes can be nearly invisible in 
one modality and not in the other, a simulation was run using the results of the 
extended source SNR maps. On the basis of the extreme D map values, two 
patches were selected from the 1 0 mm patch set in subject 2: one located at the 
left occipital region (spike A) and another at the left frontal lobe (spike B). 
Background brain activity was simulated with the noise model. The patches were 
given a Gaussian "spike" to fire, with the occipital source peaking at time 0.5 s, 
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and the frontal source peaking at time 1.5 s. The maximum amplitude of the 
source signals was set to 500 pA/mm2. 
A similar situation arose with an epilepsy patient being evaluated at our 
center. The patient was a 38 year old woman with a hypothalamic hamartoma. 
She had intractable complex partial seizures since age 2. Using simultaneous 
MEG/EEG recordings collected during wakefulness, we observed frequent sharp 
wave and spikes independently from the left and right frontal-temporal region. 
We selected two interictal spikes that appeared to favor one modality. Because a 
reasonable SNR was available in EEG for both spikes, equivalent current dipoles 
were localized based on the EEG of the two spikes with BESA (MEG IS Software 
GmbH, Germany). These source locations were then examined using a 
difference map between MEG and EEG for that patient's cortical anatomy to 
make post-hoc predictions about the preferred modality. 
3.4. Results 
3.4.1. Overview 
This study quantified a number of issues relating to MEG and EEG 
differences due to signal-to-noise ratios. As a preliminary step, we validated our 
new noise model and our unique definition of SNR maps. Then, we evaluated the 
difference between MEG and EEG in detail, focusing on inter-subject and inter-
regional differences. Finally, we examined several additional related issues, 
including: MEG sensor type, alpha rhythms, and modality insensitivity to specific 
sources. This work represents the first study to evaluate both MEG and EEG 
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from a surface based SNR context. 
3.4.2. Validity of Methods 
We validated our noise model and our choice of average SNR. The model 
was compared with real recorded activity and the SNR values derived from both 
noise definitions were also compared. Such comparisons demonstrated that the 
model provides a good approximation of real recorded background activity that 
lead to conservative estimates of SNR. The average SNR and maximal SNR 
were both computed, and the average SNR showed both theoretical and 
practical advantages over maximal SNR. 
3.4.2.1. Noise Estimates 
The estimates for the noise source standard deviation, a; , varied very 
little between the four subjects. The values were: 1.56, 1.56, 1.63, and 1.91 nAm. 
In addition, a comparison of the noise model variances with the recorded 
variances suggests that the model provides reasonable estimates (Figure 3.2). 
The median error between the model and the recorded variances were: 42%, 
42%, 78% and 33% for each subject. The average across subjects of the median 
error values were 64%, 45% and 44% for magnetometers, planar gradiometers, 
and EEG respectively. 
The SNR values due to noise model were plotted against the SNR values 
due to recorded variances. We calculated the Pearson's correlation coefficient 
between the two methods for each subject and for each type of SNR map. For 
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EEG, the four subjects' coefficients were: 0.95, 0.97, 0.86, and 0.95. For MEG 
gradiometers, they were: 0.98, 0.99, 0.92, and 0.99. For MEG magnetometers, 
they were: 0.99, 0.99, 0.97, and 0.99. For the difference D maps they were: 0.99, 
0.97, 0.95, and 0.99. In all cases, p < 0.0001. 
In addition, we computed the error between the SNR derived from the 
noise model and the SNR derived from the recorded variances. The error 
histograms for MEG and EEG SNR were approximately Gaussian in distribution 
(MEG gradiometers: mean = 1.8%, std. dev. = 4.3%; MEG magnetometers: 
mean = 6.7%, std. dev. = 4.7%; EEG: mean = 4.6%, std. dev. = 2.2%). All 
comparisons suggest that the noise model may be of use in making 
approximations when the recorded variance values are not available. 
~ Jbject• magne~r'lle!er" SJbject 1 gradlometers Sl.b e-:t 1 eer: 
{C ID TIJ 
-500 l 500 1000 ·5)0 0 500 1000 ·500 c 500 10(( 
~uDJeet 2 magne~c'Yieten SJDieCt 2 gradlometers St.O e:t 2 eeg 
·:~ ~li:J '[..ALJ 
-·uu 0 ll:O ,:)0 JOO -1JU 0 HIO ZOO -100 -SJ U 5L 
~JbjtCt J magnetc11tten SJb)iCt J grad1ometers S"b.e:t 3 ee~ 
tl:.= ILJ ·:L 
-500 0 5CO 1Cl0 1500 -5JO J 500 1000 1500 -100 0 '00 200 3CJ 
:;Jb)ect 4 magne!C1lt1ers SJbtect 4 grad1ometer$ s~,.b_e·~t 4 ee~ 
·:~ Jj[] ·:~ 
-·oo 1 •oo zoo -1oo o 100 200 -1oo c 100 2CJ 
Percent Er-or Percent Error ;:>erce'l~ ErrJr 
FIGURE 3.2: Noise Model vs. Recorded Noise. Comparison of the noise variance computed from 
the model and from real MEG and EEG data. Each histogram shows percent error between 
recorded variances and noise model variances for one subject Error = (model - recorded) I 
recorded. The plots are arranged in modality columns: magnetomters, gradiometers and EEG. All 
three sets of plots indicate the same basic point, that the noise model provides a reasonable 
approximation to the recorded noise, especially when considering MEG and EEG SNR values. 
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3.4.2.2. Maximum SNR compared with average SNR 
Using the noise model , we compared maximum and average SNR across 
channels. For maximum SNR, the subset of channels in Eq. (2) consists of on ly 
the channel for which bU u~ attains its maximum, whereas for average SNR, 
al l channels are included . Figure 3.3 shows 0 maps produced from each method . 
Although the general features of both maps are similar, the maximum SNR maps 
show much higher SNR difference values than the average. In addition , the 
maximum SNR maps show that MEG favored reg ions cover more surface 
territory than they do in average SNR. 
3.4 .3. Comparison of MEG and EEG 
FIGURE 3.3: Comparison of Maximum SNR 
and Average SNR Difference Maps (noise 
model, group average, left hemisphere, plotted 
on subject 2's brain). Top row: maximum SNR 
Difference (D) map. Bottom row: average SNR 
Difference (D) map. These plots represent the 
thresholded value of D: red is D>O (MEG 
favored), green is D<O (EEG favored). The 
maximum SNR maps possibly overestimate 
the value of MEG. In practical situations, 
multiple sensors are used for both signal 
detection and source analysis. The average 
SNR reflects the more typical case, and clearly 
differs from the maximal SNR in distribution. 
The difference maps clearly ind icate the complementary nature of MEG 
and EEG. We quantified the difference between MEG and EEG from an SNR 
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perspective. The model and recorded variances were each used to compute 
SNR maps for dipole sources in MEG, EEG and the difference D. Because some 
inter-subject variability is expected, a typical subject's D map was shown. MEG 
and EEG were compared using an anatomical atlas, which highlighted the 
differences between the modalities at a sub-lobar level. Source extent was varied 
from dipole, to extended cortical patches. As the source size increased, the 
relative area of cortex favoring MEG diminished. A pair of SNR maps generated 
by combining MEG and EEG in different ways was generated, in order to stress 
the advantage of simultaneous MEG/EEG recordings. 
3.4.3.1. Signal-to-noise-ratio with dipole sources 
A comparison of the group average MEG and EEG SNR maps is shown in 
Figure 3.4. The MEG SNR map shows high SNR on most lateral and frontal 
cortical regions, with lower SNR in deeper areas such as sulci, the Sylvian 
fissure, medial cortex, and parts of the ventral cortex. The SNR appears to be 
lowest near the center of the head, at the center of the medial surface. In 
addition, there are thin strips at the crests of gyri with low SNR. These 
correspond to areas where the source orientations are approximately normal to 
the nearby inner surface of the skull. The group averages across subjects were 
found to be similar to the individual maps. 
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FIGURE 3.4: Dipole SNR Maps based on the noise model (group average, left hemisphere, plotted 
on subject 2's brain). Top row: MEG SNR. Middle row: EEG SNR. Bottom row: cortical curvature 
map. Convex areas (gyri) and concave areas (sulci) are indicated in light and dark gray, 
respectively. The color scale is identical for each SNR map. MEG shows higher SNR on many 
lateral locations, though lower SNR is found in sulci and on the crests of gyri. EEG shows more 
uniform SNR across the cortex, including sulci, gyral crests, and the medial surface. The EEG map 
also shows stronger SNR at the occipital pole, and weaker SNR at the frontal and temporal poles. 
Based on this model, the EEG SNR is much more uniform but with lower 
SNR values than the corresponding MEG map in many locations. Given that 
many still believe that EEG is superior to MEG, this is an important finding. The 
SNR of EEG is lowest near the frontal pole and highest at the occipital pole , 
possibly due to the electrode configuration. To our knowledge, such a detailed 
map of the cortical SNR has not been published previously. 
A difference SNR map (0 map, see Methods) is shown in Figure 3.5. 
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Deep areas, such as much of the medial surface and the Sylvian fissure, have a 
strong EEG preference. Sulci and the thin strips on the gyral crests have EEG 
preference as well. The frontal and occipital poles have a strong MEG 
preference, as well as most regions on the lateral surface, particularly gyral 
regions. 
The percentage of cortical area favoring MEG was approximated across 
subjects and hemispheres, excluding areas with no expected neuronal sources, 
by computing the fraction of sources with 0>0. Two excluded areas were 
identified with the automated atlas: the medial wall and the corpus callosum. 
Based on the noise model, the average MEG favored area is approximately 
41.0%, with a standard error of 1. 7%. Practically, this implies that most 
neurophysiological studies will benefit from simultaneous MEG/EEG recordings. 
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FIGURE 3.5: Difference (D) SNR Maps for dipoles based on noise model (group average, left 
hemisphere, plotted on subject 2's brain). Top row: parametric 0 maps. Warm colors: MEG 
favored; cool colors: EEG favored . Middle row: parametric 0 maps thresholded at 0 = 0, inflated 
cortex. Red: 0>0 (MEG favored), green: D<O (EEG favored). Bottom row: folded cortex 
representation. The sulci, narrow crests of gyri, the insula and the medial surface of the cortex all 
show EEG preference, while other locations are more MEG favored. Each of these figures 
highlights the complementary nature of MEG and EEG by identifying locations best stud ied with 
one modality or the other. 
The SNR difference maps assume an idealized noise model. To 
investigate the effects of using actual recorded noise, the SNR values were 
recomputed for dipoles based on recorded variances. Figure 3.6 shows the 
thresholded 0 maps with folded and inflated representations. These images 
appear to favor the same general regions as those from the noise model in 
Figure 3.5 , but the MEG territory appears to have spread , encompassing more 
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total area. The SNR maps due to recorded noise in MEG and EEG (not shown) 
suggest that this additional area is due to higher SNR values than the noise 
model predicts for MEG. Using the same exclusion of medial wall and corpus 
callosum as above, the average (across subjects and hemispheres) area of 
cortex with MEG preference was 54.7% with a standard error of 4.9%. To our 
knowledge , no previously reported study has demonstrated such a significant 
benefit to adding MEG to EEG in such quantifiable terms. 
FIGURE 3.6: Thresholded Difference (D) SNR Maps based on recorded noise (group average, left 
hemisphere, plotted on subject 2's brain). Red: MEG favored regions, green: EEG favored regions. 
This map shows a larger total area that favors MEG than the noise model predicts, though these 
maps are rather similar to the noise model based D maps (Figure 3.5). Bottoms of su lci, narrow 
crests of gyri , the insula and the medial surface are all EEG favored , while the majority of the lateral 
surface shows MEG preference. 
3.4.3.2. Atlas-based comparison 
To quantify the robustness of the MEG/EEG differences, we conducted an 
atlas-based comparison. We computed statistics on spatially averaged SNR 
maps based on the noise-model from the individual subjects at 78 atlas regions 
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(Figure 3. 7, Table 3.1 ). Atlas regions with no expected sources were excluded: 
the medial wall, and the corpus callosum. EEG favors many regions, though 
quite a few are favored by MEG. Figure 3.7 provides a comparison of the 
variability between subjects and the variability between regions. The inter-
regional differences show more variability than inter-subject and inter-
hemispheric differences. 
MEG MEG EEG EEG D D Size 
I ID Region mean stderr mean stderr mean stderr (%) 
1 cingulate isthmus gyrus -34.43 1.06 -24.07 0.58 -10.36 0.55 0.12. 
! 2 pericallosal sulcus -33.79 0.57 -23.73 0.45 -10.06 0.20 0.89 
3 central sulcus insula -32.39 0.61 -22.82 0.43 -9.56 0.49 0.08 
4 subcallosal gyrus -34.28 0.81 -25.40 0.45 -8.88 0.50 0.24 
5 cingulate mainpart gyrus -31.45 0.57 -23.20 0.41 -8.25 0.27 1.40 
6 long insular gyrus -31.41 0.80 -23.37 0.46 -8.04 0.48 0.36 
7 short insular gyrus -31.65 0.69 -23.81 0.46 -7.84 0.51 0.52 
med occipit-temp-
1.11 i 8 parahippocampal part gyrus -32.36 0.51 -25.46 0.65 -6.90 0.29 
9 med orbital sulcus -32.50 0.74 -26.20 0.54 -6.31 0.53 0.42 
1 0 cingulate main part sulcus -29.45 0.56 -23.45 0.46 -6.00 0.18 2.80 
I. 11 subparietal sulcus -28.46 0.82 -22.63 0.38 -5.83 0.51 0.67 
i 12 inf circular insula sulcus -29.39 0.78 -23.58 0.49 -5.81 0.51 0.99 
13 ant circular insula sulcus -30.34 0.76 -24.66 0.43 -5.68 0.63 0.51 
14 sup circular insula sulcus -28.63 0.50 -23.01 0.44 -5.62 0.17 1.23 
medial and lingual occipito-
! 
15 temporal sulcus -29.25 0.67 -24.19 0.64 -5.06 0.25 1.50 
16 rectus gyrus -30.78 0.67 -26.56 0.53 -4.21 0.45 0.58 
17 suborbital sulcus -30.67 0.65 -26.52 0.48 -4.16 0.35 0.43' 
18 ant collateral transverse sulcus -28.45 0.65 -24.58 0.59 -3.87 0.29 0.75 i 
19 cingulate marginalis part sulcus -25.72 0.50 -22.18 0.32 -3.54 0.25 0.56 
20 calcarine sulcus -27.09 0.61 -23.59 0.58 -3.50 0.15 2.04 
21 parieto-occipital sulcus -25.69 0.80 -22.62 0.47 -3.07 0.35 1.87 
med occipit-temp-lingual part 
22 gyrus -26.94 0.64 -23.98 0.59 -2.96 0.29 2.11 
23 orbitai-H shapped sulcus -28.49 0.64 -25.68 0.48 -2.81 0.29 1.24 
24 sup temp-planum polare gyrus -26.86 0.47 -24.30 0.51 -2.57 0.29 0.82 
25 orbital gyrus -27.88 0.63 -25.78 0.44 -2.10 0.49 1.99 
26 lat occipit-temp gyrus -26.40 0.65 -24.37 0.63 -2.02 0.31 1.23 
27 temporal pole -29.09 0.70 -27.30 0.66 -1.79 0.37 1.18 i 
sup temp-transv gyrus and interm 
28 sulcus -24.38 0.68 -22.59 0.46 -1.79 0.34 0.60 
29 precuneus gyrus -23.86 0.53 -22.08 0.35 -1.78 0.24 1.98 
30 inf frontal-opercular part gyrus -23.77 0.58 -22.06 0.44 -1.70 0.30 0.93 
37 
31 paracentral sulcus -23.67 0.86 -21.98 0.34 -1.69 0.56 0.05 
32 inf precentral sulcus -23.55 0.45 -21.91 0.32 -1.64 0.21 1.34 
33 lateral occipita-temporal sulcus -25.11 0.63 -23.51 0.58 -1.60 0.20 0.76 
34 lat fissure-post seg -23.09 0.54 -21.90 0.39 -1.18 0.23 1.12 ': 
35 sup frontal gyrus -23.37 0.44 -22.26 0.36 -1.11 0.11 4.99' 
36 sup precentral sulcus -22.47 0.31 -21.39 0.24 -1.08 0.19 0.99' 
37 central sulcus -22.45 0.41 -21.39 0.27 -1.06 0.22 2.14 
38 postcentral sulcus -22.55 0.41 -21.51 0.28 -1.04 0.20 2.31' 
39 ant subcentral sulcus -22.56 0.84 -21.62 0.44 -0.93 0.58 0.11 :1 
40 sup temp-lateral aspect gyrus -22.89 0.53 -21.97 0.43 -0.92 0.40 1.00 
inf parietal-supramarginal part 
41 gyrus -21.42 0.46 -20.55 0.31 -0.86 0.27 1.61 
42 subcentral gyrus -22.31 0.61 -21.46 0.42 -0.84 0.33 0.57 
43 paracentral gyrus -21.98 0.37 -21.19 0.27 -0.79 0.26 0.89 
1 44 inf frontal-orbital part gyrus -24.85 0.76 -24.07 0.38 -0.79 0.52 0.30 
intraparietal and parietal 
45 transverse sulcus -22.69 0.47 -21.91 0.35 -0.78 0.28 2.43' 
46 lat orbital sulcus -25.08 0.70 -24.32 0.43 -0.76 0.53 0.14 
4 7 precentral gyrus -21.30 0.44 -20.56 0.27 -0.75 0.23 1.68 ~ 
48 sup frontal sulcus -22.64 0.40 -21.97 0.37 -0.67 0.15 2.23 
49 inf frontal sulcus -23.44 0.50 -22.78 0.41 -0.67 0.21 1.72: 
50 lat fissure-ant seg-horiz ramus -24.29 0.57 -23.67 0.39 -0.62 0.37 0.30 
51 transverse temporal sulcus -23.08 0.63 -22.48 0.47 -0.60 0.33 0.25 
52 inf frontal-triangular part gyrus -22.99 0.51 -22.45 0.40 -0.55 0.33 0.72 
53 postcentral gyrus -20.93 0.48 -20.44 0.25 -0.48 0.30 1.45 
54 post subcentral sulcus -22.13 0.50 -21.71 0.40 -0.42 0.27 0.16. 
55 post collateral transverse sulcus -24.07 0.66 -23.72 0.58 -0.35 0.35 0.28 
56 sup temporal sulcus -22.82 0.46 -22.50 0.47 -0.32 0.22 4.561 
57 cuneus gyrus -22.85 0.67 -22.55 0.51 -0.30 0.24 1.30' 
58 lat fissure-ant seg-vert ramus -23.01 0.64 -22.74 0.43 -0.27 0.58 0.20 
59 inf temporal sulcus -23.96 0.53 -23.70 0.59 -0.26 0.31 1.29 
60 frontomarginal sulcus -25.49 0.52 -25.25 0.48 -0.24 0.56 0.29: 
' 61 mid frontal gyrus -21.58 0.47 -21.68 0.32 0.10 0.24 2.65 
62 mid frontal sulcus -23.03 0.51 -23.14 0.46 0.11 0.25 1.27 
63 inf parietal-angular part gyrus -20.60 0.47 -20.85 0.33 0.26 0.23 1.79' 
64 intermedius primus-Jensen sulcus -20.78 0.70 -21.15 0.37 0.37 0.39 0.27 
65 sup parietal gyrus -20.70 0.49 -21.22 0.31 0.52 0.26 1.92 
66 mid temporal gyrus -22.14 0.53 -22.68 0.50 0.55 0.27 1.71 
sup and transversalis occipital 
67 sulcus -21.41 0.42 -22.12 0.46 0.71 0.28 0.95' 
68 ant occipital sulcus -21.78 0.69 -22.54 0.55 0.76 0.27 0.62 
69 frontomarginal gyrus -25.97 0.35 -26.77 0.37 0.80 0.35 0.37' 
70 sup temp-planum tempolale gyrus -20.18 0.55 -21.04 0.46 0.86 0.47 0.26 
I 71 inf temporal gyrus -23.38 0.68 -24.28 0.65 0.90 0.23 1.94 
72 transverse frontopolar gyrus -23.99 0.67 -25.13 0.57 1.14 0.42 0.80 
73 sup occipital gyrus -20.42 0.37 -21.81 0.43 1.39 0.21 1.04 
74 mid and Lunatus occipital sulcus -21.20 0.58 -22.63 0.55 1.43 0.10 0.95' 
75 inf occipital gyrus -21.71 0.63 -23.23 0.64 1.52 0.26 0.69' 
76 inf occipital sulcus -21.23 0.27 -22.89 0.54 1.66 0.30 0.181 
77 mid occipital gyrus -20.14 0.42 -21.81 0.48 1.68 0.36 1.39 i 
78 occi~ital ~ole -20.08 0.55 -22.84 0.62 2.76 0.24 2.18; 
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TABLE 3.1: REGIONAL SNR ANALYSIS ACROSS SUBJECTS AND HEMISPHERES. Each of the 
regions displayed in Figure 3.7. Here the mean and standard errors are shown for MEG SNR, EEG 
SNR, and the difference (D) SNR. Regions were sorted by mean D value. Each of the named 
regions was identified with an automated anatomical atlas based on the surface topology. Also 
listed are the average percentages of the hemispheric surface area covered by each region. Note 
that two atlas regions were excluded from th is analysis (medial wall , and corpus callosum). Their 
combined surface area averaged at 10.63%. 
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FIGURE 3.7: Dipole SNR Difference by Atlas Reg ion based on noise model. Each region was 
summarized with 4 subjects and 2 hemispheres per subject. Means and standard error bars for the 
subject/hemisphere group are shown. Red and green data points indicate statistically sign ificant 
EEG and MEG preference, respectively. Black points do not show a statistically significant 
preference. A blue line demarcates the SNR difference of 0. The regions are plotted by region 
number, which were sorted by mean D value (see Table 1 ). The width of each plotted region is 
proportional to the surface area of the atlas region (on average) across subjects and hemispheres. 
This plot indicates that when using a surface-based atlas, the inter-subject differences are less 
important than the inter-regional differences. Also, some regions are favored strongly by either 
modality, depending on region. Finally, several regions appear to show much greater SNR 
advantages in EEG, having in some places average differences of 6-10 dB improvement over 
MEG. It is important to emphasize that these results reflect the spatial average of D values within a 
region, and the spatial variances are not shown. Therefore, the percentage of MEG favored area by 
region wi ll be different than the percentage of MEG favored area without spatially averag ing with in 
a region . 
3.4.3.3. Extended sources 
Although dipole sources are a good first approximation, actual sources of 
MEG/EEG signals arise from extended patches of active cortex. Dipoles and 
extended sources were used to compute non-parametric SNR comparison maps 
(Figure 3.8) . The value assigned to a source location is the number of subjects 
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favoring MEG (0>0} at that point. In other words, the thresholded 0 maps similar 
to Figure 3.5 and 3.6 from each subject was assigned 0 or 1, where 1 represents 
MEG favored. The sum of all four subjects' maps then produced the non-
parametric maps (Figure 3.8). The maps help to demonstrate the robustness of 
the 0 maps across subjects. Similar to the atlas based findings, the non-
parametric maps for dipole sources suggests that inter-regional variability may 
play a more important role than inter-subject variability. Many superficial dipolar 
sources are favored in MEG consistently across subjects, with some inter-subject 
variability. This pattern changes as the sources become extended patches. As 
the spatial extent of sources grew from dipolar to 10 mm radii to 16 mm radii, the 
total area of cortex favored by MEG dropped rapidly (Figure 3.8). In addition, 
inter-subject variability played a greater role in the location of MEG-favored 
regions as source size increased. Nonetheless, several regions remained 
consistently MEG favored across subjects as the source size increased, 
including occipital pole, temporal pole, frontal pole, and posterior temporal lobe. 
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FIGURE 3.8: Nonparametric SNR D Maps with Different Source Extents (noise model, group 
average, left hemisphere, plotted on subject 2's brain). Top row: Dipoles. Middle row: Extended 
patch sources, radius 10 mm. Lower row: Extended patch sources, radius 16 mm. Color ind icates 
the number of subjects with MEG or EEG preference at that location based on the thresholded 
difference (D) SNR map. Thus for example, areas colored yellow exhibited D>O in all four subjects 
at that location. As sources size increases from dipole to 10 mm to 16 mm, the amount of EEG 
favored area increases. The non-extreme colors indicate locations with greater between-subject 
variability. Such locations appear in scattered locations with the extended sources and around the 
edges of sharply defined regions in the dipole maps. MEG appears to have a greater advantage 
with focal superficia l sources while EEG seems to have an advantage with deep sources and with 
large extended sources. Nevertheless, even at large source sizes, several locations are still 
consistently MEG favored , such as the occipital and temporal poles , as well as parts of the inferior 
temporal lobe, while other areas are consistently EEG favored , such as the insula, and the medial 
cortical surface. 
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3.4.3.4. Combined SNR 
The combined MEG/EEG SNR map can be computed by simply 
considering the mean SNR for al l sensors. The informed choice SNR map is 
generated by selecting the modality that yields the highest SNR at each location. 
When comparing the combined SNR (Figure 3.9) images to the SNR maps of 
MEG or EEG alone in Figure 3.4, it becomes obvious that a greater SNR can be 
achieved by combining the two modalities . 
FIGURE 3.9: Combined MEG/EEG SNR Map (noise model, group average, left hemisphere, plotted 
on subject 2's brain). Top row: Each channel is given equal weight. Bottom row: "informed choice", 
i.e. the maximum between SNRMEG and SNREEG is selected at each location . Both sets of SNR 
maps show marked improvement over the single modality SNR maps (see Figure 3.3). The 
informed choice SNR map shows the strongest SNR values at the most locations. Because 
achieving high SNR is an important goal for signal detection and inverse modeling , new methods 
might be developed that could take into account which modality is best suited for each cortical 
location, thus taking advantage of the informed choice SNR maps. 
3.4.4. Additional Considerations 
We investigated several add itional issues. First, magnetometers and 
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gradiometers were contrasted using the SNR difference maps, showing the 
complementary nature of the two MEG sensor types. Also, an example source of 
coherent noise, the alpha rhythm, was added to the noise model, and 
comparisons were made to show the change in the SNR maps due to the alpha 
oscillations. This extra noise appeared to adversely affect the EEG much more 
distantly than the MEG, reinforcing the more focal nature of MEG. In addition, an 
example of MEG and EEG insensitivity was simulated using realistic modeling. A 
similar situation was then shown from a patient, and the SNR maps successfully 
predicted which modality was best suited in specific cases. 
3.4.4.1. Typical subject D map 
Some details about individual subjects could not be predicted from the 
group average data. To illustrate the importance of computing a 0 map for each 
subject, Figure 3.10 shows the D maps of a typical subject. The maps were 
computed from the noise model and the recorded data, thresholded at 0=0. The 
individual D maps are quite similar to the group 0 maps (Figures 3.5 and 3.6). 
However, it is clear that there are specific variations due to the subject's 
anatomical morphology. 
3.4.4 .2. Magnetometers and Gradiometers 
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FIGURE 3.10: A Typical 
Thresholded 0 Map (Subject 4, left 
hemisphere). Red : 0>0, MEG 
favored ; green: 0<0 , EEG favored . 
Top row: Noise-model based 0 map. 
Midd le row: 0 map based on 
recorded noise variance. Lower row: 
curvature map. The noise model 
underestimates MEG favored 
reg ions, yet the specific reg ions are 
in the same locations only smaller. 
Curvature map is shown to 
appreciate the locations of MEG and 
EEG preference relative to surface 
folding . EEG favored regions tend to 
appear deep in sulci and on the 
crest of gyri, as well as in the insu la 
and the medial surface, while MEG 
tends to favor the remaining reg ions. 
In a manner analogous to the difference maps between MEG and EEG, 
4we computed a thresholded difference SNR map between MEG planar 
gradiometers and magnetometers (Figure 3. 11 ). This map shows magnetometer 
preference in several regions , includ ing the lateral temporal lobe, the anterior 
frontal lobe, and several other scattered locations. The group map is similar to 
individual subject difference maps. An analogous SNR map based on recorded 
noise consistently across subjects favored magnetometers at most cortical 
locations. These results imply a complementary relationsh ip between 
magnetometers and gradiometers. 
FIGURE 3.11: Difference SNR Map Between 
Magnetometers and Planar Gradiometers 
(noise model and recorded noise, group 
average, left hemisphere, plotted on subject 
2's brain). Magnetometer favored regions: 
blue. Planar gradiometer favored regions: 
yellow. Upper row: comparison based on 
noise model. Lower row: comparison based 
on recorded noise. There does not seem to 
be some simple relationship between cortical 
geometry and the colors of this map, aside 
from a trend towards anterior locations being 
gradiometer favored . The recorded noise 
comparison shows that most regions are 
magnetometer favored . The two sensor types 
are clearly complementary. 
3.4.4.3. Alpha 
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Alpha activity is a major source of physiological brain activity in EEG and 
MEG data, therefore it is important to investigate how it influences SNR maps. 
The disruption of SNR due to alpha rhythms was estimated using a 
computational model (see Methods). Figure 3.12 shows the alpha subtraction 
maps (Equation 3.9) for MEG, EEG, and the difference. The MEG subtraction 
map has a strong gradient starting most negatively at the occipital pole and 
becoming progressively more positive anteriorly. The MEG SNR is thus disrupted 
mainly close to the source of the alpha oscillations, with less interference on 
distant source locations. In contrast, the EEG subtraction map shows decreases 
in SNR occurring throughout the cortex, especially in the occipital and frontal 
regions. The difference of the MEG and EEG alpha subtraction maps shows that 
MEG is much less affected by the noise source when examining distant 
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locations, compared with EEG. In this example , the source was occipital , thus the 
MEG was less affected in the frontal region than the EEG. 
FIGURE 3.12: Decrease of SNR Due to Alpha 
Generators (noise model, group average, left 
hemisphere, plotted on subject 2's brain). 
Alpha generators were placed in the occipital 
region , and SNR maps were computed. Alpha 
subtraction maps are the difference between 
such SNR maps and the original SNR maps 
not including alpha generators. Top row: MEG 
alpha subtraction map. Middle row: EEG alpha 
subtraction map. Bottom row: Difference 
between top and middle rows. Note that the 
MEG signal is diminished less and less as 
sources are further from the occipital region . In 
the EEG case, the decrease is more 
pronounced all over the cortex, especially in 
the occipital and frontal regions. The difference 
(0) map shows a differential advantage of 
MEG SNR in the frontal regions compared with 
EEG SNR when alpha generators are present. 
More generally, this may imply that EEG may 
be affected both locally and distantly by large 
coherent oscillations in the brain, while MEG 
might only experience local disruption in SNR 
close to the source. 
3.4.4.4. Simulation of Selective MEG and EEG Sensitivity 
The results of the simulation are summarized in Figure 3.13. Two cortical 
extended patches (1 0 mm radii) were sequentially activated , the left occipital 
patch at 0.5 seconds, and the left frontal patch at 1.5 seconds. The same two 
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seconds of time are shown for both modalities. The EEG waveforms clearly show 
a peak signal at 1.5 seconds that appears to arise from a left frontal source, with 
virtually no signal at 0.5 seconds. During the same 2 seconds of data, MEG 
sensors clearly show a focal source at the left occipital sensors occurring at 0.5 
seconds, but no clearly visible signal at 1.5 seconds. Indeed, in this example, the 
first source arising from occipital cortex was effectively invisible to EEG and the 
second source arising from frontal cortex was effectively invisible to MEG. 
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FIGURE 3.13: Simulated MEG/EEG Insensitivity Example. These simu lations were carried out on 
subject 2. Two 10 mm radius extended source patches were chosen (indicated in red and green on 
cortex, top) on the basis of large 0 values in the extended source SNR results . The occipital source 
had a signal ampl itude that peaked at 500 ms, while the frontal source peaked at 1500 ms. Using 
either average reference (upper right tracings) or bipolar montages (lower right tracings), EEG 
tracings showed a clear spike at 1500 ms on left frontal leads such as F1 and F3, but not much 
signal at 500 ms. The electric field patterns (bottom right) were able to distinguish both sources, yet 
the 1500 ms left frontal spike was much clearer. The MEG tracings (left) showed a clear spike at 
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500 ms, particularly in the left occipital area (fourth set of MEG tracings), but no clearly visible 
signal at 1500 ms. The magnetic field pattems (bottom right) delineate a clear spike in the occipital 
region at 500 ms, but no clear source at 1500 ms. Taken together, these results demonstrate on a 
real cortical geometry the possibility of a set of spikes that are only detectable with MEG or with 
EEG, explained purely on the basis of SNR differences. 
3.4.4.5. Epileptic Spikes Recorded from a Patient 
Similar to the simulated example, recordings from patients with epilepsy 
sometimes include interictal spikes that are clearly visible on one modality, but 
less so on the other. Figure 3.14 shows the raw data from two spikes recorded in 
MEG and EEG, selected by a skilled EEG/MEG reader. The first spike, A, was 
easier for her to identify in EEG traces, while the second spike, B, was easier for 
her to identify in MEG traces. Equivalent current dipoles were fitted to the data. 
The D values based on recorded noise at the fitted locations correctly predicted 
the preferred modality for spikes A and B (Figure 3.14). In contrast, the noise 
model based D maps (not shown) was only able to correctly predict the preferred 
modality for spike A. This example illustrates the power of SNR maps, as well as 
a limitation of using the noise model. 
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3.5. Discussion 
3.5.1 . General Considerations 
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FIGURE 3.14: Example 
Patient Recording . The 
patient was an awake 38 
year old woman with a 
hypothalamic hamartoma 
and intractable complex 
partial seizures since age 2. 
LEFT: Simultaneously 
acquired EEG (standard 
clinical bipolar montage, 
upper set of waveforms) 
and MEG (planar 
gradiometers, lower two 
sets of waveforms) data 
show spikes at time instants 
A and B. Bipolar montages 
represent the difference of 
nearby channels. The first 
spike can be more easily 
detected from the EEG data 
while the second is more 
prominent in the MEG 
signals. RIGHT: Association 
of spike sources and SNR 
maps . Spikes A and B were 
located by inverse modeling 
the EEG spikes as equivalent 
current dipoles . Approximate 
locations of the sources in 
folded cortical representation 
are shown, along with dipole 
locations on the inflated 
cortical surface. EEG 
preference: green, MEG 
preference: red. 
This study compared EEG and MEG using cortically constrained SNR 
maps. Simulations and human subject data confirmed that sources in certain lo-
cations are predominantly recorded by either MEG or EEG, although other loca-
tions contain contributions from both modalities. The areas favored by each 
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modality in some places were at odds with the classically assumed domains. A 
similar complementary relationship was found for magnetometers and planar gra-
diometers. Indeed, simultaneous recording of EEG and MEG (including magne-
tometers and gradiometers) achieved the highest overall SNR. This last finding, 
in turn, could lead to improved methods for source localization. 
The noise model and the method for SNR mapping of the cortex can be 
used in new subjects and patients prior to MEG and EEG studies to decide 
whether one of the two modalities, or both, should be employed to guarantee the 
highest SNR. 
The SNR maps show that deeper cortical sources such as medial cortex 
and the insula are more accessible to EEG, while more superficial cortical 
sources are favored by MEG. Additionally, locations with source orientations 
normal to the inner skull surface tend to have an EEG preference. This is often 
found on troughs of sulci and on very thin strips along the crests of gyri. Despite 
these generalities, surmising a cortical location's modality preference without the 
SNR maps would be difficult, as demonstrated with our patient data. 
3.5.2. Validity of the modeling assumptions 
Our modeled dipoles were assumed to be perpendicular to the cortical 
surface. Pyramidal cells comprise 66-75% of all cortical cells, each exhibiting a 
characteristic apical dendrite perpendicular to the cortical surface (Nunez 1990). 
The net currents for the entire cortex are therefore assumed to be oriented 
perpendicular to the cortical surface. Other source locations and orientations may 
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exist due to non-aligned currents in pyramidal cells, as well as currents in non-
pyramidal neurons and in glial cells (Fellin et al 2004). Remarkably, glial cells are 
about twice a numerous as neurons (Pakkenberg and Gundersen 1997, 
Pakkenberg et al 2003). Some studies (Hillebrand and Barnes 2002, de Jongh et 
al 2005) collapsed all possible orientations at each location into a single SNR 
measure and thereby blurred the orientation effect on SNR. Our choice of 
perpendicular cortical orientation constraints incorporates the most likely set of 
neuronal signals. Consequently, although our maps may not be completely 
comprehensive, they emphasize what is most relevant to actual measurements. 
Our forward model used estimated values for tissue conductivities 
(Hamalainen et al 1993). A recent study (de Jongh et al 2005) used electrical 
impedance tomography (Goncalves et al 2000) to identify the effective 
conductivities of the three tissue layers. In MEG, inaccuracy in conductivity 
values is a minor concern (Hamalainen and Sarvas, 1989), while in EEG, skull 
conductivity inaccuracy may significantly contribute to forward computation errors 
(Tarkiainen et al 2003, de Jongh et al 2005, Okada et al 1999b, Cohen and 
Guffin 1983). The consequences of these modeling decisions on our SNR maps 
require further investigation. 
For our study, we computed the average SNR across channels (Fuchs et 
al 1998), rather than the maximum value of SNR from all channels (de Jongh et 
al 2005). This method was chosen because the implications of averaged SNR 
may be broader. Clearly, for detection of focal neurophysiological events, such 
as epileptic spikes, both techniques often identify similar regions (Figure 3.3). 
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Although it may be possible that only one sensor will exhibit strong SNR while all 
others exhibit extremely weak SNR, such a scenario is much less likely than one 
in which a set of sensors show strong SNR. Although adding sensors at arbitrary 
locations might decrease the average SNR, this can be avoided if sensors are 
added with a uniform spatial distribution across the head. Furthermore, in many 
practical cases, the average SNR relates more directly to the robustness of 
source estimates. Since source estimation methods invariably use at least 
several sensors, the average SNR more closely reflects the requirements of such 
techniques. Finally, when compared with maximal SNR, average SNR gives a 
more conservative estimate of the relative utility of MEG (Figure 3.3). 
In contrast to previous studies (Liu et al 2002, Fuchs 1998), the number 
and locations of EEG electrodes and MEG sensors were unmatched; we 
compared the SNR capabilities of a 306-channel MEG system to a 70-channel 
EEG system. This choice reflects our current approach in clinical studies of 
epileptic patients based on recent studies (Lantz et al 2003, Grieve et al 2004) 
indicating that approximately 60 electrodes may be sufficient spatial sampling for 
EEG. The exact location matching of channels is therefore not necessary; rather, 
a reasonably uniform distribution over the entire head for both modalities is all 
that is required. 
In the absence of intracranial noise sources, the MEG SNR is improved 
when the sensors are closer to signal sources of interest (Hamalainen et al 
1993). This is also likely to be true in the presence of ongoing background brain 
activity (Marinkovic 2004). Because the EEG electrodes are fixed on the scalp, 
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the SNR will favor EEG for source locations not optimally positioned under the 
MEG sensors. 
3.5.3. Noise 
Noise is defined as any signal other than that of interest. The MEG and 
EEG noise sources include instrumentation noise, environmental noise, 
physiological artifacts such as cardiac, ocular, and muscular signals, as well as 
brain activity not associated with the signal-of-interest (Hamalainen et al 1993). 
Typical evoked potential studies repeat a stimulus many times and average the 
signals to reduce the contribution of noise. This is not always possible when 
dealing with spontaneous recordings such as epileptic spike data. 
The noise model simulated background brain activity in a manner related 
to previous models (de Munck et al 1992), however, our model included only one 
free parameter. Our model was based on a set of independent identically 
distributed Gaussian current dipole generators located all over the entire cortical 
surface. In all of our subjects, our experiments yielded a} close to 1.5 nAm, 
which can serve as a reasonable estimate without the need to collect background 
activity. We chose a model that accounts for the contributions of weak cortical 
noise sources alone and excludes all other sources of noise. Therefore, the 
model omits highly disruptive artifact sources, such as unusual instrumentation 
noise, eye blink, muscle movement and cardiac artifacts. Moreover, typical noise 
sources are absent, such as sensor noise and environmental noise. A common 
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situation in real recordings is several MEG channels are not optimally tuned and 
several EEG electrodes do not have optimal impedance; the noise model can 
effectively eliminate the contribution of such sensors. Clearly, the noise model 
represents a more idealized situation than actual recorded measurements. 
The fact that the noise model was able to approximate the SNR map in a 
manner quite similar to the actual recorded noise is encouraging. If one wanted 
to use an SNR map to select a modality for a study, merely knowing the head 
position relative to sensors and having accurate MRI scans would be sufficient. 
The opposite approach could also be taken. The SNR values from the real noise 
recordings differ enough that it may be preferable to use those variance values 
for specific SNR maps for a specific subject and session. Therefore, 
simultaneous MEG/EEG can provide a session-specific noise estimate for SNR 
maps. These maps could be employed for signal detection and inverse modeling 
purposes. 
If noise is approximately Gaussian, averaging trials for evoked response 
experiments will increase the SNR power uniformly across the cortex 
proportional to the number of trials. Since we used dB as a measure of SNR, this 
amounts to adding a constant to all SNR values in MEG and EEG. Therefore, 
signal averaging will not influence the difference D maps. 
3.5.4. MEG and EEG 
Our SNR maps are the first to show that MEG and EEG have specific 
limited domains of specialization along the cortical surface. Combined imaging is 
55 
therefore highly desirable. This can be easily appreciated by the difference maps 
from both types of noise models (Figures 3.5 and 3.6), as well as from the 
extended source results (Figure 3.8). Adding a large source of alpha rhythms 
merely rearranges the locations of preferred areas, but the complementary 
pattern remains (Figure 3.12). 
Our SNR maps explain why only one modality could visualize certain 
epileptic spikes (Lin et al 2003, Zijlmans et al 2002, Iwasaki et al 2005, Leitjen et 
al 2003, Baumgartner et al 2000, Yoshinaga et al 2002). Indeed, some groups 
found that signals with a strong modality preference also exist in the non-favored 
modality, but with low SNR (Yoshinaga et al 2002, Zijlmans et al 2002). Our 
patient data demonstrates this situation, and shows that SNR maps can predict 
the favored modality (Figure 3.14). 
Radially oriented dipoles are very difficult to detect with MEG and yet are 
readily detectable with EEG (Cohen 1972, Guffin and Cohen 1979, Melcher and 
Cohen 1988, Hamalainen et al 1993, Pataraia et al 2002, Barkley and 
Baumgartner 2003). Such orientations account for only 5% of human cortex 
(Hillebrand and Barnes 2002). Figure 3.4 shows areas of decreased SNR when 
the normal of the cortical surface is perpendicular to the nearest inner skull 
surface. Often, this SNR decrease occurs at the thin strips of gyri and the deep 
troughs of sulci, representing unfavorable orientations. 
EEG is well known to have a better SNR for deep sources than MEG 
(Hamalainen et al 1993). This is also evident in the D maps of Figure 3.5: deeper 
sources have a strong EEG preference. It is likely that the deep troughs where 
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MEG suffers lower SNR (Figure 3.4) are due to a combination of depth and unfa-
vorable source orientation. 
3.5.5. Regional differences 
A recent study (de Jongh et al 2005) used a Talairach atlas to compare 
SNR values by region. However, such atlases are limited by their underestima-
tion of distances between cortical locations, high inter-subject variability, and in-
ability to distinguish topographical features (Fischl et al 1999b). Therefore, this 
study used a surface-based atlas to characterize cortical regions by SNR while 
avoiding many of the drawbacks of Talairach space. 
Figure 3.7 demonstrates that the inter-subject and inter-hemispheric vari-
ability is less significant than the inter-regional variability. Without accounting for 
surface morphology, this effect might have been missed. In the present study 
we only examined the cortical surface. Other work using volumetric space found 
that deeper structures such as the thalamus and inferior colliculus were favored 
by EEG (de Jongh et al 2005). 
Our D maps in Figure 3.5 elucidate the meaning of various studies of 
modality preference. Several studies have shown that MEG is not well suited for 
mesial temporal lobe epilepsy (Baumgartner et al 2000, Leitjen et al 2003, 
Shigeto et al 2002, Lin et al 2003, de Jongh et al 2005). Conversely, the lateral 
aspect of the temporal lobe has been identified as an important area where MEG 
can improve the diagnostic yield (Baumgartner et al 2000, Leitjen et al 2003, de 
Jongh et al 2005). Others have stated that MEG is better suited for frontal 
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regions (Ossenblok et al 1999, de Jongh et al 2005). These and other studies 
can be better understood in the context of signal-to-noise ratio differences 
between cortical region, visualized with our SNR D maps. 
3.5.6. Extended sources 
This study also examined extended patches of active cortex as sources of 
MEG and EEG signals. Figure 3.8 shows that each modality is favored in differ-
ent locations, with the variation being significant across subjects. Unlike the 
dipole results, which appear rather robust across subjects, the specific cortical 
geometry determined the likelihood of an MEG or an EEG preference in a partic-
ular location for extended sources. Also, as the source grew from dipole to 10 
mm radius to 16 mm radius, the number of MEG favored locations diminished. 
This is partially an effect of averaging the SNR across all sensors, because more 
EEG channels will be affected by an extended source than MEG sensors (Okada 
et al 1999a). Sources that recruit more sensors will give rise to higher average 
SNR values, thus accounting for the trend towards EEG as source extent in-
creases. 
A combined MEG and intracranial electrode study (Baumgartner et al 
2000) stated that a 4 cm2 patch of cortex was invisible to MEG on the mesial 
temporal lobe, while an 8 cm2 one was visible. These areas were derived from 
spatial extent of the active invasive electrodes. In the light of our study, which 
shows that the 3 cm2 sources had a 10 dB lower SNR than the 8 cm2 sources in 
the mesial temporal lobe (Figure 3.4), it is clear why Baumgartner et al was un-
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able to detect the smaller sources: the SNR was too low. By some estimates, 6-
10 cm2 of cortex must be active for EEG to detect signals at the scalp (Nunez 
1990, Ebersole and Pedley 2002). It might be more accurate, however, to identify 
the specific cortical area of interest and make measurements from an SNR map 
of extended patches. For instance, the EEG SNR difference between 3 cm 2 and 
the 8 cm2 sources at one parietal location was smaller than 1 dB, while at a 
frontal location it was higher than 10 dB. Such large differences suggest that lo-
cation is more relevant than cortical extent in determining detectability with MEG 
and EEG. 
3.5.7. Magnetometers and Gradiometers 
By definition, a magnetometer collects more information than a gradiome-
ter (Hamalainen et al 1993). However, included in this larger set of information is 
more signal and more noise. Therefore, it is not intuitively obvious which type of 
sensor should record higher SNR. Using simplified definitions of noise, several 
studies reported that magnetometers do not uniformly improve localization (Tarki-
ainen 2003, Malmivuo et al 1997). Other studies of SNR did not include magne-
tometers (de Jongh et al 2005, Hillebrand and Barnes 2002). In contrast, our re-
sults (Figure 3.11) indicate that magnetometers achieve higher SNR than planar 
gradiometers at many cortical locations. Similar to EEG, magnetometers capture 
signals that are somewhat spatially smeared (Vrba and Robinson 2001 ). These 
signals result in larger average SNR in locations where gradiometers would not 
respond as well, since gradiometers are less sensitive to distance sources. 
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Based on the similarities between axial and planar gradiometers (Hamalainen et 
al 1993), it is expected that magnetometers will also often have higher SNR val-
ues than axial gradiometers as well. 
Typically, the location of neuronal activity is unknown; therefore, it is im-
portant to examine both the magnetometer and gradiometer data. More general-
ly, the inclusion of magnetometer data will effectively increase the number of in-
dependent measurements, and therefore should improve any least-squares mini-
mization performed. However, magnetometers are more sensitive to environmen-
tal and physiological noise sources. Therefore, appropriate noise cancellation 
techniques (Teche et al 1995, Taulu and Kajola 2005, Taulu et al 2005) are rec-
ommended. Indeed, using recorded noise and applying signal-space projection 
(Teche et al 1995), we found that magnetometers have higher SNR than gra-
diometers at all cortical locations. 
3.5.8. Alpha Rhythm Generators 
The alpha rhythm dominates the MEG and EEG background activity 
during the relaxed, awake state; yet it does not dominate in drowsy nor in 
sleeping subjects (Mayo Clinic, 1981 ). Spikes are less frequently observed in 
awake patients compared with sleep-deprived or sleeping patients (Ebersole and 
Pedley 2002). Taken together, these facts suggest that there may be a 
connection between decreased alpha rhythms, and the increased incidence of 
spikes during the sleep-deprived and sleeping states. To explore this, we 
assumed that alpha originates in the occipital cortex alone. This simplified model 
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has some experimental and computational modeling support in the literature 
(Laufs et al 2003, Goldman et al 2002, Manshanden 2002), though additional 
cortical areas and interactions between excitatory and inhibitory networks also 
probably contribute to the alpha rhythm. 
The alpha simulations presented here show that the SNR in MEG 
decreases sharply in the vicinity of a disruptive noise source (Figure 3.8). In EEG 
the situation is more complex, showing disruptions both proximal and distal to the 
noise source. This suggests that when a patch of cortex, including but not limited 
to alpha generators, is synchronously active during an EEG/MEG recording, SNR 
decreases extensively, with MEG only experiencing local SNR decreases and 
EEG exhibiting widespread deterioration of SNR. 
3.5.9. Implications for Inverse Modeling 
Although higher SNR can result in higher localization accuracy (Tarkiainen 
et al 2003, Fuchs et al 1998), this is not always the case. For example, a 
generalized tonic-clonic seizure with a significant proportion the cortex activated 
coherently results in high SNR. However, accurate localization is by definition not 
feasible due to large source extent. Thus, one can interpret SNR as loosely 
proportional to probability of accurate localization, subject to additional factors. 
Our SNR maps have two implications for inverse modeling. First, locations 
of low SNR (Figure 3.4) are less likely to be correctly modeled. Although an 
inverse solution may show activity in such locations, the reliability and accuracy 
of sources estimated there are questionable. A second implication is more 
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speculative. A number of studies have considered methods for combining EEG 
and MEG (Fuchs et al 1998, Huizenga et al 2001, Kineses et al 2003, Babiloni et 
al2004a, Babiloni et al2004b). Inverse models may be able to take advantage of 
the prior knowledge gained with SNR maps and difference 0 maps (Figure 3.9). 
Such priors may improve estimation accuracy, and could help unify MEG and 
EEG. In short, SNR maps could be very valuable additions to inverse modeling 
techniques. 
3.6. Conclusions 
The SNR maps based on a realistic forward model predict the modality 
best suited for a particular cortical location. The noise model employed here can 
serve as a useful tool in making such predictions. Predicting the preferred 
modality requires a priori knowledge of source locations. Therefore, in the 
absence of this information simultaneous recording of EEG and MEG improves 
the detection of focal brain activity. 
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CHAPTER 4: APPLICATION OF COMBINING MEG AND FMRI: Multimodal 
Imaging of Shape Perception Using Shape-from-Motion, Shape-from-
Texture and Shape-from-Luminance Stimuli 
Adapted from Goldenholz et al2006a, submitted to Brain Research. 
4.1. Abstract 
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BACKGROUND: The overall mechanism underlying 2-D shape perception 
remains unclear despite numerous previous studies. Some reports suggest that 
visual areas are sequentially activated; others suggest that visual areas act in 
parallel, utilizing recurrent interconnected networks. Functional magnetic 
resonance imaging (fMRI) studies have advocated the lateral occipital area (LO) 
as a key region, and a recent magnetoencephalography (MEG) study proposed 
that peak activity in LO correlates with reaction time. This study investigates 
which visual areas are involved in shape perception and in what sequence. 
METHODS: Nine adults performed a visual shape identification task with squares 
and rectangles, defined by motion, texture and luminance cues. Brain activity 
was recorded with MEG and fMRI. Event-related MEG activity was averaged 
relative to both the stimulus onset, and again to the behavioral response. 
Spatiotemporal patterns of activation were estimated using fMRI-weighted 
dynamic statistical parametric mapping (dSPM). RESULTS: Primary visual (V1 ), 
medial temporal (MT), LO, and inferior temporal (IT) cortical areas were active at 
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multiple times and in parallel during each cue type. Interestingly, stationary 
luminance stimuli did not evoke activity in area LO time-locked to reaction time, 
where as activity in area IT strongly time-locked to reaction time for all stimuli. 
CONCLUSION: Our data indicate that shape perception computations proceed 
concertedly, involving sequential, parallel and recurrent information streams. 
4.2. Introduction 
Objects in the visual environment are represented on the retina as two-
dimensional shapes. Shapes can be perceived using a variety of different cues, 
such as luminance, depth, color, motion, and texture. Although in nature, cues 
often are present simultaneously, the brain is capable of distinguishing shapes 
even when a single cue is present (Kobatake and Tanaka 1994, Ettlinger 1990, 
Schwartz et al 1983, Magnussen and Greenlee 1999, Regan 1991 ). Specific 
stimuli representing a single cue have been developed to selectively activate a 
single brain network. Examples of such stimuli include shape-from-motion, 
shape-from-texture, and shape-from-luminance (Sary et al 1993, Gulyas and 
Roland 1994, Gulyas et al 1994a, Gulyas et al 1994b, Malach et al 1995, Dakin 
1997, Giaschi and Regan 1997, Grill-Spector et al 1998a, Grill-Spector et al 
1998b, Gulyas et al 1998, Shulman et al 1998, Wist et al 1998, Cowey and Vaina 
2000, Bunde et al 2000, Okusa et al 2000, Baret al 2001, Yin et al 2002, Bar 
2003, Schoenfeld et al 2003). Using cue-specific stimuli, one can consider shape 
perception as a collection of processes that possess certain common 
characteristics. 
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Several visual areas have been implicated in the common processing 
stream. Imaging studies have shown that two-dimensional shapes defined by 
luminance, textures or motion cues elicit activity in area V1, the primary visual 
cortex (Humphrey et al 1997, Halgren et al 2003, Schoenfeld et al 2003, Okusa 
et al 2000) and the lateral occipital complex (LOC, or simply LO) (Gulyas and 
Roland 1994, Gulyas et al 1994a, Malach et al 1995, Gulyas et al 1998, Grill-
Spector et al 1998a, Grill-Spector et al 1998b, Okusa et al 2000, Kourtzi and 
Kanwisher 2000, Kourtzi and Kanwisher 2001, Yin et al 2002, Schoenfeld et al 
2003). Coherent motion is known to elicit activity in the macaque medial temporal 
area (MT) and its human analogue, variously referred to as hMT +, MT, MT/MST, 
or V5+ (Zeki et al 1991, Celebrini and Newsome 1994, Tootell et al 1995, 
Beauchamp et al 1997, Braddick 1997, Shulman et al 1998, Wist et al 1998, 
Vaina et al 1998, Sunaert et al 1999, Bunde et al 2000, Lam et al 2000, Morrone 
et al 2000, Vaina et al 2001 ), hereafter referred to as area MT. One study 
(Kourtzi et al 2002), using stationary 2D silhouettes, moving 2D shapes, stereo 
3D objects, and shaded 3D objects stimuli found that area MT might have a 
general shape-processing role, beyond motion sensitivity. Other studies have 
suggested that the human homologue of the monkey inferior temporal (IT) area, 
in the region of the fusiform gyrus, also plays a role in cue-invariant shape 
processing (Gulyas et al1994a, Gulyas et al1994b, Gulyas et al1998, Baret al 
2001, Schoenfeld et al 2003). In summary, primary visual area V1 and visual 
ventral regions MT, LO and IT have an important role in shape perception. 
The traditional view holds that visual shape perception propagates serially 
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along the ventral visual pathway (e.g., Mishkin and Ungerleider 1982). Recently, 
a sequential bottom-up cascade processing from V1, MT, LO through IT has 
been observed for shape-from-motion and shape-from-luminance conditions 
(Schoenfeld et al 2003). Such a hierarchical bottom-up model has dominated 
research in visual neuroscience for many years. However, a growing body of 
literature (Ullman 1991, Olshausen et al 1993, Ullman 1995, Bullier and Nowak 
1995, Bar et al 2001, Bar 2003) suggests that shape perception also involves 
top-down processing. Ullman proposed that the brain searches for a mapping 
between visual input and recognized patterns, facilitating both top-down and 
bottom-up information flow. Ullman's "sequence-seeking" model (Ulman 1991, 
Ulman 1995) is being reinforced with more recent functional imaging studies (Bar 
et al 2001, Bar 2003). Such studies suggest that certain higher level brain areas 
such as the prefrontal cortex preview a rudimentary version of the visual input, 
and attempt to make a crude estimate at the shape. This estimate is sent back to 
the bottom-up data-driven stream, such as at area IT, biasing the results towards 
the most likely interpretations of the input. In this paper we investigated whether 
visual processing of 20-shape perception proceeds serially along the hierarchy 
of ventral visual regions, or whether a more complex process is at work (see 
Figure 4.1 ). 
Sequential 
Model 
Non-Sequential 
Model 
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FIGURE 4.1: The two models for shape 
perception. The sequential model 
assumes each functional area completes 
computations before activating the next 
functional area. The non-sequential 
model allows each functional area to 
interact with all the others, resulting in 
the overall gestalt of perception. 
Understanding the interactions between specific cortical areas during rapid 
cognitive events requires precise timing and localization. Combining the 
millisecond resolution of magnetoencephalography (MEG) with the millimeter 
resolution of functional magnetic resonance imaging (fMRI) affords a powerful 
non-invasive method to image the spatiotemporal patterns of brain activity 
(Hamalainen et al 1993, Liu et al 1998, Dale et al 2000). A previous MEG study 
(Okusa et al 2000) demonstrated a weak correlation between the onset of peak 
activity in area LO and reaction time consistently across shape cue types, 
implying that all forms of shape perception may converge to a common 
processing pathway. To investigate this possibility, we computed a response-
based average in addition to the traditional stimulus-based average. 
We define shape perception as a set of neural processing events that 
have a finite duration, providing the brain with sufficient knowledge to be capable 
of shape identification. Subjects are then able to report the shape's identity using 
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a finger movement. We assume that such motor responses require roughly equal 
times. Our study employed response-based averages to identify events time-
locked to the motor response. Strong time-locking is suggestive of causality 
relationships, as well as connectivity relationships (Mancini et al 1990, David et al 
2005). If common processing occurs for any form of shape perception, it should 
contribute more to a response-based than to a stimulus-based average, 
regardless of cue-type or perceptual difficulty. Therefore, comparisons between 
the two forms of averaging may assist in identifying activity patterns that relate to 
the process of shape perception, invariant to difficulty or cue-type. 
In this study, we investigated cortical activity during shape perception 
using MEG and fMRI. Using two forms of averaging, we were able to determine 
which visual areas were time-locked with the stimulus, and which areas were 
time-locked with the response. Stronger time-locking in response-averages 
presumably defines general shape perception pathways. We also evaluated the 
timing of activity in areas V1, MT, LO and IT to determine how information flows 
among them. Our two main questions were: does information processing 
proceed serially? And second, which of the visual areas appear to strongly time-
lock with the response? Insights gained here will further our understanding of 
shape perception in the human brain. 
4.3. Experimental Procedures 
4.3.1. Subjects 
Nine healthy right-handed subjects (three females) aged 21 to 39 (mean 
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25) were recruited for this study. All subjects had normal or corrected 20/20 
vision. Each signed a consent form and a privacy statement in accordance with 
our Institutional Human Subject Research Board and HIPAA standards. Each 
subject went through a behavioral training session, an MEG scanning session, 
and an fMRI scanning session. The MEG and fMRI sessions were completed on 
different days, approximately one week apart. Eight subjects were scanned in 
MEG first, followed by fMRI; one subject had this order reversed. 
4.5.2. Stimuli 
The subjects were instructed to fixate on a small square in the center of 
the display. When a shape was present, subjects identified it as a square or 
rectangle by pressing a button (in fMRI) or lifting a finger (in MEG). The right 
index finger and the right middle finger indicated square and rectangle 
respectively. The subjects were instructed not to respond if a stimulus appeared 
ambiguous. 
All stimuli were generated using Psychtoolbox (Brainard 1997, Pelli 1997). 
In fMRI, a 75 Hz Notevision 6 LCD projector (Sharp Electronics, USA) back-
projected images onto a screen, which was viewed via a mirror positioned above 
the subject's head. In MEG, a 60Hz PT-D7500U DLP projector (Panasonic 
Electronic Devices, Japan) back-projected images onto a screen inside the 
shielded room. The stimuli consisted of black dots (small squares subtending 
0.1° by 0.1°) on a white background (5° by 5°) with a black fixation square (0.2° 
by 0.2°). The number of dots was selected such that the dot density was 20 
69 
dots/deg2, thus covering 20% of the total dot field. The dots were either moving 
or stationary. In the conditions that included dot motion, their speed was 6 °/s. 
Dots were assigned a uniformly distributed set of "ages" which represented how 
many frames they have existed. All dots would persist in additional frames until 
the age exceeded a fixed maximum "lifetime" before being deleted. Upon 
deletion, every dot was replaced with a randomly placed dot of age zero. The 
limited lifetimes generated a global motion pattern, preventing tracking of an 
individual dot (Watamaniuk and Sekuler 1992). Dots that crossed the outside 
border of the stimulus area were wrapped around to the corresponding opposite 
side. Similarly, in the moving shape-from-motion case when a dot would cross 
the outside border of the shape region, its position was wrapped around to the 
opposite side of the shape. This assured constant density of the dots and hence 
prevented additional shape-from-luminance cues. Frames changed once every 
50.0 ms in MEG (3 refresh cycles) and once every 53.3 ms in fMRI (4 refresh 
cycles). 
A square (2° by 2°) or a rectangle (4° by 1°} shaped region was generated 
using one of four cue types (Figure 4.2). In two of the stimulus conditions, all dots 
moved in random directions to form a random-dot-kinematogram (RDK). In the 
moving shape-from-luminance (mSFL) condition the shape was a region defined 
by all dots being gray instead of black. Dot color changed as dots moved in or 
out of the shape region. In the moving shape-from-motion (mSFM) condition, all 
dots inside the shape region moved coherently down and to the right, similar to 
previous studies (Schoenfeld et al 2003, Naito et al 2000). The two stationary 
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stimuli used only one image of dots that remained motionless. In the stationary 
shape-from-luminance (sSFL) condition, a single frame of the mSFL stimulus 
was presented. In the stationary shape-from-motion (sSFM) condition, adapted 
from previous work in "Glass patterns" (Dakin 1997, Burr and Ross 2002, Ross 
2004, Krekelberg et al 2005), the stimuli had the appearance of oriented streaks; 
the shape was defined as the region of streaks oriented down and to the right. 
The image was generated from three consecutive frames of the mSFM stimulus 
superimposed upon each other, with the dot density set to 1/3 the original mSFM 
setting, since 3 times as many dots appeared in these images. In all stimulus 
conditions, the choice of the shape and the position within the display for a 
particular trial were selected randomly from a uniform distribution. 
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FIGURE 4.2: The four stimulus tasks. The colored direction arrows and shape outli ne are shown 
on ly for illustration ; these were not present in the actual stimuli. Moving shape-from-luminance 
(mSFL): black dots move in random directions (indicated with red arrows), and dots inside the 
shape become gray. Stationary shape-from-luminance: (sSFL): all dots are stationary, and dots 
inside the shape are gray. Moving shape-from-motion (mSFM): dots move in random directions 
(ind icated with red arrows), and the dots inside the shape all move down and to the right (indicated 
with blue arrows). Stationary shape-from-motion (sSFM): stationary streaks point in random 
directions, and streaks inside the shape point down and to the right. 
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4.3.3. Presentation paradigm 
Each trial (Figure 4.3) began with the presentation of a stationary dot 
pattern. The stimulus onset was jittered between 1000-1500 ms in a uniform 
distribution. This duration was long enough to allow the "resetting" of activation in 
area MT (Uusitalo et al 1997). Afterwards, one of the four stimulus types (Figure 
4.2) was presented. First, the stimulus without the shape was displayed for 500 
ms (in MEG, 480 ms in fMRI, due to refresh rates differences in the displays). 
Then, the square or rectangle shape was displayed for another 500/480 ms. 
Trials were presented in blocks of 20 of one stimulus condition, preceded by an 
"OFF" block of 48 s, during which a fixation square was shown. Before every five 
trials, there was a 2-second blank screen to allow subjects to blink. This was 
required because eye blinks result in MEG artifacts, therefore subjects were 
asked not to blink except during blink breaks. Identical breaks were included in 
the OFF (fixation only) blocks. One run consisted of a sequential presentation of 
the four stimulus conditions, in the following order: sSFL, mSFL, mSFM, and 
sSFM. In total, six runs were given to each subject in MEG as well as in fMRI 
sessions. 
FIGURE 4.3: Presentation Paradigm. Each 
presentation for all conditions followed the 
above scheme. First, a stationary image of 
randomly placed dots (NO STIM) was held 
for a random period of time (1000-1500 ms). 
Then a stimulus (STIM) from one of the four 
conditions was presented without any shape 
present for 500 ms*. Next, the same stimulus 
condition was presented for an additional 
500 ms* with a target shape included 
(STIM+SHAPE). 
*In fMRI, due to mismatches in the available 
refresh rates, 480 msecs was used. 
NOSTIM 
I 1000- 1500 ms 
STIM 
STIM + 
SHAPE 
500ms • 500ms * 
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4.3.4. Data Acquisition 
Whole head MEG (102 magnetometers, 204 planar gradiometers), 70 
channels of electroencephalography (EEG) and 2 channels of 
electrooculography (EOG) were recorded in a magnetically shielded room using 
Vectorview (Eiekta Neuromag, Helsinki, Finland) at 1002 Hz, using hardware 
filters of 0.1-251 Hz. The MEG and MRI coordinate systems were aligned using 
four head position indicator (HPI) coils, attached to the scalp (Hamalainen et al 
1993). The coil positions were measured with a Polhemus FastTrack 3-D 
digitizer. 
Functional MRI was collected with a standard bird-cage transmit/receive 
head coil, using a Siemens Allegra 3.0 T system (Siemens Medical, Germany}, 
for all except one who was scanned in a Siemens Trio 3.0T system, also with a 
standard head coil. In both settings, a pair of T1 weighted structural scans was 
obtained (1.3x1.0x1.3 mm, TR=2530 ms, TE=3.25 ms.). Then six runs of blood 
oxygenation level dependent (BOLD) scans were collected (Allegra: 3.1x3.1x5.0 
mm, TR=2500 ms, TE=30 ms, matrix=64x64, slices=22. Trio: TR=1750 ms, 
TE=30 ms, 3.1 x3.1 x5.0 mm, matrix=64x64, slices=28). 
4.3.5. Analysis 
The MRI data was processed using Freesurfer (Dale et al 1999, Fischl et 
al 1999a, Fischl et al 2001, Segonne et al 2004). The cortical surface was 
reconstructed from the structural T1 scans. The surface representation was then 
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inflated to visualize activation inside sulci (see Appendix A 1 ). The reconstructed 
surfaces were also inflated into a sphere (Appendix A2), a useful coordinate 
system for intersubject averaging based on spherical warping (Fischl et al 
1999b). The source space for MEG was computed based on the original non-
inflated surface topology. 
Using Freesurfer tools, the fMRI data was motion-corrected, quadratic de-
trended, spatially smoothed (full width at half maximum = 8 mm), and intensity 
normalized. A block-design t-test compared each stimulus condition with fixation 
periods. For each test within each subject, at threshold from 3-10 was chosen to 
generate small cortical patches for fMRI weight for MEG (see Appendix B5). 
Because the fMRI biased the inverse MEG modeling rather rigidly constraining it, 
threshold values were less important than consistent topology. A group analysis 
was also performed across subjects to obtain BOLD contrasts for each of the 
four conditions. The right hemisphere did not possess consistent and reliable 
activity patterns across subjects in the two modalities; therefore, it was excluded 
from further analysis. 
Regions-of-interest (ROis) in the left hemisphere were determined based 
on BOLD contrasts and an anatomical atlas (Fischl et al1999b). Using mSFM vs. 
all-other-conditions t-test comparison, a statistical threshold of 7, and activity that 
included the occipital-temporal region, area "MT" (Zeki et al 1991, Tootell et al 
1995) was defined. The area was expected to be most differentially active in the 
mSFM condition (Seiffert et al 2003). Using the all-condition vs. fixation t-test, 
area "LO" (Malach et al 1995) was defined as the region around the lateral 
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occipital area that had functional activity above a threshold of 15. The higher 
threshold was selected to reduce the influence of neighboring regions. The 
anatomical structure of the inflated brains were spherically warped (Fischl et al 
1999b) into a common coordinate system to allow for inter-subject comparisons. 
Atlas-based anatomy (see Appendix A3) was marked in the spherical coordinate 
system (Fischl et al 2004). Using this technique, an anatomical definition of area 
"V1" was made by combining the areas labeled calcarine sulcus and occipital 
pole. The area marked as fusiform gyrus in the atlas was considered area "IT". 
These non-optimal ROI definitions were employed because the full experiment 
duration was long; otherwise more extensive shape localizer scans might have 
been included. Nevertheless, the definitions resulted in reasonable anatomical 
regions. 
The MEG data were bandpass filtered at 0.1-33Hz. Subsequently they 
were averaged in two ways: with a stimulus-based and with a response-based 
time reference. Using a 0.5-2.5 s time window, button presses were evaluated. 
Only those trials when subjects responded with correct answers were used. Both 
averages also excluded artifacts based on several criteria. Within each trial, 
peak-to-peak amplitude in EOG, EEG, magnetometers, or gradiometers greater 
than 200 IJV, 100 IJV, 10 pT, 3 pT/cm respectively would be considered artifact. 
In addition, absolute values of magnetometers and gradiometers, and absolute 
values of their time derivatives exceeding 6 pT, 6 pT/cm , 333 pT/ms and 333 
pT/cm ms respectively, all constituted artifact. For the stimulus-based average, 
trials were averaged using the onset of the stimulus defined as the time zero. 
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The fixed delay of the projector system of 47 ms was taken into account for this 
average. For the response-based averages, time zero was taken as the finger lift 
for each MEG trial. A signal-space projection operator was applied to reduce 
background noise contributions (Tesche et al1995). 
Both types of averaged MEG data were processed using the L2 minimum 
norm estimate (see Appendix 83) with fMRI weights (Hamalainen and llmoniemi 
1984, Hamalainen et al 1993, Dale and Sereno 1993, Liu et al 1998, Dale et al 
2000). The fMRI biases the L2 estimate (see Appendix 85), capitalizing on strong 
neurovascular coupling (Logothetis et al 2001 ). Unique fMRI constraints were 
employed for each subject and each condition. Diagonal entries in the MEG 
source covariance matrix that corresponded to supra-threshold locations in fMRI 
were assigned a weight of 0.9, while diagonal entries corresponding to sub-
threshold locations in fMRI were assigned a weight of 0.1 (Liu et al 1998). A 
sensor noise covariance matrix was computed using concatenated blocks of 200-
ms pre-stimulus baseline data from all trials. Dipoles were permitted free 
orientation on the cortical surface. These dipoles were projected to the 
orientation perpendicular to the surface, corresponding to the anatomical 
organization of cortical pyramidal cells (Baillet et al 2001 ). The resulting signals 
were examined using dSPM (see Appendix 84), a technique that assigns an F-
distributed variable to measure the deviation from baseline activity (Dale et al 
2000). The dSPM method facilitates comparisons of activity between different 
cortical regions, including deep sources (Liu et al 2002). The movie data from 
each subject was then warped using spherical coordinates (Fischl et al 1999b) to 
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a common brain, spatially smoothed and then averaged across subjects. Finally, 
the spatial average of the F statistics across each ROI was computed for each 
time point. 
4.4. Results 
4.4.1. Overview 
Group-averaged dSPM maps were examined from a region-of-interest 
(ROI) perspective. Two such averages were made: a stimulus-based average 
and a response-based average. The areas studied were V1, MT, LO and IT. 
Each of these areas were active at multiple times, often in parallel. Area LO was 
consistently active across stimuli in the stimulus-based average, but not in the 
response-based average. However, area IT was consistently activated in the 
response-based average. 
4. 4. 2. Behavioral Data 
The high degree of response accuracy (Table 1) shows that the subjects 
were well trained. In general, accuracy was lower in MEG than in fMRI. This was 
also true for the subject scanned in fMRI prior to MEG. The four conditions 
resulted in similar performance in MEG. In fMRI, subject performance was on 
average lower for the sSFM condition, while the other conditions were nearly 
equal in performance. The differences may reflect inevitable minor variations in 
stimulus contrast and brightness between the two experimental setups, yet they 
were all quite high (80% or higher correct). 
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In MEG, the number of trials rejected due to artifacts was not identical for 
stimulus-based and response-based averages, because different time windows 
were evaluated (Table 4.1 ). The reaction times for MEG in each of the four 
conditions were measured from the onset of the shape (Table 4.1 ). On average, 
subjects completed the mSFM condition 90-140 ms faster than the other 
conditions (p<0.01, Bonferonni correction, repeated-measures AN OVA). This 
difference may be due to incomplete matching for task difficulty between the four 
stimuli. Nevertheless, the aims of this study did not require total matching of task 
difficulty; therefore such slight discrepancies do not impact the overall study 
conclusions. 
,-----
mSFL +I- sSFL +I- mSFM +/- sSFM +I-
FMRI% correct 97 4 98 2 95 10 80 13 
1 MEG % correct 85 10 85 9 95 9 86 6 
; MEG #stim-based trials 78 25 77 24 94 25 80 23 
MEG #resp-based trials 92 26 87 29 112 20 92 25 
1 MEG reaction time (s} 0.667 0.153 0.681 0.154 0.537 0.103 0.628 0.129 . 
TABLE 4.1: BEHAVIORAL DATA. Averages were computed across runs per subject and per task. 
The averages and standard deviations of percentage correct across subjects in fMRI and MEG are 
shown for each experiment. The high degree of accuracy shows that the subjects were well trained 
for the task. Also shown are the mean and standard deviation of the number of trials used for 
stimulus-based and response-based averages. Finally, the reaction times across subjects (means 
and standard deviations) are shown for each stimulus cond~ion. 
4.4.3. Regions Of Interest and Example Data 
The regions of interest obtained via functional and anatomical means 
are shown in Figure 4.4 and Figure 4.5 plotted on subject's 1 inflated brain. 
Examples of fMRI constraints (Figure 4.6), average sensor signals (Figure 4. 7) 
and source estimation "movies" (Figure 4.8) are all shown for a typical subject. 
FIGURE 4.5: The regions of 
interest (ROis). Areas V1 and IT 
were defined based an 
anatomical atlas , while areas MT 
and LO were defined with fMRI 
contrasts. These ROis are plotted 
on a typical subject's inflated 
brain . The same ROis were 
morphed to the anatomy of each 
subject. 
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FIGURE 4.4: The functionally defined 
regions MT and LO. Both images are group 
contrasts plotted on a representative inflated 
brain. Area MT was defined by contrasting 
mSFM with all other conditions, setting the 
threshold at t> 7 and highlighting the 
anatomically reasonable region (see arrow). 
Area LO was defined by contrasting all 
conditions with fixation , setting the threshold 
at t>15, and highlighting the anatomically 
reasonable region (see arrow). 
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FIGURE 4.6: The fMRI 
constraint maps for a typical 
subject (subject 1 ). Each 
condition was contrasted with 
baseline fixation. Thresholds 
were chosen to generate 
islands of activity. Such maps 
were used in a probabilistic 
manner, therefore they 
represent regions more likely 
to be favored in inverse 
modeling, but they do not 
exclude other regions. 
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- mSFL 
- sSFL 
- mSFM 
-sSFM 
• 
Stimulus-Based Average Response-Based Average 
FIGURE 4.7: The four conditions averaged in two ways from a typical subject (subject 1 ). The large 
rosette pattern in the upper right shows the response-based average for each condition . One set of 
sensors near the left temporal lobe (see helmet diagram, middle right) were selected. The two 
types of averages are shown in detail for each of the stimulus conditions (bottom left and right) . In 
the stimulus-based average, times -700 through 600 ms are shown. Stimulus onset is marked with 
a black vertical line (t=-500), and shape onset (t=O) is marked with an orange line. In the response-
based average, times -1200 to 100 ms are shown. Reaction time (t=O) is marked with a black line. 
The response-average demonstrates a remarkab le degree of time-locking close to reaction time for 
these sensors, more so than the stimulus-average. This pattern is similar to what is found in the 
group ROI analysis for area IT. Scale: magnetometers, +/-45fT, gradiometers +/- 45 fT/cm. 
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FIGURE 4.8: The fMRI-constrained dSPM movies for the four conditions. Selected frames help 
visualize the cortical activity patterns that evolve over time. These images come from a typical 
subject (subject 1) in the stimulus-based average. Time -500 ms represents stimu lus onset, while 
time 0 ms represents shape onset. Only statistica lly significant activation is shown. 
4. 3. 4. Non-Sequential Processing 
Figure 4.9 shows the group averaged fMRI-weighted MEG activity for 
all four conditions , in all four ROis, and in both types of averaging. Figure 4.10 
shows the reaction times of all subjects superimposed together. 
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FIGURE 4.9: Region-of-interest (ROI) analysis using two forms of averaging. The x axis represents 
time in milliseconds, and the y axis represents the F statistic from the dSPM equation . The 
stimulus-based average shows stimulus onset at time -500 ms with a brown vertical bar, and shape 
onset with a green vertica l bar at time 0 ms. The response-based average shows reaction time at 0 
ms with a green vertical bar. All plots show a gray area that blocks off values that are not 
statistically significant (p>0.05). Activity patterns that are higher in only one of the averages may 
reflect a selective time-locking to response or stimulus. 
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FIGURE 4.10: Histogram of reaction 
times, by stimulus type, for all 
subjects. Most of the reaction times 
were clustered around 500-600msec 
after the onset of the shape (time 0 in 
this Figure). The mSFM reaction times 
were slightly faster than the other 
three cue-types. 
The four areas studied were found to have overlapping activations in 
both types of averages for extended periods during most conditions . The 
exception to this rule was the sSFL condition; the duration of significant activity 
was very short and less correlated between ROis for sSFL than for the other 
three conditions. Figure 4.11 shows the time periods of significant activation for 
each ROI. 
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FIGURE 4.11 The four regions-of-interest (ROis) are shown in simplified th resholded view for each 
condition and each averaging method. Each ROI is shown as low (inactive) or high (active) to 
reflect statistically significant activity in the group average dSPM data. In stimulus-based averages, 
time -500 ms represents stimulus onset, and time zero represents shape onset. In response-based 
averages, time 0 represents reaction time. These tracings reveal areas that are active at multiple 
times and show strong temporal overlap with each other, as opposed to a sequential activation of 
one region at a time. These results favor the orchestrated view of shape processing . 
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4.4.5. Common Processing Across Conditions 
Areas LO and IT are both expected to be active regardless of cue type 
(Biederman et al 1997, Malach et al 1995). In our study, these areas show 
activity in the stimulus-based averages for each condition (Figure 4.11 ). 
However, our response-based averages showed area LO in the sSFL condition 
did not exhibit significant activity, while the mSFL and sSFM conditions activated 
LO weakly. Area IT was consistently time-locked just prior to the response. 
4.4.6. Timing of Peaks 
The mSFM condition produced a higher amplitude activity pattern in V1 
compared with the other conditions (Figure 4.9). The response-based average 
showed stronger activity towards the end of the activation, peaking around 260 
ms before the response. The stimulus-based average peaked around 230 ms 
prior to the presentation of shape, i.e. 270 ms after the onset of the stimulus 
without the shape. 
The activity patterns for the mSFM and mSFL conditions are especially 
interesting in the context of the motion-sensitive area MT. Only the mSFM 
condition required motion for perception. In fact, the ROI plots (Figure 4.9) have 
three interesting differences, despite appearing similar overall. First, in the 
response-based average, a peak occurs in the mSFM around 275 ms prior to the 
response that is not seen in the mSFL trace. Second, in the stimulus-based 
average, the mSFM shows a much stronger peak around 150 ms after the onset 
of the stimulus. Third, in the stimulus-based average, the mSFL condition shows 
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a much stronger activity, peaking at around 170 ms after the onset of shape. 
The mSFL and mSFM conditions also had several common elements in 
the stimulus-based average in area MT (Figure 4.9). After the stimulus onset and 
after the shape onset, about 150 ms later, a peak occurred in both conditions. A 
later peak appeared in mSFM at 260 ms after stimulus onset and 250 ms after 
shape onset. A similar peak appeared in mSFL around 250 ms after stimulus 
onset and 230 ms after shape onset. 
4.4.7. Prefrontal Cortex 
The prefrontal cortex was evaluated in a manner similar to the other visual 
areas discussed using both a functionally and an anatomically defined ROI. In 
both cases, average activity patterns resembled expected prefrontal activity (Bar 
et al 2001, Bar 2003). Unfortunately, none of these patterns attained statistical 
significance. This may be partly explained by reduced signals in prefrontal 
regions due to non-optimal head positioning (Marinkovic et al 2004), as the 
posterior brain regions were the main interest in the present study. 
4.5. Discussion 
4. 5. 1 Overview 
Using four different cue types and fMRI constrained MEG, this study 
probed general properties of shape perception. In general, all four stimuli have 
parallel activity patterns overlapping in time across ROis and multiple periods of 
activity within ROis. This is consistent with a non-sequential view of shape 
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perception, which includes recurrent networks and parallel processing streams. 
Additionally, activity in area LO, typically considered a key component of the 
shape perception pathway, was less strongly activated with response-based 
averaging compared to stimulus-based averaging. This implies that activity in LO 
is more correlated with earlier stages of processing the visual information, though 
the outputs from area LO are sent to asynchronous processes elsewhere in the 
brain. In contrast, area IT was active consistently across conditions in the 
response-based average. Therefore, IT may be associated with a cue-invariant 
and time-invariant process that concludes perception. 
4. 5. 2. Comparing Serial with Non-serial Processing 
A previous behavioral study (Shipley and Kellman 1997) demonstrated 
that in some cases, shape may be perceived after lower level processing is 
complete. More recently, Schoenfeld et al (Schoenfeld et al 2003) has argued in 
favor of "a serial processing of information" for shape-from-motion and shape-
from-luminance (Figure 4.1 ), involving V1, MT (for motion), LO and IT. The 
present study revealed that multiple areas were simultaneously active, peaking at 
multiple times (Figure 4.9), suggesting that visual processing occurs in both 
serial and in parallel modes. This supports a bottom-up and top-down processing 
strategy (Figure 4.1 ). Conversely, locally recurrent networks connected in 
sequence may have been responsible for the same data. Nevertheless, the 
interconnected view has wide support from computational models (Ullman 1991, 
Ullman 1995), monkey physiology (Oishausen et al 1993, Kersten and Yuille 
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2003) and functional imaging of humans (Baret al 2001, Bar 2003). 
If shape processing were sequential, a single activation peak would be 
expected followed by a decay in each functional area. In contrast, area V1 was 
strongly active throughout the response in a cue-invariant manner (see area V1, 
Figure 4.9). The widely reported feedback projections to area V1 from higher 
visual areas may account for this finding (Dong et al 2004, Sasaki and Watanabe 
2004, Clavagnier et al 2004, Bayerl and Neumann 2004, Juan et al 2004, 
Rockland and Oijma 2003, Angelucci and Bullier 1997, Olshausen et al1993). 
4.5.3. Area V1 
V1 is known to be responsive to visual motion (Hubel and Wiesel 1968). 
Indeed, both moving conditions mSFM and mSFL exhibited stronger sustained 
significant activity in area V1 in the stimulus-based average compared with the 
stationary conditions sSFM and sSFL (Figure 4.9). Area V1 was most active in 
the mSFM condition. The response-based average showed that V1 remained 
highly active closer to the behavioral response time compared with the other 
conditions. This effect cannot be easily explained by the shorter reaction time in 
mSFM because the onset of significant activity in the response-based average 
matches the onsets from the other conditions. This suggests V1 was differentially 
engaged in the perception process due to a unique feature of mSFM: motion 
processing. A common peak occurs around 270 ms prior to response in V1 as 
well as MT during the mSFM condition. Perhaps V1 and MT are participating in 
the same computational process reciprocally. Another possible explanation is 
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attentional modulation of cortical activity (Schoenfeld et al 2003). 
A recent transcranial magnetic stimulation study (Heinen et al 2005) 
demonstrated that area V1 became active at two distinct periods for a shape-
processing task. Area V1 activity reported here (Figure 4.9) exhibited somewhat 
different timing, but all conditions except sSFM have two distinct peaks. These 
periods may be the results of sustained bottom-up activity, but they are more 
likely due to recurrent top-down connections to V1. 
4.5.4. Area MT 
Area MT was active in all four conditions. Many groups (Kawakami et al 
2002, Maruyama et al 2002, Lam et al 2000) have shown that any RDK activates 
area MT. This accounts for the behavior of the RDK conditions, mSFL and 
mSFM. An MEG study (Ahlfors et al1999) showed that area MT can be activated 
by an abrupt reversal in motion direction. That study showed activity in a 
stimulus-based average that peaked at 170 ms, and again at 260 ms. In the 
present study, area MT peaks at around 150 ms and 230-260 ms after either 
RDK onset or shape onset in mSFL and mSFM (Figure 4.9). Similar peaks were 
also observed in sSFL and sSFM. Taken all together, it appears that any abrupt 
transition in the visual scene results in specifically timed peak activity in area MT, 
which is time-locked with the stimulus. 
The motion-based mSFM condition activated motion-sensitive area MT 
with higher signal intensity than the other conditions. Area MT demonstrates a 
unique peak around 275-ms prior to response in the mSFM condition, which 
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does not occur in the mSFL condition. Remarkably, this activity is not visible in 
the stimulus-based average. 
The stimulus-based average showed that mSFL activity in MT peaked 
around 170 ms after shape onset with higher amplitude compared to mSFM 
(Figure 4.9). From a simplistic viewpoint, one might conclude that mSFL relied on 
area MT more than mSFM. However, this is unreasonable. The only shape cue 
present in mSFL was luminance. Perhaps MT was involved in general shape 
processing required by mSFL (Kourtzi et al 2002). On the other hand, the mSFL 
condition did involve moving dots as a distraction, so MT might have been 
activated without contributing directly to performance in the task. Indeed, a more 
sophisticated, although speculative, interpretation of these results might be as 
follows: area MT was active in both mSFL and mSFM due to the presence of 
motion in both stimuli. The mSFM condition predisposed area MT to greater 
sensitivity, which would explain the larger peak in the RDK portion of the 
stimulus. Furthermore, the mSFM condition required specialized processing from 
area MT, which was time-locked to the response rather than the stimulus. The 
mSFL condition recruited the motion-sensitive area MT time-locked to the 
stimulus perhaps because it was repeatedly attempting to use motion information 
to locate a shape. The anticipation of the mSFM condition might have 
predisposed area MT to "know" that it will be needed only after specific 
information is present, so the activity was not strongly time-locked with the 
stimulus. The data compels one to conclude that some degree of anticipation and 
differential activity with time-locking must take place. 
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4.5.5. Area LO 
The fMRI data from the present study demonstrated significant LO activity 
in all four of our conditions, consistent with previous fMRI (Malach et al 1995, 
Grill-Spector et al 1998a, Grill-Spector et al 1998b, Yin et al 2002), PET (Gulyas 
and Roland 1994) and MEG (Schoenfeld et al 2003, Okusa et al 2001) studies. 
Activity patterns that are time-locked with a stimulus but not time-locked with a 
response might not play a major role in the common perception pathway. In this 
context, LO was significantly active for a period after the onset of the shape in 
the sSFL condition (Figure 4.11 ). Nevertheless, the same condition was not 
significantly active in the response-based average. Perhaps area LO was initially 
engaged in computation, but was subsequently not used in the final perception. 
Alternatively, LO may participate in perception prior to other variable-duration 
processes, thus temporally smearing the LO activity in the response-based 
average. Consider the sSFL and the mSFL conditions. Although the only 
difference between them was that the mSFL stimuli moved as a distractor, 
something differentiated the mSFL condition in area LO, from both types of 
averages. 
A prior MEG study suggested a connection between the peak latency of 
area LO and reaction time (Okusa et al 2000). Undoubtedly, their results 
reflected an underlying process in area LO that had some time-locking with the 
stimulus, but it was less clear that LO was time-locked with the response. The 
temporal jitter present in their comparison between peak LO time and reaction 
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time as well as the lack of consistent response time-locking in our study suggest 
that LO is not always active at a specific time prior to response during a shape 
perception task. 
Previous studies with MEG (Okusa et al 2000, Schoenfeld et al 2003) 
have shown area LO to exhibit peak activity during shape processing. In the 
present study we extend these results (Figure 4.9) by showing that area LO 
remains active during continued activity of V1, MT, and IT. Many evoked 
potential studies consider only the timing of peak activity. The present study 
illustrates the advantage of examining the entire time window by showing strong 
overlap between the activation of multiple visual areas. 
4. 5. 6. Area IT 
Many studies (Schoenfeld et al 2003, Rainer et al 2002, Logothetis et al 
1995, Yoshiyama et al 2004, Joseph and Farley 2004, Sary et al 1993) have 
demonstrated robust IT activation; this area appears to play an important role in 
general shape processing. The response-based average illustrated in Figure 4.9 
shows a tight temporal relationship between IT in all four conditions and the 
actual response. This strongly argues in favor of a common perception pathway 
involving area IT. Lesion studies in monkeys and humans (Britten et al 1993, 
Biederman et al 1997) showed that the area might not always be required for 
shape recognition tasks. In the human lesion study (Biederman et al 1997), part 
of IT may have been intact, and the contra-lateral hemisphere may have 
contributed to shape recognition. On the other hand, perhaps shape perception 
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does not require a specific area, but rather the concerted effort of several areas 
simultaneously (Felleman and Van Essen 1991 ). 
4. 5. 7. Prefrontal Cortex 
Previous studies have shown an important link between the prefrontal 
cortex and area IT (Bar 2003, Bar et al 2001 ), suggesting a top-down approach 
to shape perception. The visual information is rapidly sent from lower areas to 
the prefrontal cortex, and in a sense screened for shape properties. A narrow 
subset of possibilities is sent in a top-down manner to area IT and is then further 
examined until a shape can be identified. Although this view is compelling in light 
of previous work in computational models (Ullman 1995, Ullman 1991) and 
monkey physiology (Rainer and Miller 2000), such frontal activity may have been 
missed in the present study due to head positions that maximized MEG signals in 
the posterior areas (Marinkovic et al 2004). Nevertheless, our fMRI data showed 
prefrontal cortex activity. Future studies that optimize the activation and 
measurement of the prefrontal cortex and occipital cortex are needed to 
investigate this further. 
4. 5. B. Anticipation Effects 
Anticipation played a role in this study because of the experimental paradigm 
used. Although random inter-stimulus intervals were introduced, a fixed delay 
from stimulus onset to shape onset was always present. Furthermore, because 
the cue-type was changed in a fixed order, subjects could anticipate the cue-
95 
type. Activity prior to the shape onset can be appreciated in the stimulus-based 
averages (Figure 4.9). The strongest initial peaks from area MT in both mSFM 
and mSFL conditions were around 150 ms after the onset of the RDK. The large 
differences between these two conditions at the first peak strongly suggests 
anticipation since the RDK presentation of both stimuli were identical. Recent 
work in fMRI has shown that the percept rather than the actual stimulus can 
influence brain activity even back to area V1 (Ress and Heeger 2003). Thus, the 
stimuli used in this study may have resulted in certain top-down precepts that 
biased earlier processing areas, such as V1 and MT. Nevertheless, the impact of 
anticipation on the main findings of the study are expected to be negligible. 
4.6. Conclusions 
The present study examined shape perception in the human brain using 
MEG and fMRI. The activity pattern associated with shape perception in areas 
V1, MT, LO and IT suggests non-sequential neuronal activity, which is consistent 
with a parallel and recurrent network organization. This is in agreement with 
previous computational and experimental studies (Oishausen et al 1993, Ullman 
1991, Ullman 1995, Bar et al 2001, Bar 2003). In addition, by comparing 
response-based and stimulus-based averages, we present fine temporal details 
indicating that area IT participates in a cue-invariant perception pathway for 
shape. Moreover, our response-based averages did not always include a 
significant LO peak, suggesting that LO may be more important in the earlier 
phases of shape perception. 
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CHAPTER 5: CONCLUSIONS 
5.1. General Conclusions 
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The purpose of this thesis was to optimize advanced neuroimaging 
techniques, principally - MEG, EEG, MRI and fMRI. The study in Chapter 3 
quantified the complementary nature of MEG and EEG. The maps demonstrating 
cortical areas covered by MEG and by EEG have not been previously 
appreciated. The combination of MEG magnetometers and MEG gradiometers 
with EEG offers higher signal-to-noise ratios than capturing just one, an 
important point that is not widely known. It was surprising to learn that inter-
regional variability was often larger than inter-subject variability. The results have 
practical implications, including to improve interictal spike identification as well as 
to clarify any brain mapping study. 
In Chapter 4, multimodal integration techniques were applied to study 
healthy brain responses to visual shape presentation. The study found that 
shape perception cannot be explained by sequential activity of visual processing 
areas; the study will be an important contribution to the ongoing debate on this 
subject. The study also provided evidence against the idea that LO activity is 
time-locked with reaction-time, a surprising result. Conversely, the study 
corroborated previously asserted ideas that area IT was time-locked with 
response regardless of shape presentation method. The shape perception study 
represents a practical application of multimodal integration techniques applied to 
a healthy population for the purpose of deepening our understanding of the 
human brain. Overall, the studies presented here advance our knowledge about 
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multimodal integration, may aid in epileptic spike identification, and more 
generally, assist in brain mapping healthy subjects. 
5.2. Future Work 
The simulation study from Chapter 3 represents only the beginning of a 
larger exploration process between MEG and EEG. During the course of that 
study, many additional questions arose that were not fully addressed. For 
example, how does the signal-to-noise ratio change as a function of head 
position relative to the MEG sensors? Preliminary unpublished epilepsy data, as 
well as one prior study (Marinkovic et al 2004) suggest that significant changes 
do take place. Further simulations should be conducted to quantify this behavior. 
This information may guide clinical studies towards employing multiple head 
positions during scans for epileptic spikes. It is also of interest to assess the 
relationship between measures of localization accuracy (such as point-spread, 
cross-talk, and dipole mis-localization) and the signal-to-noise ratios. A previous 
study (Fuchs et al 1999) implies that such a relationship may exist, though it was 
not clearly demonstrated. Preliminary unpublished simulation data suggests that 
a correlation exists between dipole mis-localization and signal-to-noise ratios in 
MEG and in EEG. The noise model used in Chapter 3 was overly simplified and 
could be improved in many ways to represent more complex relationships both 
spatially and temporally. Moreover, the study did not explore additional non-
perpendicular orientations (Nunez 1981 ), subcortical structures or the cerebellum 
(loannides and Fenwick 2005). Although none of those are believed to be major 
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sources of MEG and EEG signal, it is important to quantify the relative expected 
contributions from all possible sources. Another major question of clinical 
importance is: how much do human brains differ from one to the other with 
respect to signal-to-noise ratio of MEG and EEG at specific locations? Although 
the current study began to address this question, a much larger pool of subjects 
would be required to make definitive claims. The clinical relevance is that some 
patients with epilepsy could benefit from a single modality study, while others 
might benefit from a multimodal study, and the inter-subject variability expected 
in the region of interest would determine what would be the most cost effective 
approach. In summary, the simulation study uncovered many new interesting 
questions about the nature of MEG and EEG as well as clinical questions about 
best practice. 
The shape perception study in Chapter 4 also raised new research 
questions. The first question is: would the results be the same if additional control 
experiments were available? A follow-up experiment would be needed that 
matched all cue conditions for difficulty using psychophysics prior to scanning 
each subject. New anatomical MRI scanning techniques are now becoming 
available that facilitate the automated computation of 3-layer boundary element 
models for accurate source modeling of MEG and EEG, thus affording the EEG 
view of the brain activity patterns, or combined MEG/EEG inverse solutions. The 
paradigm might be revised to randomize the stimulus duration of the 500 ms pre-
shape condition to avoid anticipation effects. In fMRI, functional localizers scans 
could run to precisely locate areas V1, MT, LO, IT and pFC. In MEG, the 
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experiment could be done twice - one in each of the preferred head positions 
needed to capture events in the frontal and occipital cortices, respectively. After 
establishing proper control experiments, newer analysis methods should be 
addressed. Although the multimodal integration methods are relatively new (Dale 
et al 2000, Fischl et al 1999b), much room exists for improvement. The dynamic 
statistical parametric mapping (dSPM) that was used assumes a number of 
things which may be problematic. Newer approaches should be developed that 
pay closer attention to the many statistical issues that are present in this 
prototypical neuroimaging study. Here, dipoles along the cortex were treated 
independently and compared to a "baseline" condition when "nothing" was being 
presented. The statistics were then generated per dipole per time point per 
subject, and then averaged across subjects and across regions-of-interest. 
Newer statistical techniques should account for the multiple comparisons and the 
within and between subject variability. Such techniques ought to consider 
"baseline" brain activity to be nonzero, and therefore to consider baseline vs. test 
comparisons no different statistically than comparing any two stimulated 
conditions in the brain. The Minimum Norm Estimation method, which is the 
inverse model used for dSPM, can introduce artificial spatial correlation in the 
brain activity patterns (Liu et al 2002); these are not presently accounted for 
either. Also, confidence intervals could be computed using bootstrapping (Darvas 
et al 2003) or other techniques. Clearly, if all these improvements were 
implemented, an even finer, more nuanced look at the details of shape 
perception would emerge. 
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APPENDIX A: Anatomical MRI Techniques 
A 1. Reconstruction of Cortical Geometry 
Structural MRI data are typically stored as a series of two-dimensional 
images, or slices. These slices make visualization of the three-dimensional 
cortical surface difficult (see Figure A 1 ). With modern software, such as with the 
Freesurfer tools (Fischl et al 1999a, Dale et al 1999) it is possible to extract the 
detailed geometry of the cortica l mantle and represent it as a triangular 
tessellation (see Figure A2). 
FIGURE A1 : Segmented brain slice, used 
to generated 30 cortical surface. Reprinted 
from Fischl et al 1999a, with permission 
from Elsevier. 
FIGURE A2: Cortical surface based on a 
tessellation computed with the Freesurfer 
software. Reprinted from Dale et al 1999, with 
permission from Elsevier. 
However, the cortical surface is highly folded, and it is difficult to see 
inside the sulci. Therefore, a technique was developed to inflate the triangulated 
cortical surface (Fischl et al 1999a, Dale et al 1999). This process has three key 
steps: segmentation, surface generation , and inflation. First, the outl ine of the 
cortex is segmented from each of the MRI slices. This outline is then used to 
compute a three-dimensional tessellation of the cortex. Finally, the surface is 
inflated until the folds of the sulci and gyri flatten. The process has been likened 
to inflating a balloon (see Figure A3). The inflation is constra ined to limit the 
metric distortion, thus preserving a good representation of the cortical surface. 
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FIGURE A3: Inflated cortical surface, generated with Freesurfer. 
Red designates sulci (concave), while green designates gyri 
(convex). This view allows visualization of activity even within 
cortical folds. Reprinted from Fischl et al 1999a, with permission 
from Elsevier. 
A2. Inter-Subject Averaging in Spherical Coordinates 
The inflation process can be continued to a sphere (see Figure A4). The 
morph from original surface to sphere attempts to preserve distances and areas. 
A value called "convexity" measures gross properties of the surface, such as 
sulci and gyri , while remaining insensitive to small noisy undulations within sulci 
(Fischl et al 1999a). The convexity values from the original surface is used to 
help align the sphere to a common coordinate system based on an average of 
many brains. The alignment is essentially a least squares minimization of the 
difference between the convexity values of the individual sphere and those of the 
averaged sphere, weighted by the variance in the population. This coordinate 
system can then be an intermediate step for inter-subject averaging (Fischl et al 
1999b), because one-to-one correspondence is established between surface 
points and the spherical coordinates. The advantage of this inter-subject 
correspondence method is that functionally similar areas are more likely to be 
mapped to common locations compared to older volumetric techniques (such as 
Talairach coordinates) which did not account for the folding patterns of the 
cortex. For example, the method is more likely to produce robust alignment of the 
central sulcus between subjects (Fischl et al 1999b). Freesurfer provides 
automatic tools to obtain spherical coordinate alignment. 
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FIGURE A4: Spherical transformation space. This image shows the mapping of an inflated brain to 
spherical coordinates. Reprinted from Fischl et al 1999b with permission of Wiley-Liss, Inc. a 
subsidiary of John Wiley & Sons, Inc. 
A3. Anatomical Atlas Based on Spherical Coordinates 
Using the inflated geometry from Freesurfer, it is possible to not only 
obtain a three-dimensional map of the cortical surface, but also to identify the 
major landmarks on that surface (Fischl et al 2004). 
This is done by making use of the curvature information of the cortical 
surface, and comparing it to a probabilistic atlas. The atlas was generated based 
on a training set of many individually labeled brains. Simply mapping the labels is 
not sufficient; the atlas technique uses a probability map associated with the 
neighboring labels as well as the curvature information. In this way, subjects with 
somewhat different neuroanatomy can still be correctly segmented into the 
appropriate anatomical labels. Figure AS shows an example of a fully labeled 
cortical surface, computed with the Freesurfer software. 
FIGURE AS: Automated atlas. Shown here is a 
left hemisphere inflated cortical surface with 
anatomical labels shown with colored regions. 
Each region is named according to anatomically 
relevant names, such as superior temporal gyrus, 
and inferior frontal sulcus and so on. 
APPENDIX 8: MEG Techniques 
81. The Forward Model 
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Brain activity can be characterized by neuronal currents, a portion of 
which are believed to be responsible for the MEG and EEG signals. To calculate 
the effect of a given neuronal current distribution currents on MEG/EEG sensors, 
one solves Maxwell's equations. In part because the useful frequency content of 
neural signals is less than 1kHz, the quasi-static approximation of Maxwell's 
equations can be used to describe the magnetic and electric fields (Hamalainen 
et al 1993). Due to the linearity of Maxwell's equations, each current source can 
be treated totally separately; the measured signals can be represented as a 
weighted sum of the fields produced by elementary sources: 
x(t)=As(t) (eq 8.1.1) 
where x ( t) is the time varying signal measured at the MEG sensors, A is the 
lead field matrix (also called the "forward operator'') and s ( t) is the time varying 
signals at the brain sources. The lead field matrix A represents the forward 
computation of the magnetic and/or electrical fields that arise due to current 
dipoles with particular orientations and locations. 
To compute the lead field matrix A, one must specify the electrical 
properties of the tissues. A good review can be found in (Mosher et al 1999). 
Given the present speed of modern computers, as well as our current lack of 
knowledge about the detailed anisotropic tissue conductivity profiles, the three-
layer boundary element model (BEM) method is considered the most suitable 
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model available. This method assumes that the only conductivity values of 
relevance are those of the brain, skull and skin, and that each tissue 
compartment exhibits a homogeneous isotropic conductivity. In the case of MEG, 
it has been shown (Hamalainen and Sarvas 1989, Okada et al 1999a, Okada et 
al1999b) that a single BEMis sufficient for reasonable approximations. 
82. Single Equivalent Current Dipoles 
Equivalent Current Dipoles (ECDs) are a method for representing a set of 
focal activity patterns. The modeling assumption is that the currents from 
neurons can be represented by a constellation of current dipole located and 
oriented in one position. 
To illustrate, imagine that a subject would be given a brief visual stimulus 
over and over again. Theory predicts that such a stimulus would result in a 
repeatable early activation of the primary visual cortex, area V1. In the ECD 
model, at the time when V1 is active, a single focal source could be rapidly fit to 
the multidimensional MEG data, and the location is expected to be in the vicinity 
of area V1. Using that localization would be of similar value to finding the 
centroid of activity in fMRI. This localization can be repeated for any time point of 
an experiment in MEG. The methodology is sometimes extended by allowing 
multiple ECDs to account for the signals measured. 
When an epileptic focus begins to spike, it generally will result in a large 
amplitude signal compared to the rest of the brain signals at that time. If so, a 
single ECD model would be ideally suited to demonstrate its location, because 
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the model will identify the one place that would have the highest probability of 
being the cause of the MEG signals measured. 
Fitting a single ECD is an iterative two stage procedure. First, given a 
position of the dipole, the least squares difference between the measured data 
and the model is minimized. Second, a new position is tried. A nonlinear search 
such as the Nelder-Mead search is useful for finding the optimal position needed. 
The orientation of the dipole is determined by the direction of the amplitude 
vector in 3 orthogonal components of the solution. 
A simple measure of how well the dipole model fits the data is called 
"goodness-of-fit" (GOF): 
( ........ )r( ........ ) _ 1_ r-m r-m g- -+T-+ (eq. 8.2.1) 
r r 
where r is a vector of measured data from MEG, while m are the corresponding 
model data predicted y the best fitting dipole. Values of g range from 0 to 1. 
Higher values, such as 0.8 and above, are more likely real focal generators. 
It should be emphasized that more complex extended sources can be 
modeled with an ECD and may result in a high G value. This touches on a 
fundamental limitation of inverse solutions to MEG: one needs to know the 
answer before one computes the answer! In practical terms, one should not rely 
on an ECD fit as the most correct model unless additional corroborating evidence 
exists to suggest it to be so. Or, one can simply assume that the model of ECD is 
most likely an oversimplification, but yet one seeks a single point to focus 
attention on -this is the case in epilepsy work-ups. 
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83. Minimum Norm Estimate (MNE) 
When modeling the various sources of noise in MEG/EEG, including noise 
from the sensors, environmental noise, and other noise, a Gaussian term n ( t) 
(with zero mean and spatial covariance matrix C) is commonly added: 
x(t)=As(t)+n(t) (eq 8.3.1) 
The challenge of solving for s ( t) given the sensor measurements x ( t) 
is called the inverse problem. For a linear solution to the inverse problem, one 
uses an inverse operator matrix W to estimate the sources: 
A 
s(t)= wx(t) (eq. 8.3.2) 
Unfortunately, the inverse problem is underdetermined because the 
number of possible sources is much larger than the number of sensors. Put 
another way, an infinite number of solutions are possible for s ( t) given a 
particular x ( t) . Therefore, additional constraints are required to solve the 
inverse problem. The distributed L2 minimum norm estimate (MNE) is one 
possible solution (Hamalainen et al 1993). Consider the minimization equation: 
(eq. 8.3.3) 
The s term is computed by minimizing the bracketed expression. The equation 
has two main terms: a whitened modeling error term, and a current strength 
penalty term. The equation uses C, the covariance matrix of the additive noise, to 
whiten the estimation error, computed as the difference of the sensor data x 
and the modeled sensor data ~ . The modeled source data is represented by s . 
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R is the source covariance matrix. Normally, R is simply a constant multiplied by 
the identity matrix, because no a priori knowledge about source covariance 
exists. Adding the penalty term renders a unique solution. An implicit 
consequence of the penalty term is to bias results towards small currents which 
are spread in spatial extent rather than larger focal currents. The minimizer of eq. 
8.3.3 is as follows: 
sMNE(t)= WX(t) (eq. 8.3.4) 
(eq. 8.3.5) 
Here, W is the inverse operator, A is the forward operator, R is the source 
covariance matrix, and C is the sensor noise covariance matrix. 
Using these equations, an estimate of the current at each dipole can be 
made for all dipoles for a particular time point. The same W matrix is used to 
estimate source strengths for all times. If these estimates are then combined with 
an anatomical MRI surface, one can generate movies of dipole activity across 
the cortical surface as a function of time. 
84. Dynamic Statistical Parametric Mapping (dSPM) 
The dSPM technique is used in the shape perception study to map raw 
MEG/EEG data to the cortical surface and obtain noise-normalized statistical 
values for levels of activity in the brain. The dSPM technique is a statistical tool 
which extends the MNE result, and computes a measure of how active a region 
is compared to baseline. 
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Let us first consider the case where the dipole orientations are fixed within 
each source location. Compute a z-score that compares a source value to noise. 
That z-score asks how different is the source estimate, s , from the modeled 
source noise distribution. The distribution is assumed to be Gaussian, and can 
be characterized by the standard deviation of the signal estimated at the source 
location due to the sensor noise. 
s=w i(t) (eq. 8.4.1) 
(eq. 8.4.2) 
Implicit in this equation is the idea that the noise represented by the 
sensor noise covariance matrix C can be thought of as arising from cortical 
sources, regardless of if that is true or not. To account for three orientations, one 
assumes that the three orthogonal directions contain independent Gaussian 
distributed signals. 
The full equation is: 
(eq. 8.4.3) 
For a given measurement x(t) , and w1 , a row vector from the jth row 
of the inverse operator matrix W, and the sensor noise covariance matrix C, the 
dSPM value is given. The summation terms are merely to sum the three 
orthogonal directions possible for each source location considered. The 
numerator and denominator of 8.4.2 each represent a chi-squared random 
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variable, and the complete equation represents a statistical test. Under the null 
hypothesis, the signal follows an F distribution. If the value exceeds some 
threshold (depending on the degrees of freedom), then the null hypothesis can 
be rejected. The null hypothesis in this case would be that there exists 
statistically significant activity at this dipole compared to the baseline condition 
(which was used to generate noise covariance matrix C). The degrees of 
freedom are 3 for the numerator, and the number of time points in the baseline 
times 3 for the denominator. 
Dale and others (Dale et al 2000) demonstrated that using dSPM leads to 
noise-normalized activity maps. This means that although some sources may be 
deeper in the brain, and therefore their relative signal-to-noise ratio may be lower 
than more superficial sources, using dSPM compensates for that effect. 
Therefore, it is possible to compare dSPM values between regions of the brain. 
Another advantage of dSPM is that it accounts for the difference between noise 
and signal of interest. In this way, dSPM permits the investigator to ask questions 
about when certain regions of the brain are active after a specific event occurs. 
85. Using fMRI to Constrain MEG Solutions 
The shape perception study added functional MRI to the MEG inverse 
operator so that it could be act as a spatial constraint on the data. Recall eq. 
8.3.5 from section 83, where we wrote the equation for the inverse operator of 
the MNE solution: 
W=R AT(ARAT +Cr1 (eq. 8.5.1) 
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W is the inverse operator, R is the dipole source covariance, A is the 
forward operator (or lead field matrix), and C is the sensor covariance matrix. 
Ordinarily, R is a constant multiplied by the identity matrix for lack of better priors. 
When suitable fMRI data is available, higher values can be assigned to the 
diagonal elements that correspond to dipole sources which also have fMRI 
activity at those locations, and lower values can be assigned to those dipoles 
which do not have significant fMRI activity at their locations. In this way, the 
inverse operator obtains a bias for certain source locations and a bias against 
others. Monte Carlo simulations (Liu et al 1998) suggest that using a value of 0.9 
for the fMRI active regions and 0.1 for the fMRI inactive regions represents the 
best compromise given the many factors involved in correctly weighting the MNE 
solution. Numerically, this is equivalent to saying that there is a 90% chance that 
the activity arose from the fMRI active regions, and 10% chance that the activity 
arose elsewhere. 
86. Magnetometers and Gradiometers 
MEG is routinely collected using SQUID sensors coupled to flux 
transformers. The flux transformers include superconducting pickup coils that 
measure the magnetic fields. Their noise contribution is negligible because they 
are superconducting (Vrba and Robinson 2001 ). The shape of the pickup coils 
plays a major role in the sensitivity of a MEG sensor. The simplest, a single loop 
(see Figure 81), measures the flux within the loop. Because it directly measure 
of the magnetic field in a region, this is called a magnetometer. Combining two 
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magnetometers with inverted polarity (Figure 81) measures of the spatial 
gradient in the magnetic field -a gradiometer. 
FIGURE 81: Magnetometers and 
gradiometers. Flux transformers 
for MEG are commonly designed 
with a single loop (left) for a 
magnetometer or pair of loops with 
opposing polarity (right) for a 
g radiometer. 
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Most modern MEG systems use gradiometers in a planar or axial 
orientation, and some also include magnetometers. Magnetometers are used 
less commonly because they are more susceptible to environmental noise and 
distant magnetic sources, such as signals from the heart depolarizations. 
Conversely, gradiometers are insensitive to homogeneous fields from distant 
sources, yet they still detect local field changes (Hamalainen et al 1993). For this 
reason, many MEG systems do not include magnetometers at all. Off-line noise 
reduction methods (Teche et al 1995, Taulu and Kajola 2005, Taulu et al 2005) 
can be employed to overcome the difficulties of using magnetometers. The 
Vectorview™ system (Eiekta-Neuromag, Helsinki, Finland) used in this thesis 
measures 1 02 locations, each comprising 2 orthogonal planar gradiometers and 
1 magnetometer. 
113 
REFERENCES 
Ahlfors SP, Simpson GV, Dale AM, Belliveau JW, Liu AK, Korvenoja A, Virtanen 
J, Huotilainen M, Tootell RB, Aronen HJ and others. (1999): 
Spatiotemporal activity of a cortical network for processing visual motion 
revealed by MEG and fMRI. J Neurophysiol 82(5):2545-55. 
Angelucci A, Bullier J. (2003): Reaching beyond the classical receptive field of V1 
neurons: horizontal or feedback axons? J Physiol Paris 97(2-3):141-54. 
Antervo A, Hari R, Katila T, Ryhanen T, Seppanen M. (1985): Magnetic fields 
produced by eye blinking. Electroencephalogr Clin Neurophysiol 
61 (4):247-53. 
Babiloni F, Babiloni C, Carducci F, Romani GL, Rossini PM, Angelone LM, 
Cincotti F. (2004): Multimodal integration of EEG and MEG data: a 
simulation study with variable signal-to-noise ratio and number of sensors. 
Hum Brain Mapp 22(1 ):52-62. 
Babiloni F, Mattia D, Babiloni C, Astolfi L, Salinari S, Basilisco A, Rossini PM, 
Marciani MG, Cincotti F. (2004): Multimodal integration of EEG, MEG and 
fMRI data for the solution of the neuroimage puzzle. Magn Reson Imaging 
22(1 0):1471-6. 
Balliet S, Mosher JC, Leahy RM. (2001): Electromagnetic brain mapping. IEEE 
Signal Processing Magazine 18(6):14-30. 
Bar M. (2003): A cortical mechanism for triggering top-down facilitation in visual 
object recognition. J Cogn Neurosci 15(4):600-9. 
Bar M, Tootell RB, Schacter DL, Greve DN, Fischl B, Mendola JD, Rosen BR, 
Dale AM. (2001): Cortical mechanisms specific to explicit visual object 
recognition. Neuron 29(2):529-35. 
Barkley GL. (2004): Controversies in neurophysiology. MEG is superior to EEG 
in localization of interictal epileptiform activity: Pro. Clin Neurophysiol 
115(5):1001-9. 
Barkley GL, Baumgartner C. (2003): MEG and EEG in epilepsy. J Clin 
Neurophysiol 20(3):163-78. 
114 
Baumgartner C. (2000): Clinical applications of magnetoencephalography. J Clin 
Neurophysiol 17(2): 175-6. 
Baumgartner C. (2004): Controversies in clinical neurophysiology. MEG is 
superior to EEG in the localization of interictal epileptiform activity: Con. 
Clin Neurophysiol 115(5): 1 010-20. 
Baumgartner C, Pataraia E, Lindinger G, Deecke L. (2000): Neuromagnetic 
recordings in temporal lobe epilepsy. J Clin Neurophysiol17(2):177-89. 
Bayerl P, Neumann H. (2004): Disambiguating visual motion through contextual 
feedback modulation. Neural Comput 16(1 0):2041-66. 
Beauchamp MS, Cox RW, DeYoe EA. (1997): Graded effects of spatial and 
featural attention on human area MT and associated motion processing 
areas. J Neurophysiol78(1):516-20. 
Beers MH, Berkow R, editors. 1999. The Merck Manual of Diagnosis and 
Therapy: John Wiley & Sons. 2833 p. 
Belliveau JW, Kennedy ON, Jr., McKinstry RC, Buchbinder BR, Weisskoff RM, 
Cohen MS, Vevea JM, Brady TJ, Rosen BR. (1991): Functional mapping 
of the human visual cortex by magnetic resonance imaging. Science 
254(5032):716-9. 
Berger H. (1929): Ueber das Elektroenkephalogramm des Menschen. Archiv fur 
Psychiatrie und Nervenkrankehelten 87:527-570. 
Berger H. (1969): On the electroencephalogram of man. Electroencephalogr Clin 
Neurophysioi:Suppl 28:37+. 
Besl PJ, McKay NO. (1992): A Method for Registration of 3-0 Shapes. IEEE 
Transactions on Pattern Analysis and Machine Intelligence 14(2):239-
256. 
Biederman I, Gerhardstein PC, Cooper EE, Nelson CA. (1997): High level object 
recognition without an anterior inferior temporal lobe. Neuropsychologia 
35(3):271-87. 
Blakemore SJ, Wolpert 0, Frith C. (2000): Why can't you tickle yourself? 
Neuroreport 11(11):R11-6. 
115 
Braddick 0. (1997): Local and global representations of velocity: transparency, 
opponency, and global direction perception. Perception 26(8):995-1 010. 
Brainard DH. (1997): The Psychophysics Toolbox. Spat Vis 10(4):433-6. 
Bramanti P, Grugno R, Vitetta A, DiBella P, Muscara N, Nappi G. (2005): 
Migraine with and without aura: electrophysiological and functional 
neuroimaging evidence. Funct Neurol 20(1 ):29-32. 
Brand G, Mil lot JL, Henquell D. (2001 ): Complexity of olfactory lateralization 
processes revealed by functional imaging: a review. Neurosci Biobehav 
Rev 25(2):159-66. 
Britten KH, Newsome wr, Saunders RC. (1992): Effects of inferotemporal cortex 
lesions on form-from-motion discrimination in monkeys. Exp Brain Res 
88(2) :292-302. 
Bullier J, Nowak LG. (1995): Parallel versus serial processing: new vistas on the 
distributed organization of the visual system. Curr Opin Neurobiol 
5(4):497-503. 
Bunde M, Kaneoke Y, lnao S, Yoshida J, Nakamura A, Kakigi R. (2000): Human 
visual motion areas determined individually by magnetoencephalography 
and 3D magnetic resonance imaging. Hum Brain Mapp 11 (1 ):33-45. 
Burr DC, Ross J. (2002): Direct evidence that "speed lines" influence motion 
mechanisms. J Neurosci 22(19):8661-4. 
Bushong SC. 1996. Magnetic Resonance Imaging. Saint Louis: Mosby-Year 
Book. 497 p. 
Calvert GA. (2001 ): Crossmodal processing in the human brain: insights from 
functional neuroimaging studies. Cereb Cortex 11 (12):111 0-23. 
Carlyon RP. (2004): How the brain separates sounds. Trends Cogn Sci 
8(1 0):465-71. 
Celebrini S, Newsome wr. (1994): Neuronal and psychophysical sensitivity to 
motion signals in extrastriate. J Neurosci 14(7):41 09-24. 
Clavagnier S, Falchier A, Kennedy H. (2004): Long-distance feedback 
projections to area V1: implications for multisensory integration, spatial 
awareness, and visual consciousness. Cogn Affect Behav Neurosci 
4(2):117-26. 
116 
Clifford CW, Beardsley SA, Vaina LM. (1999): The perception and discrimination 
of speed in complex motion. Vision Res 39(13):2213-27. 
Cobb WA, editor. 1983. IFCN Recommendations for the practice of clinical 
neurophysiology. Amsterdam: Elsevier. 
Cohen D. (1968): Magnetoencephalography: evidence of magnetic fields 
produced by alpha-rhythm currents. Science 161 (843):784-6. 
Cohen D. (1972): Magnetoencephalography: detection of the brain's electrical 
activity with a superconducting magnetometer. Science 175(22):664-6. 
Cohen D. (1972): Magnetoencephalography: detection of the brain's electrical 
activity with a superconducting magnetometer. Science 175(22):664-6. 
Cohen D, Guffin BN. (1983): Demonstration of useful differences between 
magnetoencephalogram and electroencephalogram. Electroencephalogr 
Clin Neurophysiol 56(1 ):38-51. 
Cohen D, Guffin BN, Yunokuchi K, Maniewski R, Purcell C, Cosgrove GR, lves J, 
Kennedy JG, Schomer DL. (1990): MEG versus EEG localization test 
using implanted sources in the human brain. Ann Neurol28(6):811-7. 
Costa EJ, Cabral EF, Jr. (2000): EEG-based discrimination between imagination 
of left and right hand movements using Adaptive Gaussian 
Representation. Med Eng Phys 22(5):345-8. 
Cowey A, Vaina LM. (2000): Blindness to form from motion despite intact static 
form perception and motion detection. Neuropsychologia 38(5):566-78. 
Crouzeix A, Yvert B, Bertrand 0, Pernier J. (1999): An evaluation of dipole 
reconstruction accuracy with spherical and realistic head models in MEG. 
Clin Neurophysiol 11 0(12):2176-88. 
Guffin BN, Cohen D. (1979): Comparison of the magnetoencephalogram and 
electroencephalogram. Electroencephalogr Clin Neurophysiol 47(2):132-
46. 
Guffin BN, Schomer DL, lves JR, Blume H. (2001): Experimental tests of EEG 
source localization accuracy in realistically shaped head models. Clin 
Neurophysiol 112(12):2288-92. 
117 
Guffin BN, Schomer DL, lves JR, Blume H. (2001): Experimental tests of EEG 
source localization accuracy in spherical head models. Clin Neurophysiol 
112(1 ):46-51. 
Dakin SC. (1997): The detection of structure in glass patterns: psychophysics 
and computational models. Vision Res 37(16):2227-46. 
Dale AM, Fischl B, Sereno MI. (1999): Cortical surface-based analysis. I. 
Segmentation and surface reconstruction. Neuroimage 9(2):179-94. 
Dale AM, Liu AK, Fischl BR, Buckner RL, Belliveau JW, Lewine JD, Halgren E. 
(2000): Dynamic statistical parametric mapping: combining fMRI and MEG 
for high-resolution imaging of cortical activity. Neuron 26(1 ):55-67. 
Dale AM, Sereno MI. (1993): Improved localization of cortical activity by 
combining EEG and MEG with MRI cortical surface reconstruction: a 
linear approach. Journal of Cognitive Neuroscience 5:162-176. 
Darvas F, Rautiainen M, Pantazis D, Baillet S, Benali H, Mosher JC, Garnero L, 
Leahy RM. (2005): Investigations of dipole localization accuracy in MEG 
using the bootstrap. Neuroimage 25(2):355-68. 
David 0, Harrison L, Friston KJ. (2005): Modelling event-related responses in the 
brain. Neuroimage 25(3):756-70. 
de Jongh A, de Munck JC, Goncalves Sl, Ossenblok P. (2005): Differences in 
MEG/EEG epileptic spike yields explained by regional differences in 
signal-to-noise ratios. J Clin Neurophysiol 22(2):153-8. 
de Munck JC, Vijn PC, Lopes da Silva FH. (1992): A random dipole model for 
spontaneous brain activity. IEEE Trans Biomed Eng 39(8):791-804. 
deCharms RC, Maeda F, Glover GH, Ludlow D, Pauly JM, Soneji D, Gabrieli JD, 
Mackey SC. (2005): Control over brain activation and pain learned by 
using real-time functional MRI. Proc Natl Acad Sci US A 102(51):18626-
31. 
Di Salle F, Esposito F, Scarabino T, Formisano E, Marciano E, Saulino C, Cirillo 
S, Elefante R, Scheffler K, Seifritz E. (2003): fMRI of the auditory system: 
118 
understanding the neural basis of auditory gestalt. Magn Reson Imaging 
21 (1 0):1213-24. 
Dong H, Wang Q, Valkova K, Gonchar Y, Burkhalter A. (2004): Experience-
dependent development of feedforward and feedback circuits between 
lower and higher areas of mouse visual cortex. Vision Res 44(28):3389-
400. 
Ebersole JS, Pedley TA, editors. 2002. Current Practice of Clinical 
Electroenchalography. Philadelphia: Lippincott Williams & Wilkins. 974 p. 
Einthoven W. (1895): Ober den Einfluss des Leitungswiderstandes auf die 
Geschwindigkeit der Quecksilberbewegungen in Lippmann's 
Capillarelektrometer. Archiv tor die gesamte Physiologie des Menschen 
und der Tiere 60:91-100. 
Einthoven W. 1965. December 11, 1925 Nobel Lecture: The String 
Galvanometer and the Measurement of the Action Currents of the Heart. 
Nobel Lectures, Physiology or Medicine 1922-1941. Amsterdam: Elsevier 
Publishing Company. p 94-111. 
Ettlinger G. (1990): "Object vision" and "spatial vision": the neuropsychological 
evidence for the distinction. Cortex 26(3):319-41. 
Fangmeier T, Knauff M, Ruff CC, Sloutsky V. (2006): FMRI evidence for a three-
stage model of deductive reasoning. J Cogn Neurosci 18(3):320-34. 
Felleman DJ, Van Essen DC. (1991 ): Distributed hierarchical processing in the 
primate cerebral cortex. Cereb Cortex 1 (1 ):1-47. 
Fellin T, Pascual 0, Gobbo S, Pozzan T, Haydon PG, Carmignoto G. (2004): 
Neuronal synchrony mediated by astrocytic glutamate through activation 
of extrasynaptic NMDA receptors. Neuron 43(5):729-43. 
Fischl B, Liu A, Dale AM. (2001): Automated manifold surgery: constructing 
geometrically accurate and topologically correct models of the human 
cerebral cortex. IEEE Trans Med Imaging 20(1 ):70-80. 
Fischl B, Sereno Ml, Dale AM. (1999): Cortical surface-based analysis. II: 
Inflation, flattening, and a surface-based coordinate system. Neuroimage 
9(2): 195-207. 
119 
Fischl B, Sereno Ml, Tootell RB, Dale AM. (1999): High-resolution intersubject 
averaging and a coordinate system for the cortical surface. Hum Brain 
Mapp 8(4):272-84. 
Fischl B, van der Kouwe A, Destrieux C, Halgren E, Segonne F, Salat DH, Busa 
E, Seidman LJ, Goldstein J, Kennedy D and others. (2004): Automatically 
parcellating the human cerebral cortex. Cereb Cortex 14(1 ): 11-22. 
Fisher H, AronA, Brown LL. (2005): Romantic love: an fMRI study of a neural 
mechanism for mate choice. J Comp Neural 493(1 ):58-62. 
Fuchs M, Wagner M, Kastner J. (2001): Boundary element method volume 
conductor models for EEG source reconstruction. Clin Neurophysiol 
112(8):1400-7. 
Fuchs M, Wagner M, Wischmann HA, Kohler T, Theissen A, Drenckhahn R, 
Buchner H. (1998): Improving source reconstructions by combining 
bioelectric and biomagnetic data. Electroencephalogr Clin Neurophysiol 
1 07(2):93-111. 
Giaschi D, Regan D. (1997): Development of motion-defined figure-ground 
segregation in preschool and. Optom Vis Sci 74(9):761-7. 
Goldenholz D, Vaina LM, Hamalainen MS, Sharon D, Ahlfors SP, lshitobi M, SM. 
S. (2006 in submission): Mapping the Signal-To-Noise-Ratios for 
Magnetoencephalography and Electroencephalography and the 
Implications for Epilepsy and Brain Mapping. Human Brain Mapping. 
Goldenholz D, Vaina LM, Hamalainen MS, Sharon D, Ahlfors SP, lshitobi M, SM. 
S. (2006 in submission): Multimodal Imaging of Shape Perception Using 
Shape-from-Motion, Shape-from-Texture and Shape-from-Luminance 
Stimuli. Brain Research. 
Goldman Rl, Stern JM, Engel J, Jr., Cohen MS. (2002): Simultaneous EEG and 
fMRI of the alpha rhythm. Neuroreport 13(18):2487-92. 
Goncalves S, de Munck JC, Heethaar RM, Lopes da Silva FH, van Dijk BW. 
(2000): The application of electrical impedance tomography to reduce 
systematic errors in the EEG inverse problem--a simulation study. Physiol 
Meas 21 (3):379-93. 
Greenlee MW. (2000): Human cortical areas underlying the perception of optic 
flow: brain imaging studies. lnt Rev Neurobiol44:269-92. 
Grieve PG, Emerson RG, Isler JR, Stark Rl. (2004): Quantitative analysis of 
spatial sampling error in the infant and adult electroencephalogram. 
Neuroimage 21(4):1260-74. 
Griffiths TD. (2001 ): The neural processing of complex sounds. Ann N Y Acad 
Sci 930:133-42. 
Grill-Spector K, Kushnir T, Edelman S, ltzchak Y, Malach R. (1998): Cue-
invariant activation in object-related areas of the human occipital lobe. 
Neuron 21(1):191-202. 
120 
Grill-Spector K, Kushnir T, Hendler T, Edelman S, ltzchak Y, Malach R. (1998): A 
sequence of object-processing stages revealed by fMRI in the human 
occipital lobe. Hum Brain Mapp 6(4):316-28. 
Gulyas B, Cowey A, Heywood CA, Popplewell D, Roland PE. (1998): Visual form 
discrimination from texture cues: a PET study. Hum Brain Mapp 6(3): 115-
27. 
Gulyas B, Heywood CA, Popplewell DA, Roland PE, Cowey A. (1994): Visual 
form discrimination from color or motion cues: functional anatomy by 
positron emission tomography. Proc Natl Acad Sci U SA 91 (21 ):9965-9. 
Gulyas B, Roland PE. (1994): Processing and analysis of form, colour and 
binocular disparity in the human brain: functional anatomy by positron 
emission tomography. Eur J Neurosci 6(12):1811-28. 
Gulyas B, Roland PE, Heywood CA, Popplewell DA, Cowey A. (1994): Visual 
form discrimination from luminance or disparity cues: functional anatomy 
by PET. Neuroreport 5(17):2367-71. 
Halgren E, Mendola J, Chong CD, Dale AM. (2003): Cortical activation to illusory 
shapes as measured with. Neuroimage 18(4):1001-9. 
Hamalainen MS, Hari R, llmoniemi RJ, Knuutila J, Lounasmaa 0. (1993): 
Magnetoencephalography-theory, instrumentation, and applications to 
noninvasive studies of the working human brain. Review of Modern 
Physics 65:1-93. 
Hamalainen MS, llmoniemi RJ. 1984. Interpreting measured magnetic fields of 
the brain: estimates of current distributions. Tech. Rep. TKK-F-A559. 
Espoo: Helsinki University of Technology. 
121 
Hamalainen MS, Sarvas J. (1989): Realistic conductivity geometry model of the 
human head for interpretation of neuromagnetic data. IEEE Trans Biomed 
Eng 36(2):165-71. 
Heim S. (2005): The structure and dynamics of normal language processing: 
insights from neuroimaging. Acta Neurobiol Exp (Wars) 65(1 ):95-116. 
Heinen K, Jolij J, Lamme VA. (2005): Figure-ground segregation requires two 
distinct periods of activity in V1: a transcranial magnetic stimulation study. 
Neuroreport 16(13):1483-1487. 
Henkin Rl, Levy LM. (2002): Functional MRI of congenital hyposmia: brain 
activation to odors and imagination of odors and tastes. J Comput Assist 
Tomogr 26(1):39-61. 
Hillebrand A, Barnes GR. (2002): A quantitative assessment of the sensitivity of 
whole-head MEG to activity in the adult human cortex. Neuroimage 16(3 
Pt 1 ):638-50. 
Hollinger P, Beisteiner R, Lang W, Lindinger G, Berthoz A. (1999): Mental 
representations of movements. Brain potentials associated with 
imagination of eye movements. Clin Neurophysiol 11 0(5):799-805. 
Hubel DH, Wiesel TN. (1968): Receptive fields and functional architecture of 
monkey striate cortex. J Physiol 195(1 ):215-43. 
Huizenga HM, van Zuijen TL, Heslenfeld DJ, Molenaar PC. (2001 ): Simultaneous 
MEG and EEG source analysis. Phys Med Biol46(7):1737-51. 
Humphrey GK, Goodale MA, Bowen CV, Gati JS, Vilis T, Rutt BK, Menon RS. 
(1997): Differences in perceived shape from shading correlate with activity 
in. Curr Bioi 7(2):144-7. 
lm CH, An KO, Jung HK, Kwon H, Lee YH. (2003): Assessment criteria for 
MEG/EEG cortical patch tests. Phys Med Biol48(15):2561-73. 
loannides AA, Fenwick PB. (2005): Imaging cerebellum activity in real time with 
magnetoencephalographic data. Prog Brain Res 148:139-50. 
Iwasaki M, Pestana E, Burgess RC, Luders HO, Shamoto H, Nakasato N. 
(2005): Detection of epileptiform activity by human interpreters: blinded 
comparison between electroencephalography and 
magnetoencephalography. Epilepsia 46(1 ):59-68. 
Jaillard A, Martin CD, Garambois K, Lebas JF, Hommel M. (2005): Vicarious 
function within the human primary motor cortex? A longitudinal fMRI 
stroke study. Brain 128(Pt 5):1122-38. 
122 
Johansen-Berg H, Lloyd OM. (2000): The physiology and psychology of selective 
attention to touch. Front Biosci 5:0894-904. 
John ER. (2002): The neurophysics of consciousness. Brain Res Brain Res Rev 
39(1}:1-28. 
Joseph JE, Farley AB. (2004): Cortical regions associated with different aspects 
of object recognition performance. Cogn Affect Behav Neurosci 4(3):364-
78. 
Juan CH, Campana G, Walsh V. (2004): Cortical interactions in vision and 
awareness: hierarchies in reverse. Prog Brain Res 144:117-30. 
Kaiser J, Lutzenberger W. (2005): Cortical oscillatory activity and the dynamics of 
auditory memory processing. Rev Neurosci 16(3):239-54. 
Kakigi R, Hoshiyama M, Shimojo M, Naka D, Yamasaki H, Watanabe S, Xiang J, 
Maeda K, Lam K, ltomi K and others. (2000): The somatosensory evoked 
magnetic fields. Prog Neurobiol 61 (5):495-523. 
Kakigi R, Nakata H, lnui K, Hiroe N, Nagata 0, Honda M, Tanaka S, Sadato N, 
Kawakami M. (2005): Intracerebral pain processing in a Yoga Master who 
claims not to feel pain during meditation. Eur J Pain 9(5):581-9. 
Kakigi R, Nakata H, lnui K, Hiroe N, Nagata 0, Honda M, Tanaka S, Sadato N, 
Kawakami M. (2005): Intracerebral pain processing in a Yoga Master who 
claims not to feel pain during meditation. Eur J Pain 9(5):581-9. 
Kawakami 0, Kaneoke Y, Maruyama K, Kakigi R, Okada T, Sadato N, Yonekura 
Y. (2002): Visual detection of motion speed in humans: spatiotemporal 
analysis by fMRI and MEG. Hum Brain Mapp 16(2):104-18. 
Kersten D, Yuille A. (2003): Bayesian models of object perception. Curr Opin 
Neurobiol 13(2): 150-8. 
Kim PE, Singh M. (2003): Functional magnetic resonance imaging for brain 
mapping in neurosurgery. Neurosurg Focus 15(1):E1. 
Kineses WE, Braun C, KaiserS, Grodd W, Ackermann H, Mathiak K. (2003): 
123 
Reconstruction of extended cortical sources for EEG and MEG based on a 
Monte-Carlo-Markov-chain estimator. Hum Brain Mapp 18(2):100-10. 
Kissler J, Muller MM, Fehr T, Rockstroh B, Elbert T. (2000): MEG gamma band 
activity in schizophrenia patients and healthy subjects in a mental 
arithmetic task and at rest. Clin Neurophysiol 111 (11 ):2079-87. 
Knake S, Halgren E, Shiraishi H, Hara K, Hamer HM, Grant PE, Carr VA, Foxe 
D, Camposano S, Busa E and others. (2006): The value of multichannel 
MEG and EEG in the presurgical evaluation of 70 epilepsy patients. 
Epilepsy Res 69(1 ):80-86. 
Kobatake E, Tanaka K. (1994): Neuronal selectivities to complex object features 
in the ventral visual pathway of the macaque cerebral cortex. J 
Neurophysiol 71 (3):856-67. 
Kourtzi Z, Bulthoff HH, Erb M, Grodd W. (2002): Object-selective responses in 
the human motion area MT/MST. Nat Neurosci 5(1):17-8. 
Kourtzi Z, Kanwisher N. (2000): Cortical regions involved in perceiving object 
shape. J Neurosci 20(9):3310-8. 
Kourtzi Z, Kanwisher N. (2001 ): Representation of perceived object shape by the 
human lateral occipital complex. Science 293(5534): 1506-9. 
Krekelberg B, Vatakis A, Kourtzi Z. (2005): Implied Motion from Form in the 
Human Visual Cortex. J Neurophysiol. 
Kwong KK, Belliveau JW, Chesler DA, Goldberg IE, Weisskoff RM, Poncelet BP, 
Kennedy ON, Hoppel BE, Cohen MS, Turner Rand others. (1992): 
Dynamic magnetic resonance imaging of human brain activity during 
primary sensory stimulation. Proc Natl Acad Sci US A 89(12):5675-9. 
Lam K, Kaneoke Y, Gunji A, Yamasaki H, Matsumoto E, Naito T, Kakigi R. 
(2000): Magnetic response of human extrastriate cortex in the detection of 
coherent and incoherent motion. Neuroscience 97(1 ): 1-10. 
124 
Lantz G, Grave de Peralta R, Spinelli L, Seeck M, Michel CM. (2003): Epileptic 
source localization with high density EEG: how many electrodes are 
needed? Clin Neurophysiol 114(1 ):63-9. 
Laufs H, Kleinschmidt A, Beyerle A, Eger E, Salek-Haddadi A, Preibisch C, 
Krakow K. (2003): EEG-correlated fMRI of human alpha activity. 
Neuroimage 19(4):1463-76. 
Lazar SW, Bush G, Gollub RL, Fricchione GL, Khalsa G, Benson H. (2000): 
Functional brain mapping of the relaxation response and meditation. 
Neuroreport 11(7):1581-5. 
Lazar SW, Kerr CE, Wasserman RH, Gray JR, Greve ON, Treadway MT, 
McGarvey M, Quinn BT, Dusek JA, Benson Hand others. (2005): 
Meditation experience is associated with increased cortical thickness. 
Neuroreport 16(17):1893-7. 
Leahy RM, Mosher JC, Spencer ME, Huang MX, Lewine JD. (1998): A study of 
dipole localization accuracy for MEG and EEG using a human skull 
phantom. Electroencephalogr Clin Neurophysiol 1 07(2): 159-73. 
Leijten FS, Huiskamp GJ, Hilgersom I, Van Huffelen AC. (2003): High-resolution 
source imaging in mesiotemporal lobe epilepsy: a comparison between 
MEG and simultaneous EEG. J Clin Neurophysiol 20(4):227-38. 
Lesser RP. (2004): MEG: good enough. Clin Neurophysiol115(5):995-7. 
Lin YY, Forss N. (2002): Functional characterization of human second 
somatosensory cortex by magnetoencephalography. Behav Brain Res 
135(1-2): 141-5. 
Lin YY, Shih YH, Hsieh JC, Yu HY, Yiu CH, Wong TT, Yeh TC, Kwan SY, HoLT, 
Yen OJ and others. (2003): Magnetoencephalographic yield of interictal 
spikes in temporal lobe epilepsy. Comparison with scalp EEG recordings. 
Neuroimage 19(3): 1115-26. 
Liu AK, Belliveau JW, Dale AM. (1998): Spatiotemporal imaging of human brain 
activity using functional MRI constrained magnetoencephalography data: 
Monte Carlo simulations. Proc Natl Acad Sci U SA 95(15):8945-50. 
Liu AK, Dale AM, Belliveau JW. (2002): Monte Carlo simulation studies of EEG 
and MEG localization accuracy. Hum Brain Mapp 16(1):47-62. 
Logothetis NK, Pauls J, Augath M, Trinath T, Oeltermann A. (2001 ): 
Neurophysiological investigation of the basis of the fMRI signal. Nature 
412(6843): 150-7. 
Logothetis NK, Pauls J, Poggio T. (1995): Shape representation in the inferior 
temporal cortex of monkeys. Curr Bioi 5(5):552-63. 
125 
Lopes da Silva FH, Wieringa HJ, Peters MJ. (1991): Source localization of EEG 
versus MEG: empirical comparison using visually evoked responses and 
theoretical considerations. Brain Topogr 4(2):133-42. 
Lorenz J, Hauck M, Paur RC, Nakamura Y, Zimmermann R, Bromm B, Engel 
AK. (2005): Cortical correlates of false expectations during pain intensity 
judgments--a possible manifestation of placebo/nocebo cognitions. Brain 
Behav lmmun 19(4):283-95. 
Lu ZL, Williamson SJ. (1991 ): Spatial extent of coherent sensory-evoked cortical 
activity. Exp Brain Res 84(2):411-6. 
Magnussen S, Greenlee MW. (1999): The psychophysics of perceptual memory. 
Psychol Res 62(2-3):81-92. 
Malach R, Reppas JB, Benson RR, Kwong KK, Jiang H, Kennedy WA, Ledden 
PJ, Brady T J, Rosen BR, Tootell RB. (1995): Object-related activity 
revealed by functional magnetic resonance imaging in human occipital 
cortex. Proc Natl Acad Sci US A 92(18):8135-9. 
Malmivuo J, Suihko V, Eskola H. (1997): Sensitivity distributions of EEG and 
MEG measurements. IEEE Trans Biomed Eng 44(3):196-208. 
Malmivuo JA, Suihko VE. (2004): Effect of skull resistivity on the spatial 
resolutions of EEG and MEG. IEEE Trans Biomed Eng 51 (7):1276-80. 
Mancini M, Madden BC, Emerson RC. (1990): White noise analysis of temporal 
properties in simple receptive fields of cat cortex. Bioi Cybern 63(3):209-
19. 
Manley CH. (1993): Psychophysiological effect of odor. Crit Rev Food Sci Nutr 
33(1):57-62. 
Manshanden I, De Munck JC, Simon NR, Lopes da Silva FH. (2002): Source 
localization of MEG sleep spindles and the relation to sources of alpha 
126 
band rhythms. Clin Neurophysiol113(12):1937-47. 
Marinkovic K. (2004): Spatiotemporal dynamics of word processing in the human 
cortex. Neuroscientist 1 0(2): 142-52. 
Marinkovic K, Cox B, Reid K, Halgren E. (2004): Head position in the MEG 
helmet affects the sensitivity to anterior sources. Neural Clin Neurophysiol 
2004:30. 
Maruyama K, Kaneoke Y, Watanabe K, Kakigi R. (2002): Human cortical 
responses to coherent and incoherent motion as measured by 
magnetoencephalography. Neurosci Res 44(2): 195-205. 
Matsuura K, Okabe Y. (1997): A robust reconstruction of sparse biomagnetic 
sources. IEEE Trans Biomed Eng 44(8):720-6. 
Mayo Clinic Department of Neurology. 1981. Clinical Examinations In Neurology: 
W. B. Saunders Co. 384 p. 
Meinzer M, Elbert T, Wienbruch C, Djundja D, Barthel G, Rockstroh B. (2004): 
Intensive language training enhances brain plasticity in chronic aphasia. 
BMC Bioi 2(1 ):20. 
Melcher JR, Cohen D. (1988): Dependence of the MEG on dipole orientation in 
the rabbit head. Electroencephalogr Clin Neurophysiol 70(5):460-72. 
Milne AA. 2001. The Complete Tales and Poems ofWinnie-the-Pooh/WTP. New 
York: Dutton Children's Books. 
Mishkin M, Ungerleider LG. (1982): Contribution of striate inputs to the 
visuospatial functions of parieto-preoccipital cortex in monkeys. Behav 
Brain Res 6(1 ):57-77. 
Mizuhara H, Wang LQ, Kobayashi K, Yamaguchi Y. (2005): Long-range EEG 
phase synchronization during an arithmetic task indexes a coherent 
cortical network simultaneously measured by fMRI. Neuroimage 
27(3):553-63. 
Moritz C, Haughton V. (2003): Functional MR imaging: paradigms for clinical 
preoperative mapping. Magn Reson Imaging Clin N Am 11 (4):529-42, v. 
Morrone MC, Tosetti M, Montanaro D, Fiorentini A, Ciani G, Burr DC. (2000): A 
127 
cortical area that responds specifically to optic flow, revealed by fMRI. Nat 
Neurosci 3(12): 1322-8. 
Moscovitch M, Rosenbaum RS, Gilboa A, Addis DR, Westmacott R, Grady C, 
McAndrews MP, Levine B, BlackS, Winocur G and others. (2005): 
Functional neuroanatomy of remote episodic, semantic and spatial 
memory: a unified account based on multiple trace theory. J Anat 
207(1 ):35-66. 
Mosher JC, Leahy RM. (1999a): Source localization using recursively applied 
and projected (RAP) MUSIC. Signal Processing, IEEE Transactions on 
47(2):332- 340. 
Mosher JC, Leahy RM, Lewis PS. (1999b): EEG and MEG: forward solutions for 
inverse methods. IEEE Trans Biomed Eng 46(3):245-59. 
Mosher JC, Lewis PS, Leahy RM. (1992): Multiple dipole modeling and 
localization from spatia-temporal MEG data. IEEE Trans Biomed Eng 
39(6):541-57. 
Naito T, Kaneoke Y, Osaka N, Kakigi R. (2000): Asymmetry of the human visual 
field in magnetic response to apparent motion. Brain Res 865(2):221-6. 
Newsome WT, Britten KH, Movshon JA. (1989): Neuronal correlates of a 
perceptual decision. Nature 341 (6237):52-4. 
Nunez PL. 1981. Electric Fields of the Brain. New York: Oxford University. 
Ogawa S, Tank OW, Menon R, Ellermann JM, Kim SG, Merkle H, Ugurbil K. 
(1992): Intrinsic signal changes accompanying sensory stimulation: 
functional brain mapping with magnetic resonance imaging. Proc Natl 
Acad Sci U SA 89(13):5951-5. 
Okada Y, Lahteenmaki A, Xu C. (1999): Comparison of MEG and EEG on the 
basis of somatic evoked responses elicited by stimulation of the snout in 
the juvenile swine. Clin Neurophysiol11 0(2):214-29. 
Okada YC, Lahteenmaki A, Xu C. (1999): Experimental analysis of distortion of 
magnetoencephalography signals by the skull. Clin Neurophysiol 
11 0(2):230-8. 
Okusa T, Kakigi R, Osaka N. (2000): Cortical activity related to cue-invariant 
128 
shape perception in humans. Neuroscience 98(4):615-24. 
Olshausen BA, Anderson CH, Van Essen DC. (1993): A neurobiological model of 
visual attention and invariant pattern recognition based on dynamic routing 
of information. J Neurosci 13(11):4700-19. 
Ossenblok P, Fuchs M, Velis ON, Veltman E, Pijn JP, da Silva FH. (1999): 
Source analysis of lesional frontal-lobe epilepsy. IEEE Eng Med Bioi Mag 
18(3):67-77. 
Pakkenberg B, Gundersen HJ. (1997): Neocortical neuron number in humans: 
effect of sex and age. J Comp Neural 384(2):312-20. 
Pakkenberg B, Pelvig D, Marner L, Bundgaard MJ, Gundersen HJ, Nyengaard 
JR, Regeur L. (2003): Aging and the human neocortex. Exp Gerontal 
38(1-2):95-9. 
Pataraia E, Baumgartner C, Lindinger G, Deecke L. (2002): 
Magnetoencephalography in presurgical epilepsy evaluation. Neurosurg 
Rev 25(3):141-59; discussion 160-1. 
Pataraia E, Lindinger G, Deecke L, Mayer D, Baumgartner C. (2005): Combined 
MEG/EEG analysis of the interictal spike complex in mesial temporal lobe 
epilepsy. Neuroimage 24(3):607-14. 
Paul I, Bott C, HeimS, Eulitz C, Elbert T. (2005): Reduced hemispheric 
asymmetry of the auditory N260m in dyslexia. Neuropsychologia. 
Pelli DG. (1997): The Video Toolbox software for visual psychophysics: 
transforming numbers into movies. Spat Vis 1 0(4):437-42. 
Rainer G, Augath M, Trinath T, Logothetis NK. (2002): The effect of image 
scrambling on visual cortical BOLD activity in the anesthetized monkey. 
Neuroimage 16(3 Pt 1):607-16. 
Rainer G, Miller EK. (2000): Effects of visual experience on the representation of 
objects in the prefrontal cortex. Neuron 27(1 ): 179-89. 
Regan D. (1991): The Charles F. Prentice Award Lecture 1990: specific tests and 
specific blindnesses: keys, locks, and parallel processing. Optom Vis Sci 
68(7):489-512. 
Ress D, Heeger OJ. (2003): Neuronal correlates of perception in early visual 
cortex. Nat Neurosci 6(4):414-20. 
129 
Ribary U, loannides AA, Singh KD, Hasson R, Bolton JP, Lade F, Mogilner A, 
Llinas R. (1991 ): Magnetic field tomography of coherent thalamocortical 
40-Hz oscillations in humans. Proc Natl Acad Sci US A 88(24):11037-41. 
Rockland KS, Ojima H. (2003): Multisensory convergence in calcarine visual 
areas in macaque monkey. lnt J Psychophysiol 50(1-2):19-26. 
Rolls ET. (2004): Smell, taste, texture, and temperature multimodal 
representations in the brain, and their relevance to the control of appetite. 
Nutr Rev 62(11 Pt 2):S193-204; discussion S224-41. 
Rosier F, Heil M, Hennighausen E. (1995): Exploring memory functions by 
means of brain electrical topography: a review. Brain Topogr 7(4):301-13. 
Ross J. (2004): The perceived direction and speed of global motion in Glass 
pattern sequences. Vision Res 44(5):441-8. 
Sakai KL. (2005): Language acquisition and brain development. Science 
31 0(5749):815-9. 
Sary G, Vogels R, Orban GA. (1993): Cue-invariant shape selectivity of macaque 
inferior temporal neurons. Science 260(511 0):995-7. 
Sasaki Y, Watanabe T. (2004): The primary visual cortex fills in color. Proc Natl 
Acad Sci US A 101(52):18251-6. 
Scherg M, Von Cramon D. (1986): Evoked dipole source potentials of the human 
auditory cortex. Electroencephalogr Clin Neurophysiol 65(5):344-60. 
Schoenfeld MA, Woldorff M, Ouzel E, Scheich H, Heinze HJ, Mangun GR. 
(2003): Form-from-motion: MEG evidence for time course and processing 
sequence. J Cogn Neurosci 15(2):157-72. 
Schulz M, Ross B, Pantev C. (2003): Evidence for training-induced crossmodal 
reorganization of cortical functions in trumpet players. Neuroreport 
14(1):157-61. 
Schwartz EL, Desimone R, Albright TO, Gross CG. (1983): Shape recognition 
and inferior temporal neurons. Proc Natl Acad Sci U S A 80(18):5776-8. 
130 
Segonne F, Dale AM, Busa E, Glessner M, Salat D, Hahn HK, Fischl B. (2004): A 
hybrid approach to the skull stripping problem in MRI. Neuroimage 
22(3):1 060-75. 
Seiffert AE, Somers DC, Dale AM, Tootell RB. (2003): Functional MRI studies of 
human visual motion perception: texture, luminance, attention and after-
effects. Cereb Cortex 13(4):340-9. 
Sereno Ml, Dale AM. (1993): Improved localization of cortical activity by 
combining EEG and MEG with MRI cortical surface reconstruction: A 
linear approach. Journal of Cognitive Neuroscience 5:162-175. 
Shipley TF, Kellman PJ. (1997): Spatia-temporal boundary formation: the role of 
local motion signals in boundary perception. Vision Res 37(10):1281-93. 
Shulman GL, Schwarz J, Miezin FM, Petersen SE. (1998): Effect of motion 
contrast on human cortical responses to moving stimuli. J Neurophysiol 
79(5):2794-803. 
Small OM, Prescott J. (2005): Odor/taste integration and the perception of flavor. 
Exp Brain Res 166(3-4):345-57. 
Stancak A, Raij TT, Pohja M, Forss N, Hari R. (2005): Oscillatory motor cortex-
muscle coupling during painful laser and nonpainful tactile stimulation. 
Neuroimage 26(3):793-800. 
Stefan H, Hummel C, Scheler G, Genow A, Druschky K, Tilz C, Kaltenhauser M, 
Hopfengartner R, Buchfelder M, Romstock J. (2003): Magnetic brain 
source imaging of focal epileptic activity: a synopsis of 455 cases. Brain 
126(Pt 11 ):2396-405. 
Sunaert S, Van Heeke P, Marchal G, Orban GA. (1999): Motion-responsive 
regions of the human brain. Exp Brain Res 127(4):355-70. 
Tarkiainen A, Liljestrom M, Seppa M, Salmelin R. (2003): The 30 topography of 
MEG source localization accuracy: effects of conductor model and noise. 
Clin Neurophysiol114(10):1977-92. 
Taulu S, Kajola M. (2005): Presentation of electromagnetic multichannel data: 
The signal space separation method. JOURNAL OF APPLIED PHYSICS 
97(12). 
131 
Taulu S, Simola J, Kajola M. (2005): Applications of the Signal Space Separation 
Method. IEEE Transactions on Signal Processing 53(9):3359 - 3372. 
Temereanca S. 2006. Electrooculogram tracings. Charlestown. 
Tepley N, Bowyer S, Clifton Y, Saligram U. (1996): A technique for sequential 
measurements of DC neuromagnetic fields. Electroencephalogr Clin 
Neurophysiol 99(1 ):16-8. 
Tesche CD, Uusitalo MA, llmoniemi RJ, Huotilainen M, Kajola M, Salonen 0. 
(1995): Signal-space projections of MEG data characterize both 
distributed and well-localized neuronal sources. Electroencephalogr Clin 
Neurophysiol 95(3): 189-200. 
Tootell RB, Hadjikhani NK, Vanduffel W, Liu AK, Mendola JD, Sereno Ml, Dale 
AM. (1998): Functional analysis of primary visual cortex (V1) in humans. 
Proc Natl Acad Sci US A 95(3):811-7. 
Tootell RB, Reppas JB, Kwong KK, Malach R, Born RT, Brady TJ, Rosen BR, 
Belliveau JW. (1995): Functional analysis of human MT and related visual 
cortical areas using magnetic resonance imaging. J Neurosci 15(4):3215-
30. 
Tracey I. (2005): Nociceptive processing in the human brain. Curr Opin Neurobiol 
15(4):478-87. 
Treede RD, Apkarian AV, Bromm B, Greenspan JD, Lenz FA. (2000): Cortical 
representation of pain: functional characterization of nociceptive areas 
near the lateral sulcus. Pain 87(2):113-9. 
Ullman S. (1991): Sequence-Seeking and Counter Streams: A Model for 
Information Processing in the Cortex. MIT AI. Lab Memo 1311. 
Ullman S. (1995): Sequence seeking and counter streams: a computational 
model for bidirectional information flow in the visual cortex. Cereb Cortex 
5(1):1-11. 
Uusitalo MA, Jousmaki V, Hari R. (1997): Activation trace lifetime of human 
cortical responses evoked by apparent visual motion. Neurosci Lett 
224(1 ):45-8. 
Uutela K, Hamalainen M, Somersalo E. (1999): Visualization of 
magnetoencephalographic data using minimum current estimates. 
Neuroimage 1 0(2):173-80. 
132 
Vaina LM, Belliveau JW, des Roziers EB, Zeffiro TA. (1998): Neural systems 
underlying learning and representation of global motion. Proc Natl Acad 
Sci US A 95(21):12657-62. 
Vaina LM, Solomon J, Chowdhury S, Sinha P, Belliveau JW. (2001): Functional 
neuroanatomy of biological motion perception in humans. Proc Natl Acad 
Sci US A 98(20):11656-61. 
Vaina LM, Soloviev S. (2004): First-order and second-order motion: neurological 
evidence for neuroanatomically distinct systems. Prog Brain Res 144:197-
212. 
Van Veen BD, van Drongelen W, Yuchtman M, Suzuki A. (1997): Localization of 
brain electrical activity via linearly constrained minimum variance spatial 
filtering. IEEE Trans Biomed Eng 44(9):867-80. 
Vrba J, Robinson SE. (2001 ): Signal processing in magnetoencephalography. 
Methods 25(2):249-71. 
Waller AD. (1887): A demonstration on man of electromotive changes 
accompanying the heart's beat. Journal of Physiology (London) 8:229-34. 
Walter H, Abler B, Ciaramidaro A, Erk S. (2005): Motivating forces of human 
actions. Neuroimaging reward and social interaction. Brain Res Bull 
67(5):368-81. 
Ward NS. (2005): Neural plasticity and recovery of function. Prog Brain Res 
150:527-35. 
Watamaniuk SN, Sekuler R. (1992): Temporal and spatial integration in dynamic 
random-dot stimuli. Vision Res 32(12):2341-7. 
Webster JG. 1997. Medical Instrumentation: Application and Design. New York: 
John Wiley & Sons. 720 p. 
Welch KM, Barkley GL, Ramadan NM, D'Andrea G. (1992): NMR spectroscopic 
and magnetoencephalographic studies in migraine with aura: support for 
the spreading depression hypothesis. Pathol Bioi (Paris) 40(4):349-54. 
133 
Wiebe S, Blume WT, Girvin JP, Eliasziw M. (2001): A randomized, controlled trial 
of surgery for temporal-lobe epilepsy. N Engl J Med 345(5):311-8. 
WistER, Ehrenstein WH, Schrauf M. (1998): A computer-assisted test for the 
electrophysiological and psychophysical measurement of dynamic visual 
function based on motion contrast. J Neurosci Methods 80(1):41-7. 
Wood CC, Cohen D, Guffin BN, Yarita M, Allison T. (1985): Electrical sources in 
human somatosensory cortex: identification by combined magnetic and 
potential recordings. Science 227(4690): 1051-3. 
Yamamoto S, Kitamura Y, Yamada N, Nakashima Y, Kuroda S. (2006): Medial 
prefrontal cortex and anterior cingulate cortex in the generation of alpha 
activity induced by transcendental meditation: a 
magnetoencephalographic study. Acta Med Okayama 60(1):51-8. 
Yin C, Shimojo S, Moore C, Engel SA. (2002): Dynamic shape integration in 
extrastriate cortex. Curr Bioi 12(16): 1379-85. 
Yoshinaga H, Nakahori T, Ohtsuka Y, Oka E, Kitamura Y, Kiriyama H, Kinugasa 
K, Miyamoto K, Hash ida T. (2002): Benefit of simultaneous recording of 
EEG and MEG in dipole localization. Epilepsia 43(8):924-8. 
Yoshiyama K, Uka T, Tanaka H, Fujita I. (2004): Architecture of binocular 
disparity processing in monkey inferior temporal cortex. Neurosci Res 
48(2):155-67. 
Zeki S, Watson JD, Lueck CJ, Friston KJ, Kennard C, Frackowiak RS. (1991 ): A 
direct demonstration of functional specialization in human visual cortex. J 
Neurosci 11 (3):641-9. 
Zeman A. (2001): Consciousness. Brain 124(Pt 7):1263-89. 
Zijlmans M, Huiskamp GM, Leijten FS, VanDer Meij WM, Wieneke G, Van 
Huffelen AC. (2002): Modality-specific spike identification in simultaneous 
magnetoencephalography/electroencephalography: a methodological 
approach. J Clin Neurophysiol 19(3):183-91. 
134 
LIST OF ABBREVIATED JOURNAL TITLES 
Acta Neurobiol Exp (Wars) 
Acta Med Okayama 
Ann NY Acad Sci 
Ann Neural 
Behav Brain Res 
Bioi Cybern 
BMC Bioi 
Brain Behav lmmun 
Brain Res 
Brain Res Brain Res Rev 
Brain Res Bull 
Brain Topogr 
Cereb Cortex 
Clin Neurophysiol 
Cogn Affect Behav Neurosci 
Grit Rev Food Sci Nutr 
Curr Bioi 
Curr Opin Neurobiol 
Electroencephalogr Clin 
Neurophysiol 
Epilepsy Res 
Eur J Neurosci 
Eur J Pain 
Exp Brain Res 
Exp Gerontal 
Front Biosci 
Funct Neural 
Hum Brain Mapp 
IEEE Eng Med Bioi Mag 
IEEE Trans Biomed Eng 
IEEE Trans Med Imaging 
lnt J Psychophysiol 
lnt Rev Neurobiol 
J Anat 
J Clin Neurophysiol 
J Cogn Neurosci 
J Camp Neural 
J Comput Assist Tomogr 
J Neurosci 
J Neurosci Methods 
Acta Neurobiologiae Experimentalis 
Acta Medica Okayama 
Annals of the New York Academy of Sciences 
Annals of Neurology 
Behavioural Brain Research 
Biological Cybernetics 
BMC Biology 
Brain, Behavior, and Immunity 
Brain Research 
Brain Research. Brain Research Reviews 
Brain Research Bulletin 
Brain Topography 
Cerebral Cortex 
Clinical Neurophysiology 
Cognitive, Affective & Behavioral Neuroscience 
Critical Reviews in Food Science and Nutrition 
Current Biology 
Current Opinion in Neurobiology 
Electroencephalography and Clinical 
Neurophysiology 
Epilepsy Research 
European Journal of Neuroscience 
European Journal of Pain 
Experimental Brain Research 
Experimental Gerontology 
Frontiers in Bioscience 
Functional Neurology 
Human Brain Mapping 
IEEE Engineering in Medicine and Biology 
Magazine 
IEEE Transactions on Bio-medical Engineering 
IEEE Transactions on Medical Imaging 
International Journal of Psychophysiology 
International Rev of Neurobiology 
Journal of Anatomy 
Journal of Clinical Neurophysiology 
Journal of Cognitive Neuroscience 
Journal of Comparative Neurology 
Journal of Computer Assisted Tomography 
Journal of Neuroscience 
Journal of Neuroscience Methods 
J Physiol Paris 
Magn Reson Imaging 
Magn Reson Imaging Clin N 
Am 
Med Eng Phys 
N Engl J Med 
Nat Neurosci 
Neural Comput 
Neural Clin Neurophysiol 
Neurosci Biobehav Rev 
Neurosci Lett 
Neurosci Res 
Neurosurg Focus 
Neurosurg Rev 
Nutr Rev 
Optom Vis Sci 
Pathol Bioi (Paris) 
Phys Med Bioi 
Physiol Meas 
Proc Natl Acad Sci U S A 
Prog Brain Res 
Prog Neurobiol 
Psychol Res 
Rev Neurosci 
Spat Vis 
Vision Res 
Journal de Physiologie 
Magnetic Resonance Imaging 
135 
Magnetic Resonance Imaging Clinics of North 
America 
Medical Engineering & Physics 
New England Journal of Medicine 
Nature Neuroscience 
Neural Computation 
Neurology & Clinical Neurophysiology 
Neuroscience and Biobehavioral Reviews 
Neuroscience Letters 
Neuroscience Research 
Neurosurgical Focus 
Neurosurgical Review 
Nutrition Reviews 
Optometry and Vision Science 
Pathologie Biologie 
Physics in Medicine and Biology 
Physiological Measurement 
Proceedings of the National Academy of 
Sciences of the United States of America 
Progress in Brain Research 
Progress in Neurobiology 
Psychological Research 
Reviews in the Neurosciences 
Spatial Vision 
Vision Research 
CURRICULUM VITAE 
136 
137 
