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Capitolo 1
Introduzione
1.1 Perche´ studiare lo scattering Compton su
nuclei?
La comprensione della struttura interna dei nucleoni e` un problema ancora aper-
to. La maggior parte degli studi vengono effettuati mediante urti di elettroni e
neutrini, con l’obiettivo di determinare sperimentalmente i fattori di forma (urti
elastici) o le funzioni di struttura (urti anelastici) dei nucleoni. Queste grandezze
sono in relazione con la loro struttura interna (per esempio, i fattori di forma
con la distribuzione di carica elettrica e magnetica, le funzioni di struttura con
la distribuzione in momento dei partoni, ecc.).
Un altro tipo di informazione complementare a quello discusso qui sopra e`
fornito dalle cosiddette polarizzabilita`: le polarizzabilita` costituiscono una misura
della risposta globale dei gradi di liberta` interni del nucleone alla deformazione
indotta da un campo elettrico o magnetico esterno. Le polarizzabilita` piu` rilevan-
ti e meglio conosciute sperimentalmente sono le polarizzabilita` statiche elettrica
e magnetica, α e β rispettivamente. Classicamente queste quantita` sono defi-
nite dai coefficienti di proporzionalita` tra il campo esterno statico applicato e il
corrispondente momento indotto nel nucleone, come [1]
d = 4piαE,
µ = 4piβB .
Dal punto di vista quantistico, esse sono associate alla Hamiltoniana efficace
Heff = −1
2
4pi
{
αE2 + βB2
}
. (1.1)
Naturalmente i coefficienti α e β sono legati alla struttura interna dei nucleoni e
possono essere calcolati a partire da modelli microscopici. L’importanza di questi
coefficienti e` legata al fatto che essi possono essere misurati sperimentalmente
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in vari modi, il piu` importante dei quali e` lo scattering Compton Nγ → Nγ su
nucleoni e nuclei, in particolare nel limite di fotoni di bassa energia.
In generale, la risposta dei nucleoni a campi elettromagnetici di frequenza ω
porta alla definizione delle polarizzabilita` generalizzate α(ω) e β(ω)
α(ω) = α + ω2α(2) + ..., (1.2)
β(ω) = β + ω2β(2) + ..., (1.3)
dove i parametri α e β non sono altro che le polarizzabilita` statiche (per ω → 0)
definite sopra [1]. Oltre alle polarizzabilita` elettrica e magnetica, esistono anche
ulteriori polarizzabilita`, come per esempio le polarizzabilita` di spin γ(ω), che
derivano da termini della Hamiltoniana efficace che dipendono dall’operatore di
spin del nucleone, σ. A differenza delle polarizzabilita` α(ω) e β(ω), le polarizza-
bilita` di spin γ(ω) hanno una dipendenza dall’energia che parte linearmente.
Concentriamoci sulle polarizzabilita` statiche elettrica e magnetica α e β. Per
il protone esistono dati sperimentali piuttosto precisi di queste quantita` da es-
perimenti di scattering Compton su nuclei di idrogeno a bassa energia (fino
a ∼160 MeV). In un recente articolo di review [1] sono stati dati i seguenti valori
“consigliati”
αp = (12.0± 0.6) · 10−4fm3, βp = (1.9∓ 0.6) · 10−4fm3, (1.4)
che sono stati ottenuti da una media pesata di diversi risultati sperimentali [2, 3]
e dal “constraint” imposto dalla regola di Baldin [4], che lega la somma delle
polarizzabilita` per un nucleone N alla sezione d’urto di fotoassorbimento σNγ(ω),
come
α + β =
1
2pi2
∫ ∞
ω0
dω
σNγ(ω)
ω2
. (1.5)
In Eq. (1.5) ω0 e` l’energia di soglia per la produzione di pioni, nel riferimento
del laboratorio questa quantita` e` espressa in funzione della massa pionica mpi e
della massa nucleonica mN come ω0 = mpi(1+mpi/2mN). La somma (1.5) e` stata
misurata sperimentalmente per il protone, αp + βp = (13.8± 0.4) · 10−4fm3 [3].
Nuovi esperimenti di scattering Compton su protone sono in fase di preparazio-
ne nei laboratori TUNL/HIγS [5, 6] e MAMI [7].
Per quanto riguarda le polarizzabilita` del neutrone, queste sono piu` difficili
da indagare sperimentalmente a causa del fatto che un esperimento di scatter-
ing Compton su neutroni non puo` essere eseguito direttamente, in quanto non
esistono bersagli stabili di neutroni. Inoltre, il termine dominante a basse en-
ergie dell’ampiezza Compton e` proporzionale alla carica del bersaglio e quindi
nullo nel caso del neutrone. Conseguentemente le sezioni d’urto γ-neutrone sono
estremamente piccole.
I parametri di polarizzabilita` del neutrone sono quindi stati ottenuti per il
momento sia usando lo scattering Compton su nuclei leggeri (ad oggi sul deu-
tone [8, 9]), che con metodi alternativi. Per esempio, in Ref. [10] e` stata usata
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la reazione γd → γnp. Un altro metodo consiste nello scattering di neutroni nel
campo statico di un bersaglio pesante, in particolare il piombo [11]. La media
pesata degli esperimenti [10, 11] che hanno studiato questi due processi e` stata
ricavata in Ref. [1]:
αn = (12.5± 1.7) · 10−4fm3, βn = (2.7∓ 1.8) · 10−4fm3. (1.6)
Nuovi esperimenti di scattering Compton su nuclei leggeri (deutone, 3He, 6Li,
ecc.) sono attualmente in corso o in fase di preparazione a TUNL/HIγS [5, 6, 12],
a MAXlab [13, 14] e a S-DALINAC [15]. L’estrazione delle polarizzabilita` del
neutrone dai dati sperimentali comporta il problema di tenere conto di:
• gli effetti dovuti alla presenza dei protoni, il che richiede la conoscenza
della struttura dei nuclei, a sua volta legata all’interazione tra i nucleoni,
modellizzata attraverso la teoria di scambio di mesoni (pioni, ecc.);
• gli effetti dovuti alle “correnti di scambio”, cioe` degli effetti derivanti dall’in-
terazione diretta del campo elettromagnetico con le particelle che i nucleoni
si “scambiano”.
E` chiaro che questi due effetti sono collegati, bisognerebbe cioe` costruire in
maniera unificata l’interazione nucleare e le correnti di scambio. Al momento
le trattazioni dello scattering Compton su nuclei con A ≥ 2 non verificano ancora
in maniera completa questa condizione, cioe` le estrazioni delle polarizzabilita` del
neutrone sono state fatte usando modelli diversi per l’interazione nucleare e per
le correnti di scambio. In vista della notevole accuratezza dei nuovi risultati sper-
imentali, alla teoria si sta richiedendo uno sforzo per risolvere questi problemi di
inconsistenza.
Scopo di questo lavoro di Tesi e` lo studio teorico del processo di scattering
Compton su deutone con l’obiettivo di ridurre il piu` possibile l’inconsistenza nel
calcolo della struttura del deutone e delle correnti di scambio, derivandole en-
trambe con una teoria di campo efficace (EFT) basata sulla simmetria chirale,
ed usando la teoria delle perturbazioni chirali (ChPT). La ChPT permette di or-
dinare in maniera sistematica i contributi ad una generica ampiezza di transizione
con una espansione del tipo (Q/Λχ)
ν , dove Q e` l’energia tipica dei processi nucle-
ari in esame (∼ 10÷ 100 MeV), mentre Λχ ∼ 1 GeV e` la scala tipica dei processi
forti. Questo metodo e` basato sulle simmetrie della Cromodinamica Quantisti-
ca (QCD) e rappresenta quindi un netto miglioramento rispetto ai tradizionali
approcci usati in Fisica Nucleare.
In pratica ci sono diverse versioni:
1. teoria “pionless”: si assume che i gradi di liberta` dei pioni siano congelati
e tutte le interazioni derivino da vertici di “contatto” nucleone-nucleone,
nucleone-nucleone-fotone, ecc. . Questa teoria chiaramente puo` essere us-
ata solo per descrivere processi di bassa energia (molto al di sotto della
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soglia di emissione dei pioni). Con questo approccio sono stati effettuati
studi anche dello scattering Compton su deutone in maniera consistente
[16], pero` l’interazione nucleare corrispondente manca di alcune componen-
ti fondamentali, quali il potenziale di Yukawa derivante dallo scambio di
un pione, e quindi questo approccio non e` ritenuto molto utile dal punto di
vista quantitativo.
2. teoria “pionfull”: sia i nucleoni che i pioni sono trattati dinamicamente. In
questo caso si possono costruire sia interazioni nucleari molto sofisticate e
che riproducono tutti i dati sperimentali del sistema a due nucleoni (deutone
e dati di scattering nucleone-nucleone), sia descrivere le correnti di scambio.
In questo lavoro di Tesi si cerchera` di calcolare lo scattering Compton su
deutone usando questo approccio.
Precedentemente calcoli dello scattering Compton su deutone sono stati ef-
fettuati nell’ambito della teoria “Heavy Barion ChPT” (HBChPT), si veda
Ref. [17]. Questa teoria e` basata su una particolare espansione non relativis-
tica della Lagrangiana “pionfull”, ottenuta separando il campo del nucleone
in una componente “leggera” e una “pesante”, in pratica isolando il termine
di massa nucleare dal quadrimpulso del nucleone [18]. In Ref. [17] il calcolo
della sezione d’urto Compton e` stato eseguito in maniera consistente, tut-
tavia i contributi (diagrammi) di tipo “dispersivo” (si veda piu` avanti) sono
stati trattati perturbativamente. D’altra parte pero` e` stato mostrato che
il corretto risultato per la sezione d’urto Compton nel limite di energia del
fotone incidente nulla si puo` ottenere solo da un trattamento non pertur-
bativo di questo tipo di contributi [19] (si veda il Capitolo 5 per maggiori
dettagli).
In questa Tesi non lavoreremo nell’ambito della HBChPT ma utilizzeremo
direttamente la Lagrangiana chirale relativistica.
3. teoria “pionfull” + ∆(1232): si assume cioe` la possibilita` di transizione
N → ∆ e viceversa, trattando la particella ∆ dinamicamente. La presenza
del barione ∆ introduce un’ulteriore scala di energia oltre a Q e a Λχ, cioe` la
differenza di massa tra la delta e il nucleone: Q∆ = m∆ −mN ≈ 300 MeV.
Si hanno quindi due parametri di espansione per la Lagrangiana: Q/Λχ e
Q∆/Λχ. Questa teoria e` chiamata “Small Scale Expansion” (SSE) [20, 21].
Questa teoria e` molto complessa ed esistono solo poche applicazioni al caso
di scattering Compton su deutone (si veda Ref. [19, 22, 23, 24]). Un fit
recente di dati di scattering Compton su protone eseguito nell’ambito della
teoria SSE ha dato [19]
αp = (11.04± 1.36(stat)± 0.4(Baldin)) · 10−4fm3,
βp = (2.76± 1.36(stat)± 0.4(Baldin)) · 10−4fm3, (1.7)
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Figura 1.1: Ordine leading dei contributi ai termini di polarizzabilita` elettrica e
magnetica nel modello a “pion clouds”. La linea dritta rappresenta il nucleone,
quella tratteggiata il pione e quella ondulata il fotone.
in accordo con l’Eq. (1.4) e con il valore centrale della regola di Baldin
αp + βp = (13.8 ± 0.4) · 10−4fm3 [3]. Sempre nell’ambito della SSE e` stato
eseguito un fit dei dati di scattering Compton su deutone per energie fino
a 100 MeV ad oggi disponibili che ha permesso di estrarre i seguenti valori
per le polarizzabilita` del neutrone [22]
αn = (11.6± 1.5(stat)± 0.6(Baldin)± 1(theory)) · 10−4fm3,
βn = (3.6∓ 1.5(stat)± 0.6(Baldin)± 1(theory)) · 10−4fm3, (1.8)
in accordo con l’analisi sperimentale di Ref. [1] come data in Eq. (1.6).
In Ref. [24] e` stato osservato che per le energie del fotone che saranno
considerate in questa Tesi (< 100 MeV) l’inclusione del barione ∆ porta
comunque un contributo che risulta essere trascurabile, mentre diventa si-
gnificativo per energie dell’ordine di ∼ 120 MeV. In questo caso comunque
per avere una piena consistenza si dovrebbe tenere conto anche degli effetti
della ∆ nella struttura nucleare. Questo e` al momento assai complicato,
quindi i calcoli effettuati con questo metodo risultano ancora incompleti.
Il calcolo teorico dei parametri di polarizzabilita` dei nucleoni e` in linea di principio
possibile usando la QCD. Tale calcolo e` al momento in fase preliminare [25, 26,
27]. Al momento quindi le polarizzabilita` sono state predette con approcci piu`
semplici, usando cioe` modelli semplificati della struttura dei nucleoni (modelli a
quarks) [28, 29, 30, 31, 32].
Le polarizzabilita` possono essere calcolate anche con un modello a “pion cloud-
s”, usando cioe` modelli dove i gradi di liberta` dinamici sono i nucleoni e pioni.
La polarizzabilita` in questo caso derivano da effetti di interazioni dei fotoni con i
pioni che un nucleone emette e riassorbe continuamente (si veda la Figura 1.1 per
i processi di ordine piu` basso). In questo ambito, le polarizzabilita` dei nucleoni
sono state calcolate studiando il processo di scattering Compton su un nucleone
all’interno della stessa EFT chirale “pionfull” e della ChPT [33]. In particolare,
si trova che all’ordine un loop le polarizzabilita` del neutrone e del protone sono
identiche e sono date da [34]
αp = 10βp = αn = 10βn =
5
384pi2mpi
(
egA
fpi
)2
' 12.5 · 10−4fm3 , (1.9)
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dove gA = 1.2654 e` la costante di accoppiamento assiale [35], fpi = 92.4 MeV e` la
costante di decadimento dei pioni carichi [36], e e e` la carica elettrica del protone
(in questa Tesi useremo un sistema di unita` di misura tale per cui e2/4pi ≈ 1/137).
Notiamo che i parametri stimati in questa maniera sono in buon accordo con
i dati sperimentali conosciuti sinora, e riportati in Eq. (1.4) e (1.6). Questo vuol
dire che i parametri di polarizzabilita` statica sono in larga parte sensibili solo alla
fisica di “lungo raggio”, cioe` alla distorsione del nucleone prodotta dall’emissione
e il riassorbimento di pioni. La parte piu` interessante risulterebbe da eventuali
differenze dai valori riportati in Eq. (1.9), che servirebbe a mettere in evidenza
effetti di struttura a quark in sistemi nucleari a bassa energia. Per questo e`
necessario determinare sperimentalmente i valori delle polarizzabilita` con una
incertezza molto minore, e questo e` lo scopo dei nuovi esperimenti.
Nel caso del neutrone questo vuol dire quindi risolvere al meglio i problemi
di inconsistenza nella teoria della struttura nucleare e delle correnti di scambio.
Per questo, l’attivita` sperimentale sullo scattering Compton e` attualmente ac-
compagnata da un notevole sforzo di vari gruppi teorici per ridurre e tenere sotto
controllo l’incertezza sull’estrazione delle polarizzabilita` da scattering Compton
sui nuclei. In particolare, questa attivita` si e` concentrata sui nuclei di deutone e
3He, in quanto per questi sistemi e` possibile determinare, a partire dall’interazione
nucleare, le funzioni d’onda di stato legato e del continuo in maniera accurata.
1.2 Struttura della Tesi
In questo lavoro di Tesi si e` studiato lo scattering Compton su deutone usando
la teoria “pionfull”, con l’obiettivo di ridurre il piu` possibile l’inconsistenza nel
calcolo della struttura del deutone e delle correnti di scambio.
I punti essenziali su cui si basa il nostro approccio sono i seguenti:
1. Uso della Lagrangiana piu` generale costruita in termini di nucleoni, pioni e
fotoni basata sulla simmetria chirale.
2. Uso della ChPT per selezionare i contributi ai vari processi che ci serviranno
per il calcolo della sezione d’urto dγ → dγ. Nel nostro caso la ChPT
verra` usata assieme alla “vecchia” teoria delle perturbazioni della meccanica
quantistica (“time ordered perturbation theory”).
Questo secondo punto va chiarito meglio. Come detto, una generica ampiezza
puo` essere scritta come una somma di contributi, ognuno di essi caratterizzato da
essere di ordine (Q/Λχ)
ν . Caratteristica dell’EFT basata sulla simmetria chirale
e` che in ogni processo esista un νmin; i contributi di tale ordine costituiscono il
“leading order” (LO), i contributi di ordine νmin + 1 il “next-to-leading order”
(NLO), ecc. . Sfortunatamente si deve notare che questo conteggio deve essere
usato in maniera accorta, in quanto in presenza di due o piu` nucleoni si creano
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degli stati intermedi che possono essere singolari e che quindi porterebbero a vi-
olazioni del conteggio in potenze di (Q/Λχ)
ν . Tipicamente gli stati intermedi
problematici sono quelli dove non ci sono pioni e che quindi portano dei “denom-
inatori di energia” che possono essere singolari. Questo problema si puo` risolvere
usando l’approccio “alla Weinberg” [37], in cui l’insieme di questi stati intermedi
e` sommato risolvendo equazioni di Schroedinger o di Lippman-Schwinger. Piu` in
dettaglio:
• Processo NN → NN : in questo caso i vari contributi sono divisi in una
parte riducibile (cioe` con due nucleoni e nessun pione in almeno uno stato
intermedio) e una parte irriducibile (gli altri contributi). I contributi ir-
riducibili andranno a formare il “potenziale” V . Per questa parte, si puo`
usare il conteggio descritto sopra e quindi V verra` costruito fino ad incorpo-
rare i contributi fino ad un certo ordine ν0. La parte riducibile sara` sommata
fino a tutti gli ordini possibili risolvendo l’equazione di Schroedinger con il
potenziale determinato come sopra. Per il processo NN → NN , νmin = 0.
In questo lavoro di Tesi si useranno i seguenti potenziali:
1. Il potenziale derivato da Entem e Machleidt [38], questo e` un potenziale
EFT chirale con ν0 = 4.
2. Il potenziale Argonne V18 [39], questo non e` un potenziale chirale, ma
un potenziale “fenomenologico”, cioe` avente una forma che non deriva
da una teoria sottostante ma che e` basata sulle caratteristiche dell’in-
terazione nucleare che emergono sperimentalmente, quali ad esempio
la non centralita` e la dipendenza dallo spin. Questo potenziale e` in-
oltre parametrizzato da costanti incognite che sono determinate dal
fit dei dati sperimentali di scattering nucleone-nucleone. Sebbene non
sia un potenziale EFT, questo potenziale e` stato usato lo stesso per
paragonare i nostri risultati ad altri calcoli gia` riportati in letteratura.
• Processo NNγ → NN : in questo caso l’ampiezza di transizione si puo` scri-
vere come 〈Ψf |K1|Ψi〉 dove |Ψi,f〉 sono le funzioni d’onda iniziali/finali dei
due nucleoni (soluzioni dell’equazione di Schroedinger con il dato potenziale
V ), mentre K1 un “kernel” che descrive l’assorbimento del fotone e con-
tiene operatori che agiscono solo sul gradi di liberta` dei nucleoni (ottenuto
in pratica “integrando” i gradi di liberta` di pioni e fotoni). I diagrammi
“riducibili” (con stati intermedi di soli nucleoni ed eventualmente fotoni)
sono qui gia` tenuti in conto attraverso le funzioni d’onda soluzione dell’e-
quazione di Schroedinger. Il kernel K1 puo` quindi essere organizzato con
un’espansione su contributi di ν crescente, da νmin = −2 fino ad includere
termini con ν = ν1. In questo lavoro di Tesi si useranno i seguenti kernel
K1:
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1. Il modello di Song et al. [40], per il quale ν1 = 1.
2. Il modello di Pastore et al. [41], per il quale ν1 = 1.
3. Una “corrente fenomenologica” derivata nell’approccio standard della
Fisica Nucleare, si veda Ref. [42]. Di nuovo, questo caso non fa parte
della EFT ma e` stato considerato per confrontare alcuni dei nostri
risultati con altri calcoli.
• Processo NNγ → NNγ: anche l’ampiezza di transizione di un proces-
so Compton, integrando nuovamente i gradi di liberta` di pioni e fotoni,
puo` essere scritta come M = 〈Ψf |K|Ψi〉, riducendo il problema a calco-
lare l’elemento di matrice del kernel K tra gli stati iniziali e finali dei due
nucleoni.
Descriviamo meglio il kernel del processo Compton. Questo kernel K conterra`
termini “riducibili” o “dispersivi”, cioe` i contributi di quei diagrammi in cui tra
le due interazioni con il campo elettromagnetico esterno esiste almeno uno stato
intermedio contenente solo nucleoni o solo nucleoni e fotoni, e termini “irriducibil-
i” o “non dispersivi”, tutti gli altri (si veda la Figura 1.2). In pratica possiamo
scrivere
K = K2 +K1GK†1 +K†1GK1,
dove G e` la funzione di Green di due nucleoni interagenti attraverso il potenziale
V e K1 e` il kernel della transizione NNγ → NN descritto sopra.
Questa scomposizione del kernel e` conveniente in quanto permette di risom-
mare tutti i contributi riducibili che contengono stati intermedi singolari prima
e/o dopo che il fotone venga assorbito e riemesso (attraverso l’uso delle funzioni
d’onda iniziali/finali) e di quelli che contengono stati intermedi tra l’assorbimen-
to e la riemissione del fotone o viceversa (attraverso la funzione di Green G). Il
kernel K2 puo` essere calcolato ordinando i vari contributi secondo l’indice ν.
In questa Tesi abbiamo studiato preliminarmente il processo di cattura np→
dγ usando i kernel K1 derivati recentemente in letteratura dalla EFT [40, 41].
Successivamente abbiamo studiato il processo dγ → dγ. Il kernel K2 e` stato
derivato consistentemente al potenziale V e al kernel K1 considerando i contribu-
ti (diagrammi) fino all’ordine NLO. Abbiamo inoltre calcolato i termini dispersivi
tenendo conto in maniera esatta dell’interazione tra i nucleoni nello stato inter-
medio tra le due interazioni con il campo elettromagnetico esterno. Per esempio
il contributo della parte dispersiva K†1GK1 all’ampiezza di transizione puo` essere
scritto come
MK†
1
GK1
=
〈
Ψf
∣∣K†1∣∣Φ〉
dove
∣∣Φ〉 = GK1∣∣Ψi〉 e` la soluzione della equazione non omogenea
(E0 −H0 − V + i)
∣∣Φ〉 = K1∣∣Ψi〉, (1.10)
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K2 V V+ + + +...
K†1
K1
︸ ︷︷ ︸
K†1 K1
K†1K1K†1
K1
termini dispersivi
Figura 1.2: Rappresentazione diagrammatica dei contributi al kernel di inter-
azione K di scattering Compton su deutone. Le linee dritte rappresentano i
nucleoni, quelle ondulate i fotoni.
con H0 l’operatore di energia cinetica e di energia di massa. L’Eq. (1.10) e` risolta
numericamente. Allo stesso modo, il contributo MK1GK†1 e` calcolato risolvendo
una equazione non omogenea simile alla precedente.
Questo lavoro e` strutturato come segue:
• Nel Capitolo 2 daremo una breve introduzione alla EFT di riferimento che
utilizzeremo per determinare i termini lagrangiani di interazione con i quali
costruire la parte K2 del kernel del processo Compton e dai quali si pos-
sono anche costruire gli operatori di potenziale nucleare V e di “corrente”
nucleare K1.
• Nel Capitolo 3 mostreremo come dalla riduzione non relativistica delle
ampiezze di transizione NN → NN e NNγ → NN e` possibile ricavare
rispettivamente un potenziale nucleare EFT non relativistico e gli operatori
EFT di corrente nucleare.
• Nel Capitolo 4 studieremo il processo di cattura np → dγ, calcolando la
sezione d’urto totale per energie nel centro di massa fino 2 MeV, e il processo
di fotodisintegrazione γd→ np.
• Nel Capitolo 5 determineremo il kernel K2 all’ordine NLO ed eseguiremo il
calcolo non perturbativo dei termini dispersivi. Con questi studieremo poi
lo scattering Compton su deutone, calcolando la sezione d’urto differenziale
e le osservabili di polarizzazione per questo processo. I risultati del calcolo
saranno infine paragonati ai dati sperimentali esistenti.
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Capitolo 2
La teoria efficace di campo
Come discusso nel Capitolo 1, il potenziale di interazione nucleare e gli op-
eratori che descrivono l’interazione elettromagnetica di nuclei e nucleoni con
campi esterni di bassa energia possono essere derivati nell’ambito di una EFT
basata su una Lagrangiana costruita seguendo i vincoli delle simmetrie verifi-
cate (eventualmente in maniera approssimata) dalla teoria fondamentale sot-
tostante. L’EFT che useremo e` basata sul gruppo di simmetria globale chirale
SU(2)V × SU(2)A × U(1)V , che e` una simmetria approssimata della QCD, con
nucleoni e pioni come gradi di liberta`; questi ultimi sono i tre bosoni di Gold-
stone originati dalla rottura spontanea del gruppo chirale. Inoltre effettueremo
il calcolo delle varie osservabili attraverso una espansione perturbativa che usa
come parametro un “piccolo impulso” o la massa del pione, genericamente in-
dicati con Q. Questo metodo di calcolo e` la ChPT. Nell’ambito della ChPT,
l’interazione elettromagnetica puo` essere introdotta promuovendo il gruppo chi-
rale da gruppo di simmetria globale a gruppo di simmetria locale, e introducendo
l’accoppiamento ai campi di gauge esterni.
In questo Capitolo riassumeremo brevemente i punti salienti di questo metodo.
Nella Sezione 2.1 introdurremo la simmetria chirale come gruppo di simmetria
globale per la Lagrangiana di QCD per i quark leggeri nel limite di masse nulle,
mostreremo inoltre come promuovendo questa simmetria da globale a locale e
scegliendo opportunamente i campi di gauge esterni si possa riottenere il termine
di interazione tra quark e campo elettromagnetico che deriva dall’accoppiamen-
to minimale. Nella Sezione 2.2 presenteremo le idee su cui si basa una EFT
e la ChPT. Nelle Sezioni 2.3 e 2.4 introdurremo le Lagrangiane chirali efficaci
rispettivamente per i pioni e per i nucleoni, includendo anche l’accoppiamento ai
campi di gauge. Infine, nella Sezione 2.5 espanderemo opportunamente queste
Lagrangiane per ottenere i termini che entreranno nelle ampiezze di transizione
necessarie a descrivere sia l’interazione nucleare che l’interazione elettromagnetica
all’ordine della espansione chirale scelto, cioe` Q0 nel caso del potenziale nucleare
e Q−2 nel caso del processo di scattering Compton su deutone.
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2.1 Simmetrie della Lagrangiana di QCD
La QCD e` la teoria che descrive le interazioni forti basata sulla simmetria di
gauge SU(3) di colore. Considerando solo i quark di sapore piu` leggeri, u e d, la
(densita`) Lagrangiana di QCD e` la seguente
LQCD =
∑
f=u,d
qf(x)
(
iγµDµ −mf
)
qf(x)− 1
4
Gµν,a(x)Gµνa (x)
≡ q(x)(iγµDµ −M)q(x)− 1
4
Gµν,a(x)Gµνa (x), (2.1)
con
q(x) =
(
qu(x)
qd(x)
)
, M =
(
mu 0
0 md
)
. (2.2)
In Eq. (2.1) Dµ = ∂µ − ig
∑8
a=1
λa
2
Gµ,a(x) e` la derivata covariante dei campi dei
quark, Gµ,a(x) sono i campi dei gluoni, λa sono le matrici di Gell-Mann, cioe` i
generatori del gruppo di gauge di colore nella rappresentazione fondamentale, e
Gµνa (x) sono i tensori di forza del campo gluonico
Gµνa (x) = ∂µGνa(x)− ∂νGµa(x) + gfabcGµb (x)Gνc (x), (2.3)
con fabc costanti di struttura del gruppo di gauge SU(3) definite dalle proprieta`
di commutazione delle matrici di Gell-Mann[
λa
2
,
λb
2
]
= ifabc
λc
2
. (2.4)
Come detto, la Lagrangiana (2.1) e` invariante sotto trasformazioni SU(3) locali,
che possono essere scritte nella forma (rappresentazione esponenziale)
U(θ(x)) = e−i
∑8
a=1 θa(x)
λa
2 , (2.5)
e che agiscono sui campi dei quark e dei gluoni secondo [18]
qf(x)→ q′f(x) = U(θ(x))qf (x), (2.6a)
λa
2
Gµa(x)→ U(θ(x))λa
2
Gµa(x)U(θ(x))
† − i
g
(
∂µU(θ(x))
)
U †(θ(x)). (2.6b)
La Lagrangiana di QCD esibisce come “bonus” la simmetria aggiuntiva globale
U(1)u × U(1)d, (2.7)
dove ciascun flavour trasforma come
qf (x)→ q′f (x) = e−iθf qf (x). (2.8)
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Dalla simmetria globale data da Eq. (2.7) segue la conservazione del numero
di flavour per ogni flavour. Inoltre, dato che a ciascun quark viene assegnato
numero barionico 1/3 e a ciascun antiquark −1/3, alla simmetria (2.7) e` legata
la conservazione del numero barionico.
Il gruppo di simmetria in Eq. (2.7) puo` essere ampliato se la matrice di massa
M soddisfa opportune condizioni. Innanzitutto riscrivendo la Lagrangiana in
termini degli spinori left e right dei campi dei quark cos`ı definiti
qR(x) =
1 + γ5
2
q(x) =
(
qu,R(x)
qd,R(x)
)
, (2.9a)
qL(x) =
1− γ5
2
q(x) =
(
qu,L(x)
qd,L(x)
)
, (2.9b)
si trova
LQCD = qL(x)iγµDµqL(x) + qR(x)iγµDµqR(x)
−qL(x)MqR(x)− qR(x)MqL(x)−
1
4
Gµν,a(x)Gµνa (x). (2.10)
Si considera poi il gruppo di trasformazioni globali U(1)R × U(1)L × SU(2)R ×
SU(2)L, che agiscono come
U(1)R : qR(x)→ q′R(x) = e−iΘRqR(x), (2.11a)
U(1)L : qL(x)→ q′L(x) = e−iΘLqL(x), (2.11b)
SU(2)R : qR(x)→ q′R(x) = e−iR·τ/2qR(x)≡ RqR(x), (2.11c)
SU(2)L : qL(x)→ q′L(x) = e−iL·τ/2qL(x) ≡ LqL(x), (2.11d)
dove con τ abbiamo indicato un vettore che ha per componenti le matrici di Pauli
τa con a = x, y, z.
Il gruppo considerato e` isomorfo al gruppo U(1)V ×U(1)A×SU(2)V ×SU(2)A:
U(1)V : q(x)→ q′(x) = e−iΘV q(x), (2.12a)
U(1)A : q(x)→ q′(x) = e−iγ5ΘAq(x), (2.12b)
SU(2)V : q(x)→ q′(x) = e−iV ·τ/2q(x) ≡ V q(x), (2.12c)
SU(2)A : q(x)→ q′(x) = e−iγ5A·τ/2q(x)≡ Aq(x). (2.12d)
Per esempio, le trasformazioni SU(2)V si ottengono dalle SU(2)L × SU(2)R con
la scelta L = R ≡ V , mentre ponendo L = R† ≡ A si ottengono le trasfor-
mazioni SU(2)A. Analogamente ruotare i campi left e right con la stessa fase
equivale alla trasformazione U(1)V , mentre ruotarli con fasi opposte equivale alla
trasformazione U(1)A.
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Nel caso in cuimu = md la Lagrangiana in Eq. (2.10) risulta invariante rispetto
al gruppo U(1)V ×SU(2)V , nel caso ulteriore in cui mu = md = 0 la Lagrangiana
diventa invariante rispetto all’intero gruppo di trasformazioni globali
G = U(1)V × SU(2)V × SU(2)A × U(1)A. (2.13)
Poiche´ sperimentalmente le masse dei quark u e d risultano molto piccole rispetto
all’ordine di grandezza delle masse adroniche (∼ 1 GeV) [43]
mu ' 4MeV, md ' 8MeV, (2.14)
il termine M puo` essere trascurato in prima approssimazione. Possiamo quindi
considerare la Lagrangiana di QCD nel limite di masse nulle, cioe` nel limite chirale
L0QCD = qL(x)iγµDµqL(x) + qR(x)iγµDµqR(x)−
1
4
Gµν,a(x)Gµνa (x). (2.15)
Applicando il teorema di Noether per ciascuna delle trasformazioni del grup-
po G alla Lagrangiana in Eq. (2.15), si ottengono rispettivamente le seguenti
correnti [18]
Jµ(x) = q(x)γµq(x), (2.16a)
V µa (x) = q(x)γ
µ τa
2
q(x), (2.16b)
Aµa(x) = q(x)γ
µγ5
τa
2
q(x), (2.16c)
Jµ5 (x) = q(x)γ
µγ5q(x). (2.16d)
Usando le equazioni del moto classiche si puo` far vedere che
• La corrente Jµ e` sempre conservata, in accordo con la simmetria U(1)V di
conservazione del numero barionico.
• La corrente V µa e` conservata nel caso in cui le masse dei quark up e down
sono uguali, in accordo con la simmetria di isospin SU(2)V .
• Le correnti assiali sono conservate in caso di masse nulle, in accordo con la
simmetria SU(2)A × U(1)A.
In realta` per quanto riguarda U(1)A, pur rappresentando una simmetria a livello
classico, non lo e` a livello quantistico, in quanto e` rotta da effetti quantistici
(anomalia) [18]. Non ci occuperemo ulteriormente di U(1)A e considereremo il
gruppo chirale
Gχ ≡ U(1)V × SU(2)V × SU(2)A. (2.17)
Come abbiamo detto, il gruppo chirale identifica una simmetria globale della La-
grangiana in Eq. (2.15). E` conventiente promuovere tale simmetria da globale
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a locale; cio` risulta particolarmente utile nel caso in cui si voglia introdurre dei
termini di interazione dei quark con campi esterni, come ad esempio il campo elet-
tromagnetico. Consideriamo quindi le trasformazioni (2.11) o (2.12) assumendo
che i vari parametri ΘR, ecc., siano diventati funzioni di x, cioe` ΘR(x), ecc. .
Affinche´ le trasformazioni lascino invariata la Lagrangiana, si introducono campi
esterni hermitiani per ciascuna delle correnti in Eq. (2.16a)-(2.16c)
v(s)µ (x), vµ(x) =
∑
a=x,y,z
τa
2
vaµ(x), aµ(x) =
∑
a=x,y,z
τa
2
aaµ(x). (2.18)
Si introducono inoltre rispettivamente gli accoppiamenti alle densita` scalare e
pseudoscalare dei quark con i campi esterni s(x) e p(x), che sono matrici hermi-
tiane nello spazio di isospin e che sono utili, per esempio, per riprodurre il termine
di massa che da` la rottura esplicita della simmetria chirale. La Lagrangiana con
l’accoppiamento delle correnti chirali ai campi esterni e` la seguente [18]
L = L0QCD + q(x)γµ
(
vµ(x) +
1
3
v(s)µ (x) + γ
5aµ(x)
)
q(x)
−q(x)(s(x)− iγ5p(x))q(x). (2.19)
Le leggi di trasformazione dei campi esterni sotto le operazioni di parita` P e di
coniugazione di carica C seguono imponendo che la Lagrangiana in Eq. (2.19)
sia invariante sotto queste trasformazioni e tenendo conto delle leggi di trasfor-
mazione degli operatori bilineari covarianti che moltiplicano ciascun campo ester-
no, si veda Ref. [18]. Imponendo che la Lagrangiana in Eq. (2.19) sia invariante
per trasformazioni locali del gruppo chirale, si trovano le leggi di trasformazioni
dei campi. In particolare, definendo
rµ(x) = vµ(x) + aµ(x), lµ(x) = vµ(x)− aµ(x), (2.20)
e riscrivendo la Lagrangiana in termini delle componenti left e right dei campi
dei quark
L = L0QCD + qL(x)γµ
(
lµ(x) +
1
3
v(s)µ (x)
)
qL(x) + qR(x)γ
µ
(
rµ(x) +
1
3
v(s)µ (x)
)
qR(x)
−qR(x)
(
s(x) + ip(x)
)
qL(x)− qL(x)
(
s(x)− ip(x))qR(x), (2.21)
si trova come devono trasformare i campi esterni affinche´ sia soddisfatta l’invari-
anza chirale locale [18]:
rµ(x)→ R(x)rµ(x)R†(x) + iR(x)∂µR†(x), (2.22a)
lµ(x)→ L(x)lµ(x)L†(x) + iL(x)∂µL†(x), (2.22b)
v(s)µ (x)→ v(s)µ (x)− ∂µΘ(x), (2.22c)
s(x) + ip(x)→ R(x)(s(x) + ip(x))L†(x), (2.22d)
s(x)− ip(x)→ L(x)(s(x)− ip(x))R†(x), (2.22e)
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con Θ(x) = 3ΘV (x).
Come esempio possiamo considerare l’accoppiamento al campo elettroma-
gnetico Aµ(x). Il corrispondente gruppo di gauge U(1)em e` da intendersi come
sottogruppo del gruppo Gχ locale con la scelta
ΘV (x) = −eΛ(x)/6, V (x) = (0, 0, −eΛ(x)) , ΘA(x) = A(x) = 0;
(2.23)
per cui il campo q(x) trasforma secondo
q(x)→ eieΛ(x)( 13+τz)/2q(x). (2.24)
Inoltre si scelgono
rµ(x) = lµ(x) = −eτz
2
Aµ(x), v(s)µ (x) = −
e
2
Aµ(x), (2.25)
e s(x) = p(x) = 0. Sostituendo infatti i campi esterni cos`ı definiti nella La-
grangiana (2.21), si ottiene L = L0QCD+Lem dove Lem e` il termine di interazione
elettromagnetica come dato dall’accoppiamento minimale ai campi dei quark
Lem = −e
2
Aµ(x)q(x)(τz + 1
3
)γµq(x)
= −eAµ(x)(2
3
u(x)γµu(x)− 1
3
d(x)γµd(x)). (2.26)
Dalle Eq. (2.22) si trova inoltre che il campo elettromagnetico Aµ(x) trasforma
come deve, in particolare Aµ(x)→ Aµ(x)− ∂µΛ(x).
Analogamente a quanto appena visto per l’interazione elettromagnetica, de-
finendo in maniera opportuna i campi esterni, e` possibile ritrovare i termini la-
grangiani che descrivono l’interazione debole tra i quark e i bosoni Z0 e W
± [18].
Notiamo infine che prendendo p = 0 e s = M si riproduce il termine di massa
responsabile della rottura esplicita.
La simmetria chirale, pur rappresentando una simmetria della Lagrangiana
di QCD nel limite chirale L0QCD, non e` realizzata dallo spettro adronico di bassa
energia. Infatti gli adroni si manifestano come multipletti del sottogruppo SU(2)V
di isospin, ma non di SU(2)A. Se lo facessero, per ogni stato adronico di un
dato multipletto ne esisterebbe un altro degenere corrispondente ma con parita`
opposta [18]. Tuttavia non e` mai stato osservato nessun multipletto di parita`
opposta nel limite di bassa energia. La simmetria chirale subisce una rottura
spontanea con pattern
SU(2)V × SU(2)A × U(1)V → SU(2)V × U(1)V . (2.27)
I tre bosoni di Goldstone corrispondenti ai generatori rotti del gruppo quoziente
SU(2)A sono identificati con i pioni. Infatti ogni bosone di Goldstone possiede
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gli stessi numeri quantici interni dell’operatore di carica associato al generatore
rotto, in questo caso gli operatori di carica delle tre correnti assiali non abeliane
in Eq. (2.16c)
QaA(t) =
∫
dx q†(x)γ5
τa
2
q(x). (2.28)
Questi tre operatori [18]
1. hanno numero barionico nullo, quindi i bosoni di Goldstone sono mesoni;
2. sono quantita` pseudoscalari;
3. sotto trasformazioni vettoriali trasformano come gli stati di un tripletto di
isospin.
Il fatto che i pioni abbiano massa non nulla si giustifica con il fatto che la simme-
tria chirale e` comunque una simmetria approssimata della Lagrangiana di QCD,
a causa del termine di massa dei quark che porta ad una rottura esplicita.
2.2 La teoria efficace di campo
La descrizione degli adroni e delle loro interazioni in termini dei loro costituenti
fondamentali, i quark, risulta alquanto complicata, principalmente a causa del
fatto che l’interazione tra quark e gluoni e` molto intensa a basse energie, e cio`
impedisce qualsiasi trattamento di tipo perturbativo di espansione in termini di
una costante di accoppiamento. Per risolvere il problema si utilizza una EFT, che
descrive le dinamiche degli adroni a bassa energia e che consente una espansione
perturbativa in termini di un piccolo impulso Q, invece che di una costante di
accoppiamento. Sebbene si torni ad una teoria di campo in termini di particelle
in verita` non elementari, ai fini di processi le cui energie caratteristiche siano tali
da impedire una eccitazione degli adroni considerati, questi ultimi possono essere
ancora visti come costituenti elementari.
La simmetria che assumeremo per la costruzione della Lagrangiana efficace
e` la simmetria chirale vista nella Sezione precedente, oltre ovviamente all’invar-
ianza di Lorentz e all’invarianza sotto P e sotto C. La validita` del trattamento
perturbativo varra` per Q  Λχ, con Λχ ∼ 4pifpi ∼ 1GeV [44], dove fpi ' 92.4
MeV e` identificato con la costante di decadimento dei pioni carichi [36]. Se la sim-
metria chirale fosse esatta l’impulso Q sarebbe l’unico parametro di espansione;
tuttavia la simmetria chirale e` rotta dal termine di rottura esplicita delle masse
dei quark, che da` origine alla massa del pione. Poiche´ anche mpi e` un parametro
piccolo rispetto a Λχ, ci sono due scale di espansione: Q/Λχ e mpi/Λχ. Noi in-
dicheremo genericamente con Q un piccolo impulso o la massa del pione. Se ci
limitiamo alla regione di energie in cui Q e` minore della differenza di massa tra
il barione ∆(1232) e il nucleone, possiamo prendere come gradi di liberta` efficaci
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soltanto il pione e il nucleone, senza includere esplicitamente mesoni piu` pesanti o
la delta isobara. Includiamo quindi implicitamente nella scala Λχ quelle quantita`
che sono al di fuori del nostro range di energia e che corrispondono a quei gradi di
liberta` che sono stati “integrati”: m∆ −mN , mρ, ecc. . Questa tecnica di calcolo
e` la ChPT.
Per la costruzione della Lagrangiana efficace chirale e` necessario considerare
tutti i termini compatibili con le simmetrie che abbiamo assunto. La Lagrangiana
che si ottiene conterra` un numero infinito di operatori e un corrispondente nu-
mero infinito di parametri liberi, questi parametri sono il segnale della fisica
sottostante e della nostra incapacita` di descriverla. Ciascun termine lagrangiano
risultera` proporzionale a (Q/ΛX)
ν , dove ν e` un indice intero chiamato “ordine
chirale”. Il numero di termini che hanno un dato ordine chirale e` finito. I termi-
ni che compaiono nella Lagrangiana possono quindi essere organizzati in ordine
di importanza a seconda del loro indice ν. I termini con indice ν = νmin piu`
basso sono chiamati termini “leading order” (LO) e normalmente sono quelli che
portano il contributo maggiore alla matrice S e quindi alle osservabili. Quelli di
ordine ν = νmin + 1, chiamati termini “next-to-leading order” (NLO), forniscono
una prima correzione alla stima delle osservabili calcolata tenendo conto dei soli
termini LO, e cos`ı via. La Lagrangiana efficace puo` quindi essere scritta
Leff = LLO + LNLO + LN2LO + ... . (2.29)
La teoria cos`ı costruita risulta rinormalizzabile ordine per ordine. Considerando
tutti i termini fino ad un certo ordine, le costanti che compaiono nella Lagrangiana
sono usate per riassorbire le divergenze dei diagrammi con i loops. A questo pun-
to, eliminate le divergenze, rimangono un certo numero di costanti rinormalizzate,
chiamate Low Energy Constants (LEC), che in teoria potrebbero essere calcolate
dalla conoscenza della fisica sottostante, ma in pratica sono fissate con un numero
di dati sperimentali uguali al numero delle costanti. A questo punto la teoria puo`
essere usata per fare predizioni.
Nella prossime due Sezioni illustreremo le Lagrangiane chirali efficaci per i
pioni e per i nucleoni all’ordine LO.
2.3 La ChPT per i pioni
Sia pia(x), con a = x, y, z, il campo hermitiano del pione di tipo a (si veda il
Capitolo 3, Sezione 3.1). La Lagrangiana efficace per i pioni sara` scritta come
dipendente dal “campo pionico” rappresentato sotto forma di un campo matri-
ciale U(x) appartente al gruppo quoziente SU(2)A. Questo campo matriciale e`
identificato da tre coordinate che sono necessarie a parametrizzare SU(2)A. Scelti
i campi pia(x) come coordinate, la matrice U(x) e` scritta in rappresentazione
canonica come
U(x) = eipi(x)·τ/fpi , (2.30)
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dove abbiamo indicato con pi(x) un vettore che ha come componenti i campi
pia(x). La rappresentazione (2.30) non e` unica, tuttavia tutte le altre rappre-
sentazioni possibili sono equivalenti, nel senso che le Lagrangiane costruite con
diverse rappresentazioni portano tutte alla stessa matrice S [44]. La legge di
trasformazione del campo pionico sotto trasformazioni chirali e` data da [18]
U(x)→ U ′(x) = RU(x)L† (2.31)
ed e` quindi una relazione lineare per U(x). Per i campi pia(x) la trasformazione
risulta lineare solo sotto il sottogruppo SU(2)V , infatti prendendo{
L = A†V
R = AV
possiamo scrivere
U ′(x) = RU(x)L†
= AV U(x)V †A
= AeiV pi(x)·τV
†/fpiA. (2.32)
Nel caso di trasformazione puramente vettoriale A = I e possiamo sviluppare
l’esponenziale considerando una trasformazione infinitesima, in questo caso si
trova che pi(x) trasforma linearmente (e come un tripletto di isospin)
pi(x)→ pi′(x) = pi(x)− V × pi(x). (2.33)
Nel caso invece di trasformazione puramente assiale, possiamo porre V = I
nell’Eq. (2.32) e di nuovo sviluppare in serie considerando una trasformazione
infinitesima. Si trova che il campo pi(x) trasforma non linearmente
pi(x)→ pi′(x) = pi(x) + Afpi. (2.34)
Notiamo che il campo U(x) e` invariante sotto trasformazioni U(1)V perche´,
essendo il numero barionico dei pioni nullo, si ha pia(x)→ pia(x).
La costruzione di una Lagrangiana efficace pionica si puo` fare usando come
“mattoni” le matrici U, U † e le loro derivate. In pratica nell’ambito della ChPT
si scrive la Lagrangiana nella forma
Leff = L2 + L4 + L6 + ... , (2.35)
dove l’indice si riferisce all’ordine dello sviluppo nell’impulso del pione o della
massa dei quark. Per esempio l’indice 2 si riferisce all’inserzione o di due derivate
del campo pionico o di un termine di massa dei quark. Questi termini di massa
sono introdotti attraverso termini di rottura esplicita come spiegato tra breve.
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All’ordine piu` basso la piu` generale Lagrangiana invariante sotto trasformazioni
di Lorentz, chirali, parita` e coniugazione di carica e` [18]
L2 = f
2
pi
4
tr[∂µU(x)∂
µU †(x)], (2.36)
dove la traccia e` da intendersi nello spazio dell’isospin. Volendo introdurre un
termine di rottura esplicita che sia in grado di dare massa ai pioni, si nota che
la Lagrangiana dei quark in Eq. (2.10) sarebbe invariante sotto trasformazioni
chirali se la matrice M trasformasse secondo
M→M′ = RML†. (2.37)
A questo punto, supponendo il comportamento dato in Eq. (2.37), si costruisce la
piu` generale Lagrangiana che sia invariante di Lorentz, chirale e invariante sotto
parita` e coniugazione di carica espandendo in potenze diM. All’ordine piu` basso
si trova [18]
Ls.b. = f
2
piB
2
tr[MU †(x) + U(x)M†], (2.38)
dove B e` legato al parametro d’ordine per la rottura di simmetria chirale 〈0 |qq| 0〉
[18]
B = − 1
3f 2pi
〈0 |qq| 0〉 . (2.39)
Espandendo le Lagrangiane in Eq. (2.36) e (2.38) in potenze del campo pi si
ritrova la Lagrangiana libera per campi scalari, insieme a termini di interazione
L2 = 1
2
∂µpi∂
µpi − 1
2
m2pipi · pi + o(pi4), (2.40)
dove
m2pi = B(mu +md), (2.41)
che spiega perche´ nel power counting un termine di massa dei quark conta come
un impulso pionico al quadrato.
Come nel caso dei quark, promuoviamo la simmetria chirale da globale a locale
considerando l’accoppiamento ai campi esterni. Data la trasformazione del campo
pionico
U(x)→ U ′(x) = R(x)U(x)L†(x), (2.42)
si definisce la derivata covariante
DµU(x) = ∂µU(x)− irµ(x)U(x) + ilµ(x)U(x), (2.43)
dove i campi esterni rµ(x) e lµ(x) sono quelli introdotti in Sezione 2.1. Tenendo
conto delle loro leggi di trasformazione, come date in Eq. (2.22a) e (2.22b), e`
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facile vedere che DµU(x) trasforma effettivamente come una derivata covariante,
ossia trasforma come il campo su cui agisce
DµU(x)→ R(x)(DµU(x))L†(x). (2.44)
All’ordine leading, oltre a U , U † e alle loro derivate, nella costruzione della La-
grangiana efficace entrano anche gli operatori χ e χ† definiti come combinazione
linare dei campi s e p
χ(x) = 2B(s(x) + ip(x)), (2.45a)
χ†(x) = 2B(s(x)− ip(x)), (2.45b)
e che trasformano secondo le Eq. (2.22d) e (2.22e). Il parametro B e` definito
dalla Eq. (2.41). I blocchi di costruzione hanno il seguente ordine chirale [18]
U ∼ O(Q0), Dµ1 ...DµnU ∼ O(Qn), χ ∼ O(Q2). (2.46)
All’ordine leading Q2 la Lagrangiana efficace piu` generale invariante sotto trasfor-
mazioni di Lorentz, trasformazioni chirali locali, parita` e coniugazione di carica
e` infine [18]
L2 = f
2
pi
4
tr[DµU(x)(D
µU(x))†] +
f 2pi
4
tr[χ(x)U †(x) + U(x)χ†(x)]. (2.47)
L’Eq. (2.38) del caso di simmetria globale si ritrova assumendo s =M e p = 0.
I termini della Lagrangiana di ordine Q4 sono discussi in Ref. [45], in questa
Tesi sara` comunque sufficiente considerare L2.
2.4 La ChPT per i nucleoni
Come nel caso dei pioni, ai fini del calcolo delle osservabili fisiche la particolare
rappresentazione del campo dei nucleoni e` ininfluente, quindi possiamo scegliere
una descrizione dei nucleoni che e` la piu` conveniente per costruire la Lagrangiana
efficace e che comunemente e` usata nella teoria delle perturbazioni chirali [18].
Nel formalismo di isospin indichiamo il campo nucleonico con
N(x) =
(
p(x)
n(x)
)
, (2.48)
dove p(x) e n(x) sono i campi rispettivamente del protone e del neutrone. Si
definisce una matrice u(x) tale che u2(x) = U(x). Tenendo conto della legge
di trasformazione di U(x) in Eq. (2.31), sotto trasformazioni chirali globali la
matrice u(x) trasforma come
u(x)→ u′(x) = Ru(x)K−1(x), (2.49)
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dove la funzione K(x) e` definita
K(x) ≡ K[L,R, U(x)] =
√
RU(x)L†
−1
R
√
U(x). (2.50)
Trascurando per il momento il sottogruppo U(1)V , la legge di trasformazione del
campo nucleonico sotto trasformazioni SU(2)V × SU(2)A globali e` [18]
N(x)→ N ′(x) = K[L,R, U(x)]N(x). (2.51)
Nel caso di una trasformazione puramente vettoriale L = R = V , dalla definizione
di u(x) segue che u′(x) = V u(x)V †, e quindi dalla Eq. (2.49) K = V e il campo
nucleonico trasforma coerentemente come un doppietto di isospin. Nel caso di
trasformazione assiale la trasformazione risulta non lineare [18].
Per costruire una Lagrangiana efficace che contenga l’interazione tra pioni,
nucleoni e campi esterni, si promuove la simmetria chirale da globale a locale,
introducendo i campi esterni rµ, lµ e v
(s)
µ con legge di trasformazione data dalle
Eq. (2.22a)-(2.22c). Sotto il gruppo Gχ locale il doppietto di nucleoni N e il
campo pionico U trasformano secondo(
U(x)
N(x)
)
→
(
R(x)U(x)L†(x)
e−iΘ(x)K[L(x), R(x), U(x)]N(x)
)
. (2.52)
Introduciamo poi la derivata covariante per il campo nucleonico
DµN = (∂µ + Γµ − iv(s)µ )N, (2.53)
dove Γµ e` la “connessione” data da
Γµ =
1
2
[u†(∂µ − irµ)u+ u(∂µ − ilµ)u†]. (2.54)
Dalla definizione della connessione Γµ, si vede che il termine di derivata covariante
nucleonica contiene termini di interazione nucleone-pione e nucleone-pione-campi
esterni. Per dimostrare che la DµN e` effettivamente una derivata covariante
bisogna dimostrare che soddisfa
D′µN
′ =
(
∂µ + Γ
′
µ − i(v(s)µ − ∂µΘ)
)
e−iΘKN (2.55a)
= e−iΘK
(
∂µ + Γµ − iv(s)µ
)
N. (2.55b)
Sfruttando la regola del prodotto delle derivate sulla funzione ∂µ(e
−iΘKN), l’ugua-
glianza tra le Eq. (2.55) assume la forma
∂µK = KΓµ − Γ′µK. (2.56)
L’uguaglianza (2.56) puo` essere facilmente dimostrata tenendo conto che (∂µu)u
† =
−u∂µu† e che la funzione K puo` anche essere scritta nella forma K = u′Lu†, che
segue da
K = u′†Ru = u′u′†u′†Ru = u′U ′†Ru = u′LU †R†Ru = u′Lu†. (2.57)
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All’ordine leading Q, la Lagrangiana piN piu` generale invariante sotto parita`,
coniugazione di carica, trasformazioni di Lorentz e chirali locali e` [18]
L(1)piN = N
(
iγµDµ −mN + gA
2
γµγ5uµ
)
N, (2.58)
dove la costante gA e` fissata dal dato sperimentale della vita media del neutrone,
qui adotteremo il valore gA = 1.2654 [35], mentre il termine uµ e` definito da
uµ = i[u
†(∂µ − irµ)u− u(∂µ − ilµ)u†], (2.59)
e sotto il gruppo chirale trasforma secondo uµ → KuµK† [18].
Agli ordini successivi sono possibili molti termini lagrangiani, si veda Ref. [46]
per una lista completa fino all’ordine Q4. In questa Tesi avremo bisogno di tenere
conto di L(1)piN e di due termini all’ordine Q2, che verranno discussi piu` avanti.
Esistono ulteriori termini lagrangiani di ordine leading che coinvolgono solo
il campo dei nucleoni. Questi sono “termini di contatto” che danno dei vertici
di interazione puntuale tra nucleoni e che includono implicitamente gli effetti
delle interazioni di scambio di mesoni piu` pesanti. Di tutti i possibili termini
di contatto che si possono costruire imponendo l’invarianza chirale, di Lorentz
e sotto P e C, la riduzione non relativistica identifica all’ordine leading due soli
termini indipendenti [47], scegliamo quindi la Lagrangiana di contatto come
LC = −1
2
CS(NN)(NN) +
1
2
CT (Nγµγ
5N)(Nγµγ5N), (2.60)
dove le costanti CS e CT sono LEC. Come detto, sebbene all’ordine leading si pos-
sano costruire vari altri termini di contatto (tipo (Nγ5N)(Nγ5N), ecc.), quando
se ne fa la riduzione non relativistica si ottengono operatori che sono combinazioni
lineari di quelli che compaiono in Eq. (2.60).
2.5 Sviluppo della Lagrangiana nei campi dei
pioni
In questa Sezione svilupperemo la Lagrangiana chirale pionica e la Lagrangiana
chirale nucleonica espandendole in termini dei campi pia dei pioni. Questo ci
permettera` di ottenere espliciti termini lagrangiani di interazione con nucleoni,
pioni e fotoni. Riportiamo qui soltanto i termini della espansione che ci saranno
utili per la descrizione del processo di scattering Compton all’ordine NLO, termini
che entrano a ordini superiori non saranno considerati. Nel seguito useremo la
notazione Fpi = 2fpi.
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2.5.1 Termini di interazione Npi
In assenza di campi esterni, la derivata covariante nucleonica in Eq. (2.53) assume
la forma
DµN = ∂µN + ΓµN, (2.61)
con
Γµ =
1
2
[u†∂µu+ u∂µu
†]. (2.62)
Analogamente uµ diventa
uµ = i[u
†∂µu− u∂µu†]. (2.63)
Definendo pi = pi · τ e sviluppando Γµ e uµ in potenze di pi si trova
Γµ =
1
2F 2pi
[pi∂µpi − (∂µpi)pi] +O(pi4), (2.64)
uµ = − 2
Fpi
∂µpi +O(pi
3), (2.65)
dove ricordiamo che Fpi = 2fpi. Sostituendo le espressioni (2.64) e (2.65) nella
Lagrangiana (2.58) e tenendo termini fino all’ordine O(pi2), si trovano i seguenti
termini lagrangiani di interazione
LNNpi = −gA
Fpi
Nγµγ5(∂µpi · τ )N, (2.66)
LNNpipi = i
F 2pi
Nγµ(pi · ∂µpi)N − 1
F 2pi
Nγµ(pi × ∂µpi) · τN. (2.67)
2.5.2 Termini di interazione piγ
Il sottogruppo di gauge U(1)em si puo` considerare come sottogruppo del gruppo
di simmetria chirale locale con
rµ = lµ = −eτz
2
Aµ, v(s)µ = −
e
2
Aµ, (2.68)
con Aµ il campo del fotone. Con questa scelta dei campi esterni, la derivata
covariante del campo pionico in Eq. (2.43) diventa
DµU = ∂µU +
i
2
eAµ[τz, U ]. (2.69)
Calcolando esplicitamente il commutatore [τz, U ] si trova
[τz, U ] = [τz, U ]
†
= i
2
Fpi
[τz, τa]pia +O(pi
2)
= − 4
Fpi
zabpiaτb +O(pi
2). (2.70)
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Quindi tenendo termini fino al primo ordine nel campo del pione dalla Eq. (2.70),
la derivata covariante del campo pionico diventa
DµU = ∂µU − ie 2
Fpi
zabpiaτbAµ. (2.71)
A questo punto, inserendo la Eq. (2.71) nella Lagrangiana pionica in Eq. (2.47)
si ottengono i seguenti termini di interazione pipiγ e pipiγγ
Lpipiγ = −e(pi × ∂µpi)zAµ, (2.72)
Lpipiγγ = e
2
2
(pi · pi − pi2z)AµAµ. (2.73)
Nel seguito sfrutteremo anche il seguente termine di interazione, che e` legato alla
anomalia elettromagnetica [18] e che e` necessario per lo studio del decadimento
pi0 → γγ (in quanto attraverso l’accoppiamento minimale nella Lagrangiana effi-
cace pionica non e` possibile ottenere un termine lagrangiano che descriva questo
processo)
Lpiγγ = − e
2
16pi2Fpi
µνρσF
µνF ρσpiz
= − e
2
4pi2Fpi
µνρσ∂
µAν∂ρAσpiz, (2.74)
con
F µν = ∂µAν − ∂νAµ. (2.75)
2.5.3 Termini di interazione Npiγ e Nγ
Consideriamo adesso la derivata covariante del doppietto nucleonico e, scelti i
campi esterni come in Eq. (2.68), scriviamola nella forma
DµN = DµN + Γ
em
µ N + i
e
2
AµN, (2.76)
dove DµN e` la derivata covariante in assenza di campi esterni
DµN = ∂µN +
1
2
[u†∂µu+ u∂µu
†]N, (2.77)
e Γemµ e` la parte di connessione che dipende dal campo elettromagnetico, ossia
Γemµ = −
i
2
(
−e
2
Aµ
)
[u†τzu+ uτzu
†]. (2.78)
26 CAPITOLO 2. LA TEORIA EFFICACE DI CAMPO
Sviluppando u in potenze di pi e tenendo termini fino al primo ordine in pi si
trova
uτzu
† = [τz +
2
Fpi
(pi × τ )z], u†τzu = [τz − 2
Fpi
(pi × τ )z]. (2.79)
Inserendo i risultati (2.78) e (2.79) nell’espressione (2.76) per la derivata covari-
ante troviamo
DµN = DµN + ieeNNAµ, (2.80)
dove la matrice
eN =
1 + τz
2
=
(
1 0
0 0
)
, (2.81)
agisce nello spazio dell’isospin.
Considerando ora il termine della Lagrangiana in Eq. (2.58) proporzionale a
gA, dalla Eq. (2.79) si trova per la parte di uµ che dipende dal campo elettromag-
netico
uemµ ≡ −
e
2
Aµ[u†τzu− uτzu†] = 2e
Fpi
Aµ(pi × τ )z. (2.82)
Sostituendo le espressioni date in Eq. (2.80) e (2.82) nella Lagrangiana in Eq. (2.58),
all’ordine considerato nello sviluppo dei campi dei pioni si ha che
L(1)Npi = L
(1)
Npi + LDiracNNγ + LNNpiγ , (2.83)
dove L(1)Npi e` la Lagrangiana pione-nucleone in assenza di campi esterni, cioe` quella
che si ottiene dalla Eq. (2.58) ponendo tutti i campi esterni uguali a zero, e LNNpiγ
e` un termine di interazione nucleoni-pione-fotone
LNNpiγ = gAe
Fpi
Nγµγ5(pi × τ )zNAµ. (2.84)
Infine, LDiracNNγ e` la Lagrangiana di interazione tra nucleoni e campo elettromag-
netico
LDiracNNγ = −eNγµeNNAµ, (2.85)
in accordo con cio` che si ottiene dalla Lagrangiana fermionica libera facendo
l’accoppiamento minimale al campo elettromagnetico.
Teniamo conto che la Lagrangiana data dall’Eq. (2.85) vale per fermioni pun-
tiformi. Per i nucleoni si tiene conto della differenza tra il momento magnetico
predetto dalla equazione di Dirac [48] e il valore sperimentale introducendo nella
Lagrangiana un termine aggiuntivo (termine di Pauli) di “momento magnetico
anomalo” [48]
LNNγ = LDiracNNγ + LPauliNNγ , (2.86)
con
LPauliNNγ = −
e
4mN
NkNσµνF
µνN (2.87)
2.5. SVILUPPO DELLA LAGRANGIANA NEI CAMPI DEI PIONI 27
Figura 2.1: Diagrammi “time ordered” (per una spiegazione di questo tipo di
diagrammi si veda il Capitolo seguente) con loop pionici che sono rinormalizzati
da termini della Lagrangiana chirale efficace piN di O(Q2). Le linee continue
rappresentano i nucleoni, quelle tratteggiate i pioni e quelle ondulate i fotoni. In
particolare il primo e il terzo tipo di diagramma risultano identicamente nulli.
e
kN =
(kp + kn) + (kp − kn)τz
2
=
(
kp 0
0 kn
)
, (2.88)
dove kp e kn indicano il momento magnetico anomalo rispettivamente del protone
e del neutrone. Detti µp e µn i momenti magnetici di protone e neutrone in unita`
di magnetoni nucleari µ∗ =
e
2mN
µp ≈ 2.793, (2.89a)
µn ≈ −1.913, (2.89b)
i rispettivi momenti magnetici anomali sono dati da
kp = µp − 1 ≈ 1.793, (2.90a)
kn = µn ≈ −1.913. (2.90b)
Il termine LPauliNNγ compare quando si considerano i termini NLO della Lagrangiana
chirale efficace piN di ordine Q2, che includono [49]
L(2)piN = e
c6
8mN
NσµνF
µν
(
ueNu
† + u†eNu
)
N
+e
c7
8mN
NσµνF
µνtr
[
ueNu
† + u†eNu
]
N. (2.91)
Le LEC c6 e c7 contengono una parte infinita che serve per assorbire le divergenze
associate ai diagrammi con loop pionici (si veda la Figura 2.1). La rimanente parte
finita e` utilizzata per tenere conto dei momenti magnetici anomali.
Riscriviamo infine la Lagrangiana LNNγ nella forma
LNNγ = −eN
(
γµeNAµ + kN
4mN
σµνF
µν
)
N. (2.92)
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Capitolo 3
Il potenziale e la corrente dalla
EFT
In questo Capitolo mostreremo come a partire da una EFT sia possibile definire
gli operatori di potenziale nucleare e di corrente nucleare non relativistici. In
Sezione 3.1 presenteremo la notazione utilizzata. In Sezione 3.2 mostreremo come
e` possibile associare a ciascuna ampiezza relativistica di transizione una rappre-
sentazione grafica tramite un “diagramma time ordered”. In Sezione 3.3 illustr-
eremo come definire un potenziale nucleare dalla riduzione non relativistica delle
ampiezze di transizione di scattering nucleone-nucleone. In Sezione 3.4 introdur-
remo le correnti nucleari a uno e due corpi. In Sezione 3.5 daremo l’espressione
della corrente a un corpo nello spazio delle coordinate. Infine in Sezione 3.6 verra`
discussa brevemente l’espansione multipolare della corrente.
3.1 Convenzioni
Di seguito elenchiamo le convenzioni che utilizzeremo in questa Tesi.
• In questa Tesi adotteremo le unita` di misura ~ = c = 1 e αsf = e2/4pi ≈
1/137. Inoltre lavoreremo su un volume finito Ω = L3 con momenti dis-
cretizzati
ki =
2pini
L
, (3.1)
dove i = x, y, z e ni = 0,±1,±2, ... . Il limite di volume infinito avviene
sostituendo la somma sui valori discreti dei momenti con un integrale come∑
k
→
∫
Ω
(2pi)3
dk. (3.2)
• Ai fini del calcolo delle ampiezze di transizione relativistiche nell’ambito
della EFT, i campi dei nucleoni, dei pioni, e dei fotoni sono scritti in
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rappresentazione di interazione come
Nt(x) =
∑
p
∑
s=±1/2
1√
2ΩEp
(
bp,s,tu(p, s)e
−ipµxµ + d†p,s,tv(p, s)e
ipµxµ
)
,
(3.3a)
pia(x) =
∑
k
1√
2Ωωk
(
ck,ae
−ikµxµ + c†k,ae
ikµxµ
)
, (3.3b)
Aµ(x) =
∑
q
∑
λ=0,±1,4
1√
2Ωωq
(
aq,λ
µ
q,λe
−iqµxµ + a†q,λ
µ∗
q,λe
iqµxµ
)
, (3.3c)
dove
1. Definiamo i quadrivettori pµ = (Ep,p), k
µ = (ωk,k) e q
µ = (ωq,q). In-
oltre Ep =
√
m2N + |p|2 =
√
m2N + p
2, ωk =
√
m2pi + |k|2 =
√
m2pi + k
2,
ωq = |q| = q, con mN la massa del nucleone e mpi la massa del pione.
2. I quadrivettori µq,λ di polarizzazione del campo fotonico sono definiti
come
µq,λ =
(
1, 0ˆ
)
λ = 4, (3.4a)
µq,λ = (0, ˆq,λ) λ 6= 4, (3.4b)
dove 0ˆ e` un vettore tridimensionale con componenti nulle, ˆq,0 =
qˆ e i vettori ˆq,±1 sono definiti in polarizzazione circolare. Gli ˆq,λ
soddisfano le relazioni
ˆ†q,λ = (−)λˆq,−λ, (3.5a)
ˆ†q,λ · ˆq,λ′ = δλ,λ′ . (3.5b)
3. a = x, y, z indica la componente di isospin del campo del pione, s =
±1/2 e t = ±1/2 identificano gli stati di spin e di isospin (rispet-
tivamente protone e neutrone) del campo del nucleone. Nel seguito
useremo anche la notazione α ≡ p, s, t e γ ≡ q, λ. Quindi per esem-
pio gli elementi di matrice 〈α′ |O|α〉 di un generico operatore O sono
definiti
〈α′ |O|α〉 ≡ 〈1
2
t′
∣∣〈1
2
s′
∣∣ 〈p′ |O|p〉 ∣∣1
2
s
〉∣∣1
2
t
〉
. (3.6)
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4. Gli operatori di creazione e distruzione di nucleoni, antinucleoni, pioni
e fotoni rispettivamente soddisfano[
bp,s,t, b
†
p′,s′,t′
]
+
= δp,p′ , δs,s′, δt,t′ , (3.7a)[
dp,s,t, d
†
p′,s′,t′
]
+
= δp,p′ , δs,s′, δt,t′ , (3.7b)[
bp,s,t, d
†
p′,s′,t′
]
+
= 0 , (3.7c)[
ck,a, c
†
k′,b
]
−
= δk,k′δa,b , (3.7d)[
aq,λ, a
†
q′,λ′
]
−
= ηλδλ,λ′δq,q′ , (3.7e)
dove ηλ = −1 se λ = 4, ηλ = 1 altrimenti. Inoltre [..., ...]± indicano
rispettivamente l’anticommutatore e il commutatore.
5. La Hamiltoniana libera e` [36, 50]
H0 =
∑
p,s,t
Ep
(
b†p,s,tbp,s,t + d
†
p,s,tdp,s,t
)
+
∑
k,a
ωkc
†
k,ack,a +
∑
q,λ
ηλωqa
†
q,λaq,λ. (3.8)
6. I quadri-spinori di Dirac u(p, s) e v(p, s) sono definiti come in Ref. [36].
Inoltre le matrici di Dirac γµ e γ5 sono ancora definite come in Ref. [36].
3.2 Diagrammi time ordered
In teoria di campo, la probabilita` di transizione da uno stato iniziale |i〉 ad uno fi-
nale |f〉 e` legato all’elemento di matrice 〈f |S| i〉, dove S e` la matrice di transizione
data da [51]
S = 1 +
∞∑
n=1
(−i)n
n!
∫
d4x1...d
4xnT (HI(x1)...HI(xn)) , (3.9)
dove x ≡ xµ = (t,x), T indica il prodotto time-ordered, e HI(x) e` la densita`
hamiltoniana di interazione scritta come una somma di termini dati da prodotti
ordinati dei campi e delle loro derivate, per esempio
HI(x) =: N(x)...∂µpia(x)...Aµ(x)...N(x) : +... . (3.10)
Per definizione, la Hamiltoniana in rappresentazione di interazione e` data da
HI(t) =
∫
dxHI(x), (3.11)
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ed e` legata alla Hamiltoniana HSRI in rappresentazione di Schroedinger dalla
seguente
HI(t) = e
iH0tHSRI e
−iH0t, (3.12)
dove H0 indica la Hamiltoniana libera. Dalla (3.9) integrando analiticamente sui
tempi si trova
T = HSRI +H
SR
I
1
Ei −H0 + iT, (3.13)
dove  ∼ 0+. Gli elementi della matrice T sono quelli che interessano ai fini del
calcolo di una probabilita` di transizione, essendo legati a quelli della matrice S
da [51]
〈f |S| i〉 = δf,i − 2piδ(Ef − Ei) 〈f |T | i〉 . (3.14)
Dalla relazione (3.13) si vede che ai fini del calcolo della matrice T sono necessari i
termini hamiltoniani espressi in rappresentazione di Schroedinger. Dato un cam-
po ψ(x) in rappresentazione di interazione, si indica con ψSR(x) il corrispondente
campo in rappresentazione di Schroedinger, dato da
ψSR(x) = e−iH0tψ(x)eiH0t. (3.15)
Sostituendo quindi i campi scritti come in Eq. (3.15) nella Eq. (3.10), dalla
Eq. (3.11) si ha che
HSRI =
∫
dx : N
SR
(x)...∂µpi
SR
a (x)...ASRµ (x)...NSR(x) : +... . (3.16)
Sostituendo in Eq. (3.15) la H0 scritta in termini di operatori di creazione e
distruzione dei campi si trova
ψSR(x) = ψ(x, t = 0). (3.17)
Quindi ai fini del calcolo di HSRI e` equivalente scrivere
HSRI =
∫
dxH(x, t = 0), (3.18)
dove va fatta attenzione a prima far agire, qualora comparissero in HI(x), le
derivate ∂µ sui campi e dopo porre t = 0. Da ora in avanti useremo la notazione
semplificata HI ≡ HSRI .
Risulta conveniente scrivere i termini hamiltoniani di interazione calcolati
dalla Eq. (3.18) come segue. Trascurando per il momento il contributo degli
antinucleoni, i termini hamiltoniani di interazione in cui compaiono nucleoni e
pioni, ma non fotoni, sono scritti come
HI =
∑
X,m,n
XHmn = CH00 + NNpiH01 + NNpiH10
+ NNpipiH20 + NNpipiH02 + NNpipiH11 + ... , (3.19)
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dove X specifica il tipo di vertice, m si riferisce al numero di operatori di creazione
di pioni e n a quelli di distruzione. Per esempio
CH00 =
1
Ω
∑
α′
1
α1,α′2α2
: b†α′
1
bα1b
†
α′
2
bα2 :
CM00α′
1
α′
2
,α1α2
δp′
1
+p′
2
,p1+p2 , (3.20a)
NNpiH01 =
1√
Ω
∑
αα′
∑
ka
: b†α′bαck,a :
NNpiM01α′α,kaδp′,p+k, (3.20b)
NNpiH10 =
1√
Ω
∑
αα′
∑
ka
: b†α′bαc
†
k,a :
NNpiM10α′α,kaδp′+k,p, (3.20c)
NNpipiH20 =
1
Ω
∑
αα′
∑
ka,k′b
: b†α′bαc
†
k,ac
†
k′,b :
NNpipiM20α′α,ka,k′bδp′+k′+k,p,(3.20d)
quindi CH rappresenta il termine di interazione di “contatto” a 4 nucleoni, NNpiH
il termine di interazione con vertice contenente due nucleoni e un pione, ecc. .
Analogamente considerando i termini in cui compaiono sia fotoni che pioni, ed
eventualmente nucleoni, si puo` scrivere
HI =
∑
X,m,n
m′,n′
XHmn,m
′n′ = pipiγH20,10 + pipiγH20,01 + pipiγH11,10 + ...
+ pipiγγH20,20 + pipiγγH20,11 + pipiγγH11,11 + ...
+ piγγH10,11 + piγγH01,11 + ...
+ NNpiγH10,10 + NNpiγH10,01 + ..., (3.21)
dove m (m′) si riferisce al numero di operatori di creazione di pioni (fotoni) e n
(n′) a quello di distruzione di pioni (fotoni). Per esempio
pipiγH11,10 =
1√
Ω
∑
ka,k′b
∑
qλ
: c†kack′ba
†
qλ :
pipiγM11,10ka,k′b,qλδk′,q+k, (3.22a)
pipiγγH11,11 =
1
Ω
∑
ka,k′b
∑
qλ,q′λ′
: c†kack′ba
†
qλaq′λ′ :
pipiγγM11,11ka,k′b,qλ,q′λ′
×δk′+q′,q+k. (3.22b)
Infine, consideriamo il termine di interazione NNγ. In questo caso, per il calcolo
dello scattering Compton, avremo bisogno di considerare anche il contributo degli
antinucleoni. Scriviamo
HI =
NNγH10 + NNγH10 + NNγH10 + NNγH10
+ NNγH01 + NNγH01 + NNγH01 + NNγH01, (3.23)
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dove per esempio
NNγH10 =
1√
Ω
∑
αα′
∑
qλ
: b†α′bαa
†
qλ :
NNγM10α′α,qλδp′+q,p, (3.24a)
NNγH10 =
1√
Ω
∑
αα′
∑
qλ
: dα′bαa
†
qλ :
NNγM10α′α,qλδp′+p,q, (3.24b)
NNγH10 =
1√
Ω
∑
αα′
∑
qλ
: b†α′d
†
αa
†
qλ :
NNγM10α′α,qλδp′+p,−q. (3.24c)
Per ogni termine della Hamiltoniana di interazione, le espansioni considerate
definiscono le “funzioni di vertice” M . Queste funzioni di vertice possono es-
sere espanse non relativisticamente in potenze di Q/mN ∼ Q/Λχ. In Appendice
A sono riportate le funzioni di vertice per i termini di interazione considerati e
la loro espansione non relativistica all’ordine piu` basso in ciascun vertice. Con
la sostituzione dei termini hamiltoniani di interazione scritti nella forma sopra
descritta, si puo` calcolare una generica ampiezza 〈f |T | i〉, dove gli stati iniziale e
finale possono contenere un numero arbitrario di nucleoni, pioni, fotoni, e antin-
ucleoni. Per i nostri scopi siamo interessati principalmente a tre tipi di ampiezze
〈f |T | i〉:
• Ampiezze 〈α′1α′2 |T |α1α2〉 con due nucleoni nello stato iniziale e due nello
stato finale, dalle cui riduzioni non relativistiche si possono determinare i
termini di un potenziale nucleare V da usare poi nell’equazione di Schroe-
dinger.
• Ampiezze 〈α′1α′2 |T |α1α2γ〉, con due nucleoni nello stato iniziale e finale, e
un fotone nello stato iniziale. Dalla riduzione non relativistica di queste
ampiezze si ricavano gli operatori di densita` di carica e di corrente nucleare
a uno e due corpi. Gli operatori di corrente nucleare saranno necessari a
descrivere i processi di cattura np e di scattering Compton.
• Ampiezze 〈α′1α′2γ′ |T |α1α2γ〉 con due nucleoni e un fotone nello stato in-
iziale e finale. Questo tipo di ampiezze portano contributi “irriducibili” allo
scattering Compton, cioe` contributi che non possono essere espressi come
“prodotto” di due ampiezze del tipo considerato al punto sopra.
Ogni ampiezza di transizione 〈f |T | i〉 e` calcolata dalla Eq. (3.13) inserendo set
completi di stati intermedi. Per esempio nel caso di scattering nucleone-nucleone
da potenziale nucleare le ampiezze di scattering 〈α′1α′2 |T |α1α2〉 sono calcolate
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inserendo set completi di stati intermedi nucleonici e pionici
〈α′1α′2 |T |α1α2〉 = 〈α′1α′2 |HI |α1α2〉+
∑
β1β2
〈α′1α′2 |HI | β1β2〉 〈β1β2 |HI |α1α2〉
Eα1 + Eα2 − Eβ1 −Eβ2 + i
+
∑
β1β2,ka
〈α′1α′2 |HI |β1β2ka〉 〈β1β2ka |HI |α1α2〉
Eα1 + Eα2 −Eβ1 − Eβ2 − ωk + i
+... . (3.25)
Per calcolare questi elementi di matrice, si sostituiscono nella Eq. (3.25) i termini
della Hamiltoniana di interazione espressi come nelle Eq. (3.20), si “eliminano”
poi gli operatori di creazione e distruzione in maniera usuale usando le regole di
commutazione e anticommutazione e infine si sfruttano le delta sugli impulsi che
vengono da queste regole per eliminare (almeno) parte delle somme sugli impulsi
degli stati intermedi. Si perviene quindi ad una serie di espressioni che dipendono
dalle funzioni di vertice, dai denominatori di energia e da una (o piu`) delta di
conservazione dell’impulso. Ciascun termine di questa serie puo` essere rappre-
sentato graficamente con un diagramma “time ordered”. Per esempio i termini
associati all’interazione nucleare mediante lo scambio di un pione vengono dalla
seconda riga della Eq. (3.25) prendendo HI =
NNpiH10+ NNpiH01 e considerando
i contributi “connessi”. Si trova
〈
α′1α
′
2
∣∣T 1pi∣∣α1α2〉 ≡ ∑
β1β2,ka
〈
α′1α
′
2
∣∣ NNpiH10 + NNpiH01∣∣β1β2ka〉
Eα1 + Eα2 −Eβ1 − Eβ2 − ωk + i
× 〈β1β2ka ∣∣ NNpiH10 + NNpiH01∣∣α1α2〉
=
1
Ω
∑
a
[
NNpiM01α′
2
α2,p′2−p2 a
NNpiM10α′
1
α1,p1−p′1 a
Eα1 − Eα′1 − ωp′2−p2 + i
+
NNpiM01α′
1
α1,p′1−p1 a
NNpiM10α′
2
α2,p2−p′2 a
Eα2 − Eα′2 − ωp′1−p1 + i
− (α′1 ↔ α′2)
]
× δp′1+p′2,p1+p2 . (3.26)
I vari termini in Eq. (3.26) possono essere rappresentati graficamente come dia-
grammi time ordered, come mostrato in Figura 3.1. A ciascun vertice e` associata
una funzione di vertice e una delta di conservazione dell’impulso al vertice, a
ciascuno stato intermedio tra due vertici e` associato un denominatore con la
differenza tra l’energia iniziale dello stato |i〉 e l’energia dello stato intermedio.
In modo analogo si associano diagrammi time ordered a qualsiasi tipo di pro-
cesso 〈f |T | i〉 dove gli stati iniziali e finali possono contenere nucleoni, pioni,
antinucleoni, fotoni.
A ciascun diagramma time ordered si puo` facilmente associare l’ordine chirale
della espansione non relativistica, il quale dipende da quattro fattori:
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α′2 α
′
2 α
′
2 α
′
2α
′
1 α
′
1 α
′
1 α
′
1
α1 α1 α1α1α2 α2 α2 α2
Figura 3.1: Rappresentazione grafica mediante i diagrammi time ordered dei
contributi di scambio di un pione all’ampiezza di scattering NN .
1. L’ordine della espansione non relativistica delle funzioni di vertice.
2. I denominatori di energia. L’ordine di un denominatore di energia associato
ad un particolare stato intermedio dipende dal tipo di particelle che costitu-
iscono lo stato intermedio e lo stato iniziale. L’ordine dell’energia associata
a ciascuna particella e` dato da
• Nucleoni: Poiche´ Q e` molto minore della massa nucleonica, possiamo
trattare i nucleoni non relativisticamente.
Quindi Eα ' mN + p22mN ∼ O(Q0) +O(Q2).
• Pioni: ωk =
√
m2pi + k
2 ∼ O(Q).
• Fotoni: Ai fini del calcolo dell’ordine dei denominatori di energia
seguiremo il power counting di Ref. [52] considerando l’energia di un
fotone come ωq ∼ Q22mN ∼ O(Q2), sebbene nel calcolo delle funzioni di
vertice un impulso del fotone conti come O(Q).
• Antinucleoni: come nel caso dei nucleoni.
3. Il numero di loops, cioe` il numero delle somme sugli stati intermedi che
restano dopo aver sfruttato tutte le delta di conservazione dell’impulso per
fissare gli impulsi delle particelle negli stati intermedi. Ciascun loop equivale
ad un integrale tridimensionale sugli impulsi e quindi conta come ordine Q3.
4. Il numero di delta di conservazione dell’impulso che rimangono dopo aver
esaurito tutte le somme sugli impulsi delle particelle negli stati intermedi. Se
oltre alla conservazione dell’impulso totale sono presenti anche altre delta,
ciascuna porta un contributo Q−3. Questo si giustifica osservando che, ai
fini del calcolo per esempio di una sezione d’urto, ciascuna delta rimanente
fissa il valore di un impulso nello stato finale, il che equivale a sottrarre
un integrale nella somma sugli stati finali possibili. Poiche´ un integrale
tridimensionale su un impulso conta come Q3, ogni delta aggiuntiva ha
ordine Q−3.
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Come esempio, tenendo conto di queste regole e dell’ordine dell’espansione non
relativistica delle funzioni di vertice riportate in Appendice A, si puo` facilmente
stimare l’ordine dei diagrammi in Figura 3.1. Tenendo conto che non sono presenti
ne´ loops, ne´ delta aggiuntive oltre a quella di conservazione totale dell’impulso,
si trova
〈
α′1α
′
2
∣∣T 1pi∣∣α1α2〉 ∼ NNpiM01 NNpiM10(mN + p21
2mN
−mN − p
′2
1
2mN
− ωk
)−1
∼ O(Q1/2)O(Q1/2) (O(Q))−1 ∼ O(Q0). (3.27)
3.3 Costruzione del potenziale NN dalla EFT
Supponiamo di aver calcolato l’elemento di matrice 〈α′1α′2 |T |α1α2〉 usando l’
Eq. (3.13) e la Hamiltoniana HI(≡ HSRI ) derivata dalla teoria di campo. Come
discusso nella Sezione precedente, T si ottiene come una somma di termini
T =
∑
n
T (n), T (n) ∼ Qn. (3.28)
Da questa matrice T si puo` costruire un potenziale nucleare non relativistico V ,
supponendo che il potenziale V abbia la stessa espansione in potenze di Q della
matrice T
V =
∑
n
V (n), V (n) ∼ Qn, (3.29)
e sfruttando l’equazione di Lippmann-Schwinger [53]. In pratica se |φ〉 e` la fun-
zione d’onda di due nucleoni non interagenti soluzione dell’equazione di Schroedin-
ger
(H0 −Ei) |φ〉 = 0, (3.30)
e |ψ〉 e` la funzione d’onda di due nucleoni interagenti attraverso un potenziale V
soluzione di
(H0 + V − Ei) |ψ〉 = 0, (3.31)
allora vale l’equazione di Lippmann-Schwinger
|ψ〉 = |φ〉+ 1
Ei −H0 + iV |ψ〉 , (3.32)
dalla quale, definita la matrice di transizione TV tale che TV |φ〉 ≡ V |ψ〉, si ottiene
l’equazione integrale per la matrice di transizione
TV = V + V
1
Ei −H0 + iTV . (3.33)
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Si definisce quindi il potenziale non relativistico V in modo che
〈α′1α′2 |TV |α1α2〉 = 〈α′1α′2 |T |α1α2〉 . (3.34)
In pratica si calcolano le ampiezze relativistiche 〈α′1α′2 |T |α1α2〉 dalla EFT, se ne
fa la riduzione non relativistica, e si impone che queste siano ordine per ordine
nell’espansione uguali alle 〈α′1α′2 |TV |α1α2〉, cioe`
〈α′1α′2 |T |α1α2〉 |LO = 〈α′1α′2 |TV |α1α2〉 |LO ,
〈α′1α′2 |T |α1α2〉 |NLO = 〈α′1α′2 |TV |α1α2〉 |NLO ,
〈α′1α′2 |T |α1α2〉 |N2LO = 〈α′1α′2 |TV |α1α2〉 |N2LO ,
... . (3.35)
Nel calcolo delle ampiezze 〈α′1α′2 |TV |α1α2〉 dalla Eq. (3.33), si possono inserire set
completi di stati intermedi contenenti solo due nucleoni, in quanto si considerano
attivi solo i gradi di liberta` nucleonici. Ogni termine di funzione di Green libera
G0 ≡ 1
Ei −H0 + i (3.36)
porta un contributo di ordine Q1, infatti consideriamo
〈α′1α′2|V (n
′)G0V
(n) |α1α2〉 =
∑
β1β2
〈α′1α′2|V (n′) |β1β2〉 〈β1β2|V (n) |α1α2〉
Eα1 + Eα2 −Eβ1 − Eβ2 + i
, (3.37)
da quanto discusso in Sezione 3.2 il denominatore di energia e` di ordine Q−2. Per
quanto riguarda gli elementi di matrice del potenziale, essi contengono una delta
di conservazione dell’impulso totale
〈α′1α′2|V (n) |α1α2〉 =
1
Ω
(
v(n)
)
α′
1
α′
2
,α1α2
δp′
1
+p′
2
,p1+p2 , (3.38)
con v(n) di ordine Qn. In Eq. (3.37) una delle due delta fissa il valore di uno dei
due impulsi intermedi, l’altra porta una conservazione dell’impulso totale. Quindi
in definitiva rimane una somma su un impulso intermedio che quindi conta come
Q3 e l’ordine di (3.37) e` Qn+n
′+1. Analogamente si trova che
V (n)G0V
(n′)G0V
(n′′) (3.39)
e` di ordine Qn+n
′+n′′+2, ecc. . L’espansione in potenze di Q della matrice T e` [41]
T = T (0) + T (1) + T (2) + ... . (3.40)
Quindi dalle Eq. (3.35) e (3.33) si ha
T (0) ≡ T (0)V = V (0), (3.41a)
T (1) ≡ T (1)V = V (1) + V (0)G0V (0), (3.41b)
... ,
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dalle quali invertendo si trova
V (0) = T (0), (3.42a)
V (1) = T (1) − V (0)G0V (0), (3.42b)
... .
Il V cos`ı definito contiene solo contributi “irriducibili”, cioe` non contiene i con-
tributi dei diagrammi con solo nucleoni negli stati intermedi. Questi saranno
automaticamente inclusi risolvendo l’Eq. (3.33).
La generica ampiezza 〈α′1α′2 |T |α1α2〉 conterra` termini “diretti” e termini “di
scambio”. I primi corrispondono a quei diagrammi in cui avviene la transizione
αi → α′i con i = 1, 2, per esempio i primi due termini in Eq. (3.26) per l’ampiezza
di scambio di un pione. I secondi corrispondono invece ai diagrammi con tran-
sizione αi → α′j con i 6= j = 1, 2, per esempio i termini che abbiamo indicato con la
notazione “(α′1 ↔ α′2)” in Eq. (3.26). In modo analogo l’ampiezza 〈α′1α′2 |V |α1α2〉
per il potenziale conterra` termini diretti e di scambio. Per determinare il poten-
ziale e` sufficiente considerare soltanto i termini diretti delle ampiezze della matrice
T uguagliandoli alla parte diretta degli elementi di matrice del potenziale tramite
le Eq. (3.42).
Per il seguito della Tesi ci sara` utile scrivere esplicitamente l’ordine leading del
potenziale, V (0) = V 1pi + V C . Questi termini sono quelli associati ai diagrammi
di scambio di un pione visto nella Sezione 3.2 e il potenziale di contatto originato
dalla Hamiltoniana CH . Questi due potenziali sono dati da [41]
〈
p′1p
′
2
∣∣V 1pi∣∣p1p2〉 = − 1
Ω
g2A
F 2pi
(τ 1 · τ 2)(σ1 · k)(σ2 · k)
ω2k
δp′
1
+p′
2
,p1+p2 , (3.43)〈
p′1p
′
2
∣∣V C∣∣p1p2〉 = 1
Ω
[CS + CT (σ1 · σ2)] δp′
1
+p′
2
,p1+p2 , (3.44)
dove abbiamo posto
k ≡ p′1 − p1 = −p′2 + p2, (3.45)
e σi (τ i) indica che le matrici di Pauli agiscono sugli stati di spin (isospin) del
nucleone i-esimo.
In letteratura questa procedura per derivare il potenziale nucleare e` stata
portata avanti da vari gruppi. Per esempio recentemente il potenziale e` stato
calcolato da Pastore et al. [41] all’ordine N2LO (ν = 2), nell’ambito della stessa
EFT considerata in questa Tesi. Sempre nell’ambito della ChPT, un altro poten-
ziale nucleare che e` stato derivato e` quello di Entem e Machleidt [38], all’ordine
N4LO (ν = 4). Quest’ultimo e` il potenziale EFT che utilizzeremo nei prossimi
Capitoli per lo studio dei processi di cattura np e di scattering Compton.
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3.4 Interazione elettromagnetica e correnti di
scambio
Per trattare processi che coinvolgono sistemi nucleari con assorbimento o emis-
sione di fotoni e` necessario fare uso degli operatori di corrente nucleare e di densita`
di carica. Questi operatori contengono sia contributi a “un corpo”, dove solo un
nucleone interagisce con il fotone considerato e gli altri fungono da “spettatori”,
sia contributi a “piu` corpi”. Noi considereremo al massimo operatori a due corpi.
Detto q l’impulso del fotone considerato, si hanno gli operatori densita` di
carica nucleare e corrente nucleare scritti come
ρ(q) =
∑
i
ρ
(1)
i (q) +
∑
i<j
ρ
(2)
ij (q), (3.46a)
j(q) =
∑
i
j
(1)
i (q) +
∑
i<j
j
(2)
ij (q), (3.46b)
dove la sommatoria e` intesa su tutti i nucleoni presenti e gli apici “(1)” e “(2)”
identificano i contributi a uno e due corpi rispettivamente. Gli operatori a due o
piu` corpi sono necessari se si vuole che sia soddisfatta l’equazione di continuita`
per la corrente
∇ · j(x, t) + ∂
∂t
ρ(x, t) = 0. (3.47)
Nella Eq. (3.47) gli operatori sono in rappresentazione di Heisenberg, per esempio
j(x, t) = eiHtj(x)e−iHt, (3.48)
dove H e` la Hamiltoniana totale e abbiamo indicato con j(x) l’operatore corrente
in rappresentazione di Schroedinger. Sostituendo nella Eq. (3.47) gli operatori
scritti nella forma data in Eq. (3.48), si trova
∇ · j(x) = −i [H, ρ(x)]− . (3.49)
Riscrivendo la Eq. (3.49) in termini della trasformata di Fourier degli operatori,
per esempio
j(x) = Ω
∫
dq
(2pi)3
j(q)e−iq·x, (3.50)
si trova
q · j(q) = [H, ρ(q)]− . (3.51)
Considerando dei nucleoni non interagenti H e` uguale a H0, la Hamiltoniana
libera non relativistica
H0 =
∑
i
p2i
2mN
. (3.52)
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In questo caso, si trova che gli operatori corrente e densita` a un corpo soddisfano la
Eq. (3.51) [54] (gli operatori a un corpo sono definiti nella prossima Sottosezione).
Supponendo di aggiungere un’interazione nucleare, per esempio a due corpi,
V alla Hamiltoniana
H =
∑
i
p2i
2mN
+
∑
i<j
Vij , (3.53)
si trova che in generale [
∑
i<j Vij ,
∑
i ρ
(1)
i (q)]− 6= 0 e la Eq. (3.51) non e` piu`
soddisfatta. Diventa necessario quindi introdurre ulteriori operatori di carica e
di corrente, come nelle Eq. (3.46), affinche´ la Eq. (3.51) risulti ancora valida.
Sviluppando in potenze di Q/mN , la densita` di carica a un corpo si separa
in una parte “non relativistica” di ordine Q0 e una parte che contiene le cor-
rezioni relativistiche, di ordine Q2. Analogamente l’operatore corrente a un cor-
po si separa in una parte non relativistica di ordine Q1 e una parte che contiene
le correzioni relativistiche, di ordine Q3. L’equazione di continuita` deve essere
soddisfatta ordine per ordine nello sviluppo in Q/mN .
Assumendo che i termini di densita` a due corpi siano di ordine Q2 [42] e
tenendo i termini leading nello sviluppo della densita` di carica a un corpo e degli
operatori di corrente, l’equazione di continuita` si separa in [54]
q · j(1)i (q) =
[
p2i
2mN
, ρ
(1)
i (q)
]
−
, (3.54a)
q · j(2)ij (q) =
[
Vij, ρ
(1)
i (q) + ρ
(1)
j (q)
]
−
. (3.54b)
Si noti comunque che, oltre alle correnti j(2)(q) richieste dall’equazione di con-
tinuita` dopo aver introdotto un potenziale V (correnti “model independent”),
si possono anche introdurre correnti puramente trasverse e che quindi non con-
tribuiscono all’Eq. (3.51) (correnti “model dependent”) [54].
3.4.1 La corrente a un corpo
Gli operatori di corrente a un corpo j(1)(q) e densita` di carica a un corpo ρ(1)(q) si
ottengono dalla corrente covariante di singolo nucleone jµ = (ρ(1)(q), j(1)(q)) [36,
54]. Questa corrente si ottiene studiando il processo di scattering elastico e−N →
e−N . Usando il formalismo di isospin la corrente puo` essere scritta come
〈α′ |jµ|α〉 = e〈1
2
t′
∣∣u¯(p′, α′) [F1(Q2)γµ + F2(Q2) iσµν
2mN
qν
]
u(p, α)
∣∣1
2
t
〉
× 1√
2Eα2E ′α
δp+q,p′ . (3.55)
Nella Eq. (3.55) F1(Q2) e F2(Q2) sono i fattori di forma rispettivamente di Dirac
e di Pauli e dipendono dal quadrimpulso trasferito Q2 ≡ −qµqµ, dove qµ e` il
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quadrimpulso del fotone. Questi fattori di forma tengono conto del fatto che il
nucleone non e` una particella puntiforme e ha una struttura interna. I fattori di
forma hanno ciascuno una componente isoscalare (S) e isovettoriale (V )
F1(Q2) =F
S
1 (Q2) + F V1 (Q2)τz
2
, (3.56a)
F2(Q2) =F
S
2 (Q2) + F V2 (Q2)τz
2
, (3.56b)
e sono normalizzati da [54]
F S1 (Q2 = 0) = 1, (3.56c)
F V1 (Q2 = 0) = 1, (3.56d)
F S2 (Q2 = 0) = µp + µn − 1 ≈ −0.12, (3.56e)
F V2 (Q2 = 0) = µp − µn − 1 ≈ 3.706, (3.56f)
dove µn,p sono i momenti magnetici del neutrone e del protone in unita` di ma-
gnetoni nucleari (si veda la Sezione 2.5.3).
Scrivendo esplicitamente gli spinori u e u¯, la corrente (3.55) e` espansa in
potenze di Q/mN (da non confondersi con il quadrimpulso trasferito), ottenendo
la seguente espansione per gli elementi di matrice degli operatori densita` di carica
e corrente a un corpo〈
α′
∣∣ρ(1)(q)∣∣α〉 = 〈1
2
t′
∣∣〈1
2
s′
∣∣eGE(Q2)∣∣12s〉∣∣12t〉δp+q,p′ +O(Q2), (3.57a)〈
α′
∣∣j(1)(q)∣∣α〉 = 〈1
2
t′
∣∣〈1
2
s′
∣∣ e
2mN
[
GE(Q2)(p+ p′) + iGM(Q2)σ × q
] ∣∣1
2
s
〉∣∣1
2
t
〉
×δp+q,p′ +O(Q3), (3.57b)
dove abbiamo indicato rispettivamente con GE(Q2) e GM(Q2) i fattori di forma
elettrico e magnetico di Sachs
GE(Q2) = F1(Q2)− Q
2
4m2N
F2(Q2), (3.58a)
GM(Q2) = F1(Q2) + F2(Q2). (3.58b)
Quindi si definiscono gli operatori densita` di carica e corrente a un corpo nello
spazio degli impulsi, ciascuno all’ordine leading, come [54]〈
p′
∣∣ρ(1)(q)∣∣p〉 = eGE(Q2)δp+q,p′, (3.59a)〈
p′
∣∣j(1)(q)∣∣p〉 = e
2mN
[
GE(Q2)(p+ p′) + iGM(Q2)σ × q
]
δp+q,p′. (3.59b)
Per i nostri scopi siamo interessati a processi che coinvolgono fotoni reali, quindi
possiamo porre Q2 = 0 nei fattori di forma e scrivere〈
p′
∣∣ρ(1)(q)∣∣p〉 = eeNδp+q,p′, (3.60a)〈
p′
∣∣j(1)(q)∣∣p〉 = e
2mN
[eN (p+ p
′) + iµNσ × q] δp+q,p′, (3.60b)
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dove
eN = GE(Q2 = 0), (3.61a)
µN ≡ eN + kN = GM(Q2 = 0), (3.61b)
consistentemente con la definizione dei fattori di forma di Sachs (3.58) e con la
definizione degli operatori eN e kN data in Sezione 2.5.3.
Le espressioni (3.60) coincidono con quelle che si ottengono considerando la
riduzione non relativistica dell’elemento di matrice 〈α′|T |αγ〉 = 〈α′|NNγH|αγ〉, si
veda la prossima Sottosezione.
3.4.2 Processi α1α2γ → α′1α′2 e correnti a due corpi
Come nel caso del potenziale nucleare, l’operatore di corrente nucleare e` definito
agire solo sui gradi di liberta` dei nucleoni. Per esempio per una transizione da uno
stato nucleare
∣∣Ψi〉 ad uno stato ∣∣Ψf〉 a seguito dell’assorbimento di un fotone,
la probabilita` di transizione e` definita da
〈
Ψf
∣∣K∣∣Ψi〉 = 〈Ψf ∣∣jµ∣∣Ψi〉µq,λ 1√2Ωωq . (3.62)
Per i nostri scopi siamo interessati soltanto agli operatori di corrente (e a fotoni
reali) quindi consideriamo soltanto i termini µ 6= 0 in Eq. (3.62) e definiamo
K = −j(q)·ˆqλ 1√
2Ωωq
. (3.63)
L’operatore K e` costruito in modo tale che gli elementi di matrice
〈
Ψf
∣∣K∣∣Ψi〉
siano identici alle ampiezze 〈α′1α′2 |T |α1α2γ〉, ordine per ordine nella espansione
chirale. Teniamo conto che |Ψi〉 e |Ψf〉 sono le funzioni d’onda di uno stato
di due nucleoni interagenti. Possiamo sfruttare allora l’equazione di Lippmann-
Schwinger per scrivere l’elemento di matrice
〈
Ψf
∣∣K∣∣Ψi〉 in termini di stati di due
nucleoni non interagenti. In realta`, l’equazione di Lippmann-Schwinger vale per
stati descrivere uno stato di scattering, mentre nel nostro caso almeno una delle
due funzioni d’onda inizale o finale rappresentera` uno stato legato. Tuttavia, per
definire l’operatore K possiamo comunque supporre di considerare stati iniziali e
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finali di due nucleoni non legati. Quindi scriviamo1
〈Ψf |K |Ψi〉 = 〈α′1α′2| (I + V G0 + V G0V G0 + ...)K
× (I +G0V +G0V G0V + ...) |α1α2〉
= 〈α′1α′2 |K|α1α2〉
+ 〈α′1α′2 |KG0V |α1α2〉+ 〈α′1α′2 |V G0K|α1α2〉
+ 〈α′1α′2 |KG0V G0V |α1α2〉+ 〈α′1α′2 |V G0KG0V |α1α2〉
+ 〈α′1α′2 |V G0V G0K|α1α2〉+ ... . (3.64)
Nel caso che stiamo considerando, nella funzione di Green G0 l’energia iniziale
Ei contiene anche l’energia del fotone. Inoltre, a seconda del time ordering,
in G0 puo` comparire anche l’energia dell’eventuale fotone presente nello stato
intermedio considerato. La presenza o meno del fotone nello stato intermedio
(e quindi della sua energia nella corrispondente funzione di Green G0) si vede
immediatamente dalla posizione relativa dell’operatore K rispetto alla funzione
di Green: tutte le funzioni di Green alla destra dell’operatore K corrispondono
a stati intermedi con il fotone presente, quelle a sinistra corrispondono a stati
intermedi con il fotone assente (gia` assorbito).
Per esempio nella penultima riga della Eq. (3.64) il primo elemento di matrice
contiene due stati intermedi in cui compare il fotone. Nel secondo elemento di
matrice della stessa riga invece, nel primo stato intermedio e` presente il fotone,
mentre nel secondo no.
La presenza dell’energia del fotone in G0 non ne modifica l’ordine in Q rispetto
al caso del potenziale nucleare discusso in Sezione 3.3. Con il power counting
scelto infatti, cioe` ωq ∼ O(Q2), ciascuna funzione di Green continua a portare un
contributo di ordine Q1 (si veda la Sezione 3.3).
Procediamo dunque come nel caso del potenziale nucleare visto in Sezione 3.3.
Supponiamo che l’elemento di matrice (3.64) coincida con l’elemento di matrice
〈α′1α′2 |T |α1α2γ〉 calcolato con la EFT, assumendo che l’operatore K abbia una
espansione in potenze analoga a quella della matrice T . La matrice T , per il pro-
cesso di assorbimento α1α2γ → α′1α′2 considerato, ammette la seguente espansione
(si veda piu` avanti)
T =
∑
n
T (n) = T (−2) + T (−1) + ..., T (n) ∼ eQn, (3.65)
1Si noti che la funzione di Green G0 che deriva dalla funzione d’onda finale |Ψf 〉 e` G0 = G−0
invece che G0 ≡ G+0 , dove G±0 = 1Ei−H0±i . Questo e` in accordo con la teoria dello scattering
da due potenziali U e W , per cui se φ e` un’onda piana, ψ± sono le soluzioni dell’equazione
di Lippmann-Schwinger con il potenziale U (dove ancora ± identifica il segno del termine
i al denominatore della funzione di Green) e χ± le soluzioni dell’equazione di Lippmann-
Schwinger con il potenziale U +W , allora la matrice di transizione TU+W e` definita al primo
ordine nell’espansione di Born dalla relazione 〈φ|TU+W |φ〉 = 〈φ|TU |φ〉 + 〈ψ−|W |ψ+〉. Per una
discussione dettagliata si veda Ref. [53].
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quindi supponiamo
K =
∑
n
K(n) = K(−2) +K(−1) + ..., K(n) ∼ eQn. (3.66)
Sfruttando poi lo sviluppo del potenziale
V = V (0) + V (1) + V (2) + ..., (3.67)
si calcola l’ordine di ogni termine dell’espansione (3.64) inserendo set completi di
stati intermedi di due nucleoni liberi.
Per quanto abbiamo detto, come nel caso del potenziale si ha che ogni funzione
di Green porta un contributo Q1, quindi per esempio
V (n)G0K
(m) ∼ K(m)G0V (n) ∼ eQn+m+1. (3.68)
Infine, si impone che l’uguaglianza
〈α′1α′2 |T |α1α2γ〉 ≡ 〈Ψf |K|Ψi〉 (3.69)
sia valida ordine per ordine nello sviluppo in potenze di Q, trovando
K(−2) = T (−2), (3.70a)
K(−1) = T (−1) − V (0)G0K(−2) −K(−2)G0V (0), (3.70b)
K(0) = T 0 − V (0)G0K(−1) −K(−1)G0V (0)
−V (1)G0K(−2) −K(−2)G0V (1)
−V (0)G0K(−2)G0V (0)
−K(−2)G0V (0)G0V (0)
−V (0)G0V (0)G0K(−2), (3.70c)
... .
Il contributo leading K(−2) e` quello associato ai diagrammi time ordered di tipo
(a) in Figura 3.2, l’ordine di questi diagrammi e` appunto eQ1Q−3 ∼ eQ−2. Si noti
che l’ordine in Q e` calcolato non conteggiando il fattore 1/
√
2ωq che entra nella
funzione di vertice in cui compare il fotone. I diagrammi di tipo (a) portano il
contributo della corrente a un corpo, che e` dato dalla somma dei singoli contributi
a un corpo dei due nucleoni, dove l’altro rimane imperturbato,
〈p′1p′2 |ja(q)|p1p2〉 =
e
2mN
[eN,1(p1 + p
′
1) + iµN,1σ1 × q]
×δp1+q,p′1δp2,p′2 + (1↔ 2), (3.71)
dove ricordiamo che j(q) e` legata a K dalla Eq. (3.63).
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(a1) (a2) (b1) (b2) (c)
Figura 3.2: Diagrammi time ordered che contribuiscono alla corrente a un corpo,
(a), e alla corrente di scambio di un pione, (b) e (c). Non sono mostrati tutti i
possibili time ordering.
All’ordine NLO K(−1) compaiono i contributi di correnti a due corpi, diagram-
mi (b) e (c) in Figura 3.2. I contributi a due corpi sono quelli in cui entrambi
nucleoni partecipano all’interazione con il fotone, in questo caso sono le correnti
associate allo scambio di un pione. Sommando su tutti i possibili time ordering
si ottiene [41]
〈p′1p′2 |jb(q)|p1p2〉 = −ie
g2A
F 2pi
(τ 1 × τ 2)z 1
k22 +m
2
pi
σ1(σ2 · k2)
×δk1+k2,q + (1↔ 2), (3.72a)
〈p′1p′2 |jc(q)|p1p2〉 = ie
g2A
F 2pi
(τ 1 × τ 2)z k1 − k2
(k21 +m
2
pi)(k
2
2 +m
2
pi)
(σ1 · k1)(σ2 · k2)
×δk1+k2,q, (3.72b)
dove ki = p
′
i − pi. Queste correnti soddisfano l’equazione di continuita` (3.54b)
con il potenziale di scambio di un pione 2,3.
Esistono ulteriori contributi di diagrammi riducibili che entrano in T (−1) al-
l’ordine NLO, questi tuttavia non portano contributo a K(−1) a causa di can-
cellazioni che si verificano nella Eq. (3.70b), come nell’esempio mostrato nella
prossima Sottosezione.
La corrente a due corpi nell’ambito EFT e` stata derivata in dettaglio recen-
temente da Pastore et al. [41] fino all’ordine Q (N3LO). I contributi LO e NLO
2Se teniamo nuovamente conto dei fattori di forma, si trova che l’equazione di continuita`
(3.54b) con Vij = V
1pi impone che le correnti in Eq. (3.72) vadano moltiplicate per il fattore
di forma GVE(Q2), almeno nella loro componente longitudinale [54]. In ogni caso, i processi
che considereremo in questo lavoro di Tesi coinvolgono fotoni reali e quindi con quadrimpulso
trasferito nullo. Dalla definizione dei fattori di forma di Sachs e di Dirac si ha che GVE(Q2 =
0) = 1, quindi ai fini dei processi qui considerati il moltiplicare o meno le correnti in Eq. (3.72)
per GVE(Q2) e` irrilevante.
3Si noti che il potenziale di contatto V C commuta con la densita` di carica a un corpo (3.60a)
e quindi dai termini di contatto LO non derivano correnti a due corpi.
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di questa corrente sono quelli associati rispettivamente alla corrente a un cor-
po e alla corrente di scambio di un pione, appena discussi. All’ordine N2LO
entrano invece correzioni relativistiche alla corrente a un corpo, mentre l’ordine
N3LO comprende: contributi di correzioni di vertice alla corrente a due corpi di
scambio di un pione, contributi di corrente di contatto (che derivano dalla sosti-
tuzione minimale all’interno di termini lagrangiani di contatto in cui compaiono
gradienti oppure da termini di contatto in cui entra il tensore Fµν), e contributi di
diagrammi con un loop come quelli mostrati in Figura 3.3, quest’ultimi includono
contributi che coinvolgono lo scambio di due pioni. All’ordine N3LO entrano an-
che diagrammi ad albero con un usuale vertice NNpi e un vertice NNpiγ di ordine
Q2, quest’ultimo derivante dalla Lagrangiana chirale efficace N2LO L(3)piN , si veda
Ref. [49].
Figura 3.3: Alcuni contributi all’operatore di corrente nucleare all’ordine N3LO
derivato da Pastore et al. [41]. Si notino in particolare i contributi di scambio di
due pioni.
Gli operatori che entrano nella corrente di Pastore et al. dipendono da un
parametro di cutoff Λ = 500÷600 MeV. Questo per il fatto che le loro espressioni
nello spazio delle coordinate presenterebbero delle singolarita` nel limite di piccoli r
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( dove r e` la distanza tra i due nucleoni); questi operatori sono quindi regolarizzati
nello spazio degli impulsi introducendo la funzione di cutoff e−k
4/Λ4 .
La corrente di Pastore et al. contiene quattro LEC che sono fissate dal fit di
quattro dati sperimentali. Questi sono [55]: la sezione d’urto termica di cattura
neutrone-protone e i momenti magnetici di deutone, 3H e 3He. Notiamo che queste
osservabili sono sensibili agli effetti delle correnti di scambio sulle transizioni di
tipo “magnetico” (si veda la Sezione 3.6).
Sempre nell’ambito della EFT all’ordine N3LO, esiste anche un altro modello
di corrente semplificato, si veda Song et al. [40]. A differenza del caso precedente,
la corrente di Song et al. contiene due parametri liberi che sono fissati richiedendo
che i valori sperimentali dei momenti magnetici del 3H e del 3He siano corretta-
mente riprodotti. Anche questo modello di corrente dipende da un parametro di
cutoff Λ.
Le corrente di Pastore et al. e quella di Song et al. saranno utilizzate nel
proseguio della Tesi per lo studio dei processi di cattura np e di scattering
Compton.
La procedura che abbiamo utilizzato in questa Sezione per derivare gli opera-
tori di corrente nucleare puo` essere utilizzata in maniera identica per determinare
gli operatori di densita` di carica, si veda Ref. [56].
3.4.3 Un esempio di sottrazione di diagrammi riducibili
(a1) (a2) (a3)
Figura 3.4: Esempio di diagrammi che all’ordine NLO, (a1) e (a2), e N2LO, (a3),
contribuiscono alla matrice T ma non all’operatore K (si veda il testo) per la
transizione α1α2γ → α′1α′2.
In questa Sezione mostreremo una applicazione delle Eq. (3.70). Consideriamo
i diagrammi (a1) e (a2) in Figura 3.4. Questi diagrammi sono di ordine eQ−1 e
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portano un contributo a T (−1) dato da
〈α′1α′2|T(a1) |α1α2γ〉 =
1
Ω3/2
∑
β,ka
NNpiM01α′
2
α2,ka
NNpiM10α′
1
β,ka
NNγM01βα1,qλ
(Ei − Eβ − Eα2 + i)(Ei − ωk −Eα′1 −Eα2)
×δp2+k,p′2δp1+q,pβδp′1+k,pβ , (3.73a)
〈α′1α′2|T(a2) |α1α2γ〉 =
1
Ω3/2
∑
β,ka
NNpiM01α′
1
,β,−ka
NNpiM10α′
2
α2,−ka
NNγM01βα1,qλ
(Ei − Eβ − Eα2 + i)(Ei − ωk −Eα′2 −Eβ)
×δp2+k,p′2δp1+q,pβδp′1+k,pβ . (3.73b)
I corrispondenti contributi di V 1piG0K
(−2), con V 1pi il potenziale di scambio di un
pione dato in Eq. (3.43), sono invece
〈α′1α′2| (V 1piG0K(−2))(a1) |α1α2γ〉 =
1
Ω3/2
∑
β,ka
NNpiM01α′
2
α2,ka
NNpiM10α′
1
β,ka
−ωk(Ei − Eβ − Eα2 + i)
×NNγM01βα1,qλδp2+k,p′2δp1+q,pβδp′1+k,pβ , (3.74a)
〈α′1α′2| (V 1piG0K(−2))(a2) |α1α2γ〉 =
1
Ω3/2
∑
β,ka
NNpiM01α′
1
,β,−ka
NNpiM10α′
2
α2,−ka
−ωk(Ei − Eβ − Eα2 + i)
×NNγM01βα1,qλδp2+k,p′2δp1+q,pβδp′1+k,pβ . (3.74b)
Approssimando
1
∆E − ωk ' −
1
ωk
(
1 +
∆E
ωk
)
, (3.75)
le Eq. (3.73) diventano
〈α′1α′2| T(a1) |α1α2γ〉 = 〈α′1α′2| (V 1piG0K(−2))(a1) |α1α2γ〉
− 1
Ω3/2
∑
β,ka
1
ω2k
NNpiM01α′
2
α2,ka
NNpiM10α′
1
β,ka
NNγM01βα1,qλ
× Ei − Eα′1 − Eα2
Ei − Eβ − Eα2 + i
δp2+k,p′2δp1+q,pβδp′1+k,pβ , (3.76a)
〈α′1α′2| T(a2) |α1α2γ〉 = 〈α′1α′2| (V 1piG0K(−2))(a2) |α1α2γ〉
− 1
Ω3/2
∑
β,ka
1
ω2k
NNpiM01α′
1
,β,−ka
NNpiM10α′
2
α2,−ka
NNγM01βα1,qλ
× Ei −Eβ −Eα′2
Ei − Eβ − Eα2 + i
δp2+k,p′2δp1+q,pβδp′1+k,pβ . (3.76b)
Tenendo conto che all’ordine in cui stiamo lavorando si ha (si veda l’Appendice
A)
NNpiM10α′α,ka =
NNpiM01α′α,−ka, (3.77)
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e che per definizione (Eq. (3.14)) Ei = Eα1 +Eα2 = Eα′1 +Eα′2 , dalla somma delle
Eq. (3.76) si trova
〈α′1α′2|T(a1) + T(a2) |α1α2γ〉 =
〈α′1α′2| (V 1piG0K(−2))(a1) + (V 1piG0K(−2))(a2) |α1α2γ〉
− 1
Ω3/2
∑
β,ka
1
ω2k
NNpiM01α′
1
β,ka
NNpiM10α′
2
α2,ka
NNγM01βα1,qλ
×δp2−k,p′2δp1+q,pβδp′1−k,pβ . (3.78)
Tenendo conto della Eq. (3.70b) si trova che il contributo a K(−1) dato da
T (−1)−V G0K(−2)−K(−2)G0V si annulla. Quindi questi contributi sono di ordine
Q0, percio` i diagrammi (a1) e (a2) di Figura 3.4 porterebbero contributo all’op-
eratore K(0). Tuttavia si verifica facilmente che anche i contributi di ordine Q0
si cancellano con il contributo del diagramma irriducibile (a3) in Figura 3.4
〈α′1α′2|T(a3) |α1α2γ〉 =
1
Ω3/2
∑
β,ka
1
ω2k
NNpiM01α′
1
β,ka
NNγM01βα1,qλ
NNpiM10α′
2
α2,ka
×δp2−k,p′2δp1+q,pβδp′1−k,pβ . (3.79)
Quindi i contributi all’operatore K dei diagrammi della Figura 3.4 sono al piu`
di ordine Q.
Allo stesso modo, si vede il contributo del diagramma NLO con vertice di
contatto
porta un contributo nullo all’operatore K, perche´ in questo caso vale identica-
mente T (−1) = V CG0K
(−2).
3.5 La corrente LO nello spazio delle coordinate
Consideriamo gli elementi di matrice dell’operatore corrente tra uno stato nucle-
are iniziale ed uno finale
〈Ψf |j(q) · ˆq,λ|Ψi〉 . (3.80)
Poiche´ siamo interessati a sistemi nucleari a due corpi, conviene riscrivere la
corrente a un corpo come data in Eq. (3.71), che qui riportiamo
〈p′1p′2 |j(q)|p1p2〉 =
e
2mN
[eN,1(p1 + p
′
1) + iµN,1σ1 × q] δp1+q,p′1δp2,p′2 + (1↔ 2).
(3.81)
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Quindi possiamo inserire set completi come
〈Ψf |j(q)|Ψi〉 =
∫
dr1dr2dr
′
1dr
′
2 〈Ψf |r′1r′2〉 〈r′1r′2 |j(q)| r1r2〉 〈r1r2 |Ψi〉 . (3.82)
La 〈r′1r′2 |j(q)| r1r2〉 e` la trasformata di Fourier della corrente in Eq. (3.81) rispetto
agli impulsi pi,p
′
i
〈r′1r′2 |j(q)| r1r2〉 =
∑
p1,p′1
∑
p2,p′2
〈r′1r′2 | p′1p′2〉 〈p′1p′2 |j(q)|p1p2〉 〈p1p2 | r1r2〉
=
∑
p1,p′1
∑
p2,p′2
eip
′
1·r
′
1√
Ω
eip
′
2·r
′
2√
Ω
〈p′1p′2 |j(q)|p1p2〉
×e
−ip1·r1
√
Ω
e−ip2·r2√
Ω
. (3.83)
Inserendo l’espressione per la corrente data in Eq. (3.81) nella Eq. (3.83) e tenendo
conto che
e−ip1·r1p1 = i∇r1e−ip1·r1, (3.84)
si trova che l’elemento di matrice 〈Ψf |j(q)|Ψi〉 puo` essere scritto come in Eq. (3.82)
in cui
〈r′1r′2 |j(q)| r1r2〉 =
e
2mN
δ(r1 − r′1)δ(r2 − r′2)
×
[
eN,1
[−i∇r1 , eiq·r1]+ + iµN,1σ1 × qeiq·r1]+ (1↔ 2).
(3.85)
Per quanto riguarda le funzioni d’onda nucleari iniziale e finale, si considerano la
coordinata del moto relativo delle due particelle r e quella del centro di massa R
r = r1 − r2, R = r1 + r2
2
, (3.86)
e si scrive
Ψi,f(r1, r2) = Ψi,f(r,R) = ψi,f (r)
eiPi,f ·R√
Ω
, (3.87)
dove le ψi,f sono le funzioni d’onda del moto intrinseco delle particelle e Pi,f
e` l’impulso del centro di massa per il sistema iniziale e finale. Per esempio se
consideriamo come stato finale uno stato di scattering di due nucleoni con impulsi
p′1 e p
′
2, l’impulso del centro di massa e` dato da
Pf = p
′
1 + p
′
2. (3.88)
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Per un sistema NN di scattering la funzione d’onda del moto relativo dipendera`
inoltre dall’impulso relativo delle due particelle, definito come, per esempio per
lo stato finale,
pf =
p′1 − p′2
2
. (3.89)
Passando quindi alle variabili date in Eq. (3.86) nell’integrale in Eq. (3.82) e
integrando nella coordinata del centro di massa si trova
〈Ψf |j(q)|Ψi〉 =δq+Pi,Pf
∫
drψ∗f(r) 〈r| jr(q) |r〉ψi(r), (3.90)
dove abbiamo indicato con jr(q) la parte della corrente a un corpo che dipende
dalla coordinata relativa, e che e` data da
〈r| jr(q) |r〉 ≡ e
2mN
eiq·r/2 [−i2eN,1∇r + eN,1Pf + iµN,1σ1 × q] + (1↔ 2). (3.91)
Si noti che nella espressione precedente scambiare i due nucleoni implica r→ −r.
Nella espressione (3.91) il termine che dipende da Pf conta come una correzione di
“rinculo”. Se consideriamo una transizione nucleare di assorbimento nel sistema
del centro di massa [fotone-due nucleoni] questo termine e` identicamente nullo,
in quanto Pf = 0. Nel sistema del laboratorio invece abbiamo Pi = 0, da cui
Pf = q. In questo caso volendo calcolare l’elemento di matrice dato in Eq. (3.80),
per fotoni reali q · ˆq,λ = 0 e quindi di nuovo il termine di rinculo porta un
contributo nullo. Nel caso dello scattering Compton abbiamo verificato che la
correzione di rinculo genera un contributo trascurabile (si veda il Capitolo 5).
Noi trascureremo questo termine e definiamo
〈r| jr(q) |r〉 ≡ e
2mN
eiq·r/2 [−i2eN,1∇r + iµN,1σ1 × q] + (1↔ 2). (3.92)
Anche nel caso delle correnti a due corpi l’elemento di matrice 〈Ψf |j(q)|Ψi〉
puo` essere scritto nella forma (3.90), dove in generale 〈r| jr(q) |r〉 indica la parte
della corrente considerata che dipende dalla coordinata relativa r dei due nucle-
oni.
3.6 Sviluppo multipolare della corrente
Da questa Sezione in poi, inclusi i prossimi Capitoli e le Appendici, tutte le cor-
renti saranno riscalate di e, cioe` la costante di carica del protone e e` portata fuori
dalle espressioni delle correnti.
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In questa Sezione considereremo la transizione di un sistema di nucleoni (lega-
to o meno) da uno stato iniziale |LSJJz〉 ad uno finale |L′S ′J ′J ′z〉 dovuta all’as-
sorbimento (o all’emissione) di un fotone reale. Abbiamo indicato con L il mo-
mento angolare orbitale, con S il momento angolare di spin e con JJz il momento
angolare totale con relativa proiezione lungo l’asse di quantizzazione.
L’elemento di matrice che descrive la transizione di assorbimento e`
〈L′S ′J ′J ′z|Hint|LSJJzγ〉 , (3.93)
dove
Hint = −e
∫
j(x) ·A(x)dx, (3.94)
e A(x) e` il campo del fotone scritto in termini di operatori di creazione e dis-
truzione
A(x) =
∑
q
∑
λ=±1
1√
2Ωωq
[
aq,λe
iq·xˆq,λ + a
†
q,λe
−iq·xˆ∗q,λ
]
. (3.95)
Inserendo l’espressione del campo del fotone data dalla Eq. (3.95) nell’elemento
di matrice in Eq. (3.94) si trova
〈L′S ′J ′J ′z|Hint|LSJJzγ〉 = −e
∫
〈L′S ′J ′J ′z| j(x) |LSJJz〉 · 〈0|A(x) |γ〉 dx
= −e 1√
2Ωωq
〈L′S ′J ′J ′z| j(q) · ˆq,λ |LSJJz〉 , (3.96)
in accordo con la definizione dell’operatore K in Eq. (3.62) i cui elementi di
matrice danno la probabilita` di transizione per assorbimento. In maniera analoga,
si trova che l’elemento di matrice di emissione e` il seguente
〈L′S ′J ′J ′zγ|Hint|LSJJz〉 = −e
1√
2Ωωq
〈L′S ′J ′J ′z| j†(q) · ˆ∗q,λ |LSJJz〉 . (3.97)
In generale l’operatore j(q) · ˆq,λ puo` essere scritto come una somma di tensori
irriducibili di rango e parita` definita [57], i multipoli (si veda l’Appendice B).
Ricordiamo che un tensore irriducibile Tl di rango l e` definito come un set di
2l + 1 operatori Tlm (con m = −l, ..., 0, ..., l) che sotto una rotazione Rˆ(α, β, γ)
trasformano come
Rˆ(α, β, γ)TlmRˆ
−1(α, β, γ) =
l∑
m′=−l
Tlm′Dlm′,m(α, β, γ), (3.98)
dove (α, β, γ) sono gli angoli di Eulero [58] che caratterizzano la rotazione con-
siderata, Rˆ(α, β, γ) e` l’operatore di rotazione [59]
Rˆ(α, β, γ) = e−iαJˆze−iβJˆye−iγJˆz , (3.99)
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e Dlm,m′ sono i seguenti elementi di matrice [59]
Dlm,m′(α, β, γ) = 〈lm| Rˆ(α, β, γ) |lm′〉 . (3.100)
I multipoli che entrano nell’espansione per la corrente sono di tipo “elettrico” (E)
o “magnetico” (M) a seconda del loro comportamento sotto parita` P, cioe`
PTElmP−1 = (−)lTElm, (3.101a)
PTMlmP−1 = (−)l+1TMlm . (3.101b)
Per il teorema di Wigner-Eckart [58] possiamo definire gli “elementi di matrice
ridotti” associati ai multipoli come
XL
′S′J ′,LSJ
l = (JJz, lm|J ′J ′z)−1
√
2J + 1 〈L′S ′J ′J ′z| TXlm |LSJJz〉 , X = M,E,
(3.102)
dove (JJz, lm|J ′J ′z) e` un coefficiente di Clebsh-Gordan. Tenendo conto allora
della Eq. (3.102), dalla espansione multipolare per l’operatore j(q) · ˆq,λ si ottiene
l’espansione in elementi di matrice ridotti per il generico elemento di matrice
〈L′S ′J ′J ′z| j(q) · ˆq,λ |LSJJz〉. In particolare considerando la jr(q), indicato α ≡
LSJ e definito per il processo di assorbimento4
j
λJ ′zJz
α′α (q, r) ≡ 〈L′S ′J ′J ′z| jr(q) · ˆq,λ |LSJJz〉 , (3.103)
si trova la seguente espansione in termini degli elementi di matrice ridotti
j
λJ ′zJz
α′α (q, r) = −
√
2pi
2J + 1
∞∑
l=1
l∑
m=−l
il lˆDlm,λ(ϕ, θ,−ϕ)(JJz, lm|J ′J ′z)
×
{
−λMα′αl (q, r)− Eα
′α
l (q, r)
}
, (3.104)
dove θ e ϕ sono gli angoli (polare e azimutale) del vettore q dell’impulso del
fotone rispetto al sistema di riferimento cartesiano scelto e lˆ ≡ √2l + 1.
Volendo considerare il processo di emissione di un fotone, invece che di assor-
bimento, gli elementi di matrice da calcolare sono i seguenti
j
λJ ′zJz
α′α (q, r) ≡ 〈L′S ′J ′J ′z| j†r(q) · ˆ∗q,λ |LSJJz〉 . (3.105)
4L’elemento di matrice 〈L′S′J ′J ′z| j(q) · ˆq,λ |LSJJz〉 e` dato da
〈L′S′J ′J ′z | j(q) · ˆq,λ |LSJJz〉 =
∫
drdR 〈L′S′J ′J ′z |rR〉 eiq·R 〈r| jr(q) · ˆq,λ |r〉〈rR |LSJJz〉
= δq+Pi,Pf
∫
dr 〈L′S′J ′J ′z |r 〉〈r| jr(q) · ˆq,λ |r〉〈r |LSJJz〉
≡ δq+Pi,Pf 〈L′S′J ′J ′z | jr(q) · ˆq,λ |LSJJz〉 ,
dovePi (Pf ) indica l’impulso del centro di massa del sistema nucleare di numeri quantici LSJJz
(L′S′J ′J ′z).
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Gli elementi di matrice nel caso di emissione hanno il seguente sviluppo
j
λJ ′zJz
α′α (q, r) = −
√
2pi
2J ′ + 1
∞∑
l=1
l∑
m=−l
(−i)l lˆDlm,−λ(ϕ, θ,−ϕ)(JJz, lm|J ′J ′z)
×
{
−λM˜α′αl (q, r)− E˜α
′α
l (q, r)
}
, (3.106)
con
X˜α
′α
l (q, r) = (−)J−J
′+1
√
2J + 1√
2J ′ + 1
(
Xαα
′
l (q, r)
)∗
. (3.107)
Per maggiori dettagli si vedano le Appendici B e C. In Appendice B e` riportata
l’espressione della espansione multipolare dell’operatore jr(q) · ˆq,λ, inoltre sono
calcolati esplicitamente i multipoli nel caso della corrente nucleare a un corpo. I
corrispettivi elementi di matrice ridotti sono invece calcolati in Appendice C.
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Capitolo 4
Cattura neutrone-protone
In questo Capitolo calcoleremo le sezioni d’urto dei processi di cattura neutrone-
protone e di fotodisintegrazione del deutone. Nella Sezione 4.1 discuteremo come
risolvere numericamente l’equazione di Schroedinger per lo stato legato n − p e
per gli stati di scattering. Nelle Sezioni 4.2 e 4.3 calcoleremo la sezione d’urto
di cattura e di fotodisintegrazione espresse in termini degli elementi di matrice
ridotti degli operatori di corrente nucleare. I risultati del calcolo sono presentati
in Sezione 4.4.
4.1 Le funzioni d’onda di stato legato e di scat-
tering
Come discusso in Sezione 3.5, per un sistema di due nucleoni la funzione d’onda
totale si separa in una parte di onda piana, che descrive il moto libero del centro
di massa, e in una parte di moto relativo
ΨNN(R, r) =
eiPcm·R√
Ω
ψNN (r). (4.1)
La funzione d’onda che descrive il moto relativo e` data dalla soluzione dell’e-
quazione di Schroedinger
(T + V ) |ψNN 〉 = E |ψNN 〉 , (4.2)
dove T e` l’operatore energia cinetica T = −∇2
2µ
e µ e` la massa ridotta dei due
nucleoni. Per quanto riguarda l’operatore di potenziale, in questo lavoro faremo
uso sia di potenziali locali che di potenziali non locali (si veda la Sezione 4.4).
Nel caso di potenziale locale, l’Eq. (4.2) diventa
−∇
2
2µ
ψNN (r) + V (r)ψNN(r) = EψNN (r), (4.3)
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J S = 0 S = 1 2S+1LJpi=+
2S+1LJpi=−
0 L = 0 L = 1 1S0
1P0
1 L = 1 L = 0, 1, 2 3S1 − 3D1 1P1, 3P1
2 L = 2 L = 1, 2, 3 1D2,
3D2
3P2 − 3F2
3 L = 3 L = 2, 3, 4 3D3 − 3G3 1F3, 3F3
4 L = 4 L = 3, 4, 5 1G4,
3G4
3F4 − 3H4
Tabella 4.1: Stati np per momento angolare totale J = 0, ..., 4. Gli stati sono
dati in notazione spettroscopica 2S+1LJpi , dove L e` il momento angolare orbitale,
S e` lo spin e pi e` la parita`. Gli stati separati da un trattino indicano i canali
accoppiati, cioe` quelli per cui sono ammesse transizioni da un canale all’altro (si
veda il testo).
mentre, nel caso di potenziale non locale
−∇
2
2µ
ψNN(r) +
∫
dr′V (r, r′)ψNN (r
′) = EψNN (r). (4.4)
Scopo di questa Sezione sara` risolvere le Eq. (4.3) e (4.4) per il sistema deutone
e per stati di scattering neutrone-protone.
La funzione d’onda per un sistema neutrone-protone in uno stato di momento
angolare totale e parita` definiti, Jpi, ammette diverse combinazioni di valori del
momento angolare orbitale L e dello spin totale S, come mostrato in Tabella 4.1
per gli stati fino a J = 4. In particolare la scelta di J fissa valori di L e S
compatibili con le relazioni
L + S = J, (4.5)
e
S = 0, 1. (4.6)
La scelta della parita` pi = ± seleziona quegli L che soddisfano (−1)L = pi. Per i
modelli di potenziale usati, a partire da uno stato 2S+1LJ le transizioni possibili
sono quelle compatibili con la conservazione della parita`, dello spin S e del mo-
mento angolare totale J . Quindi ad esempio i canali 3S1 e
3D1 sono accoppiati,
mentre i canali 1P1 e
3P1,
1D2 e
3D2, ecc., sono considerati canali singoli.
L’isospin T puo` assumere valori T = 0, 1, e, per dati L e S, e` fissato dalla
relazione che assicura l’antisimmetria della funzione d’onda di due nucleoni per
scambio delle due particelle
(−1)L+S+T = −1. (4.7)
Nel seguito indicheremo con χSSz la funzione d’onda di spin di due nucleoni,
dove Sz e` la componente dello spin lungo l’asse di quantizzazione, e con ξTTz la
funzione d’onda di isospin. Nel nostro caso di un sistema formato da un neutrone
e da un protone abbiamo che la terza componente dell’isospin e` nulla, Tz = 0.
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4.1.1 Costruzione della funzione d’onda del deutone
Il deutone e` lo stato legato neutrone-protone, con numeri quantici momento an-
golare totale e parita` Jpi=1+ e spin totale S = 1. Da questi seguono i valori
accessibili per il momento angolare orbitale L = 0, 2 e per l’isospin T = 0 (stati
3S1 e
3D1). La parte della funzione d’onda del deutone che descrive il moto
relativo neutrone-protone e` scritta come
ψdJz(r) =
∑
L=0,2
uL(r) [YL(rˆ)χS]JJz ξT0, (4.8)
con S = 1, J = 1, T = 0. Le parti radiali uL(r) della funzione d’onda sono
espanse su una base ortonormale di funzioni fn
uL(r) =
NL−1∑
n=0
aL,nfn(r), (4.9)
con base
fn(r) = Nne
−γr/2L(2)n (γr), (4.10)
con
Nn =
√
n!
(n+ 2)!
γ3, (4.11)
e gli L
(2)
n (γr) sono i polinomi ortogonali generalizzati di Laguerre di ordine due [60].
Si noti che, espresso γ in unita` di fm−1, le fn(r) hanno dimensione di fm
−3/2, in-
oltre dalla relazione di ortogonalita` dei polinomi di Laguerre di ordine due [60] si
ha che le fn(r) sono normalizzate a uno, cioe`∫ ∞
0
drr2fn(r)fn′(r) = δn,n′. (4.12)
Dalla relazione in Eq. (4.12), si ha che le funzioni seguenti〈
r
∣∣ψL,n〉 = fn(r)[YL(rˆ)χS]JJzξT0 (4.13)
sono ortonormali 〈
ψL,n
∣∣ψL′,n′〉 = δn,n′δL,L′ . (4.14)
Dalla dimensione delle funzioni fn(r) segue inoltre che i coefficienti di espansione
aL,n sono adimensionali, e la norma della funzione deutone e` data da〈
ψdJz
∣∣ψdJz〉 =∑
L,n
|aL,n|2 . (4.15)
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Per fissati valori di γ e di NL, i coefficienti di espansione aL,n sono ottenuti
attraverso l’applicazione del principio variazionale, ossia sono scelti come quella
soluzione del sistema di equazioni agli autovalori∑
L′,n′
〈ψL,n |H|ψL′,n′〉 aL′,n′ = EaL,n, (4.16)
che ha come autovalore E il piu` basso tra gli autovalori possibili. Per il princi-
pio variazionale questo autovalore risulta maggiore dell’energia “vera” −Bd del
sistema deutone, si avvicina tanto piu` a questo valore quanto piu` la base di es-
pansione per le funzioni uL(r) e` ottimale. Per calcolare gli elementi di matrice
〈ψL,n |H|ψL′,n′〉 si considerano separatamente le parti cinetica e di potenziale della
Hamiltoniana H = T + V . Per la parte di energia cinetica si definisce
〈
ψL,n
∣∣− ∇2
2µ
∣∣ψL′,n′〉 ≡ T n,n′L,L′ , (4.17)
dove
T n,n
′
L,L′ = −δL,L′NnNn′
1
2µ
×
∫ ∞
0
drr2e−γr/2L(2)n (γr)
(
∂2
∂r2
+
2
r
∂
∂r
− L(L+ 1)
r2
)
e−γr/2L
(2)
n′ (γr). (4.18)
Per n ≥ n′ la Eq. (4.18) puo` essere scritta
T n,n
′
L,L′ = δL,L′
γ2
2µ
[
(L(L+ 1) + n′)J
(2)
n,n′
+(n′ + 1)J
(1)
n,n′ −
1
4
δn,n′ −
√
n′(n′ + 1)J
(2)
n,n′−1
]
, (4.19)
dove i J
(i)
n,n′ sono definiti da
J
(1)
n,n′ = NnNn′
∫ ∞
0
drr2
L
(2)
n (γr)L
(2)
n′ (γr)
γr
e−γr, (4.20)
J
(2)
n,n′ = NnNn′
∫ ∞
0
drr2
L
(2)
n (γr)L
(2)
n′ (γr)
(γr)2
e−γr, (4.21)
e sono calcolati numericamente con integrazione gaussiana [60] con NI punti di
integrazione.
Per la parte di potenziale, indicato
〈ψL,n |V |ψL′,n′〉 ≡ V n,n
′
L,L′ , (4.22)
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γ NL NI AV18 I-N3LO500
3.0 20 80 -2.221225 -2.222756
3.0 30 80 -2.224293 -2.224532
3.5 30 80 -2.224536 -2.224564
4.0 30 80 -2.224537 -2.224563
4.0 40 80 -2.224572 -2.224579
4.0 60 80 -2.224574 -2.224579
4.0 60 100 -2.224574 -2.224579
Tabella 4.2: Stabilita` dell’energia del deutone calcolata numericamente nel caso
dei potenziali AV18 e I-N3LO500 (si veda la Sez. 4.4), in funzione dei parametri
γ, NL e NI . Il parametro γ e` in unita` di fm
−1. L’energia e` data in unita` di MeV.
nel caso di potenziale locale si ha
V n,n
′
L,L′ = NnNn′
∫ ∞
0
drr2e−γr/2L(2)n (γr)vL,L′(r)e
−γr/2L
(2)
n′ (γr), (4.23)
con
vL,L′(r) =
∫
drˆξ†T0 [YL(rˆ)χS]
†
JJz
V (r) [YL′(rˆ)χS′]JJz ξT ′0, (4.24)
dove ricordiamo che per il caso di deutone che stiamo considerando abbiamo
S = S ′ = 1, T = T ′ = 0 e J = 1.
Nel caso di potenziale non locale invece si ha
V n,n
′
L,L′ = NnNn′
∫ ∞
0
drr2
∫ ∞
0
dr′r′2e−γr/2L(2)n (γr)vL,L′(r, r
′)e−γr
′/2L
(2)
n′ (γr
′),(4.25)
con
vL,L′(r, r
′) =
∫
drˆdrˆ′ξ†T0 [YL(rˆ)χS]
†
JJz
V (r, r′) [YL′(rˆ
′)χS′]JJz ξT ′0. (4.26)
Gli elementi di matrice angolari nelle Eq. (4.24) e (4.26) sono calcolati ana-
liticamente, mentre gli integrali in Eq. (4.23) e (4.25) sono calcolati usando
un’integrazione numerica gaussiana con NI punti di integrazione.
A titolo di esempio, in Tabella 4.2 abbiamo riportato la stabilita` del risultato
ottenuto per l’energia del deutone in funzione del parametro γ, del numero dei
polinomi di Laguerre NL e del numero di punti di integrazione NI , calcolato nel
caso dei potenziali AV18 [39] e I-N3LO500 [38], due dei potenziali che useremo
in questa Tesi per calcolare la sezione d’urto np→ dγ (si veda la Sezione 4.4 per
la notazione). I valori dell’energia del deutone risultano in accordo con il valore
sperimentale E = −Bexp = −2.224579(9) MeV [61].
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4.1.2 Costruzione della funzione d’onda di scattering np
Consideriamo la funzione d’onda di scattering neutrone-protone. Se i due nucleoni
si urtano con impulso relativo (vettore d’onda) k e in stati di spin e isopin S e
T , con relative componenti Sz e Tz = 0 lungo l’asse di quantizzazione, scriviamo
la funzione d’onda come un’espansione in onde parziali
ψnpSSzT (r) =
√
2√
Ω
∑
LMJJz
4piiLLSTY
∗
LM(kˆ)(LM,SSz|JJz)ψ(T )LSJJz(r), (4.27)
dove
LST =
1
2
(1− (−1)L+S+T ), (4.28)
e ψ
(T )
LSJJz
(r) e` la funzione d’onda da determinare in questa Sezione.
Dalla teoria dello scattering [53, 62] si ha che nella regione di r in cui le due
particelle sono sufficientemente lontane da non risentire dell’effetto del potenziale
nucleare (tipicamente r  a ∼ qualche fm) la funzione d’onda ψ(T )LSJJz(r) puo`
essere scritta come
ψ
(T )
LSJJz
(r) =
ra
(
jL(kr)[YL(rˆ)χS]JJzξT0 +
∑
L′S′
JTLS,L′S′(ijL′(kr)− nL′(kr))
×[YL′(rˆ)χS′]JJzξT ′0
)
,
(4.29)
dove jL(kr) e nL(kr) sono le funzioni di Bessel sferiche regolare e irregolare [60],
le quali hanno il seguente andamento asintotico
jL(kr) → sin (kr − Lpi/2)
kr
, (4.30a)
nL(kr) → −cos (kr − Lpi/2)
kr
, (4.30b)
e che sono soluzioni della equazione di Schroedinger nella regione in cui il poten-
ziale nucleare e` “inattivo” (r  a)
− 1
2µ
(
∂2
∂r2
+
2
r
∂
∂r
− L(L+ 1)
r2
+ k2
)
jL(kr) = 0, (4.31a)
− 1
2µ
(
∂2
∂r2
+
2
r
∂
∂r
− L(L+ 1)
r2
+ k2
)
nL(kr) = 0. (4.31b)
Notiamo che ijL(kr) − nL(kr) → ei(kr−Lpi/2), percio` la funzione d’onda ψnpSSzT (r)
definita in Eq. (4.27) con l’andamento asintotico (4.29) ha la forma
ψnpSSzT (r) →
1√
2Ω
(eik·r − (−)S+T e−ik·r)χSSzξT0
+
1√
2Ω
eikr
r
∑
S′S′zT
′
fSSzT,S′S′zT ′(kˆ · rˆ)χS′S′zξT ′0. (4.32)
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Nella Eq. (4.29) la somma e` da intendersi sugli stati L′S ′ accessibili dal canale
di partenza LS (da notare che LST = 0 sugli stati simmetrici). Il problema ora
e` ridotto a trovare una soluzione dell’equazione di Schroedinger il cui limite per
r  a coincida con quello dato in Eq. (4.29).
La piu` generale soluzione dell’equazione di Schroedinger per un neutrone e un
protone che urtano in uno stato
∣∣LSJJz〉 puo` essere scritta come somma di una
parte di core, che tiene conto di quando le particelle sono sufficientemente vicine
da risentire dell’interazione nucleare, e di una parte asintotica combinazione delle
funzioni di Bessel sopra definite
ψLS(r) = ψ
core
LS (r) + ψ
asint
LS (r), (4.33)
con
ψasintLS (r) = Ω
F
LS(r) +
∑
L′S′
JRLS,L′S′Ω
G
L′S′(r) , (4.34)
e
ΩFLS(r) ≡ CjL(kr)[YL(rˆ)χS]JJzξT0, (4.35)
ΩGLS(r) ≡ −CnξL(kr)[YL(rˆ)χS]JJzξT0. (4.36)
Nelle espressioni precedenti abbiamo sottointeso gli indici JJz, che sono fissati in
quanto il potenziale nucleare non puo` accoppiare stati di momento angolare totale
diverso; inoltre C e` una costante di normalizzazione da scegliere e la funzione
di Bessel sferica irregolare e` stata regolarizzata in modo tale da non divergere
nell’origine
nξL(kr) ≡ (1− e−ξr)2L+1nL(kr) ∼r→0 −
(2L− 1)!!
(kr)L+1
(ξr)2L+1 ∼ rL. (4.37)
La forma (4.34) e` comoda per effettuare i calcoli. Per riottenere l’andamento
(4.29), la funzione ψLS(r) in Eq. (4.33) puo` essere “moltiplicata” da C
−1(I −
i JR)−1. Infatti per r  a la funzione ψLS(r) si riduce a ψasintLS (r) e quindi
1
C
∑
L′S′
(
I − i JR)−1
LS,L′S′
ψL′S′(r) =
ra
[
jL(kr)[YL(rˆ)χS]ξT0+
∑
L′S′
( (
I − i JR)−1 JR)
LS,L′S′
(ijL′(kr)− nL′(kr))[YL′(rˆ)χS′ ]ξT ′0
]
,
(4.38)
e possiamo identificare (
I − i JR)−1 JR ≡J T. (4.39)
Rimane a questo punto il problema di come determinare la funzione d’onda di
core e la matrice JR. Scriviamo allora una funzione di prova ψLS(r) nella forma
ψLS(r) = ψ
core
LS (r) + ψ
asint
LS (r) (4.40)
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dove la funzione asintotica di prova e` espressa in funzione della matrice di prova
JR
ψ
asint
LS (r) = Ω
F
LS(r) +
∑
L′S′
JRLS,L′S′Ω
G
L′S′(r) , (4.41)
e la funzione di prova di core e` costruita in modo analogo al caso del deutone
visto nella Sezione precedente
ψ
core
LS (r) =
∑
L′S′
NL¯−1∑
n=0
a
(LS)
L′S′,nfn(r)[YL′(rˆ)χS′ ]JJzξT ′0,
≡
∑
L′S′
NL¯−1∑
n=0
a
(LS)
L′S′,n 〈r|ψL′S′,n〉 , (4.42)
con le funzioni fn(r) definite come in Eq. (4.10)
fn(r) = Nne
−γ¯r/2L(2)n (γ¯r). (4.43)
I coefficienti a
(LS)
L′S′,n e
JRLS,L′S′ sono ottimizzati in modo tale che la funzione
d’onda di prova ψLS(r) riproduca il piu` possibile la funzione d’onda esatta ψLS(r),
questo tramite l’applicazione del principio variazionale di Kohn [63]. Discutiamo
questo principio. Scriviamo la funzione d’onda di prova come la funzione d’onda
esatta piu` una funzione d’onda di “errore”
ψLS(r) = ψLS(r) + LS(r). (4.44)
Per r  a la funzione d’onda di errore vale
LS(r) =
ra
∑
L′S′
(JRLS,L′S′ − JRLS,L′S′)ΩGL′S′(r) . (4.45)
A questo punto consideriamo il funzionale
I[ψ] ≡ 〈ψLS |H −E|ψLS〉 (4.46)
= 〈ψLS |H − E| LS〉+O(2), (4.47)
con E = k2/2µ. Un calcolo esplicito del termine 〈ψLS |H − E| LS〉 porta a
〈ψLS |H − E| LS〉 = |C|
2
2kµ
(
JRLS,LS − JRLS,LS
)
. (4.48)
Prendendo C = 2kµ, dalla Eq. (4.47) abbiamo quindi
JRLS,LS =
JRLS,LS −
〈
ψLS |H − E|ψLS
〉
+O(2). (4.49)
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A questo punto definito il funzionale
[ JRLS,LS] =
JRLS,LS −
〈
ψLS |H − E|ψLS
〉
, (4.50)
si vede che esso differisce dal valore esatto JRLS,LS per un termine quadratico
nella funzione d’onda errore LS(r) ed e` quindi stazionario per piccole variazioni
di ψLS(r) attorno al valore esatto ψLS(r) = ψLS(r).
Si richiede allora che, fissati J e pi, per tutti i canali LS compatibili con questa
scelta il funzionale [ JRLS,LS] sia stazionario rispetto alle variazioni dei parametri
di prova
δ[ JRLS,LS]
δRLS,L′S′
= 0,
δ[ JRLS,LS]
δa
(LS)
L′S′,n
= 0, (4.51)
dove il canale L′S ′ e` uno dei canali accessibili a partire dal canale LS. Le due
condizioni in Eq. (4.51) danno
0 =
∑
L′′S′′,m
ML′S′n,L′′S′′ma
(LS)
L′′S′′,m + T
F
L′S′n,LS
+
∑
L′′S′′
JRLS,L′′S′′T
G
L′S′n,L′′S′′ (4.52)
e
0 = −δL′S′,LS +
∑
L′′S′′,m
2TGL′′S′′m,L′S′a
(LS)
L′′S′′,m + T
GF
L′S′,LS
+T FGLS,L′S′ +
∑
L′′S′′
JRLS,L′′S′′
(
TGGL′S′,L′′S′′ + T
GG
L′′S′′,L′S′
)
, (4.53)
dove abbiamo definito i seguenti elementi di matrice

MLSn,L′S′m = 〈ψLS,n |H −E|ψL′S′,m〉
TXLSn,L′S′ =
〈
ψLS,n |H − E|ΩXL′S′
〉
TXYL′S′,LS =
〈
ΩXLS |H − E|ΩYL′S′
〉
,
(4.54)
con le |ψLS,n〉 definite in Eq. (4.42). Questi elementi di matrice sono calcolati
in modo analogo al caso del deutone, sfruttando anche il fatto che le funzioni
di Bessel sono soluzioni delle Eq. (4.31) per eliminare parte delle derivate nel
termine di energia cinetica.
Le Eq. (4.52) e (4.53) possono essere riscritte nella seguente forma matriciale(
ML′S′n,L′′S′′m T
G
L′S′n,L′′S′′
TGL′′S′′m,L′S′
1
2
(TGGL′S′,L′′S′′ + T
GG
L′′S′′,L′S′)
)(
a
(LS)
L′′S′′,m
JRLS,L′′S′′
)
=
( −T FL′S′n,LS
1
2
(δL′S′,LS − TGFL′S′,LS − T FGLS,L′S′)
)
. (4.55)
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Questo e` un sistema di equazioni reali e di dimensione (NL¯nc+nc)× (NL¯nc+nc),
dove nc e` il numero di canali accessibili a partire dallo stato di partenza LS,
quindi nc = 1 o 2. Per ogni canale iniziale LS compatibile con la scelta di J
e pi, si risolve numericamente il sistema dato in Eq. (4.55) e poi si inseriscono
i risultanti a
(LS)
L′S′,n e
JRLS,LS in Eq. (4.50) per avere la stima al secondo ordine
[ JRLS,LS].
Gli elementi fuori diagonale [ JRLS,L′S′] con L
′S ′ 6= LS si ricavano dalla
relazione, che segue anche essa dal principio di Kohn,
[ JRLS,L′S′] =
1
2
(
JRLS,L′S′ +
JRL′S′,LS
)
− 1
2
( 〈
ψLS |H − E|ψL′S′
〉
+
〈
ψL′S′ |H − E|ψLS
〉 )
. (4.56)
Dalla matrice JR calcolata al secondo ordine nel modo sopra descritto si possono
ricavare gli sfasamenti e gli angoli di mixing del processo di scattering considerato.
In pratica e` possibile riscrivere la forma della funzione d’onda di scattering data
in Eq. (4.34) in modo che assuma la forma
ψ˜(r)asintLS = −(ΩGLS(r)− iΩFLS(r)) +
∑
L′S′
JSLS,L′S′(Ω
G
L′S′(r) + iΩ
F
L′S′(r)) , (4.57)
dove la matrice JS e` legata alla matrice JR dalla relazione
JS = (I − i JR)−1(I + i JR). (4.58)
Prendendo il limite r → ∞ delle funzioni di Bessel, si vede che in tale limite la
funzione d’onda in Eq. (4.57) si comporta come un’onda sferica entrante piu` una
somma di onde sferiche uscenti ciascuna con determinato peso JSLS,L′S′. L’ele-
mento di matrice JSLS,L′S′ rappresenta dunque una ampiezza di probabilita` di
transizione dal canale di partenza LS al canale L′S ′. La matrice JS e` allora una
matrice di dimensione uno nel caso di canale singolo e due nel caso di canali
accoppiati. In generale una matrice n×n e` descritta da 2n2 parametri reali, tut-
tavia, le proprieta` della matrice JS riducono il numero di parametri necessari a
descriverla: la conservazione del flusso di probabilita`, valida nel caso di scattering
elastico, implica l’unitarieta` della matrice JS, mentre l’invarianza per time rever-
sal ne impone la simmetria [62]. La matrice JS dipendera` allora da un parametro
reale, lo sfasamento, nel caso di canale singolo, e da tre parametri reali nel caso
di canali accoppiati, cioe` due sfasamenti e un angolo di mixing. In quest’ultimo
caso, essendo unitaria e simmetrica, la matrice JS puo` essere diagonalizzata da
una matrice ortogonale O
JS = OT JSDO, (4.59)
con
(JSD)LS,L′S′ = δLS,L′S′e
2iδLS (k), (4.60)
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γ¯ NL¯ NI δ1S0(10 MeV)
3.0 20 100 59.7256
3.0 30 100 59.7736
3.0 50 100 59.7743
4.0 50 100 59.7744
4.0 50 80 59.7744
Tabella 4.3: Sfasamento δ1S0
per ELab = 10 MeV nel caso
del potenziale AV18, al variare
dei parametri γ¯, NL¯ e NI . Il
parametro γ¯ e` in unita` di fm−1.
ELab δ1S0 δ1S0(Ref. [39])
1 62.02 62.02
5 63.50 63.50
10 59.77 59.78
50 40.08 40.09
100 26.01 26.02
150 15.97 15.98
Tabella 4.4: Sfasamento per
il canale 1S0 in funzione del-
l’energia, calcolato nel caso del
potenziale AV18. L’energia e` in
unita` di MeV.
dove gli δLS(k) sono gli “sfasamenti” e
O =
(
cos  sin 
− sin  cos 
)
, (4.61)
dove  e` chiamato “angolo di mixing”. A titolo di esempio, in Tabella 4.3 abbiamo
riportato i risultati per lo sfasamento δ1S0(10 MeV) al variare dei parametri di
input, nel caso di potenziale AV18. In Tabella 4.4 abbiamo invece riportato alcuni
sfasamenti per il canale 1S0 in funzione dell’energia, sempre per il caso AV18. I
nostri risultati sono in accordo con quelli di Ref. [39].
Prima di terminare questa Sezione, diamo infine l’espressione esplicita della
funzione ψ
(T )
LSJJz
(r), che entrera` in alcune espressioni della prossima Sezione,
ψ
(T )
LSJJz
(r) ≡
∑
L′S′
JR(T )LS,L′S′(r) [YL′(rˆ)χS′]JJz ξT ′0, (4.62)
dove abbiamo definito
R(T )LS,L′S′(r) =
∑
L′′S′′
(
I − i JR)−1
LS,L′′S′′
×
{
δL′S′,L′′S′′jL′(kr)− JRL′′S′′,L′S′ nξL′(kr) +
1
C
NL¯−1∑
n=0
a
(L′′S′′)
L′S′,n fn(r)
}
.
(4.63)
68 CAPITOLO 4. CATTURA NEUTRONE-PROTONE
4.2 Sezione d’urto di cattura
Consideriamo ora il processo di cattura
n+ p→ d+ γ. (4.64)
Lo stato iniziale i e` lo stato con neutrone e protone liberi con proiezione di spin
σn e σp, e ha energia
Ei = mn +mp +
p2
2µ
+
P 2cm
2(mn +mp)
, (4.65)
dove p = |p| e` il modulo dell’impulso relativo e Pcm = |Pcm| il modulo dell’impulso
del centro di massa.
Lo stato finale f e` lo stato con un deutone con proiezione di spin σ2 e un
fotone di polarizzazione λ. Lo stato finale ha energia
Ef = q +md +
P 2d
2md
, (4.66)
dove con q = |q| abbiamo indicato il modulo dell’impulso del fotone e con Pd =
|Pd| il modulo dell’impulso del deutone. Inoltre md e` la massa del deutone. La
sezione d’urto per questo processo si calcola dalla regola d’oro di Fermi
σfi = 2pi
∑
q
∑
Pd
δ(Ei − Ef) Ω
p/µ
∣∣ 〈Ψdfγ∣∣Hint∣∣Ψnpi 〉∣∣2
= 2pi
∑
q
∑
Pd
δ(Ei − Ef) Ω
p/µ
∣∣∣∣∣δPd+q,Pcm√2Ωωq
〈
ψdσ2
∣∣− ej†r(q) · ˆ∗q,λ∣∣ψnpσnσp〉
∣∣∣∣∣
2
. (4.67)
Noi eseguiremo il calcolo nel sistema del centro di massa neutrone-protone quindi
Pcm = 0. Con questa scelta la delta di Kronecker in Eq. (4.67) fissa l’impulso del
deutone Pd = −q, eliminando quindi la somma sugli impulsi finali del deutone.
Per quanto riguarda la somma sugli impulsi finali del fotone, passando al continuo
come in Eq. (3.2), l’integrale in dq e la delta di Dirac fissano il modulo dell’impulso
del fotone a
q = −md +
√
m2d + 2md
(
p2
2µ
+Bd
)
, (4.68)
dove Bd = mn +mp −md e` l’energia di legame del deutone. Si trova cos`ı
σfi =
∫
dqˆ
αsf
2pip/µ
q
1 + q/md
Ω
∣∣∣〈ψdσ2∣∣j†r(q) · ˆ∗q,λ∣∣ψnpσnσp〉∣∣∣2 , (4.69)
dove ricordiamo che abbiamo indicato con αsf la costante di struttura fine, αsf =
e2/4pi. Noi siamo interessati al calcolo della sezione d’urto totale non polarizzata,
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cioe` sommata sulle polarizzazioni finali e mediata su quelle iniziali. Per trovare
la sezione d’urto totale e` necessario eseguire l’integrale in dqˆ nella Eq. (4.69),
tuttavia notiamo che la funzione d’onda ψnp dipende dalla direzione dell’impulso
relativo, che e` fissata; possiamo alternativamente fissare la direzione di qˆ (lungo
l’asse di quantizzazione zˆ ) e integrare in dpˆ, quindi scriviamo
σcapt =
1
4
∑
σn,σp=±1/2
1∑
σ2=−1
∑
λ=±1
∫
dpˆ
αsf
2pip/µ
q
1 + q/md
Ω
∣∣〈ψdσ2∣∣(j†r(q)·ˆ∗q,λ)qˆ∣∣ψnpσnσp〉∣∣2,
(4.70)
dove la notazione (j†r(q) · ˆ∗q,λ)qˆ significa che l’azione dell’operatore (j†r(q) · ˆ∗q,λ)
sulle funzioni d’onda e` calcolata per qˆ che coincide con l’asse di quantizzazione
(si veda l’Appendice B). La funzione d’onda np con polarizzazioni iniziali fissate
e` legata alla funzione d’onda in Eq. (4.27) da
ψnpσnσp(r) =
∑
T
(1
2
-1
2
, 1
2
1
2
|T0)
∑
SSz
(1
2
σn,
1
2
σp|SSz)ψnpSSzT (r). (4.71)
Usando l’Eq. (4.27) possiamo scrivere
〈
ψdσ2
∣∣(j†r(q) · ˆ∗q,λ)qˆ∣∣ψ(T )LSJJz〉 =
√
2√
Ω
∑
LMJJz
4piiLLSTY
∗
LM(pˆ)(LM,SSz|JJz)
× 〈ψdσ2∣∣(j†r(q) · ˆ∗q,λ)qˆ∣∣ψ(T )LSJJz〉. (4.72)
Sfruttiamo inoltre lo sviluppo in multipoli (si veda la Sezione 3.6 e l’Appendice B)
per scrivere
〈
ψdσ2
∣∣(j†r(q) · ˆ∗q,λ)qˆ∣∣ψ(T )LSJJz〉 = −
√
2pi
3
∞∑
l=1
(−i)l lˆ(JJz, l − λ|1σ2)
×{−λMLSJl (q, p)− ELSJl (q, p)} , (4.73)
dove abbiamo tenuto conto del fatto che il fotone e` diretto lungo l’asse di quantiz-
zazione. A questo punto sostituendo tutto nella Eq. (4.70), sfruttando la relazione
di ortogonalita` delle armoniche sferiche∫
dpˆY ∗LM(pˆ)YL′M ′(pˆ) = δLL′δMM ′ , (4.74)
e eseguendo le somme che rimangono sfruttando i coefficienti di Clebsh-Gordan,
si trova in definitiva
σcapt = αsf
8pi2
p/µ
q
1 + q/md
∑
LSJ,l
{ ∣∣MLSJl (q, p)∣∣2 + ∣∣ELSJl (q, p)∣∣2} . (4.75)
70 CAPITOLO 4. CATTURA NEUTRONE-PROTONE
Gli “elementi di matrice ridotti” X LSJl (q, p) ( X=M o E ) in Eq. (4.73) sono
definiti in funzione degli operatori multipolari TXlm dalla relazione
X LSJl (q, p) = (−)J
√
2J + 1(1σ2, lm|JJz)
(∫
drψ
(T )†
LSJJz
(r)TXlmψ
d
σ2
(r)
)∗
. (4.76)
Questi elementi di matrice ridotti possono essere calcolati in due modi:
1. L’integrale angolare in Eq. (4.76) e` calcolato analiticamente sfruttando le
proprieta` delle armoniche sferiche e degli operatori multipolari. In questa
maniera si ottiene
X LSJl (q, p) =
∑
ld=0,2
∑
L′S′
∫
drr2 JR(T )LS,L′S′(r )
(
XL
′S′J,ld11
l (q, r)uld(r)
)∗
×(−)J
√
2J + 1
3
, (4.77)
dove Xα
′α
l rappresenta il risultato dell’integrale angolare (nel caso di cor-
rente a un corpo questi sono equivalenti agli elementi di matrice ridotti
riportati in Appendice C). L’integrale in dr e` poi calcolato numericamente
con una griglia di passo costante.
Questo metodo, sebbene molto accurato, e` stato utilizzato solo per il calcolo
del contributo della corrente a un corpo. Infatti anche se in linea di principio
qualsiasi corrente puo` essere sviluppata in multipoli, in modo analogo a
come abbiamo fatto in Appendice B per la corrente a un corpo, risulta
tuttavia assai laborioso calcolare analiticamente gli integrali angolari se gli
operatori multipolari TXlm sono complicati, per esempio per la presenza di
diversi operatori gradiente.
2. Si effettua un calcolo interamente numerico dell’azione dell’operatore cor-
rente sulla funzione d’onda del deutone, cioe` (jr(q) · ˆq,λ)qˆ
∣∣ψdσ2〉, e una in-
tegrazione totalmente numerica dell’integrale tridimensionale in dr nel cal-
colo degli elementi di matrice
〈
ψdσ2
∣∣(j†r(q) · ˆ∗q,λ)qˆ∣∣ψ(T )LSJJz〉. Successivamente,
gli elementi di matrice ridotti X LSJl (q, p) sono determinati invertendo la
Eq. (4.73).
Il metodo 2 sara` ora illustrato piu` in dettaglio, ed e` il metodo utilizzato per il
calcolo dei contributi delle correnti a due corpi e delle correzioni relativistiche per
la corrente a un corpo.
Consideriamo i generici elementi di matrice
jLSJJzλσ2 (q, p) ≡
〈
ψdσ2
∣∣j†r(q) · ˆ∗q,λ∣∣ψ(T )LSJJz〉, (4.78)
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quindi per un fotone con impulso non necessariamente diretto lungo l’asse di
quantizzazione. Preliminarmente teniamo conto che〈
ψdσ2
∣∣j†r(q) · ˆ∗q,λ∣∣ψ(T )LSJJz〉 = 〈ψ(T )LSJJz∣∣jr(q) · ˆq,λ∣∣ψdσ2〉∗. (4.79)
Gli elementi di matrice
〈
ψ
(T )
LSJJz
∣∣jr(q) · ˆq,λ∣∣ψdσ2〉 sono calcolati inserendo set com-
pleti di stati di spin-isospin
∣∣ij〉 di due particelle
〈
ψ
(T )
LSJJz
∣∣jr(q) · ˆq,λ∣∣ψdσ2〉 = 4∑
i=1
2∑
j=1
∫
drˆ
∫
drr2
〈
ψ
(T )
LSJJz
∣∣ij〉〈ij∣∣jr(q) · ˆq,λ∣∣ψdσ2〉
=
4∑
i=1
2∑
j=1
∫
drˆ
∫
drr2
〈
ij
∣∣ψ(T )LSJJz〉∗〈ij∣∣jr(q) · ˆq,λ∣∣ψdσ2〉,
(4.80)
dove indichiamo con
∣∣i〉 lo stato di spin∣∣i〉 = ∣∣1
2
S1i
〉∣∣1
2
S2i
〉 ≡ ∣∣S1iS2i〉, (4.81)
e con
∣∣j〉 quello di isospin∣∣j〉 = ∣∣1
2
T1j
〉∣∣1
2
T2j
〉 ≡ ∣∣T1jT2j〉. (4.82)
Per gli stati di spin ci sono quattro possibilita` totali:
∣∣++〉, ∣∣+−〉, ∣∣−+〉 e ∣∣−−〉.
Nel caso di stati di isospin invece, poiche´ Tz = 0, ci sono solo due stati possibili:∣∣pn〉 e ∣∣np〉.
La funzione d’onda ψ
(T )
LSJJz
proiettata sullo stato
∣∣ij〉 vale〈
ij|ψ(T )LSJJz
〉
=
∑
L′S′
R(T )LS,L′S′YL′M(rˆ)(12T1j , 12T2j|T ′0)
×(1
2
S1i,
1
2
S2i|S ′Sz)(L′M,S ′Sz|JJz), (4.83)
dove i valori diM e Sz sono fissati dai coefficienti di Clebsh-Gordan: Sz = S1i+S2i
e M = Jz − S1i − S2i. Per calcolare gli elementi di matrice
〈
ij
∣∣jr(q) · ˆq,λ∣∣ψdσ2〉
inseriamo altri set completi
〈
ij
∣∣jr(q) · ˆq,λ∣∣ψdσ2〉 = 4∑
i′=1
2∑
j′=1
〈
ij
∣∣jr(q) · ˆq,λ∣∣i′j′〉〈i′j′∣∣ψdσ2〉, (4.84)
dove 〈
i′j′|ψdσ2
〉
=
∑
L=0,2
uL(r)YLM(rˆ)(
1
2
T1j′,
1
2
T2j′|00)
×(1
2
S1i′ ,
1
2
S2i′ |1Sz)(LM, 1Sz|1σ2), (4.85)
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e, di nuovo, i valori di M e Sz sono fissati dai coefficienti di Clebsh-Gordan:
Sz = S1i′ + S2i′ e M = σ2 − S1i′ − S2i′ . Gli elementi di matrice
〈
ij
∣∣jr(q) ·
ˆq,λ
∣∣i′j′〉 che contengono le matrici σ e/o τ possono essere facilmente valutati
essendo proprio gli elementi di matrice della matrice di Pauli considerata. Gli
eventuali gradienti che entrano nella corrente sono invece valutati dalla definizione
di derivata come limite del rapporto incrementale, per esempio, data una generica
funzione φ(r1, r2),
∇r1,xφ(r1, r2) =
φ(r1 + h, r2)− φ(r1, r2)
|h| , (4.86)
con h =
( h
0
0
)
e h ∼ 0.01 fm. Infine, sostituendo tutto nella Eq. (4.80) e eseguite
le sommatorie sugli stati di spin e isospin delle due particelle, si esegue l’integrale
tridimensionale in dr con integrazione gaussiana. In particolare, gli integrali
angolari in drˆ sono calcolati con il metodo di integrazione di Gauss-Legendre [60],
mentre l’integrale in dr con il metodo di integrazione di Gauss-Laguerre [60].
Prendendo il complesso coniugato, come da Eq. (4.79), si trovano gli elementi di
matrice jLSJJzλσ2 (q, p).
Per ottenere gli elementi di matrice ridotti dallo sviluppo in Eq. (4.73), per
dati LSJ i jLSJJzλσ2 sono calcolati nel caso particolare di impulso del fotone diretto
lungo l’asse di quantizzazione e per set di valori λ, σ2, Jz tale per cui Jz − λ = σ2
e |Jz| ≤ J , cioe` set di valori per cui esistano coefficienti di Clebsh-Gordan in
Eq. (4.73) che non siano nulli a priori. Una volta fatto cio` le Eq. (4.73) possono
essere invertite per ottenere gli elementi di matrice ridotti:
• J = 0 Si trovano due elementi di matrice ridotti
MLS01 (q, p) =
i
2
√
2pi
(
jLS00+,−1(q, p)− jLS00−,+1(q, p)
)
, (4.87)
ELS01 (q, p) =
i
2
√
2pi
(
jLS00+,−1(q, p) + j
LS00
−,+1(q, p)
)
. (4.88)
• J = 1 Si trovano quattro elementi di matrice ridotti
MLS11 (q, p) =
i
4
√
pi
(
jLS10+,−1(q, p) + j
LS11
+,0 (q, p)
+ jLS1−1−,0 (q, p) + j
LS10
−,+1(q, p)
)
, (4.89)
MLS12 (q, p) =
1
4
√
pi
(
jLS10+,−1(q, p)− jLS11+,0 (q, p)
+ jLS1−1−,0 (q, p)− jLS10−,+1(q, p)
)
, (4.90)
ELS11 (q, p) =
i
4
√
pi
(
jLS10+,−1(q, p) + j
LS11
+,0 (q, p)
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− jLS1−1−,0 (q, p)− jLS10−,+1(q, p)
)
, (4.91)
ELS12 (q, p) =
1
4
√
pi
(
jLS10+,−1(q, p)− jLS11+,0 (q, p)
− jLS1−1−,0 (q, p) + jLS10−,+1(q, p)
)
. (4.92)
• J ≥ 2 Si trovano sei elementi di matrice ridotti, MLSJJ (q, p), ELSJJ (q, p) e
MLSJJ±1(q, p), ELSJJ±1 (q, p). La forma di ciascun elemento di matrice ridotto
dipende dal momento angolare J scelto tramite i coefficienti di Clebsh-
Gordan e non e` qui riportata.
Gli elementi di matrice ridotti sono infine inseriti nella Eq. (4.75) per calcolare
la sezione d’urto.
4.3 Sezione d’urto di fotodisintegrazione - I
Gli elementi di matrice ridotti che abbiamo considerato entrano anche nella
sezione d’urto per il processo di fotodisintegrazione del deutone. Consideriamo
allora il processo di fotodisintegrazione
γ + d→ n+ p, (4.93)
ponendoci nel sistema di riferimento del laboratorio. Le energie dello stato iniziale
e finale sono rispettivamente
Ei = q +md +
P 2d
2md
, (4.94)
Ef = mn +mp +
p2
2µ
+
P 2cm
2(mn +mp)
. (4.95)
Come nel caso della cattura neutrone-protone si considera la regola d’oro di Fermi
σfi = 2pi
∑
p
∑
Pcm
δ(Ei −Ef )Ω
∣∣∣∣∣δPd+q,Pcm√2Ωωq
〈
ψnpσnσp
∣∣− ejr(q) · ˆq,λ∣∣ψdσ2〉
∣∣∣∣∣
2
. (4.96)
Mediando sulle polarizzazioni iniziali e sommando su quelle finali, si trova la
sezione d’urto totale di disintegrazione non polarizzata
σdis =
1
6
2pi
∑
σnσp
∑
σ2λ
∑
p
∑
Pcm
δ(Ei −Ef )Ω
×
∣∣∣∣∣δPd+q,Pcm√2Ωωq
〈
ψnpσnσp
∣∣− ejr(q) · ˆq,λ∣∣ψdσ2〉
∣∣∣∣∣
2
. (4.97)
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Nel sistema di riferimento del laboratorio, il deutone e` fermo e la delta di Kro-
necker fissa l’impulso del centro di massa np Pcm = q. Integrando nel modulo
dell’impulso relativo, la delta di Dirac fissa il modulo dell’impulso relativo p
p =
√
2µ
(
q − q
2
2(mn +mp)
− Bd
)
. (4.98)
Integrando la parte angolare di p e sfruttando lo sviluppo in multipoli calcolato
per il processo di cattura, si trova la sezione d’urto totale non polarizzata nel
riferimento del laboratorio
σdis =
16
3
pi2αsf
µp
q
∑
LSJ,l
{ ∣∣MLSJl (q, p)∣∣2 + ∣∣ELSJl (q, p)∣∣2} . (4.99)
4.4 Risultati
In questa Sezione riportiamo i risultati delle sezioni d’urto di cattura e fotodisin-
tegrazione per varie energie. La sezione d’urto di cattura e` calcolata nel sistema
di riferimento del centro di massa, mentre quella di fotodisintegrazione in quello
del laboratorio.
Le sezioni d’urto sono calcolate per diversi modelli di potenziale nucleare e di
corrente. Nel caso di potenziale EFT, il cui leading order e` dato νmin = 0, questi
modelli sono calcolati fino all’ordine ν0 sotto specificato. Nella stessa maniera,
nel caso delle correnti EFT, il cui leading order e` dato νmin = −2 (corrente a un
corpo), questi modelli sono calcolati fino all’ordine ν1 indicato.
I modelli di potenziale che abbiamo usato per calcolare le sezioni d’urto sono:
• Entem e Machleidt (I-N3LO) [38], un potenziale EFT chirale con ν0 = 4.
Questo potenziale contiene operatori non locali.
• Argonne V18 (AV18) [39], questo non e` un potenziale EFT ma un potenziale
“fenomenologico”, tuttavia e` stato usato lo stesso per paragonare i nostri
risultati ad altri calcoli.
Le espressioni del potenziale EFT che abbiamo considerato contengono integrali
sugli impulsi che sono regolarizzati introducendo un parametro di cutoff Λ ∼ 500,
600 MeV. Il valore del parametro di cutoff e` specificato nella notazione relativa
al potenziale, per esempio per indicare il caso di potenziale I-N3LO con cutoff
Λ = 500 MeV scriveremo la sigla “I-N3LO500”.
I modelli di corrente nucleare che abbiamo usato per calcolare le sezioni d’urto
sono:
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• Song et al. (modello “JEFT1”) [40], operatori di corrente EFT chirale con
ν1 = 1.
• Pastore et al. (modello “JEFT2”) [41], operatori di corrente EFT chirale
con ν1 = 1. Il programma che implementa il calcolo di questa corrente e` al
momento ancora in fase di test, per cui per il nostro calcolo abbiamo usato
la versione preliminare, non definitiva.
• Corrente fenomenologica costruita nell’ambito dello “Standard Nuclear Phy-
sics Approach” (SNPA), si veda Ref. [42].
Come nel caso dei modelli EFT di potenziale, anche nel caso delle correnti EFT
compaiono espressioni che contengono un parametro di cutoff Λ. Nel seguito
e` da intendersi che per la corrente abbiamo preso lo stesso cutoff specificato nel
potenziale, per esempio la sigla “I-N3LO500 JEFT1” significa che il calcolo e` stato
effettuato con potenziale I-N3LO e con corrente JEFT1, entrambi con parametro
di cutoff Λ = 500 MeV.
Stabilita` dei risultati al variare dei parametri di input. In Tabella 4.5
sono riportati i risultati per le sezioni d’urto di cattura e di fotodisintegrazione al
variare dei parametri di input. La sezione d’urto di cattura e` calcolata a ELab = 2
MeV, mentre quella di fotodisintegrazione a ELab = 18 MeV. I parametri di input
sono definiti nel modo seguente
• N1, N2, NI = numero di punti per l’integrazione gaussiana in dr in Eq. (4.80)
(rispettivamente in d cos θ, dϕ, dr). Il parametro NI entra anche nel calcolo
degli elementi di matrice del potenziale, come ad esempio in Eq. (4.25).
• NL, NL¯ = numero di polinomi di Laguerre che entrano negli sviluppi delle
funzioni d’onda rispettivamente del deutone e di scattering, Eq. (4.9) e
(4.42).
• γ, γ¯ = parametro che entra nell’argomento dei polinomi di Laguerre, come
in Eq. (4.10) e (4.43), rispettivamente nel caso del deutone e della funzione
d’onda di scattering.
• ξ = parametro di cutoff a piccoli r che entra nella funzione d’onda di
scattering, Eq. (4.37).
• R, h = rispettivamente range e passo costante della griglia sulla quale sono
tabulate le funzioni d’onda del deutone e di scattering. I valori delle funzioni
d’onda nei punti di integrazione radiale gaussiana identificati dagli NI punti
sono interpolati o estrapolati a partire dalla griglia di passo costante.
• Jmax = limite superiore ai momenti angolari totali che entrano nel calcolo
delle sezioni d’urto, in Eq. (4.75) e (4.99).
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N1 N2 NI NL NL¯ γ γ¯ ξ R h Jmax σcapt σdis
5 5 80 60 60 4. 4. 0.25 80 0.02 3 34.443 628.36
10 10 90 60 60 4. 4. 0.25 80 0.02 3 34.442 628.33
5 5 80 40 40 4. 4. 0.25 80 0.02 3 34.441 628.38
5 5 80 60 60 5. 3. 0.20 80 0.02 3 34.440 628.37
5 5 80 60 60 4. 4. 0.25 90 0.01 3 34.446 628.59
5 5 80 60 60 4. 4. 0.25 80 0.02 4 34.443 628.37
Tabella 4.5: Dipendenza della sezione d’urto di cattura σcapt(ELab = 2 MeV) e
della sezione d’urto di fotodisintegrazione σdis(ELab = 18 MeV) dai parametri di
input, per il caso I-N3LO500 JEFT1. I parametri γ, γ¯ e ξ sono in unita` di fm−1;
R e h sono in unita` di fm. Le sezioni d’urto sono date in microbarn (µb).
In Tabella 4.5 la prima riga riporta il caso con i parametri di riferimento. Nelle
altre righe abbiamo messo in evidenza in neretto i soli parametri che sono stati
modificati rispetto al caso di riferimento. I risultati di Tabella 4.5 per il con-
trollo della stabilita` al variare dei parametri di integrazione e di espansione delle
funzioni d’onda mostrano che il calcolo della sezione d’urto e` sotto controllo. Ab-
biamo controllato che la stabilita` e` verificata anche nel caso delle altre correnti e
potenziali. L’errore numerico si puo` stimare essere inferiore allo 0.1%.
Sezione d’urto di cattura. In Tabella 4.6 sono riportati i risultati del cal-
colo della sezione d’urto di cattura per energie ELab fino a 2 MeV. Nella stessa
Tabella abbiamo riportato anche i risultati del calcolo teorico di Ando et al. [64],
ottenuti nell’ambito di una teoria EFT “pionless”. Per i diversi potenziali e cor-
renti considerati, i nostri risultati sono in accordo con quelli di Ando et al. entro
il 4%.
Sezione d’urto di fotodisintegrazione. In Figura 4.1 sono riportati i
risultati del calcolo della sezione d’urto di fotodisintegrazione per energie ELab fino
a 30 MeV. I dati sperimentali sono presi da Ref. [65, 66, 67, 68, 69, 70, 71, 72, 73].
Per energie fino a ≈ 3.5 MeV, le curve ottenute dai diversi potenziali e correnti
risultano indistinguibili e riproducono ottimamente i risultati sperimentali.
Il caso AV18 SNPA e` in buon accordo con i dati sperimentali per tutte le
energie considerate.
I casi I-N3LO JEFT1 riproducono bene i dati fino a ≈ 7 MeV, mentre ad
energie piu` alte mostrano una leggera discrepanza; inoltre i risultati I-N3LO
JEFT1 non sembrano dipendere troppo dal parametro di cutoff.
I casi I-N3LO JEFT2 al di sopra di ≈ 5 MeV mostrano un serio disaccordo con
i dati sperimentali, la dipendenza dal parametro di cutoff e` inoltre evidente. La
discrepanza dai dati sperimentali e` probabilmente associabile, almeno in parte,
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ELab AV18 I-N3LO500 I-N3LO600
SNPA JEFT1 JEFT1
2.53·10−8 331.4 322.6 322.6
1·10−3 1.656 1.612 1.612
2·10−3 1.163 1.132 1.132
1 ·10−2 0.4946 0.4815 0.4814
2·10−2 0.3300 0.3213 0.3212
0.1 0.1074 0.1046 0.1045
0.2 0.06318 0.06165 0.06156
1 0.03411 0.03357 0.03352
2 0.3499 0.03444 0.03441
ELab I-N3LO500 I-N3LO600 Ando
JEFT2 JEFT2 et al. [64]
2.53·10−8 332.9 332.9 333.8(15)
1·10−3 1.663 1.663 1.667(8)
2·10−3 1.168 1.168 1.171(5)
1 ·10−2 0.4965 0.4968 0.4979(23)
2·10−2 0.3313 0.3316 0.3322(15)
0.1 0.1080 0.1081 0.1079(5)
0.2 0.06368 0.06380 0.0634(3)
1 0.03491 0.03518 0.0341(2)
2 0.03606 0.03647 0.0349(3)
Tabella 4.6: Sezione d’urto di cattura σcapt(ELab) calcolata per alcune energie e
per vari potenziali e correnti. Sono riportati anche i risultati teorici di Ref. [64].
L’energia e` data in MeV, le sezioni d’urto in millibarn (mb).
al fatto che il programma numerico che calcola la corrente JEFT2 deve essere
ancora perfezionato.
La non ottimale riproduzione dei dati sperimentali nei casi JEFT1 e JEFT2
potrebbe essere il segnale di una non perfetta verifica dell’equazione di continuita`
del modello di corrente con il potenziale usato. Infatti come si vede in Figura
4.2(a), per ELab ? 5 MeV il contributo alla sezione d’urto e` dato quasi interamente
dagli elementi di matrice ridotti ELSJ1 , e questo contributo e` legato alla equazione
di continuita`. Si puo` mostrare infatti [57] che il contributo dei multipoli elettrici
di rango l, nel limite di grandi lunghezze d’onda quale e` il nostro caso, assume la
forma
〈ψnp|TElm|ψd〉 ∼ ql−1
∫
dxxlYlm(xˆ)〈ψnp|∇ · j(x)|ψd〉, (4.100)
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Figura 4.1: Sezione d’urto di fotodisintegrazione in funzione dell’energia, calcolata
per vari modelli di potenziale nucleare e di corrente. I dati sperimentali sono presi
dalle Ref. [65, 66, 67, 68, 69, 70, 71, 72, 73].
da cui, sfruttando l’equazione di continuita`
〈ψnp|TElm|ψd〉 ∼ ql−1
∫
dxxlYlm(xˆ)〈ψnp| − i[H, ρ(x)]−|ψd〉
= −iql
∫
dxxlYlm(xˆ)〈ψnp|ρ(x)|ψd〉. (4.101)
Di conseguenza se l’equazione di continuita` non e` verificata, il contributo in Eq.
(4.100) differira` dal valore aspettato (4.101).
La Figura 4.2(b) riporta i risultati del calcolo della sezione d’urto effettua-
to con la corrente JEFT2 a cui abbiamo sostituito gli elementi di matrice ridotti
ELSJ1 con quelli ottenuti sfruttando l’equazione di continuita`, come in Eq. (4.101).
Rispetto ai casi JEFT2 di Figura 4.1, i risultati che si ottengono con questo meto-
do sono molto piu` in accordo con i dati sperimentali a tutte le energie considerate,
e sono anche molto stabili rispetto alla variazione del parametro di cutoff. No-
tiamo che la discrepanza sul contributo degli ELSJ1 potrebbe essere collegata al
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Figura 4.2: Il pannello (a) riporta la sezione d’urto di fotodisintegrazione calcolata
nel caso I-N3LO500 JEFT1; la curva “FULL” e` stata calcolata includendo tutti i
multipoli per J ≤ Jmax = 3, la curva “E1” include solo il contributo degli elementi
di matrice ridotti ELSJ1 . Il pannello (b) riporta la sezione d’urto calcolata dalla
corrente JEFT2 in cui gli ELSJ1 sono stati sostituiti con quelli ottenuti sfruttando
l’equazione di continuita`. I dati sperimentali sono presi dalle Ref. [65, 66, 67, 68,
69, 70, 71, 72, 73].
fatto che i quattro dati sperimentali (si veda il Capitolo 3) che sono stati usati
per fissare le quattro LEC che entrano nella corrente JEFT2 sono quantita` che
sono sensibili in particolare agli operatori di corrente di tipo magnetico, invece
che elettrico.
Le divergenze dai dati per la corrente JEFT2 che si verificano in Figura 4.1
sono maggiori nel caso Λ = 600 MeV, per questo motivo, nel proseguio della Tesi,
il calcolo della sezione d’urto Compton nel caso JEFT2 sara` effettuato solo per
Λ = 500 MeV.
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Capitolo 5
Scattering Compton su deutone
In questo Capitolo studieremo il processo di scattering Compton su deutone.
Nelle Sezioni 5.1 e 5.2 deriveremo la parte non dispersiva del kernel K all’ordine
NLO nell’ambito della ChPT; questi contributi saranno poi calcolati esplicita-
mente nelle Sezioni 5.4-5.7. Nella Sezione 5.3 daremo la forma esplicita della
sezione d’urto differenziale non polarizzata data dalla regola d’oro di Fermi, in-
oltre introdurremo le osservabili di polarizzazione. In Sezione 5.8 eseguiremo il
calcolo non perturbativo della parte dispersiva del kernel K. In Sezione 5.9 mostr-
eremo che i termini dispersivi sono legati alla sezione d’urto di fotodisintegrazione
gia` considerata nel Capitolo 4, che quindi puo` essere usata come test per verifi-
care la correttezza o meno del calcolo di questi termini. Infine, in Sezione 5.10
presenteremo i risultati del calcolo.
5.1 Il kernel K per il processo di scattering Comp-
ton su deutone
Consideriamo il processo di scattering Compton su deutone
γi + di → γf + df . (5.1)
Siano εi, εf (ωi, ωf) rispettivamente le energie del deutone (fotone) nello stato
iniziale e finale. Definita l’ampiezza di transizione come
Tfi =
〈
dfγf
∣∣T ∣∣diγi〉, (5.2)
definiamo un operatore “kernel” K, agente solo sui gradi di liberta` nucleonici, nel
seguente modo
Tfi =
〈
Ψdf
∣∣K∣∣Ψdi 〉, (5.3)
dove Ψdi,f sono funzioni d’onda iniziale e finale del deutone. In questa e nella
prossima Sezione vogliamo capire quali sono i contributi al kernel K di interazione
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K2 V V+ + + +...
K†1
K1
︸ ︷︷ ︸
K†1 K1
K†1K1K†1
K1
termini dispersivi
Figura 5.1: Rappresentazione schematica dei diagrammi che contribuiscono al
kernel di interazione K, per la parte dispersiva e non.
elettromagnetica all’ordine LO e NLO della transizione. Prima di tutto estraiamo
dal kernel di interazione elettromagnetica K il contributo dei termini dispersivi,
questi ultimi corrispondono al contributo di quei diagrammi con inserzione di
due vertici di corrente nucleare tra i quali esiste almeno uno stato intermedio
contenente solo nucleoni o solo nucleoni e fotoni (si veda la Figura 5.1). Scriviamo
quindi〈
dfγf
∣∣T ∣∣diγi〉∣∣dispersivi =〈
Ψdf
∣∣K†1(γf)G(εi + ωi)K1(γi) +K1(γi)G(εi − ωf)K†1(γf)∣∣Ψdi 〉, (5.4)
dove G(E) indica la funzione di Green di due nucleoni interagenti
G(E) =
1
E −H0 − V + i (5.5)
= G0(E) +G0(E)V G0(E) + ..., (5.6)
con H0 la Hamiltoniana per due nucleoni non interagenti e abbiamo indicato con
K1(γ) l’operatore che descrive il processo NNγ → NN discusso in Sezione 3.4.2
(meno una ridefinizione della corrente di un fattore e, si veda la Sezione 3.6) e
definito come
K1(γ) = −e 1√
2Ωωq
j(q) · ˆq,λ. (5.7)
In Eq. (5.4) l’argomento delle funzioni di Green dipende della presenza o meno dei
fotoni negli stati intermedi. La prima funzione di Green tiene conto dei contributi
dispersivi senza fotoni negli stati intermedi, quindi ha per argomento una energia
pari a quella iniziale E = εi + ωi. La seconda funzione di Green tiene conto
dei diagrammi dispersivi con la presenza dei fotoni negli stati intermedi, quindi
nell’argomento l’energia dei due fotoni va sottratta all’energia dello stato iniziale,
per cui si ha E = εi + ωi − ωi − ωf = εi − ωf . L’energia (cinetica + massa) dei
nucleoni negli stati intermedi e` invece tenuta in conto attraverso la Hamiltoniana
H0.
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Riscrivendo simbolicamente il contributo dei termini dispersivi come
K†1GK1 +K1GK†1, (5.8)
otteniamo il kernel K nella forma
K = K2 +K†1GK1 +K1GK†1. (5.9)
Nel nosto calcolo, per la parte K1 useremo gli stessi modelli EFT usati per il
calcolo della cattura np. La parte K2 contiene il contributo dei diagrammi non
dispersivi e verra` determinato come spiegato qui di seguito.
Come nel Capitolo 3, se |α 1α 2〉 indica uno stato di scattering di due nucleoni
interagenti tramite V , cioe`
|α 1α 2〉 = (I +G0V +G0V G0V + ...) |α1α2〉, (5.10)
il kernel K sara` definito in maniera tale che (ad un dato ordine dell’espansione
chirale) l’elemento di matrice 〈α′1α′2|K|α 1α 2〉 coincida con l’elemento di matrice
〈α′1α′2γf |T |α1α2γi〉 calcolato con l’EFT. Come vedremo tra breve, l’ordine leading
di questa espansione e` Q−3. La parte K2 sara` determinata dal confronto dei
due elementi di matrice eliminando sia tutti i diagrammi di tipo dispersivo gia`
tenuti in conto dal termine K†1GK1 + K1GK†1, sia i diagrammi che contengono
gli effetti dell’interazione V tra i due nucleoni prima e dopo le due interazioni
elettromagnetiche, gia` inclusi nelle funzioni d’onda del deutone. Quest’ultimo
effetto e` tenuto in conto come in Sezione 3.4.2, per cui si ottiene
K(−3)2 = T (−3), (5.11a)
K(−2)2 = T (−2) − V (0)G0K(−3)2 −K(−3)2 G0V (0), (5.11b)
... .
Gli operatori K1, che contengono la corrente nucleare, sono trattati con il power
counting discusso in Sezione 3.4.2.
5.2 Il kernel K2 all’ordine NLO
Studieremo ora i contributi al kernel fino all’ordine NLO derivati dalla EFT.
In Tabella 5.1 sono riassunti gli ordini di alcune funzioni di vertice (quelle che
contribuiscono ai processi fino ad NLO). Nelle Figure 5.2–5.4 sono riportati i
diagrammi che contribuiscono alle ampiezze 〈α′1α′2γf |T |α1α2γi〉 fino all’ordine
NLO. Non sono mostrati tutti i possibili ordinamenti time ordering, ne´ i contributi
dei diagrammi con i fotoni iniziale e finale scambiati. Nel seguito e` da intendersi
che quando ci si riferisce a un certo diagramma, ci si riferisce a tutto l’insieme di
diagrammi che comprendono i diversi time ordering possibili e i corrispondenti
diagrammi con i fotoni scambiati. I diagrammi nelle Figure 5.2–5.4 comprendono:
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vertice ordine chirale vertice ordine chirale
NNpi Q1/2 NNγ Q1
NNpipi Q0 NNγ Q0 +Q1
contatto Q0 NNγ Q0 +Q1
pipiγ Q0 NNpiγ Q−1/2
piγγ Q3/2 pipiγγ Q−1
Tabella 5.1: Ordine in Q dei vertici che entrano nei diagrammi LO e NLO per
le ampiezze Compton 〈α′1α′2γf |T |α1α2γi〉. Si noti che l’ordine in Q e` calcolato
non conteggiando i fattori 1/
√
2ωq che entrano nelle funzioni di vertice in cui
compaiono i fotoni.
• Diagrammi di tipo (a). Nei diagrammi di tipo (a) abbiamo indicato con
un quadrato il contributo di ordine Q0 dei vertici nucleone-antinucleone-
fotone, mentre con una croce abbiamo indicato il contributo di ordine Q1.
Il termine dominante del diagramma (a1), cioe` quello che si ottiene tenendo
conto della sola massa nucleare nel denominatore di energia, e` il “termine
di seagull” e contribuisce allo scattering Compton all’ordine leading Q−3.
Come vedremo, il termine di seagull corrisponde al termine della Hamiltoni-
ana non relativistica, per una particella di carica eeN , quadratico nel campo
elettromagnetico, che viene dalla sostituzione minimale p← p− eeNA nel
termine cinetico.
All’ordine NLO contribuiscono sia le correzioni al diagramma (a1) nel de-
nominatore di energia, sia i termini dominanti dei diagrammi (a2) e (a3).
Tenendo conto della energia del fotone nel denominatore di energia nel dia-
gramma (a1) e espandendo questo denominatore in potenze di ωq/mN (dove
con ωq abbiamo inteso una generica energia del fotone), si ottengono termini
proporzionali alla differenza tra l’energia del fotone entrante e l’energia del
fotone uscente, che qui trascureremo, e un termine proporzionale alla loro
somma. La somma di questo termine e dei contributi dei diagrammi (a2)
e (a3), anche essi proporzionali alla somma delle energie del fotone, da` il
termine di tipo “spin-orbita” discusso in Ref. [74] (si veda la Sezione 5.6).
I diagrammi di tipo (a) entrano nella parte irriducibile non dispersiva del
kernel elettromagnetico, K2.
• Diagrammi di tipo (b). Secondo Ref. [33, 34], i diagrammi da (b1) a (b4)
sono quelli che portano i contributi delle polarizzabilita` elettrica e magneti-
ca, inoltre contengono anche contributi alla polarizzabilita` di spin. Abbia-
mo verificato che questi diagrammi portano un contributo finito, poiche´ la
somma delle parti divergenti dei diversi diagrammi e` nulla, abbiamo inoltre
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calcolato il contributo alla polarizzabilita` magnetica e lo abbiamo trovato
uguale a quello riportato in Ref. [34].
I contributi dei diagrammi (b5) e (b6) risultano invece identicamente nulli,
e anche il termine (b7) porta un contributo nullo allo scattering Compton
su deutone. Infatti, come si puo` vedere dalla forma delle funzioni di vertice
che entrano nel diagramma riportate in Appendice A, l’ampiezza di tran-
sizione e` proporzionale alla matrice di isospin τi,z dell’i−esimo nucleone,
il cui elemento di matrice e` zero quando valutato tra le funzioni iniziale e
finale di deutone, perche´ il deutone e` un sistema isoscalare, cioe` ha isospin
totale nullo.
I contributi di polarizzabilita` entrano in K2 all’ordine NLO. Quando es-
eguiremo il calcolo della sezione d’urto Compton su deutone, tuttavia non
prenderemo come valori delle polarizzabilita` elettrica e magnetica quelli
dati dal calcolo dei diagrammi (b1)− (b4). Queste quantita` infatti potreb-
bero essere lasciate come parametri liberi da determinare dai fit dei dati
sperimentali, tuttavia vista la grande incertezza sui risultati sperimentali
attualmente disponibili per la sezione d’urto che qui considereremo, pren-
deremo α e β dati dai valori centrali dei risultati dei fit di Ref. [19, 22]
discussi nel Capitolo 1, Eq. (1.7) e (1.8).
• Diagrammi di tipo (c). Questi diagrammi entrano nei termini dispersivi
del kernel elettromagnetico, con l’operatore di corrente che entra in K1
preso come corrente a un corpo e con stato intermedio di due nucleoni non
interagenti, quindi sostituendo alla funzione di Green G il primo termine
nella espansione in Eq. (5.6), cioe` G0. I diagrammi di tipo (c), con il power
counting scelto, contribuiscono all’ordine LO.
• Diagrammi di tipo (d). Questi diagrammi NLO contengono un vertice di
corrente a un corpo e un vertice di “correzione” alla corrente a un corpo.
I diagrammi (d2) e (d3) risultano nulli, il diagramma (d1) invece e` non
nullo, tuttavia il contributo di questo tipo di diagramma e` gia` contenuto
nel termine di momento magnetico anomalo del nucleone [41], quindi non
va considerato. Questi contributi risultano quindi compresi nei diagrammi
di tipo (c).
• Diagrammi di tipo (e). In questo tipo di diagrammi, che entrano all’ordine
NLO, abbiamo indicato con V (0) il potenziale nucleare all’ordine leading,
quindi il potenziale one pion exchange piu` il potenziale di contatto. Per
quanto visto nella Sezione 3.4.2, i diagrammi (e1) e (e3) sono cancellati
dai termini V (0)G0K(−3)2 + K(−3)2 G0V (0) che compaiono in Eq. (5.11b). Il
diagramma (e2) e` invece un termine dispersivo con l’operatore di corrente
che entra nel kernel K1 preso come corrente a un corpo, e prendendo al
posto di G il secondo termine nell’espansione in Eq. (5.6) con V = V (0).
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• Diagrammi di tipo (f). In questo tipo di diagrammi abbiamo indicato con
il vertice a due fotoni e due nucleoni il processo di interazione di singolo
nucleone che avviene nel termine di seagull (a1). Questi diagrammi NLO
sono cancellati dai due termini con il segno negativo in Eq. (5.11b), in
maniera analoga alle cancellazioni discusse in Sezione 3.4.2. Di conseguenza
all’ordine considerato questi diagrammi non portano contributo a K2.
• Diagrammi di tipo (g). Questi diagrammi contribuiscono all’ordine NLO
alla parte dispersiva del kernel, con uno dei due K1 in Eq. (5.8) “preso
come” corrente a un corpo e l’altro “preso come” corrente di scambio di un
pione, e con stato intermedio non interagente. Questi diagrammi (insieme
con i diagrammi di tipo (c)) sono calcolati in Sezione 5.8.
• Diagrammi di tipo (h). Questi diagrammi contribuiscono all’ordine NLO
alla parte non dispersiva K2.
Nel calcolo della sezione d’urto di scattering Compton eseguita nelle prossime
Sezioni, i termini di tipo dispersivo saranno comunque trattati non perturbati-
vamente, cioe` includendo l’intera funzione di Green G. E` stato infatti mostra-
to [19, 22] che l’approssimazione di tipo perturbativo G = G0 + G0V G0 fallisce
nel limite di energia del fotone incidente nulla, ωi → 0. In particolare l’approssi-
mazione perturbativa porta a violazioni del limite di Thomson, cioe` l’ampiezza
di scattering Compton non assume il corretto andamento1 [75]
Tfi ∼
ωi→0
e2
md
ˆ∗qf ,λf · ˆqi,λi, (5.12)
dove md e` la massa del deutone e ˆqi,λi, ˆqf ,λf sono i vettori di polarizzazione
per il fotone entrante e per il fotone uscente. Per ritrovare il limite dato in Eq.
(5.12) e` fondamentale usare un approccio non perturbativo, in cui cioe` nei termini
dispersivi siano considerati tutti gli stati intermedi di nucleoni interagenti insiti
nella funzione di Green G. Questo tipo di approccio e` stato portato avanti in
Ref. [19, 22], rifacendosi all’idea originale di Ref. [74].
In questa Tesi, oltre ad eseguire un calcolo non perturbativo dei termini dis-
persivi includendo l’intera funzione di Green, useremo nel kernel K1 gli operatori
di corrente di Ref. [40] e Ref. [41].
Ricapitolando, nel proseguio del Capitolo avremo
• K2 calcolato perturbativamente dalla EFT con contributi
– LO:
∗ termine di seagull (a1),
1Piu` precisamente il limite di Thomson equivale a considerare l’intero kernel K del processo
Compton uguale al kernel di seagull (5.33) (si veda la Sez. 5.4) con la sostituzione mN ← md.
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– NLO:
∗ correzione al seagull+diagrammi (a2) e (a3),
∗ termini di polarizzabilita` con valori di polarizzabilita` statiche presi
dai valori dei fit dei dati sperimentali attualmente noti (si veda il
Capitolo 1),
∗ diagrammi di tipo (h).
• Termini dispersivi K†1GK1 +K1GK†1 trattati non perturbativamente con
– G dipendente dal potenziale EFT di Entem e Machleidt [38],
– K1 che include gli operatori di corrente nucleare EFT derivati da
Pastore et al. [41] oppure da Song et al. [40].
(b1) (b2) (b3) (b4)
(b5) (b6) (b7)
(a1) (a2) (a3)
Figura 5.2: Alcuni contributi alle ampiezze Compton 〈α′1α′2γf |T |α1α2γi〉 all’or-
dine NLO. La linea marcata rappresenta un antinucleone. Non sono mostrati
i diagrammi con i fotoni scambiati. Non sono mostrati tutti i possibili
time-ordering.
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(g1) (g2)
(c1) (c2) (d1) (d2) (d3)
V (0)
V (0) V (0)
V (0) V (0)
(e1) (e2) (e3) (f1) (f2)
Figura 5.3: Ulteriori contributi alle ampiezze Compton 〈α′1α′2γf |T |α1α2γi〉 al-
l’ordine NLO. Non sono mostrati i diagrammi con i fotoni scambiati. Non sono
mostrati tutti i possibili time-ordering.
(h1) (h2) (h3) (h4)
Figura 5.4: Ulteriori contributi alle ampiezze Compton 〈α′1α′2γf |T |α1α2γi〉 al-
l’ordine NLO. Non sono mostrati i diagrammi con i fotoni scambiati. Non sono
mostrati tutti i possibili time-ordering.
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5.3 La sezione d’urto
La sezione d’urto di scattering Compton su deutone e` calcolata nel riferimento
del laboratorio, in cui il deutone ha impulso iniziale nullo Pdi = 0 e il fotone ha
impulso iniziale qi = qizˆ ≡ ωizˆ. L’impulso del fotone uscente e` parametrizzato
come
qf = qf

 sin θ0
cos θ

 ,
dove il modulo dell’impulso (ωf ≡ qf ) e` fissato dalle relazioni di conservazione
dell’energia e dell’impulso totale
qf +Pdf = qi +Pdi, (5.13)
εi + ωi = εf + ωf , (5.14)
dove
εi = md (5.15)
e` l’energia del deutone nello stato iniziale e
εf = md +
P 2df
2md
(5.16)
e` l’energia del deutone nello stato finale. Indichiamo inoltre l’energia totale
iniziale come
Ei = εi + ωi, (5.17)
e l’energia totale finale come
Ef = εf + ωf . (5.18)
Dalle Eq. (5.13) e (5.14) si trova che l’energia del fotone uscente e` data da
ωf =
ωi
1 + ωi
md
(1− cos θ) . (5.19)
La componenti di spin del deutone nello stato iniziale e nello stato finale saranno
indicate ripettivamente con σ2i e σ2f . In modo analogo, le polarizzazioni iniziale
e finale del fotone saranno indicate con λi e λf . Per una polarizzazione iniziale
λi = ±1, i vettori di polarizzazione sono dati da
ˆqi,λi = −λi
xˆ+ iλiyˆ√
2
, (5.20)
mentre per una data polarizzazione finale λf = ±1 i vettori di polarizzazione sono
ˆqf ,λf = −λf
xˆ′ + iλf yˆ
′
√
2
= −λf cos θxˆ− sin θzˆ + iλf yˆ√
2
. (5.21)
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Si noti che gli assi xˆ′, yˆ′ che definiscono il vettore di polarizzazione del fotone
uscente si ottengono ruotando la terna cartesiana di riferimento (xˆ, yˆ, zˆ) nel piano
(xˆ, zˆ) fino a far coincidere l’asse zˆ con l’asse individuato dall’impulso del fotone
uscente. Scriviamo le seguenti relazioni che ci saranno utili nel seguito
ˆqi,λi · ˆ∗qf ,λf =
1
2
(λiλf cos θ + 1) , (5.22)
(qˆf × ˆ∗qf ,λf ) · (qˆi × ˆqi,λi) =
1
2
(λiλf + cos θ) . (5.23)
La sezione d’urto differenziale e` calcolata dalla regola d’oro di Fermi[
dσ
dΩ
]
fi
=
∑
Pdf
∫
Ωω2fdωf
(2pi)3
2piΩδ(Ei − Ef) |Tfi|2 , (5.24)
con Tfi definito come in Eq. (5.4), cioe`
Tfi =
〈
dfγf
∣∣T ∣∣diγi〉
=
〈
Ψdf
∣∣K2 +K†1(γf)G(εi + ωi)K1(γi) +K1(γi)G(εi − ωf)K†1(γf)∣∣Ψdi 〉. (5.25)
La parte del moto del centro di massa integrata nella coordinata del centro di mas-
sa porta una delta di Kronecker di conservazione dell’impulso totale che “tiriamo
fuori” dall’elemento di matrice definendo Mfi tale che
Tfi = 1√
2Ωωi
1√
2Ωωf
Mfiδqi+Pdi ,qf+Pdf . (5.26)
La sezione d’urto differenziale diventa quindi[
dσ
dΩ
]
fi
=
∑
Pdf
∫
Ωω2fdωf
(2pi)3
2piΩδ(Ei−Ef ) 1
2Ωωi
1
2Ωωf
δqi+Pdi ,qf+Pdf |Mfi|
2 . (5.27)
Eseguendo la somma sugli impulsi finali del deutone e l’integrale in dωf sfruttando
la conservazione di energia e impulso si trova[
dσ
dΩ
]
fi
=
(
ωf
ωi
)2
εf
md
∣∣∣∣Mfi4pi
∣∣∣∣2 , (5.28)
dove εf e` fissata dalla Eq. (5.14). Infine sommando sulle polarizzazioni finali e
mediando su quelle iniziali si ha la sezione d’urto differenziale non polarizzata nel
laboratorio [
dσ
dΩ
]
compt
=
1
6
∑
σ2iλi
∑
σ2fλf
(
ωf
ωi
)2
εf
md
∣∣∣∣Mfi4pi
∣∣∣∣2 . (5.29)
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5.3.1 Osservabili di polarizzazione
Oltre alla sezione d’urto differenziale non polarizzata (5.29), nel seguito considere-
remo anche altre osservabili che sono definite per il deutone iniziale e/o il fotone
incidente polarizzati.
Consideriamo il fotone incidente diretto lungo l’asse zˆ della terna cartesiana
(xˆ, yˆ, zˆ) definita come in Figura 5.5. Un primo tipo di osservabile e` la sezione
d’urto differenziale con fotone incidente polarizzato linearmente (e ortogonal-
mente rispetto all’asse zˆ di propagazione), quindi lungo la direzione xˆ oppure yˆ.
Queste osservabili sono date da[
dσ
dΩ
]lin
xˆ
=
1
3
∑
σ2i
∑
σ2fλf
(
ωf
ωi
)2
εf
md
∣∣∣∣Mfi(λi = xˆ)4pi
∣∣∣∣2 , (5.30a)
[
dσ
dΩ
]lin
yˆ
=
1
3
∑
σ2i
∑
σ2fλf
(
ωf
ωi
)2
εf
md
∣∣∣∣Mfi(λi = yˆ)4pi
∣∣∣∣2 . (5.30b)
Gli elementi di matriceMfi(λi = xˆ, yˆ) si ottengono facilmente come combinazione
lineare degli elementi Mfi(λi = ±1), tenendo conto della relazione (5.20).
Per il secondo tipo di osservabile, si considera il fascio incidente di fotoni
polarizzato circolarmente con λi = +1 e il bersaglio deutone polarizzato lungo
l’asse zˆ di propagazione del fascio, oppure trasversalmente a questo lungo la
direzione xˆ. Definite le sezioni d’urto[
dσ
dΩ
]circ
±xˆ
=
∑
σ2fλf
(
ωf
ωi
)2
εf
md
∣∣∣∣Mfi(λi = 1, σ2i = ±xˆ)4pi
∣∣∣∣2 , (5.31a)
[
dσ
dΩ
]circ
±zˆ
=
∑
σ2fλf
(
ωf
ωi
)2
εf
md
∣∣∣∣Mfi(λi = 1, σ2i = ±zˆ)4pi
∣∣∣∣2 , (5.31b)
le osservabili che considereremo sono le ∆circx e ∆
circ
z definite come (si veda la
Figura 5.5)
∆circx =
[
dσ
dΩ
]circ
+xˆ
−
[
dσ
dΩ
]circ
−xˆ
, (5.32a)
∆circz =
[
dσ
dΩ
]circ
+zˆ
−
[
dσ
dΩ
]circ
−zˆ
. (5.32b)
Nelle Eq. (5.31) la notazione σ2i = ±zˆ identifica lo stato con deutone iniziale
polarizzato lungo l’asse zˆ con autovalore rispettivamente ±1, lo stesso vale per
il caso σ2i = ±xˆ considerando l’asse xˆ. Gli elementi di matrice per uno stato
iniziale di deutone polarizzato con σ2i = ±xˆ si ottengono come combinazione
lineare degli stati quantizzati lungo l’asse zˆ con autovalori σ2i = 0,±1.
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xˆ
zˆyˆ
∆
circ
z :
θ
qi
qfˆλi=+1
~σ2i
xˆ
zˆyˆ
∆
circ
x :
θ
qi
qfˆλi=+1
~σ2i
θ
qi
qf
~σ2i
ˆλi=+1
θ
qi
qf
~σ2i
ˆλi=+1
−
−
Figura 5.5: Osservabili di polarizzazione ∆circx,z per il fascio di fotoni incidenti
polarizzato circolarmente.
5.4 Termine di seagull
Questo e` il contributo dato dal termine leading del diagramma (a1) in Figura
5.2, cioe` considerando nel denominatore di energia del diagramma solo la massa
nucleonica. Nello spazio degli impulsi il contributo di questo termine a K2 e`〈
p′1p
′
2
∣∣KSG2 ∣∣p1p2〉 = 1√2Ωωi 1√2Ωωf e
2eN,1
mN
(ˆqi,λi · ˆ∗qf ,λf )
×δp1+qi,p′1+qf δp2,p′2 + (1↔ 2). (5.33)
Nello spazio delle coordinate il contributo e` dato da〈
r′1r
′
2
∣∣KSG2 ∣∣r1r2〉 = 1√2Ωωi 1√2Ωωf e
2eN,1
mN
(ˆqi,λi · ˆ∗qf ,λf )
×ei(qi−qf )·r1δ(r1 − r′1)δ(r2 − r′2) + (1↔ 2). (5.34)
Il termine di seagull riceve quindi contributo solo dal protone, essendo pro-
porzionale a eN . Definendo
q = qf − qi, (5.35)
il contributo del termine di seagull a Tfi e` dato da
T SGfi =
〈
Ψdf
∣∣KSG2 ∣∣Ψdi 〉
=
1√
2Ωωi
1√
2Ωωf
e2
mN
(ˆqi,λi · ˆ∗qf ,λf )δPi+qi,Pf+qf
×
∫
drψd†f (r)
(
e−iq·r/2eN,1 + e
iq·r/2eN,2
)
ψdi (r), (5.36)
per cui
MSGfi =
e2
mN
(ˆqi,λi · ˆ∗qf ,λf )
∫
drψd†f (r)
(
e−iq·r/2eN,1 + e
iq·r/2eN,2
)
ψdi (r). (5.37)
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Tenuto conto che il deutone ha isospin totale nullo, ciascuno degli operatori eN
in Eq. (5.37) porta un contributo pari a 1/2 (si veda l’Appendice C).
Consideriamo ora il primo termine tra parentesi nella Eq. (5.37). Sfruttando
l’espansione per l’onda piana
e−iq·r/2 = 4pi
∞∑
L=0
L∑
M=−L
(−i)LYLM(rˆ)Y ∗LM(qˆ)jL(qr/2) (5.38)
e espandendo le funzioni d’onda del deutone come nel Capitolo 4, l’integrale del
primo termine in Eq. (5.37) diventa
Ifi = 1
2
∑
li=0,2
∑
lf=0,2
∑
LM
4pi(−i)LY ∗LM(qˆ)
∫
drr2ulf (r)jL(qr/2)uli(r)
×
∫
drˆ[Ylf (rˆ)χ1]
†
1σ2f
YLM(rˆ)[Yli(rˆ)χ1]1σ2i . (5.39)
Riaccoppiando i momenti angolari nell’integrale angolare si trova
Ifi = 1
2
∑
li=0,2
∑
lf=0,2
∑
LM
4pi(−i)LY ∗LM(qˆ)
∫
drr2ulf (r)jL(qr/2)uli(r)
× 3√
4pi
lˆf lˆiLˆ(−1)σ2f+L−1
(
L lf li
0 0 0
)
×
(
L 1 1
M σ2i −σ2f
){
L lf li
1 1 1
}
. (5.40)
I due coefficienti 3j fissano L = 0, 2, inoltre il secondo coefficiente 3j fissa M =
σ2f −σ2i. Tenendo conto di cio` e eseguendo esplicitamente le somme sui momenti
angolari si trova
Ifi = 1
2
√
12pi(−1)σ2f−1
×
{
δσ2f ,σ2iY
∗
00(qˆ)
(
I000 + I
0
22
)( 1 0 1
−σ2f 0 σ2f
)
+Y ∗2σ2f−σ2i(qˆ)
(
I202 + I
2
20 −
I222√
2
)(
1 2 1
−σ2f σ2f − σ2i σ2i
)}
,(5.41)
dove
ILlf li =
∫
drr2ulf (r)jL(qr/2)uli(r). (5.42)
Consideriamo ora il secondo termine tra parentesi in Eq. (5.37). Il segno opposto
nell’esponenziale porta un (−1)L nella espansione in armoniche sferiche, tuttavia
come abbiamo visto i coefficienti 3j fissano L = 0, 2, quindi il secondo termine tra
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parentesi in Eq. (5.37) porta un contributo identico al primo. Troviamo quindi
il contributo totale del termine di seagull a Mfi
MSGfi =
e2
mN
(ˆqi,λi · ˆ∗qf ,λf )
√
12pi(−1)σ2f−1
×
{
δσ2f ,σ2iY
∗
00(qˆ)
(
I000 + I
0
22
)( 1 0 1
−σ2f 0 σ2f
)
+Y ∗2σ2f−σ2i(qˆ)
(
I202 + I
2
20 −
I222√
2
)(
1 2 1
−σ2f σ2f − σ2i σ2i
)}
.(5.43)
Il termine di seagull e` quello che deriva prendendo il termine cinetico della Hamil-
toniana non relativistica di un protone e introducendo il campo elettromagneti-
co attraverso la sostituzione minimale, il termine proporzionale al quadrato del
campo elettromagnetico che si ottiene e` dato da〈
r′p
∣∣Hint∣∣rp〉 = e2
2mp
A(rp) ·A(rp)δ(rp − r′p). (5.44)
Scrivendo infatti il campo vettore in termini di operatori di creazione e distruzione
come in Eq. (3.95), si ottengono i seguenti elementi di matrice〈
r′pr
′
n
∣∣〈γf ∣∣Hint∣∣γi〉∣∣rprn〉 = 〈r′pr′n∣∣〈0∣∣aqf ,λfHinta†qi,λi∣∣0〉∣∣rprn〉
=
1√
2Ωωi
1√
2Ωωf
e2
mp
(ˆqi,λi · ˆ∗qf ,λf )
×ei(qi−qf )·rpδ(rn − r′n)δ(rp − r′p). (5.45)
Questa espressione e` equivalente alla (5.34).
5.5 Termini di polarizzabilita`
I termini di polarizzabilita` elettrica e magnetica derivano dalla Hamiltoniana
efficace data in Eq. (1.1) (in gauge di radiazione), il cui elemento di matrice nello
spazio delle coordinate si puo` riscrivere usando il formalismo di isospin come
〈
r′1r
′
2
∣∣Heff∣∣r1r2〉 = −1
2
4pi
∑
j=1,2
[
αj
(
∂A(rj)
∂t
)2
+ βj (∇j ×A(rj))2
]
× δ(r1 − r′1)δ(r2 − r′2), (5.46)
con
αj = αS + αV τj,z, βj = βS + βV τj,z, (5.47)
dove αS e βS indicano le polarizzabilita` scalari
αS =
αp + αn
2
, βS =
βp + βn
2
, (5.48)
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mentre αV e βV indicano le polarizzabilita` vettoriali
αV =
αp − αn
2
, βV =
βp − βn
2
. (5.49)
Consideriamo preliminarmente il contributo del termine di polarizzabilita` elettri-
ca α. Calcolando l’elemento di matrice
〈
Ψdfγf
∣∣Hαeff∣∣Ψdi γi〉, espandendo il poten-
ziale vettore in termini di operatori di creazione e distruzione come in Eq. (3.95)2,
si trova per Mαfi
Mαfi = −4piωiωf(ˆqi,λi · ˆ∗qf ,λf )
×
∫
drψd†f (r)
(
α1e
−iq·r/2 + α2e
iq·r/2
)
ψdi (r). (5.50)
Per ciascuno dei due termini dentro l’integrale, il calcolo e` analogo al caso del
termine di seagull. Nel secondo termine tra parentesi il segno opposto nell’espo-
nenziale porta un (−1)L nella espansione in armoniche sferiche, tuttavia, come
abbiamo visto nella Sezione precedente, i coefficienti 3j fissano L = 0, 2. Inoltre
anche gli operatori α1 e α2 portano lo stesso contributo. Anche in questo caso
infatti, poiche´ il deutone ha isospin totale nullo, prendendo gli operatori di polar-
izzabilita` in Eq. (5.47) tra gli stati di isospin iniziale e finale di deutone si trova
che solo le polarizzabilita` scalari portano contributo (si veda l’Appendice C):
ξ†00αjξ00 = αS. (5.51)
Abbiamo quindi che i due termini tra parentesi in Eq. (5.50) sono identici. In
definitiva si trova
Mαfi = −4piωiωf(αp + αn)(ˆqi,λi · ˆ∗qf ,λf )
√
12pi(−1)σ2f−1
×
{
δσ2f ,σ2iY
∗
00(qˆ)
(
I000 + I
0
22
)( 1 0 1
−σ2f 0 σ2f
)
+Y ∗2σ2f−σ2i(qˆ)
(
I202 + I
2
20 −
I222√
2
)(
1 2 1
−σ2f σ2f − σ2i σ2i
)}
.(5.52)
Per la parte di polarizzabilita` magnetica, l’elemento di matrice
〈
Ψdfγf
∣∣Hβeff∣∣Ψdi γi〉
e` calcolato ancora espandendo il campo del fotone in termini degli operatori di
creazione e distruzione. Si trova
Mβfi = −4piωiωf(qˆf × ˆ∗qf ,λf ) · (qˆi × ˆqi,λi)
×
∫
drψd†f (r)
(
β1e
−iq·r/2 + β2e
iq·r/2
)
ψdi (r). (5.53)
2In Eq. (3.95) il potenziale vettore e` espresso in rappresentazione di Schroedinger, per
calcolarne la derivata temporale e` necessario, come gia` osservato nel Capitolo 3, farla agire
sul campo espresso in rappresentazione di interazione come in Eq. (3.3c) e dopo passare in
rappresentazione di Schroedinger ponendo t = 0.
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Si vede facilmente che la forma di Mβfi e` analoga a Mαfi, tranne per il termine
che dipende dai vettori di polarizzazione fotonici. Tenendo conto delle Eq. (5.22)
e (5.23) e che
ξ†00βjξ00 = βS, (5.54)
possiamo quindi scrivere
Mβfi =
βp + βn
αp + αn
λfλiMαfi. (5.55)
5.6 Termine “spin-orbita”
Questo termine segue tenendo conto
• dell’energia del fotone nel denominatore di energia dei diagrammi di tipo
(a1) in Figura 5.2,
• dei diagrammi di tipo (a2) e (a3) in Figura 5.2,
e trascurando termini proporzionali alla differenza tra l’energia iniziale del fotone
e quella finale. Nello spazio degli impulsi il contributo di questo termine a K2 e`〈
p′1p
′
2
∣∣KSO2 ∣∣p1p2〉 =− 1√
2Ωωi
1√
2Ωωf
e2
4m2N
eN,1(eN,1 + 2kN,1)(ωi + ωf)
× iσ1 · (ˆ∗qf ,λf × ˆqi,λi)δp1+qi,p′1+qf δp2,p′2 + (1↔ 2), (5.56)
dove kN e` definito in Eq. (2.88). Essendo proporzionale a eN , questo elemento di
matrice riceve contributo solo dal protone3. Nello spazio delle coordinate si ha〈
r′1r
′
2
∣∣KSO2 ∣∣r1r2〉 =− 1√2Ωωi 1√2Ωωf e
2
4m2N
eN,1(eN,1 + 2kN,1)(ωi + ωf)
× iσ1 · (ˆ∗qf ,λf × ˆqi,λi)e−iq·r1δ(r′1 − r1)δ(r′2 − r2)
+ (1↔ 2), (5.57)
da cui segue il contributo a Mfi
MSOfi = −
ie2
4m2N
(ωi + ωf)
∫
drψd†f (r)
(
σ1 · (ˆ∗qf ,λf × ˆqi,λi)eN,1(eN,1 + 2kN,1)
×e−iq·r/2 + σ2 · (ˆ∗qf ,λf × ˆqi,λi)eN,2(eN,2 + 2kN,2)eiq·r/2
)
ψdi (r), (5.58)
che e` analogo al termine “spin-orbita” di Ref. [74]. Il calcolo dell’integrale tridi-
mensionale in dr in Eq. (5.58) e` stato effettuato numericamente con integrazione
gaussiana.
3Si noti che eN (eN + 2kN ) = (1 + 2kp)eN .
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5.7 Termini irriducibili di tipo (h)
In questa Sezione riportiamo i contributi al kernel K2 dei diagrammi di tipo (h) in
Figura 5.4. Le espressioni sono date nello spazio degli impulsi. Le corrispondenti
espressioni nello spazio delle coordinate sono invece riportate nella Appendice D.
Nelle formule che seguono abbiamo utilizzato la notazione ki = p
′
i − pi, i = 1, 2.
Contributo dei diagrammi di tipo (h1). Questo contributo si ottiene
sommando 4 diagrammi di diverso time-ordering (inclusi i diagrammi con fotone
iniziale e finale scambiati). Il risultato totale e` dato da
〈
p′1p
′
2
∣∣K(h1)2 ∣∣p1p2〉 =− 1Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δk1+k2+qf ,qi
×
{(
ˆ∗qf ,λf · σ1
)(
ˆqi,λi · σ2
)
ω2k2−qi
+
(
ˆ∗qf ,λf · σ2
)(
ˆqi,λi · σ1
)
ω2k1−qi
}
.
(5.59)
Contributo dei diagrammi di tipo (h2). Questo contributo si ottiene
sommando 6 diagrammi di diverso time-ordering (inclusi i diagrammi con fotone
iniziale e finale scambiati). Il risultato totale e` dato da
〈
p′1p
′
2
∣∣K(h2)2 ∣∣p1p2〉 =− 2Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δk1+k2+qf ,qi
× (ˆqi,λi · ˆ∗qf ,λf )(σ1 · k1)(σ2 · k2)ω2k1ω2k2 . (5.60)
Contributo dei diagrammi di tipo (h3). Questo contributo si ottiene
sommando 24 diagrammi di diverso time-ordering (inclusi i diagrammi con fotone
iniziale e finale scambiati). Il risultato totale e` dato da
〈
p′1p
′
2
∣∣K(h3)2 ∣∣p1p2〉 = 2Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δk1+k2+qf ,qi
×
{(
σ1 · k1
)((
k1 +
qf
2
) · ˆ∗qf ,λf
)(
σ2 · ˆqi,λi
) 1
ω2k1ω
2
k2−qi
+
(
σ1 · k1
)((
k1 − qi
2
) · ˆqi,λi)(σ2 · ˆ∗qf ,λf ) 1ω2k1ω2k1−qi
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+
(
σ2 · k2
)((
k2 +
qf
2
) · ˆ∗qf ,λf)(σ1 · ˆqi,λi) 1ω2k2ω2k1−qi
+
(
σ2 · k2
)((
k2 − qi
2
) · ˆqi,λi)(σ1 · ˆ∗qf ,λf ) 1ω2k2ω2k2−qi
}
.
(5.61)
Contributo dei diagrammi di tipo (h4). Questo contributo si ottiene
sommando 48 diagrammi di diverso time-ordering (inclusi i diagrammi con fotone
iniziale e finale scambiati). Il risultato totale e` dato da
〈
p′1p
′
2
∣∣K(h4)2 ∣∣p1p2〉 = − 4Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δk1+k2+qf ,qi
(σ1 · k1)(σ2 · k2)
ω2k1ω
2
k2
×
{((
k2 +
qf
2
) · ˆ∗qf ,λf)((k1 − qi2 ) · ˆqi,λi
) 1
ω2k1−qi
+
((
k1 +
qf
2
) · ˆ∗qf ,λf)((k2 − qi2 ) · ˆqi,λi
) 1
ω2k2−qi
}
.
(5.62)
Gli elementi di matrice nello spazio delle coordinate sono stati calcolati analiti-
camente (si veda l’Appendice D). I termini che si ottengono contengono integrali
sul modulo k di un impulso che devono essere “regolarizzati”, introducendo un
parametro di cutoff Λ = 500 ÷ 600 MeV, in quanto la teoria considerata, con
nucleoni e pioni (e fotoni) come unici gradi di liberta`, e` valida solo per piccoli
valori dell’impulso. Questi integrali sono dunque regolarizzati introducendo il
fattore e−k
4/Λ4 al loro interno e sono poi risolti numericamente con integrazione
su griglia di passo costante.
5.8 Termini dispersivi - Calcolo non perturba-
tivo
5.8.1 Termini dispersivi del primo tipo
Consideriamo i contributi dei termini dispersivi senza fotoni negli stati intermedi
e riscriviamoli come
M˜D1fi ≡ T D1fi
√
2Ωωi
√
2Ωωf = e
2
〈
Ψdf
∣∣j†(qf) · ˆ∗qf ,λf 1Ei −H + i j(qi) · ˆqi,λi
∣∣Ψdi 〉
≡ e2〈Ψdf ∣∣j†(qf) · ˆ∗qf ,λf ∣∣Φqi,λiσ2i〉, (5.63)
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dove
∣∣Φqi,λiσ2i〉 e` definita come soluzione dell’equazione non omogenea(
Ei −H + i
)∣∣Φqi,λiσ2i〉 = j(qi) · ˆqi,λi∣∣Ψdi 〉, (5.64)
con H = H0 + V la Hamiltoniana per due nucleoni interagenti e
Ei = md +
P 2di
2md
+ ωi. (5.65)
Nella Eq. (5.64) non abbiamo ancora fatto tendere a zero il parametro  perche´
questo ci servira` per determinare opportune condizioni al contorno della equazione
che dovremo risolvere. Una volta trovate le condizioni al contorno potremo pren-
dere il limite  → 0. Consideriamo preliminarmente il caso di un potenziale
nucleare locale, la generalizzazione al caso non locale segue facilmente ed e` data
nel risultato finale. Nello spazio delle coordinate la Eq. (5.64) diventa
(
Ei −H(r,R) + i
)
Φqi,λiσ2i(r,R) =
ei(qi+Pdi )·R√
Ω
(jr(qi) · ˆqi,λi)ψdσ2i(r), (5.66)
con
H(r,R) = mn +mp − ∇
2
R
2MT
− ∇
2
r
2µ
+ V (r), (5.67)
dove MT = mn +mp, e ricordiamo che jr(q) e` la parte di j(q) che contiene solo
la dipendenza da r, la distanza relativa, mentre la dipendenza da R ha prodotto
il termine eiPdi ·R. Cerchiamo soluzioni che abbiano la forma
Φqi,λiσ2i(r,R) =
ei(qi+Pdi )·R√
Ω
Φqi,λiσ2i(r). (5.68)
Con la scelta delle funzioni in Eq. (5.68), la Eq. (5.66) diventa(
E0 −H(r) + i
)
Φqi,λiσ2i(r) = (jr(qi) · ˆqi,λi)ψdσ2i(r), (5.69)
con H(r) la Hamiltoniana del moto relativo dei due nucleoni
H(r) = −∇
2
r
2µ
+ V (r), (5.70)
e
E0 = ωi +
P 2di
2md
− Bd − (Pdi + qi)
2
2MT
. (5.71)
Per non appesantire troppo la notazione nel seguito, sottointenderemo gli “indici”
qi, λiσ2i nella funzione Φqi,λiσ2i(r). Espandiamo la Φ come segue
Φ(r) =
∑
αJJz
uαJJz(r)
r
[YL(rˆ)χS]JJzξT0, (5.72)
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dove abbiamo indicato con α un generico canale α = LS. Il termine noto in Eq.
(5.69) e` espanso in modo analogo
(jr(qi) · ˆqi,λi)ψdσ2i(r) =
∑
αJJz
FαJJz(r)[YL(rˆ)χS]JJzξT0. (5.73)
In pratica le funzioni FαJJz(r) sono i seguenti elementi di matrice
FαJJz(r) =
〈
LSJJz
∣∣jr(qi) · ˆqi,λi∣∣ψdσ2i〉, (5.74)
dove e` da intendersi un integrale in drˆ, e sono calcolati numericamente con il
metodo descritto nel Capitolo 4, inserendo set completi di stati di spin e isospin
di due nucleoni.
Ritornando alla espansione per la funzione Φ, le funzioni uαJJz(r) hanno una
parte di core e, se E0 > 0, una parte asintotica. La prima e` espansa in modo
analogo al caso del deutone e delle funzioni di scattering nucleari, quindi
uαJJz(r) =
NL¯1
−1∑
n=0
aαJJzn rfn(r) + u
asint
αJJz(r), (5.75)
dove
fn(r) = NnL
(2)
n (γ¯1r)e
−γ¯1r/2. (5.76)
Per le energie ωi che andremo a considerare si ha E0 > 0
4. Quindi la parte
asintotica uasintαJJz(r) e` determinata dalle condizioni al contorno della Eq. (5.69),
che ora discuteremo. Inserendo le espansioni per la funzione Φ e per il termine
noto nella Eq. (5.69), e moltiplicando entrambi i membri per uno stato
〈
LSJJz
∣∣
e integrando in drˆ, si ottengono le seguenti equazioni accoppiate
1
2µ
(
u′′αJJz(r)−
L(L+ 1)
r2
uαJJz(r) + 2µ(E0 + i)uαJJz(r)
)
δα,α′
−
∑
α′
vJα,α′(r)uα′JJz(r) = rFαJJz(r), (5.77)
dove gli elementi di matrice vJα,α′(r) del potenziale sono definiti come in Eq. (4.24).
Si noti che le equazioni date in (5.77) risultano disaccoppiate per ogni JJz, in
quanto il potenziale non puo` accoppiare stati di momento angolare totale diversi.
Le condizioni al contorno per le uαJJz(r) si trovano prendendo il limite r → ∞
della Eq. (5.77), dove sia il potenziale nucleare che il potenziale centrifugo sono
nulli
u′′αJJz(r) + 2µ(E0 + i)uαJJz(r) = 0. (5.78)
4Fa eccezione il limite di Thomson (ωi → 0). In questo caso per il calcolo dei termini
dispersivi del primo tipo sara` sufficiente considerare solo la parte di core.
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Si noti che le rFαJJz(r) tendono a zero nel limite considerato a causa della funzione
d’onda del deutone insita nella definizione delle FαJJz(r). Le soluzioni della Eq.
(5.78) possono essere cercate nella forma
uαJJz(r)→ eik(r−Lpi/2), (5.79)
con k tale che k = ±
√
2µE0(1 + i/E0) ≈ ±k0(1 + i′), con
k0 =
√
2µE0, 
′ =

2E0
> 0. (5.80)
La soluzione con segno negativo diverge per r che tende a infinito, quindi con-
siderando la soluzione con segno positivo e prendendo adesso il limite ′ →
0
uαJJz(r)→ eik0(r−Lpi/2) = lim
r→∞
k0r(ijL(k0r)− nL(k0r)), k0 =
√
2µE0. (5.81)
In definitiva scegliamo la parte asintotica entrante in Eq. (5.75) come
uasintαJJz(r) = Ca
αJJz
NL¯1
r(ijL(k0r)− nξL(k0r)), (5.82)
dove nξL(k0r) e` la funzione di Bessel sferica irregolare regolarizzata come in Eq.
(4.37), aαJJzNL¯1
e` un coefficiente da determinare insieme agli altri aαJJzn nella somma
in Eq. (5.75), e C e` una costante arbitraria (qui adotteremo la scelta C =
√
2µk0).
Con la scelta in Eq. (5.82), la uasintαJJz(r) e` soluzione della Eq. (5.77) non solo nel
limite r → ∞ ma piu` in generale per un dato r  a per cui il potenziale e gli
FαJJz(r) sono nulli, ma la parte del potenziale centrifugo non e` necessariamente
trascurabile. A questo punto, riscrivendo le uαJJz(r) come
uαJJz(r) =
NL¯1∑
n=0
aαJJzn rf
αJJz
n (r), (5.83)
dove
fαJJzn (r) =
{
fn(r) se n = 0, ..., NL¯1 − 1
C(ijL(k0r)− nξL(k0r)) se n = NL¯1 ,
(5.84)
la espansione per la funzione Φ diventa
Φ(r) =
∑
αJJz
NL¯1∑
n=0
aαJJzn g
αJJz
n (r), (5.85)
con
gαJJzn (r) =
〈
r
∣∣gαJJzn 〉 = fαJJzn (r)[YL(rˆ)χS]JJzξT0. (5.86)
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Infine, moltiplicando la Eq. (5.69) per gαJJz∗n (r) e integrando, si trovano le
seguenti equazioni per la determinazione dei coefficienti aαJJzn
∑
α′n′
[∫
drr2
(
fαJJzn (r)
)∗
Hαα′(r)fα′JJzn′ (r)
]
aα
′JJz
n′
=
∫
drr2
(
fαJJzn (r)
)∗
FαJJz(r), (5.87)
con
Hαα′(r) = 1
2µ
(
1
r
∂2
∂r2
r − L(L+ 1)
r2
+ k20
)
δα,α′ − vJα,α′(r). (5.88)
Nel caso di potenziale non locale, il sistema lineare di equazioni diventa
∑
α′n′
[∫
drr2
∫
dr′
(
fαJJzn (r)
)∗
Hαα′(r, r′)fα′JJzn′ (r′)
]
aα
′JJz
n′ =∫
drr2
(
fαJJzn (r)
)∗
FαJJz(r), (5.89)
con
Hαα′(r, r′) = 1
2µ
(
1
r
∂2
∂r2
r − L(L+ 1)
r2
+ k20
)
δα,α′δ(r− r′)− r′2vJα,α′(r, r′), (5.90)
dove gli elementi di matrice vJα,α′(r, r
′) del potenziale non locale sono dati come
in Eq. (4.26). I sistemi lineari (5.87) e (5.89) andranno risolti per tutti i J =
0, ..., Jmax che si utilizzano nella espansione in Eq. (5.85), e fissato J , per Jz =
−J, ..., J (nonche` per i valori di qi, λi e σ2i necessari). Una volta fatto cio`, si
inseriscono i coefficienti risultanti nella espansione (5.85). Calcolata quindi la
funzione Φ e poi la funzione Φ (si veda l’Eq. (5.68)), l’ampiezza di transizione
definita in Eq. (5.63) diventa semplicemente
M˜D1fi = δqi+Pdi ,qf+Pdf e2
∑
αJJz
∫
drr2
(
F
qf ,λfσ2f
αJJz
(r)
)∗ uqi,λiσ2iαJJz (r)
r
, (5.91)
da cui
MD1fi = e2
∑
αJJz
∫
drr2
(
F
qf ,λfσ2f
αJJz
(r)
)∗ uqi,λiσ2iαJJz (r)
r
, (5.92)
dove ricordiamo cheMfi e` l’ampiezza definita come in Eq. (5.26) che entra nella
sezione d’urto (5.29).
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5.8.2 Termini dispersivi del secondo tipo
Consideriamo adesso i termini dispersivi in cui compaiono i fotoni negli stati
intermedi e procediamo come nel caso precedente definendo
M˜D2fi ≡ T 2fi
√
2Ωωi
√
2Ωωf = e
2
〈
Ψdf
∣∣j(qi) · ˆqi,λi 1Ei − ωi − ωf −H + i
×j†(qf) · ˆ∗qf ,λf
∣∣Ψdi 〉
≡ e2〈Ψdf ∣∣j(qf) · ˆqi,λi∣∣Φ′qf ,λfσ2i〉, (5.93)
dove ricordiamo che Ei = md +
P 2di
2md
+ ωi. La funzione
∣∣Φ′qf ,λfσ2i〉 e` definita come
soluzione dell’equazione non omogenea(
Ei − ωi − ωf −H
)∣∣Φ′qf ,λfσ2i〉 = j†(qf ) · ˆ∗qf ,λf ∣∣Ψdi 〉. (5.94)
Questa volta nella Eq. (5.94) abbiamo gia` preso il limite  → 0 perche´, come
vedremo adesso, l’espansione della funzione Φ′ in onde parziali non necessita di
parte asintotica. Sempre considerando preliminarmente il caso di un potenziale
nucleare locale, si ha
(
Ei−ωi−ωf−H(r,R)
)
Φ′qf ,λfσ2i(r,R) =
ei(Pdi−qf )·R√
Ω
(j†r(qf)·ˆ∗qf ,λf )ψdσ2i(r). (5.95)
Prendendo soluzioni che abbiano la forma
Φ′qf ,λfσ2i(r,R) =
ei(Pdi−qf )·R√
Ω
Φ
′
qf ,λiσ2i
(r), (5.96)
la Eq. (5.95) diventa(
E ′0 −H(r)
)
Φ
′
qf ,λfσ2i
(r) = (j†r(qf) · ˆqf ,λf )ψdσ2i(r), (5.97)
dove
E ′0 = −ωf −Bd −
(Pdi − qf)2
2MT
< 0. (5.98)
In questo caso vale sempre E ′0 < 0 e quindi possiamo espandere Φ
′
solo sulle
funzioni di core, sottointendendo gli “indici” di impulso e polarizzazioni,
Φ
′
(r) =
∑
αJJz
uαJJz(r)[YL(rˆ)χS]JJzξT0 =
∑
αJJz
NL¯2
−1∑
n=0
aαJJzn g
αJJz
n (r), (5.99)
con
gαJJzn (r) = fn(r)[YL(rˆ)χS]JJzξT0, (5.100)
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in cui le funzioni fn(r) sono definite analogamente alla Eq. (5.76), ma in generale
con un parametro γ¯2 6= γ¯1. Analogamente il termine noto e` espanso come
(j†r(qf ) · ˆ∗qf ,λf )ψdσ2i(r) =
∑
αJJz
FαJJz(r)[YL(rˆ)χS]JJzξT0. (5.101)
I coefficienti di espansione aαJJzn si ottengono risolvendo il sistema
∑
α′n′
[∫
drr2f ∗n(r)Hαα′(r)fn′(r)
]
aα
′JJz
n′ =
∫
drr2f ∗n(r)FαJJz(r), (5.102)
con
Hαα′(r) = 1
2µ
(
1
r
∂2
∂r2
r − L(L+ 1)
r2
+ 2µE ′0
)
δα,α′ − vα,α′(r). (5.103)
Il caso di potenziale non locale si generalizza come per i termini dispersivi del
primo tipo. Il contributo all’ampiezza di transizione dei termini dispersivi del
secondo tipo e` infine
M˜D2fi = δqi+Pdi ,qf+Pdf e2
∑
αJJz
∫
drr2
(
F
qi,λiσ2f
αJJz
(r)
)∗
u
qf ,λfσ2i
αJJz
(r), (5.104)
da cui
MD2fi = e2
∑
αJJz
∫
drr2
(
F
qi,λiσ2f
αJJz
(r)
)∗
u
qf ,λfσ2i
αJJz
(r). (5.105)
5.9 Sezione d’urto di fotodisintegrazione - II
Oltre a quanto visto in Sezione 4.3, la sezione d’urto di fotodisintegrazione puo` es-
sere ottenuta anche considerando il contributo all’ampiezza di transizione Comp-
ton dei termini dispersivi del primo tipo, che qui riscriviamo inserendo un set
completo di stati intermedi NN
T D1fi =
∑
C
〈
Ψdf
∣∣K†1(γf)∣∣C〉〈C∣∣K1(γi)∣∣Ψdi 〉 1Ei − EC + i . (5.106)
Tenendo infatti conto che si puo` scrivere
lim
→0
1
x+ i
=
1
x
− ipiδ(x), (5.107)
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nel caso in cui θ = 0 la parte immaginaria dell’elemento di matrice T D1f=i,i associato
ai termini dispersivi del primo tipo diventa
=T D1ii
∣∣
θ=0
= −
∑
C
piδ(Ei −EC)
∣∣〈C∣∣K1(γi)∣∣Ψdi 〉θ=0∣∣2, (5.108)
dove adesso la delta di conservazione dell’energia fissa gli stati intermedi possibili
a stati di scattering np e quindi la sommatoria sugli stati intermedi equivale a∑
C
≡
∑
σnσp
∑
Pcm,p
. (5.109)
Definendo M˜fi tale che
Tfi = 1√
2Ωωi
1√
2Ωωf
M˜fi, (5.110)
si ha
=M˜D1ii
∣∣
θ=0
= −2Ωpiωi
∑
C
δ(Ei −EC)
∣∣〈C∣∣K1(γi)∣∣Ψdi 〉θ=0∣∣2. (5.111)
Dal confronto con la Eq. (4.97) troviamo infine
σdis = −1
6
∑
λiσ2i
1
ωi
=(M˜D1ii
∣∣
θ=0
). (5.112)
5.10 Risultati
In questa Sezione riportiamo i risultati del calcolo delle sezioni d’urto Compton
e di fotodisintegrazione, e delle osservabili di polarizzabilita` discusse in Sezione
5.3.1. Tutte queste quantita` sono calcolate nel sistema di riferimento del labora-
torio.
Per calcolare queste osservabili abbiamo usato il potenziale I-N3LO e gli op-
eratori di corrente JEFT1 e JEFT2, come definiti nel Capitolo 4, Sezione 4.4.
Sia il potenziale che le correnti sono calcolati con parametro di cutoff Λ = 500,
600 MeV. La notazione utilizzata e` la stessa del Capitolo 4, Sezione 4.4. Come
discusso nel Capitolo 4, il modello I-N3LO600 JEFT2 non e` ancora ottimale e
nello studio dello scattering Compton sara` impiegato solo nel calcolo del limite
di Thomson.
I contributi dei termini di polarizzabilita` sono stati calcolati usando come
valori delle polarizzabilita` i valori centrali dei risultati dei fit di Ref. [19, 22]
riportati nel Capitolo 1, Eq.(1.7) e (1.8), ossia, in unita` di 10−4fm3,
αp = 11.04, βp = 2.76, (5.113a)
αn = 11.60, βn = 3.6. (5.113b)
106 CAPITOLO 5. SCATTERING COMPTON SU DEUTONE
Stabilita` dei risultati al variare dei parametri di input. Nelle Tabelle
5.2–5.7 e` riportata la stabilita` al variare dei parametri di input della sezione
d’urto differenziale Compton non polarizzata calcolata con i singoli contributi dei
termini visti nelle sezioni precedenti (seagull, termini dispersivi, diagrammi di
tipo (h), contributo spin-orbita). Il caso preso in esame e` I-N3LO500 JEFT1.
La stabilita` per il caso delle polarizzabilita` non e` stata studiata in quanto, come
abbiamo visto in Sezione 5.5, questo contributo ha la stessa struttura di quello
portato dal termine di seagull. I valori della sezione d’urto differenziale sono
presi a θ = 0 e θ = pi/2, per energia del fotone incidente ωi ≡ ELab = 49 MeV. I
parametri di input sono definiti nel modo seguente
• N1, N2, NI = numero di punti per l’integrazione gaussiana in dr (rispetti-
vamente in d cos θ, dϕ, dr).
• NL, NL¯1 , NL¯2 = numero di polinomi di Laguerre che entrano negli svilup-
pi rispettivamente della funzione d’onda del deutone, e delle funzioni dei
termini dispersivi del primo tipo e del secondo, Eq. (4.9), (5.85) e (5.99).
• γ, γ¯1, γ¯2 = parametro che entra nell’argomento dei polinomi di Laguerre,
come in Eq. (4.10), rispettivamente nella funzione del deutone, dei termini
dispersivi del primo tipo e di quelli del secondo.
• ξ = parametro di cutoff a piccoli r che entra nella funzione dei termini
dispersivi del primo tipo, Eq. (5.82).
• R, h = rispettivamente range e passo costante della griglia sulla quale e`
tabulata la funzione d’onda del deutone. I valori della funzione d’onda
nei punti di integrazione radiale gaussiana identificati dagli NI punti sono
interpolati o estrapolati a partire dalla griglia di passo costante.
• Jmax = limite superiore ai momenti angolari totali che entrano nelle espan-
sioni (5.85) e (5.99).
Come si vede nelle varie Tabelle, la stabilita` numerica e la convergenza ottenuta
e` ottima. Nelle Tabelle 5.2–5.4 e 5.6–5.7 la prima riga riporta il caso con i
parametri di riferimento. Nelle altre righe abbiamo messo in evidenza in neretto
i soli parametri che sono stati modificati rispetto al caso di riferimento. Il calcolo
dei termini di seagull, spin-orbita e quelli corrispondenti ai diagrammi (h) sono
molto stabili e si ottengono risultati stabili con cinque cifre circa. Dalle Tabelle
5.3 e 5.4 si vede che la parte piu` critica del calcolo e` data dai termini dispersivi.
Comunque i risultati sono stabili sicuramente con tre cifre significative, il che
e` assolutamente sufficiente per i nostri scopi. La convergenza su Jmax (si veda
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la Tabella 5.5) si ottiene per Jmax ≈ 3. I contributi per J = 4 e 5 infatti
modificano la quarta cifra decimale, che come discusso sopra e` al di fuori della
nostra precisione numerica.
NI NL γ R h dσ
SG(θ = 0) dσSG(θ = pi/2)
80 60 4. 80 0.02 23.521 9.6245
90 60 4. 80 0.02 23.521 9.6245
80 40 3. 80 0.02 23.521 9.6245
80 60 4. 90 0.01 23.521 9.6245
Tabella 5.2: Dipendenza dai parametri di input della sezione d’urto differenziale
Compton calcolata con il solo contributo del termine di seagull. La sezione d’ur-
to e` calcolata a ELab = 49 MeV e per il caso I-N3LO500 JEFT1. I parametri
R e h sono in unita` di fm, γ e` in unita` di fm−1. La sezione d’urto e` in
nanobarn/steradianti (nb/sr).
N1 N2 NI NL NL¯1 γ γ¯1 ξ R h dσ
D1(θ = 0) dσD1(θ = pi/2)
5 10 80 60 24 4. 4. 0.5 80 0.02 2.9171 1.9588
10 20 90 60 24 4. 4. 0.5 80 0.02 2.9160 1.9583
5 10 80 40 26 4. 4. 0.5 80 0.02 2.9173 1.9587
5 10 80 60 24 5. 3. 0.7 80 0.02 2.9151 1.9571
5 10 80 60 24 4. 4. 0.5 90 0.01 2.9168 1.9586
Tabella 5.3: Dipendenza dai parametri di input della sezione d’urto differenziale
Compton calcolata con il solo contributo dei termini dispersivi del primo tipo
(calcolo per Jmax = 3 fissato). La sezione d’urto e` calcolata a ELab = 49 MeV e
per il caso I-N3LO500 JEFT1. I parametri R e h sono in unita` di fm, γ, γ¯1 e ξ
sono in unita` di fm−1. La sezione d’urto e` in nb/sr.
N1 N2 NI NL NL¯2 γ γ¯2 R h dσ
D2(θ = 0) dσD2(θ = pi/2)
5 10 80 60 24 4. 4. 80 0.02 1.6320 1.0354
10 20 90 60 24 4. 4. 80 0.02 1.6316 1.0354
5 10 80 40 26 4. 4. 80 0.02 1.6320 1.0354
5 10 80 60 24 5. 3. 80 0.02 1.6315 1.0353
5 10 80 60 24 4. 4. 90 0.01 1.6319 1.0354
Tabella 5.4: Dipendenza dai parametri di input della sezione d’urto differenziale
Compton calcolata con il solo contributo dei termini dispersivi del secondo tipo
(calcolo per Jmax = 3 fissato). La sezione d’urto e` calcolata a ELab = 49 MeV e
per il caso I-N3LO500 JEFT1. I parametri R e h sono in unita` di fm, γ e γ¯2 sono
in unita` di fm−1. La sezione d’urto e` in nb/sr.
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Jmax dσ
D1(θ = 0) dσD2(θ = 0) dσD1(θ = pi/2) dσD2(θ = pi/2)
0 1.646 1.009 1.490 0.959
1 2.486 2.533 1.845 1.027
2 2.904 1.627 1.960 1.036
3 2.917 1.632 1.959 1.035
4 2.924 1.635 1.961 1.036
5 2.927 1.638 1.963 1.037
Tabella 5.5: Dipendenza dal parametro Jmax della sezione d’urto differenziale
Compton calcolata con il solo contributo dei termini dispersivi (presi singolar-
mente). La sezione d’urto e` calcolata a ELab = 49 MeV e per il caso I-N3LO500
JEFT1. La sezione d’urto e` in nb/sr.
N1 N2 NI NL γ R h dσ
(h)(θ = 0) dσ(h)(θ = pi/2)
5 10 80 60 4. 80 0.02 1.04812 0.767739
10 20 90 60 4. 80 0.02 1.04812 0.767741
5 10 80 40 3. 80 0.02 1.04812 0.767740
5 10 80 60 4. 90 0.01 1.04812 0.767739
Tabella 5.6: Dipendenza dai parametri di input della sezione d’urto differenziale
Compton calcolata con il solo contributo dei termini di tipo (h). La sezione d’urto
e` calcolata a ELab = 49 MeV e per il caso I-N3LO500 JEFT1. I parametri R e h
sono in unita` di fm, γ e` in unita` di fm−1. La sezione d’urto e` in nb/sr.
N1 N2 NI NL γ R h dσ
SO(θ = 0) dσSO(θ = pi/2)
5 10 80 60 4. 80 0.02 0.195179 0.232311
10 20 90 60 4. 80 0.02 0.195179 0.232311
5 10 80 40 3. 80 0.02 0.195179 0.232311
5 10 80 60 4. 90 0.01 0.195179 0.232311
Tabella 5.7: Dipendenza dai parametri di input della sezione d’urto differenziale
Compton calcolata con il solo contributo del termine spin-orbita. La sezione
d’urto e` calcolata a ELab = 49 MeV e per il caso I-N3LO500 JEFT1. I parametri
R e h sono in unita` di fm, γ e` in unita` di fm−1. La sezione d’urto e` in nb/sr.
5.10. RISULTATI 109
canale σ
(capt)
dis (µb) σ
(compt)
dis (µb)
1S0 10.5761 10.6531
3P0 20.4485 20.5288
1P1 0.0199 0.0199
3P1 232.3055 232.3919
3S1 − 3D1 0.3918 0.3824
1D2 2.3878 2.3886
3D2 0.8995 0.8831
3P2 − 3F2 272.6124 272.8450
1F3 0.0003 0.0003
3F3 0.0187 0.0141
3D3 − 3G3 0.9997 0.9840
totale ≈ 540.7 ≈ 541.1
Tabella 5.8: Paragone tra la sezione d’urto di fotodisintegrazione a ELab = 20
MeV calcolata attraverso lo sviluppo in multipoli (σ
(capt)
dis ) e attraverso il contrib-
uto dei termini dispersivi del primo tipo (σ
(compt)
dis ). Sono mostrati i contributi
singoli dei canali. Il caso considerato e` I-N3LO500 JEFT1.
Sezione d’urto di fotodisintegrazione. In Tabella 5.8 abbiamo riportato
il calcolo della sezione d’urto di fotodisintegrazione a 20 MeV calcolata come in
Sezione 5.9 (σ
(compt)
dis ), paragonandolo al risultato ottenuto dallo sviluppo in mul-
tipoli discusso nel Capitolo 4 (σ
(capt)
dis ). I due risultati sono in ottimo accordo e
questo ci rassicura sulla correttezza del codice numerico approntato per calcolare
i termini dispersivi del primo tipo del processo Compton.
Limite di Thomson. In Figura 5.6(a) e` riportata la sezione d’urto Compton
nel limite di energia del fotone incidente nulla per il caso JEFT1. Nel calcolo del
limite di Thomson abbiamo approssimatomd ≈ 2mN , quindi la curva denominata
“limite di Thomson” e` stata ottenuta dividendo per quattro il risultato della
sezione d’urto calcolata con il solo termine di seagull (SG). Dalla Figura 5.6(a)
si vede che le due curve SG per i casi I-N3LO500 e I-N3LO600 sono coincidenti,
per questo motivo abbiamo riportato una sola curva “limite di Thomson” anziche´
due. Dalla Figura 5.6(a) si puo` notare che i diagrammi (h) (Dh) fanno aumentare
la sezione d’urto rispetto al solo contributo di seagull, producendo le due curve
tratteggiate. Si vede inoltre che a queste energie i termini dispersivi (DS) hanno
un effetto molto importante per ridurre la sezione d’urto, ottenendo un risultato
molto vicino a quello previsto. La non perfetta riproduzione del limite di Thomson
e` legata a due fattori:
1. la non perfetta verifica dell’equazione di continuita` del modello di corrente
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Figura 5.6: Sezione d’urto Compton nel limite di energia del fotone incidente
nulla, per i casi JEFT1 e JEFT2. La notazione usata e` “SG” per il contributo
del termine di seagull, “Dh” per il contributo dei diagrammi di tipo (h), e “DS”
per il contributo dei termini dispersivi. Le curve rosse tratto-punto “I-N3LO500
SG”coincidono con le curve verdi tratto-punto “I-N3LO600 SG”.
con il modello di interazione usato (I-N3LO),
2. il fatto che per il kernel K2 ci siamo limitati a considerare solo i termini fino
al NLO.
Comunque, si ottengono risultati sufficientemente vicini al limite teorico che ci
assicura della correttezza della procedura usata.
In Figura 5.6(b), riportiamo i risultati corrispondenti usando ora la corrente
JEFT2. In questo caso i risultati finali sono un po’ peggiori, probabilmente in
quanto il programma numerico che implementa questo modello deve ancora es-
sere perfezionato. Infatti, il problema sembra essere la non perfetta verifica della
conservazione della corrente, un problema gia` osservato nel Capitolo 4 a riguardo
della sezione d’urto di fotodisintegrazione. Notiamo che il modello I-N3LO600
JEFT2 produce un risultato peggiore del modello I-N3LO500 JEFT2.
Sezione d’urto Compton non polarizzata. Riportiamo ora i risultati
della sezione d’urto non polarizzata per il processo Compton calcolata a 49 MeV.
Consideriamo per primi il modello di potenziale I-N3LO e il modello del kernel
K1 JEFT1 di Song et al., con il parametro di cutoff fissato a 500 MeV. Come
si vede dalla Figura 5.7(a), il contributo del solo termine di seagull (linea rossa)
e` gia` molto vicino ai dati sperimentali [76], infatti passa per i primi tre dati,
mentre a grandi angoli c’e` una notevole discrepanza. In effetti i dati sperimentali
mostrano una notevole simmetria rispetto a 90 gradi, mentre il contributo di
seagull da` sezioni d’urto a grandi angoli piu` piccole. Dall’espressione riportata
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Figura 5.7: Contributi del termine di seagull (SG), del termine spin-orbita (SO),
dei termini dispersivi (DS), dei termini (h) (Dh) e delle polarizzabilita` (αβ), alla
sezione d’urto Compton non polarizzata a 49 MeV per i casi I-N3LO500 JEFT1
e I-N3LO500 JEFT2. I dati sperimentali sono presi da Ref. [76].
112 CAPITOLO 5. SCATTERING COMPTON SU DEUTONE
in Eq. (5.34) possiamo capire questo fatto. La dipendenza dall’angolo e` portata
sia dal termine ˆqi,λi · ˆ∗qf ,λf , che dal termine ei(qi−qf )·r. La dipendenza portata
da ˆqi,λi · ˆ∗qf ,λf e` data in Eq. (5.22) e, quando e` sommata su tutte le possibili
polarizzazioni del fotone nel calcolo della sezione d’urto non polarizzata, porta
un contributo simmetrico rispetto a 90 gradi. Invece, a grandi angoli l’impulso
trasferito qi − qf e` piu` grande e quindi le “trasformate di Fourier” date in Eq.
(5.42) sono piu` piccole.
Continuando ad esaminare la Figura 5.7(a), vediamo che il contributo del
termine di spin-orbita e` molto piccolo. Anche i termini dispersivi non portano
un contributo molto grande, che sembra essere maggiore per angoli intorno a 90
gradi. I diagrammi (h) portano un contributo molto grande, mentre i termini di
polarizzazione portano un contributo “negativo” (cioe` di segno discorde rispetto
al contributo degli altri termini) alla matrice Mfi e quindi riducono la sezione
d’urto. Complessivamente comunque l’effetto dei diagrammi (h) e dei termini di
polarizzazione e` di aumentare la sezione d’urto, ed in particolare a grandi angoli.
Il risultato complessivo (curva nera) e` una sezione d’urto piu` simmetrica rispetto
a 90 gradi, in buon accordo qualitativo con i dati sperimentali di Ref. [76], che
comunque hanno una incertezza molto grande.
In Figura 5.7(b) abbiamo riportato i risultati ottenuti con il potenziale I-N3LO
ma usando la corrente JEFT2 di Pastore et al., sempre usando Λ = 500 MeV. I
due calcoli differiscono solamente per la parte dispersiva e sono assai simili. In
questo caso pero` la parte dispersiva sembra ridurre la sezione d’urto invece che
produrre un moderato aumento a 90 gradi. Bisogna dire che i contributi dei due
diversi tipi di termini dispersivi tendono a cancellarsi l’un l’altro accentuando le
differenze tra i due modelli di kernel K1.
In Figura 5.8 i contributi alla sezione d’urto a 49 MeV, per il caso I-N3LO500
JEFT2, sono separati in base all’“ordine chirale”. In questi calcoli il potenziale
e` stato in ogni caso considerato in maniera completa (cioe` all’ordine N4LO), sia
per descrivere il deutone, sia nella funzione di Green G che descrive gli “stati
intermedi” dei termini dispersivi. Infatti un’analisi dei contributi dei vari ordini
del potenziale avrebbe poco senso in quanto, per esempio, il potenziale agli ordini
LO, NLO e N2LO non riproduce bene i dati NN come l’energia di legame del
deutone, ecc. [77]. Quindi nei calcoli riportati in Figura 5.8 ci siamo concentrati
sugli ordini dei kernel K1 e K2.
Nel primo calcolo abbiamo considerato ambedue i kernel all’ordine leading,
corrispondenti a considerare i diagrammi di ordineQ−3 (a1) di Figura 5.2 (termine
di seagull) e (c1), (c2) di Figura 5.3, cioe` il contributo dei diagrammi dispersivi
con due vertici di corrente a un corpo. In realta`, come abbiamo gia` detto, il
contributo del potenziale e` tenuto in conto a tutti gli ordini, quindi la curva rossa
include, per esempio, anche i diagrammi di tipo (e) e di tipo (f) in Figura 5.3.
All’ordine successivo, “NLO”, abbiamo incluso il contributo dello spin-orbita,
i diagrammi di tipo (h), i termini di polarizzabilita` e i termini dispersivi con al-
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Figura 5.8: Sezione d’urto Compton non polarizzata a 49 MeV, per il modello
I-N3LO500 JEFT2. La notazione e` la stessa di Fig. 5.7. Per i termini dispersivi
e` specificato l’ordine chirale della corrente (cioe` del kernel K1) che e` stato inclu-
so. La curva blu coincide con la curva verde. I dati sperimentali sono presi da
Ref. [76].
meno un vertice di corrente di scambio di un pione (sebbene in questo caso i
termini dispersivi con due vertici di corrente di scambio di un pione siano di
ordine N2LO, e un discorso analogo vale per gli ordini successivi sotto riportati).
Questi contributi hanno l’effetto complessivo (curva blu, che comunque rimane
nascosta dalla curva verde) di aumentare o diminuire la sezione d’urto a seconda
dell’angolo di scattering, rendendola in definitiva piu` simmetrica rispetto a 90
gradi.
All’ordine “N2LO” (curva verde) entrano le correzioni relativistiche alla cor-
rente a un corpo, il cui contributo e` molto piccolo. Infine l’inclusione dei termini
di corrente N3LO (curva nera) ha l’effetto di diminuire la sezione d’urto e di
simmetrizzarla ulteriormente rispetto ai 90 gradi.
Nonostante le diverse curve non rappresentino esattamente i contributi dei
vari ordini, possiamo pero` trarre alcune conclusioni:
1. La differenza tra le curve LO e NLO mostra che i contributi NLO sono
apprezzabili, in particolare per angoli maggiori di 90 gradi. Ricordiamo
che nel calcolo effettuato abbiamo tenuto conto di tutti i contributi NLO,
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anche se alcuni di essi sono stati incorporati in maniera effettiva, attraverso
i coefficienti di polarizzabilita`.
2. Dei contributi dei diagrammi N2LO (ordine Q−1) abbiamo tenuto conto
solamente delle correzioni relativistiche di tale ordine al kernel K1. Queste
correzioni sono molto piccole (le curve NLO e N2LO sono praticamente
indistinguibili). Per completare il calcolo servirebbero i contributi a K2 di
ordine Q−1.
3. La curva N3LO tiene conto dei contributi dei termini dispersivi di ordine
Q0. Queste correzioni sono apprezzabili, molto maggiori delle correzioni di
ordine N2LO. In ogni caso pero` non possiamo trarre conclusioni sul grado
di convergenza della ChPT per questo processo, in quanto bisognerebbe
includere le correzioni dello stesso ordine di K2. Notiamo dalla Figura
5.7(b) che i contributi NLO di K (compresi quelli dovuti alle polarizzabilita`)
tendono a cancellarsi. Quindi l’apparente grandezza dei contributi di ordine
Q0 probabilmente e` dovuta al fatto che si e` incluso un sottoinsieme parziale
dei vari contributi.
In Figura 5.9(a) paragoniamo ai dati sperimentali [76] le sezioni d’urto com-
plessive a 49 MeV ottenute con i due modelli di corrente. Inoltre abbiamo ri-
portato anche i risultati ottenuti scegliendo il modello di potenziale e di corrente
JEFT1 corrispondente a Λ = 600 MeV. Paragonando le curve corrispondenti ai
modelli I-N3LO JEFT1 con Λ = 500 e 600 MeV, notiamo che c’e` una dipendenza
ancora marcata dal cutoff Λ, confermando che il calcolo effettuato non e` ancora
consistente dal punto di vista della ChPT.
In Figura 5.9 sono inoltre riportati i risultati della sezione d’urto non polariz-
zata a 67 MeV e a 94.5 MeV. Per il caso a 67 MeV abbiamo paragonato i nostri
risultati ai dati sperimentali di Ref. [76], che sono stati presi per energia del
fotone incidente pari a 69 MeV, e a quelli di Ref. [8], che sono stati presi per
energia del fotone incidente nel range 65 ÷ 67 MeV. I nostri risultati sono com-
plessivamente in accordo con i dati sperimentali, c’e` comunque da osservare che
gli errori sui dati sono molto grandi. Per il caso a 94.5 MeV abbiamo paragonato
i nostri risultati ai dati sperimentali di Ref. [9]. Il nostro calcolo mostra una
evidente divergenza dai dati per angoli maggiori di 90 gradi. Tuttavia e` stato
osservato che a questa energia l’effetto dell’inclusione dei termini non dispersivi
di ordine N2LO, che non sono stati considerati in questa Tesi, incide significa-
tivamente [17], in particolare facendo aumentare notevolmente la sezione d’urto
per angoli θ ?40 gradi.
Abbiamo infine considerato l’effetto del termine di “rinculo” della corrente
a un corpo (si veda l’Eq. (3.91)) che entra nei termini dispersivi e lo abbiamo
trovato trascurabile. In particolare abbiamo calcolato la sezione d’urto includen-
do soltanto il contributo dei termini dispersivi calcolati con la corrente a un corpo
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Figura 5.9: Dipendenza della sezione d’urto Compton non polarizzata dalla cor-
rente e dal parametro di cutoff, per diverse energie. I dati sperimentali sono presi
da Ref. [76] per il caso a 49 MeV, da Ref. [76, 8] per il caso a 67 MeV, e da Ref. [9]
per il caso a 94.5 MeV.
piu` il termine di rinculo e l’abbiamo paragonata a quella che si ottiene tenendo
conto della sola corrente a un corpo. Nel caso a 49 MeV l’inclusione del termine
di rinculo porta ad un aumento della sezione d’urto che e` massimo per angoli
intorno a 90 gradi e che e` di circa il 3%. Nel caso a 94.5 MeV l’incremento invece
risulta al piu` il 4%, sempre per angoli di circa 90 gradi.
Dipendenza della sezione d’urto e delle osservabili di polarizzazione
da α e β. Nelle Figure 5.10-5.12 riportiamo la sezione d’urto non polarizzata e le
osservabili di polarizzazione calcolate variando i parametri di polarizzabilita` del
neutrone αn e βn di ±2 dai valori centrali (5.113), questo per dare un’idea della
sensibilita` di queste osservabili a tali parametri.
In Figura 5.10 riportiamo la sezione d’urto non polarizzata calcolata con i
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Figura 5.10: Sezione d’urto Compton non polarizzata calcolata variando αn e βn
di ±2 (striscia colorata). La curva nera e` la sezione d’urto calcolata con i valori
centrali delle polarizzabilita`. Per i dati sperimentali si veda la Fig. 5.9.
modelli I-N3LO500 JEFT1 e I-N3LO500 JEFT2 . Come si vede, per il caso a
49 MeV la variazione prodotta e` assai modesta, rendendo assai problematica la
determinazione di αn e βn da questa osservabile a meno di avere dati sperimentali
molto precisi. Inoltre chiaramente bisognerebbe ridurre anche l’incertezza teorica
(la cui grandezza appunto e` indicata dallo spread ottenuto variando Λ), che per
il momento e` piu` grande di quella prodotta dalla variazione di αn e βn. L’effetto
della variazione della polarizzabilita` incide maggiormente per il caso a 94.5 MeV,
coerentemente con quanto ci si aspetterebbe tenendo conto che i termini di po-
larizzabilita` dipendono quadraticamente dall’energia. Considerando i casi con il
valore del cutoff pari a 600 MeV, che qui non abbiamo riportato, si ottengono
risultati simili.
In Figura 5.11 sono riportate le osservabili di polarizzazione [dσ/dΩ]linxˆ e
[dσ/dΩ]linyˆ a 49 MeV e a 94.5 MeV per il modello I-N3LO500 JEFT1. La vari-
azione delle osservabili indotta dal variare i parametri di polarizzabilita` sembra
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Figura 5.11: Osservabili [dσ/dΩ]linxˆ e [dσ/dΩ]
lin
yˆ calcolate per il caso I-N3LO500
JEFT1 variando αn e βn di ±2 (striscia colorata). La curva nera e` calcolata con
i valori centrali delle polarizzabilita`.
essere circa la stessa di quella osservata nella sezione d’urto totale non polarizza-
ta, cioe` al piu` circa 0.8 nb/sr nel caso a 49 MeV e al piu` circa 2 nb/sr nel caso a
94.5 MeV. Per la corrente JEFT2 abbiamo trovato dei risultati analoghi.
In Figura 5.12 sono riportate le osservabili ∆circx e ∆
circ
z a 49 MeV e a 94.5 MeV
per il modello I-N3LO500 JEFT1. In questo caso l’effetto della variazione delle
polarizzabilita` e` minore di quello che si verifica nel caso della sezione d’urto totale
non polarizzata, queste quantita` non sembrano quindi essere dei buoni candidati
per l’estrazione dei parametri di polarizzabilita` dai dati sperimentali. Nel caso
della corrente JEFT2 abbiamo trovato dei risultati simili.
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Figura 5.12: Osservabili ∆circx e ∆
circ
z calcolate per il caso I-N3LO500 JEFT1
variando αn e βn di ±2 (striscia colorata). La curva nera e` calcolata con i valori
centrali delle polarizzabilita`.
Capitolo 6
Conclusioni
In questa Tesi abbiamo studiato il processo di scattering Compton su deutone
cercando di utilizzare il potenziale nucleare e le correnti di scambio derivati in
maniera piu` auto-consistente possibile nell’ambito della ChPT, una EFT basata
sulla simmetria chirale che ha pioni e nucleoni come gradi di liberta` efficaci e che
permette una espansione perturbativa delle ampiezze di transizione in potenze di
un piccolo impulso o della massa del pione.
Preliminarmente abbiamo introdotto il concetto di EFT come teoria di bassa
energia costruita in modo tale da soddisfare le simmetrie (approssimate e non)
della teoria fondamentale sottostante, nel nostro caso la QCD che ha la simmetria
chirale come simmetria approssimata. Sfruttando poi l’espansione perturbativa
chirale, abbiamo calcolato i termini lagrangiani di interazione che entrano nel
processo di scattering Compton all’ordine considerato. Abbiamo inoltre mostrato
come, dalla riduzione non relativistica delle ampiezze di transizione NN → NN
e NNγ → NN calcolate con questa teoria e sfruttando l’equazione di Lippmann-
Schwinger, sia possibile definire degli operatori efficaci di potenziale nucleare e di
corrente nucleare.
Successivamente sono stati studiati i processi di cattura np → dγ e di foto-
disintegrazione γd → np, facendo uso degli operatori di potenziale nucleare e di
corrente che sono stati recentemente derivati dalla EFT [38, 40, 41]. Le sezioni
d’urto di questi due processi sono state scritte in termini degli elementi di matrice
ridotti degli operatori multipolari della corrente nucleare. Nel caso della cattura
i nostri risultati sono stati paragonati ad altri calcoli teorici che sono stati ef-
fettuati in letteratura [64], mostrando un accordo entro il 4%. Nel caso della
fotodisintegrazione abbiamo fatto un confronto con i dati sperimentali attual-
mente noti, i nostri risultati mostrano una non ottimale riproduzione di questi
dati, che e` probabilmente il sintomo di una non perfetta verifica dell’equazione
di continuita` con i modelli di correnti e di potenziale che sono stati usati. In
particolare nel caso della corrente di Ref. [41] la discrepanza e` assai evidente ed e`
probabilmente imputabile, almeno in parte, al fatto che il programma che imple-
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menta questo modello deve essere ancora perfezionato. Infatti abbiamo mostrato
come, calcolando gli elementi di matrice ridotti delle transizioni E1 usando diret-
tamente l’equazione di continuita`, i dati di fotodisintegrazione sono perfettamente
riprodotti.
Infine abbiamo studiato lo scattering Compton su deutone. Il kernel di in-
terazione di questo processo e` stato scomposto in una parte dispersiva e in una
parte non dispersiva. La parte dispersiva e` stata risolta non perturbativamente
come soluzione numerica di una “equazione di Schroedinger” non omogenea. La
parte non dispersiva e` stata calcolata dall’EFT all’ordine NLO.
Abbiamo eseguito due controlli su questo metodo di calcolo dei vari con-
tributi al kernel del processo Compton. Il primo controllo e` stato paragonare
la sezione d’urto di fotodisintegrazione che puo` essere calcolata a partire dai
termini dispersivi del processo Compton alla corrispondente sezione d’urto di fo-
todisintegrazione scritta in funzione degli elementi di matrice ridotti. I valori
che abbiamo ottenuto risultano in ottimo accordo tra loro. Il secondo controllo
e` stato il calcolo della sezione d’urto Compton nel limite di energia del fotone
incidente nulla. I risultati in questo caso mostrano una discrepanza, soprattutto
nel caso dell’operatore corrente JEFT2 di Ref. [41], dal limite teorico che e` im-
putabile nuovamente al fatto che l’equazione di continuita` non e` completamente
soddisfatta. Inoltre sarebbe anche interessante vedere come influiscono i termini
del kernel non dispersivi all’ordine chirale successivo, cioe` N2LO.
Il kernel cos`ı ottenuto e` stato applicato al calcolo della sezione d’urto Compton
a 49, 67, e 94.5 MeV, tre valori di energia per i quali sono noti alcuni dati
sperimentali. Nei casi a 49 e 67 MeV i risultati sono complessivamente in accordo
con i dati sperimentali, sebbene comunque questi abbiano un’incertezza molto
grande. Nel caso a 94.5 MeV i nostri risultati divergono dai dati sperimentali,
per questa energia tuttavia e` gia` stato osservato in letteratura che il contributo
dei termini non dispersivi di ordine N2LO e` rilevante. Considerare l’effetto di
questi contributi potrebbe essere quindi un ulteriore sviluppo di questo lavoro.
Un prossimo obiettivo e` anche quello di applicare il metodo discusso in questa
Tesi allo studio di processi Compton su altri nuclei leggeri, come 3He e 6Li, in
vista dei risultati che si attendono dai nuovi esperimenti e che promettono una
precisione maggiore.
Appendice A
Funzioni di vertice
In questa Appendice sono riportate le funzioni di vertice, insieme alla loro riduzione
non relativistica, che entrano nelle ampiezze di scattering Compton su deutone
all’ordine considerato.
A.1 Funzioni di vertice
In questa Sezione riportiamo le funzioni di vertice che entrano nelle ampiezze
〈α′1α′2γ′ |T |α1α2γ〉 che contribuiscono allo scattering Compton all’ordine e2Q−2.
Funzioni di vertice NNpiγ
NNpiγM10,10α′α,kb,qλ =
egA
Fpi
abz
u(p′, α′)γµγ
5u(p, α)√
2Eα′2Eα2ωk2ωq
(τa)α′α 
∗
µ,qλ, (A.1a)
NNpiγM01,01α′α,kb,qλ =
egA
Fpi
abz
u(p′, α′)γµγ5u(p, α)√
2Eα′2Eα2ωk2ωq
(τa)α′α µ,qλ, (A.1b)
NNpiγM10,01α′α,kb,qλ =
NNpiγM01,01α′α,kb,qλ, (A.1c)
NNpiγM01,10α′α,kb,qλ =
NNpiγM10,10α′α,kb,qλ. (A.1d)
Funzioni di vertice pipiγγ
pipiγγM20,11ka,k′b,q′λ′,qλ = −e2Aab
µ,qλ
µ∗
q′λ′√
2ωk2ωk′2ωq2ωq′
, (A.2a)
pipiγγM02,11ka,k′b,q′λ′,qλ =
pipiγγM20,11ka,k′b,q′λ′,qλ, (A.2b)
pipiγγM11,11ka,k′b,q′λ′,qλ =
pipiγγM20,11ka,k′b,q′λ′,qλ × 2, (A.2c)
avendo definito la matrice
A =

 1 0 00 1 0
0 0 0

 . (A.2d)
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Funzioni di vertice pipiγ
pipiγM20,10ka,k′b,qλ = −eabzi
kµ
µ∗
qλ√
2ωk2ωk′2ωq
, (A.3a)
pipiγM20,01ka,k′b,qλ = −eabzi
kµ
µ
qλ√
2ωk2ωk′2ωq
, (A.3b)
pipiγM11,10ka,k′b,qλ = −eabzi
(kµ + k
′
µ)
µ∗
qλ√
2ωk2ωk′2ωq
, (A.3c)
pipiγM11,01ka,k′b,qλ = −eabzi
(kµ + k
′
µ)
µ
qλ√
2ωk2ωk′2ωq
, (A.3d)
pipiγM02,10ka,k′b,qλ = −pipiγM20,10ka,k′b,qλ, (A.3e)
pipiγM02,01ka,k′b,qλ = −pipiγM20,01ka,k′b,qλ. (A.3f)
Funzioni di vertice NNpi
NNpiM10α′α,ka = i
gA
Fpi
u(p′, α′)γµγ5u(p, α)√
2Eα′2Eα2ωk
(τa)α′α kµ, (A.4a)
NNpiM01α′α,ka = −i
gA
Fpi
u(p′, α′)γµγ5u(p, α)√
2Eα′2Eα2ωk
(τa)α′α kµ. (A.4b)
Funzioni di vertice NNpipi
NNpipiM20α′α,ka,k′b = −
i
2F 2pi
abc
u(p′, α′)γµu(p, α)√
2Eα2Eα′2ωk2ωk′
(τc)α′α (kµ − k′µ), (A.5a)
NNpipiM11α′α,ka,k′b = −
i
2F 2pi
abc
u(p′, α′)γµu(p, α)√
2Eα2Eα′2ωk2ωk′
(τc)α′α (kµ + k
′
µ), (A.5b)
NNpipiM02α′α,ka,k′b = −NNpipiM20α′α,ka,k′b. (A.5c)
Funzioni di vertice piγγ
piγγM01,11q′λ′,qλ,ka =
e2
2pi2Fpi
δa,z
µνρσq
µq′ρνqλ
σ∗
q′λ′√
2ωq2ωq′2ωk
, (A.6a)
piγγM10,11q′λ′,qλ,ka =
piγγM01,11q′λ′,qλ,ka. (A.6b)
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Funzioni di vertice NNγ
NNγM10α′α,qλ = eu(p
′, α′)
[
eNγ
µ + kN
iσνµ
2mN
qν
]
α′α
u(p, α)
× 
∗
µ,qλ√
2Eα2Eα′2ωq
, (A.7a)
NNγM01α′α,qλ = eu(p
′, α′)
[
eNγ
µ − kN iσ
νµ
2mN
qν
]
α′α
u(p, α)
× µ,qλ√
2Eα2Eα′2ωq
, (A.7b)
NNγM10α′α,qλ = ev(p
′, α′)
[
eNγ
µ + kN
iσνµ
2mN
qν
]
α′α
u(p, α)
× 
∗
µ,qλ√
2Eα2Eα′2ωq
, (A.7c)
NNγM01α′α,qλ = ev(p
′, α′)
[
eNγ
µ − kN iσ
νµ
2mN
qν
]
α′α
u(p, α)
× µ,qλ√
2Eα2Eα′2ωq
, (A.7d)
NNγM10α′α,qλ = eu(p
′, α′)
[
eNγ
µ + kN
iσνµ
2mN
qν
]
α′α
v(p, α)
× 
∗
µ,qλ√
2Eα2Eα′2ωq
, (A.7e)
NNγM01α′α,qλ = eu(p
′, α′)
[
eNγ
µ − kN iσ
νµ
2mN
qν
]
α′α
v(p, α)
× µ,qλ√
2Eα2Eα′2ωq
. (A.7f)
Funzioni di vertice di Contatto
CM00α′
1
α′
2
,α1α2
=
1
2
CS
u(p′1, α
′
1)u(p1, α1)√
2Eα′
1
2Eα1
u(p′2, α
′
2)u(p2, α2)√
2Eα′
2
2Eα2
−1
2
CT
u(p′1, α
′
1)γµγ
5u(p1, α1)√
2Eα′
1
2Eα1
u(p′2, α
′
2)γ
µγ5u(p2, α2)√
2Eα′
2
2Eα2
(A.8)
A.2 Riduzione non relativistica
In questa Sezione riportiamo la riduzione non relativistica per fotoni reali delle
funzioni di vertice esposte nella Sezione precedente. Nel seguito gli elementi di
matrice σα′α sono intesi come
σα′α = 〈12s′|σ|12s〉, (A.9)
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dove |1
2
s〉 e` lo stato di spin del nucleone. Questa definizione fa eccezione nei casi
NNγM e NNγM in cui compaiono gli antinucleoni, per esempio nel caso NNγM si
ha
σα′α = 〈12s′|σ|12s〉, (A.10)
dove |1
2
s〉 e` lo stato di spin dell’antinucleone, si veda Ref. [36].
Funzioni di vertice NNpiγ
NNpiγM10,10α′α,kb,qλ = −
gAe
Fpi
abz
ˆ∗q,λ · σα′α√
2ωk2ωq
(τa)α′,α +
O(Q3/2)√
2ωq
, (A.11a)
NNpiγM01,01α′α,kb,qλ = −
gAe
Fpi
abz
ˆq,λ · σα′α√
2ωk2ωq
(τa)α′α +
O(Q3/2)√
2ωq
. (A.11b)
Funzioni di vertice pipiγγ
pipiγγM20,11ka,k′b,q′λ′,qλ = e
22Aab
ˆq,λ · ˆ∗q′,λ′√
2ωk2ωk′2ωq2ωq′
. (A.12)
Funzioni di vertice pipiγ
pipiγM20,10ka,k′b,qλ = eabzi
k · ˆ∗q,λ√
2ωk2ωk′2ωq
, (A.13a)
pipiγM20,01ka,k′b,qλ = eabzi
k · ˆq,λ√
2ωk2ωk′2ωq
, (A.13b)
pipiγM11,10ka,k′b,qλ = eabzi
(k+ k′) · ˆ∗q,λ√
2ωk2ωk′2ωq
, (A.13c)
pipiγM11,01ka,k′b,qλ = eabzi
(k+ k′) · ˆq,λ√
2ωk2ωk′2ωq
. (A.13d)
Funzioni di vertice NNpi
NNpiM10α′α,ka = −i
gA
Fpi
k · σα′α√
2ωk
(τa)α′α +O(Q
3/2). (A.14)
Funzioni di vertice NNpipi
NNpipiM20α′α,ka,k′b = −
i
2F 2pi
abc
ωk − ωk′√
2ωk2ωk′
(τc)α′α +O(Q), (A.15a)
NNpipiM11α′α,ka,k′b = −
i
2F 2pi
abc
ωk + ωk′√
2ωk2ωk′
(τc)α′α +O(Q). (A.15b)
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Funzioni di vertice NNγ
NNγM10α′α,qλ = −
e
2mN
[
eN(p+ p
′)− iµNσ × q
]
α′α
· ˆ
∗
q,λ√
2ωq
+
O(Q3)√
2ωq
, (A.16a)
NNγM01α′α,qλ = −
e
2mN
[
eN(p+ p
′) + iµNσ × q
]
α′α
· ˆq,λ√
2ωq
+
O(Q3)√
2ωq
, (A.16b)
NNγM10α′α,qλ = −i
[
eN + kN
q
2mN
]
α′α
ˆ∗q,λ · σα′α√
2ωq
+
O(Q2)√
2ωq
, (A.16c)
NNγM01α′α,qλ = −i
[
eN − kN q
2mN
]
α′α
ˆq,λ · σα′α√
2ωq
+
O(Q2)√
2ωq
, (A.16d)
NNγM10α′α,qλ = +i
[
eN − kN q
2mN
]
α′α
ˆ∗q,λ · σα′α√
2ωq
+
O(Q2)√
2ωq
, (A.16e)
NNγM01α′α,qλ = +i
[
eN + kN
q
2mN
]
α′α
ˆq,λ · σα′α√
2ωq
+
O(Q2)√
2ωq
. (A.16f)
Funzioni di vertice piγγ
piγγM01,11q′λ′,qλ,ka = δa,z
e2
2pi2Fpi
ijk ˆ
i
q,λˆ
j∗
q′,λ′ (qq
′
k − q′qk)√
2ωq2ωq′2ωk
. (A.17)
Funzioni di vertice di Contatto
CM00α′
1
α′
2
,α1α2
=
1
2
CSδα′
1
,α1δα′2,α2 +
1
2
CT (σ1)α′
1
α1 · (σ2)α′2α2 +O(Q2). (A.18)
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Appendice B
Sviluppo multipolare della
corrente LO
In questa Appendice ricaveremo l’espansione multipolare dell’operatore jr(q)· ˆq,λ
e calcoleremo esplicitamente i multipoli nel caso di corrente nucleare a un corpo.
I relativi elementi di matrice ridotti sono invece calcolati in Appendice C.
B.1 Campo elettromagnetico
Per fotoni reali, consideriamo il campo A(x) scritto in termini degli operatori di
creazione e distruzione con polarizzazione lineare
A(x) =
∑
q
∑
ρ=1,2
1√
2Ωωq
[
aq,ρe
iq·xˆq,ρ + a
†
q,ρe
−iq·xˆ∗q,ρ
]
, (B.1)
dove gli operatori di creazione e distruzione soddisfano le regole di commutazione
canoniche [
aq,ρ, a
†
q,ρ′
]
−
= δρ,ρ′δq,q′. (B.2)
Qui ˆq,ρ con ρ = 1, 2 rappresentano due vettori unitari trasversi a q polarizzati
linearmente, per esempio per
qˆ = zˆ ≡

 00
1

 , (B.3)
si ha
ˆq,1 = xˆ ≡

 10
0

 , ˆq,2 = yˆ ≡

 01
0

 . (B.4)
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I vettori (ˆq,1, ˆq,2, qˆ) formano quindi una terna ortonormale. Piu` in generale
per una direzione generica di q parametrizzata in termini degli angoli polare e
azimutale
qˆ =

 cosϕ sin θsinϕ sin θ
cos θ

 ,
la terna (ˆq,1, ˆq,2, qˆ) si ottiene a partire da quella (xˆ, yˆ, zˆ) operando una rotazione
Rzˆ(α)Ryˆ(β)Rzˆ(γ) con angoli di Eulero α = ϕ, β = θ, γ = −ϕ [58].
Risulta conveniente passare dalla polarizzazione lineare alla polarizzazione
circolare ponendo
ˆq,±1 = ∓ ˆq,1 ± iˆq,2√
2
. (B.5)
A questo punto e` possibile riscrivere il campo del fotone in termini dei vettori di
polarizzazione circolare [57]
A(x) =
∑
q
∑
λ=±1
1√
2Ωωq
[
aq,λe
iq·xˆq,λ + a
†
q,λe
−iq·xˆ∗q,λ
]
, (B.6)
avendo ridefinito gli operatori di creazione e distruzione come
aq,±1 = ∓aq,1 ∓ aq,2√
2
. (B.7)
Gli operatori di creazione e distruzione cos`ı ridefiniti soddisfano ancora le regole
di commutazione canoniche [
aq,λ, a
†
q,λ′
]
−
= δλ,λ′δq,q′. (B.8)
B.2 Sviluppo multipolare
In generale l’operatore j(q) · ˆq,λ che entra negli elementi di matrice della Hamil-
toniana di interazione per l’assorbimento o l’emissione di un fotone puo` essere
scritto come una somma di tensori irriducibili di rango e parita` definita [57], i
multipoli. Ricordiamo che un tensore irriducibile Tl di rango l e` definito come
un set di 2l + 1 operatori Tlm (con m = −l, ..., 0, ..., l) che sotto una rotazione
Rˆ(α, β, γ) trasformano come
Rˆ(α, β, γ)TlmRˆ
−1(α, β, γ) =
l∑
m′=−l
Tlm′Dlm′,m(α, β, γ), (B.9)
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dove (α, β, γ) sono gli angoli di Eulero che caratterizzano la rotazione considerata,
Rˆ(α, β, γ) e` l’operatore di rotazione [59]
Rˆ(α, β, γ) = e−iαJˆze−iβJˆye−iγJˆz (B.10)
e Dlm′,m sono i seguenti elementi di matrice [59]
Dlm′,m(α, β, γ) = 〈lm′| Rˆ(α, β, γ) |lm〉 . (B.11)
Riportiamo una proprieta` dei tensori irriducibili che ci sara` utile nel seguito; dati
due tensori irriducibili di rango l1 e l2 rispettivamente, allora
Tlm =
∑
m1m2
(l1m1, l2m2|lm)Tl1m1Tl2m2 (B.12)
e` un tensore irriducibile di rango l [58]. In questa Sezione calcoleremo l’espansione
multipolare per la corrente dando la forma esplicita dei multipoli nel caso di
corrente a un corpo.
Consideriamo dunque la transizione nucleare di assorbimento di un fotone di
polarizzazione λ e impulso q
|LSJJz〉 → |L′S ′J ′J ′z〉 . (B.13)
dove L, S, J indicano il momento angolare rispettivamente orbitale, di spin, e
totale dei due nucleoni, inoltre T e` fissato dalla relazione valida per un sistema
di due nucleoni
(−1)L+S+T = −1, (B.14)
che impone l’antisimmetria della funzione d’onda totale sotto lo scambio delle
due particelle. In rappresentazione delle coordinate
〈r |LSJJz〉 ≡ [YLχS]JJz ξTTz , (B.15)
dove ξTTz e` la funzione di isospin dei due nucleoni e
[YLχS]JJz =
∑
MSz
(LM,SSz |JJz)YLM(rˆ)χSSz (B.16)
con r la distanza relativa dei due nucleoni. Ovviamente Tz e` conservato per
conservazione della carica . Nel nostro caso, poiche´ siamo interessati a sistemi
neutrone-protone, tutte le quantita` saranno calcolate per Tz = 0, anche se non
esplicitamente indicato. L’operatore che vogliamo sviluppare in multipoli e`
jr(q) · ˆq,λ (B.17)
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per la corrente a un corpo nello spazio delle coordinate, quindi adesso e` da
intendersi jr(q) · ˆq,λ ≡ 〈r| jr(q) · ˆq,λ |r〉 con
〈r| jr(q) |r〉 = 1
2mN
eiq·r/2 [−i2eN,1∇r + iµN,1σ1 × q] + (1↔ 2). (B.18)
Consideriamo preliminarmente l’impulso q del fotone diretto lungo l’asse zˆ di
quantizzazione dei nucleoni, o, equivalentemente, consideriamo i momenti an-
golari dei nucleoni quantizzati lungo l’asse individuato dall’impulso del fotone.
Come vedremo piu` avanti, per q ‖ zˆ si ottiene [57]
(jr(q) · ˆq,λ)qˆ = −
√
2pi
∞∑
l=1
il lˆ
{−λTMlλ − TElλ} , (B.19)
dove lˆ ≡ √2l + 1 e la notazione (jr(q) · ˆq,λ)qˆ significa che i momenti angolari
dei nucleoni sono quantizzati lungo l’asse qˆ. I TM,Elm sono operatori tali che sotto
rotazioni si comportano come tensori irriducibili di rango l e sotto l’operatore di
parita` P si comportano come
PTElmP−1 = (−)lTElm, (B.20a)
PTMlmP−1 = (−)l+1TMlm . (B.20b)
Gli operatori TMlm sono chiamati multipoli magnetici, i T
E
lm multipoli elettrici.
Sebbene l’Eq. (B.19) sia scritta in termini dei TM,Elλ con λ = ±1, in generale gli
operatori TM,Elm hanno m = −l, ..., l. Come vedremo sotto, l’espressione generale
dello sviluppo multipolare per direzione qˆ generica e` scritta in termini di questi
ultimi.
Supponiamo di aver gia` determinato i TM,Elλ , come si modifica l’espressione
(B.19) nel caso di direzione dell’impulso del fotone generica? Teniamo con-
to innanzitutto che, una volta trovata l’espansione multipolare della (B.17), gli
elementi di matrice che vogliamo calcolare sono i seguenti
j
λJ ′zJz
α′α (q, r) ≡ 〈L′S ′J ′J ′z |jr(q) · ˆq,λ|LSJJz〉 (B.21)
=
∫
dr 〈L′S ′J ′J ′z |r〉 〈r |jr(q) · ˆq,λ| r〉 〈r|LSJJz〉 ,
con α = LSJ . Qui gli stati |LSJJz〉 sono quantizzati lungo l’asse zˆ di una terna
di riferimento (xˆ, yˆ, zˆ). Rispetto a questa terna il fotone ha impulso generico
parametrizzato come
qˆ =

 cosϕ sin θsinϕ sin θ
cos θ

 ,
dove θ e` l’angolo polare e ϕ quello azimutale. Come detto nella Sezione prece-
dente, questo vuol dire che il sistema di riferimento (ˆq,1, ˆq,2, qˆ) si ottiene a partire
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da quello (xˆ, yˆ, zˆ) operando una rotazione Rzˆ(α)Ryˆ(β)Rzˆ(γ) con angoli di Eulero
α = ϕ, β = θ, γ = −ϕ [58] (dove qui le R sono matrici 3 × 3 di rotazione nello
spazio “ordinario”). Ipotizziamo ora di tenere fisso il sistema (ˆq,1, ˆq,2, qˆ) cos`ı
ottenuto e di ruotare il sistema (xˆ, yˆ, zˆ) fino a farlo coincidere con (ˆq,1, ˆq,2, qˆ), cio`
avviene facendo agire R(α, β, γ) ≡ Rqˆ(α)Rˆq,2(β)Rqˆ(γ) [58]. Da questo segue che
la rotazione che riporta il sistema (xˆ, yˆ, zˆ) nella posizione di partenza e` l’inversa
di R(α, β, γ), ossia R(−γ,−β,−α).
Siamo ora in grado di ottenere gli stati |LSJJz〉 correttamente quantizzati
lungo l’asse zˆ a partire da quelli quantizzati lungo qˆ. Definendo
∣∣LSJJz〉 questi
ultimi, si ha
|LSJJz〉 = Rˆ(−γ,−β,−α)
∣∣LSJJz〉
=
∑
M
DJM,Jz(−γ,−β,−α)
∣∣LSJM〉 (B.22)
dove adesso Rˆ e` l’operatore di rotazione che agisce sugli stati quantistici
Rˆ(α, β, γ) = e−iαJˆqˆe−iβJˆˆq,2e−iγJˆqˆ, (B.23)
e abbiamo sfruttato la Eq. (B.11). Dall’Eq. (B.22) si vede che ai fini del calcolo
dei j
λJ ′zJz
α′α sono necessari solo gli stati quantizzati lungo l’asse qˆ, quindi possiamo
usare l’espansione multipolare (B.19) e scrivere
j
λJ ′zJz
α′α (q, r) ≡ 〈L′S ′J ′J ′z |jr(q) · ˆq,λ|LSJJz〉
=
〈
L′S ′J ′J ′z
∣∣ Rˆ−1(−γ,−β,−α)jr(q) · ˆq,λRˆ(−γ,−β,−α) ∣∣LSJJz〉
=
〈
L′S ′J ′J ′z
∣∣ Rˆ(α, β, γ)jr(q) · ˆq,λRˆ−1(α, β, γ) ∣∣LSJJz〉
=
〈
L′S ′J ′J ′z
∣∣ Rˆ(α, β, γ)(−√2pi) ∞∑
l=1
il lˆ
{−λTMlλ − TElλ} Rˆ−1(α, β, γ) ∣∣LSJJz〉
=
〈
L′S ′J ′J ′z
∣∣(−√2pi) ∞∑
l=1
l∑
m=−l
il lˆDlm,λ(α, β, γ)
{−λTMlm − TElm}∣∣LSJJz〉. (B.24)
Nel terzo passaggio abbiamo usato l’Eq. (B.19) in quanto jr(q)·ˆq,λ e` calcolato tra
stati quantizzati lungo qˆ. Nell’ultimo passaggio abbiamo sfruttato la definizione
(B.9) di tensore irriducibile. L’espansione in multipoli nel caso di direzione del
fotone generica e` infine
jr(q) · ˆq,λ = −
√
2pi
∞∑
l=1
l∑
m=−l
il lˆDlm,λ(ϕ, θ,−ϕ)
{−λTMlm − TElm} . (B.25)
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Notiamo che dalla Eq. (B.24) gli elementi di matrice possono essere calcolati nel
sistema di riferimento in cui qˆ ‖ zˆ.
Calcoliamo adesso i multipoli nel caso della corrente a un corpo dimostran-
do che sono effettivamente tensori irriducibili e che soddisfano le Eq. (B.20).
Poniamo quindi qˆ = zˆ e consideriamo la parte della corrente (B.18) relativa al
nucleone 1.
• Per la parte della corrente in cui compare l’operatore σ × q definiamo
O1λ = O·ˆq,λ
≡ (σ × qˆ) · ˆq,λ
= −iλσ1λ. (B.26)
Le σ1λ sono le componenti sferiche delle matrici di Pauli σ
σ1± = ∓σx ± iσy√
2
,
σ10 = σz,
e l’indice “1” si riferisce al fatto che l’operatore considerato e` un tensore
irriducibile di rango 1. Nell’ottenere l’espressione (B.26) abbiamo sfruttato
la relazione (qˆ× ˆq,λ) = −iλˆq,λ. Definiamo inoltre
{YLO1}lλ ≡ −iλ[YLσ1]lλ = −iλ
∑
Mm
(LM, 1m|lλ)YLM(rˆ)σ1m. (B.27)
• Per la parte della corrente in cui compare l’operatore gradiente, notiamo
che quest’ultimo puo` essere scritto nella forma
∇r = rˆ ∂
∂r
− i
r
(rˆ× L), (B.28)
dove L e` l’operatore momento angolare orbitale
L = −irrˆ×∇r. (B.29)
A questo punto, tenendo conto che si puo` scrivere
(rˆ× L)1λ = −i
√
2
√
4pi
3
[Y1(rˆ)L]1λ, (B.30)
definiamo
O1λ = O·ˆq,λ
≡ ∇r · ˆq,λ
=
√
4pi
3
[
Y1λ(rˆ)
∂
∂r
−
√
2
r
[Y1(rˆ)L]1λ
]
. (B.31)
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In questo caso definiamo inoltre
{YLO1}lλ ≡ [YLO1]lλ. (B.32)
Adesso possiamo espandere in multipoli gli operatori eiq·r/2O·ˆq,λ che compaiono
nella corrente (B.18) per il nucleone 1, dove O e` dato dalla espressione (B.26) o
dalla (B.31) a seconda che si consideri la parte che dipende dalle matrici di Pauli
o quella che dipende dal gradiente. Espandendo l’esponenziale come somma di
armoniche sferiche si trova
eiq·r/2O·ˆq,λ = 4pi
∞∑
L=0
L∑
M=−L
iLY ∗LM(qˆ = zˆ)YLM(rˆ)jL(qr/2)O1λ
= 4pi
∞∑
L=0
L∑
M=−L
iL
Lˆ√
4pi
δM0YLM(rˆ)jL(qr/2)O1λ
=
√
4pi
∞∑
L=0
iLLˆjL(qr/2)
∞∑
l=0
(L0, 1λ|lλ){YLO1}lλ, (B.33)
dove abbiamo definito Lˆ =
√
2L+ 1. Nella somma sui coefficienti di Clebsh-
Gordan in Eq. (B.33), il termine l = 0 non contribuisce perche´ i coefficienti
risultanti sono nulli. I Clebsh-Gordan in Eq. (B.33) fissano L = l, l ± 1, quindi
l’espressione diventa
eiq·r/2O·ˆq,λ =
√
4pi
∞∑
l=1
l+1∑
L=l−1
iLLˆjL(qr/2)(L0, 1λ|lλ){YLO1}lλ
= −
√
2pi
∞∑
l=1
il lˆ
{
λjl(qr/2){YlO1}lλ
−i
√
l
2l + 1
jl+1(qr/2){Yl+1O1}l+1λ
+i
√
l + 1
2l + 1
jl−1(qr/2){Yl−1O1}l−1λ
}
. (B.34)
Nell’ultimo passaggio abbiamo inserito il valore esplicito dei coefficienti di Clebsh-
Gordan (l0, 1λ|lλ) e (l± 10, 1λ|l± 1λ) [58]. Tenendo conto che nel nostro caso di
fotoni reali λ 6= 0, dalla espansione (B.19) e dalle Eq. (B.27) e (B.32) si vede che
per quanto riguarda la parte della corrente che dipende dalle matrici di Pauli, il
primo termine tra parentesi nella Eq. (B.34) contribuisce ai multipoli elettrici,
mentre gli altri due termini contribuiscono ai multipoli magnetici. Per la parte
della corrente che dipende dal gradiente vale l’opposto.
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Tenendo conto anche del contributo del secondo nucleone, si trovano, adesso
per un generico m = −l, ..., l, i multipoli per la parte in sigma e in gradiente
σTMlm =− iµN,1
q
2mN
{√
l + 1
2l + 1
[Yl−1σ1,1]lm jl−1(qr/2)
−
√
l
2l + 1
[Yl+1σ1,1]lm jl+1(qr/2)
}
+ (1↔ 2), (B.35)
σTElm =− µN,1
q
2mN
[Ylσ1,1]lm jl(qr/2) + (1↔ 2), (B.36)
∇TMlm =
−ieN,1
mN
√
8pi
3
1
r
jl(qr/2) [Yl (Y1L)1]lm + (1↔ 2), (B.37)
∇TElm =
−eN,1
mN
√
4pi
3
{√
l + 1
2l + 1
jl−1(qr/2)
(
[Yl−1Y1]lm
∂
∂r
−
√
2
r
[Yl−1 (Y1L)1]lm
)
−
√
l
2l + 1
jl+1(qr/2)
(
[Yl+1Y1]lm
∂
∂r
−
√
2
r
[Yl+1 (Y1L)1]lm
)}
+ (1↔ 2). (B.38)
In Eq. (B.35) e (B.36), nell’espressione σ1,i l’indice “1” si riferisce al fatto che
l’operatore considerato e` un tensore irriducibile di rango 1, mentre l’indice “i” si
riferisce al nulceone i-esimo (i = 1, 2) su cui l’operatore agisce.
Poiche´ le funzioni di Bessel dipendendo da qr sono invarianti sotto rotazioni e
poiche´ le armoniche sferiche, le matrici di Pauli e il momento angolare sono tensori
irriducibili, dalla Eq. (B.12) segue che i multipoli TM,Elm sono tensori irriducibili
di rango l. Consideriamo adesso la parita`. Poiche´ sotto parita` valgono le seguenti
trasformazioni
Ylm(rˆ) −→ (−1)lYlm(rˆ)
L −→ L
σ −→ σ
jl(qr/2) −→ jl(qr/2)
si vede che i multipoli elettrici e magnetici trasformano coerentemente secondo le
Eq. (B.20). A questo punto, come da teorema di Wigner-Eckart [58], vogliamo
calcolare gli elementi di matrice ridotti associati ai multipoli, definiti da
XL
′S′J ′,LSJ
l = (JJz, lm|J ′J ′z)−1
√
2J + 1 〈L′S ′J ′J ′z|TXlm |LSJJz〉 X = M,E .
(B.39)
Gli elementi di matrice ridotti Xα
′,α
l sono indipendenti dalle terze componenti
dei momenti angolari di spin, orbitale e totale. Possono dipendere dalla terza
componente dell’isospin, che comunque e` conservata. La procedura di calcolo
dettagliata degli elementi di matrice ridotti e` riportata in Appendice C, qui diamo
solo un’idea di come fare. Per trovare gli elementi di matrice ridotti si calcolano
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i 〈L′S ′J ′J ′z| TXlm |LSJJz〉 estraendo un coefficiente di Clebsh-Gordan come segue.
Prima di tutto si riscrive TXlm [YLχS]JJz ξT0 nella forma
TXlm [YLχS]JJz ξT0 =
∑
ΣΣz
(lm, JJz|ΣΣz)
∑
L0S0T0
lGLSTJL0S0T0Σ [YL0χS0]ΣΣz ξT00
=
∑
ΣΣz
(JJz, lm|ΣΣz)(−1)J+l−Σ
×
∑
L0S0T0
lGLSTJL0S0T0Σ [YL0χS0]ΣΣz (B.40)
dove lGLSTJL0S0T0Σ e` un coefficiente che dipende dalla forma del multipolo T
X
lm. Una
volta fatto cio` si ha
〈L′S ′J ′J ′z|TXlm |LSJJz〉 =
∫
drˆξ†T ′0 [YL′χS′]
†
J ′J ′z
TXlm [YLχS]JJz ξT0
=(JJz, lm|JJ ′z)(−1)J+l−J
′ lGLSTJL′S′T ′J ′ (B.41)
ed e` quindi facile definire gli elementi di matrice ridotti come in Eq. (B.39). I
risultati che si trovano per gli Xα
′,α
l sono delle espressioni piuttosto complesse
riportate in Appendice C.
La j
λJ ′zJz
α′α (q, r) espressa in funzione degli elementi di matrice ridotti diventa
j
λJ ′zJz
α′α (q, r) = −
√
2pi
2J + 1
∞∑
l=1
l∑
m=−l
il lˆDlm,λ(ϕ, θ,−ϕ)(JJz, lm|J ′J ′z)
×
{
−λMα′αl (q, r)− Eα
′α
l (q, r)
}
. (B.42)
Volendo considerare il processo di emissione di un fotone, invece che di assorbi-
mento, gli elementi di matrice da calcolare sono i seguenti
j
λJ ′zJz
α′α (q, r) ≡ 〈L′S ′J ′J ′z| j†r(q) · ˆ∗q,λ |LSJJz〉 = 〈LSJJz| jr(q) · ˆq,λ |L′S ′J ′J ′z〉∗ .
(B.43)
Lo sviluppo nel caso di emissione
j
λJ ′zJz
α′α (q, r) = −
√
2pi
2J ′ + 1
∞∑
l=1
l∑
m=−l
(−i)l lˆDlm,−λ(ϕ, θ,−ϕ)(JJz, lm|J ′J ′z)
×
{
−λM˜α′αl (q, r)− E˜α
′α
l (q, r)
}
, (B.44)
con
X˜α
′α
l (q, r) = (−)J−J
′+1
√
2J + 1√
2J ′ + 1
(
Xαα
′
l (q, r)
)∗
, (B.45)
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si ottiene facilmente da quello di assorbimento facendo uso delle seguenti proprieta`
delle matrici di Wigner e dei coefficienti di Clebsh-Gordan [59, 58]
Dj∗m,m′(α, β, γ) = (−)m−m
′Dj−m,−m′(α, β, γ), (B.46)
(j1m1, j2m2|j3m3) = (−)2j2+j3−j1+m2
√
2j3 + 1
2j2 + 1
(j3m3, j2 −m2|j1m1). (B.47)
Naturalmente la forma degli sviluppi (B.42) e (B.44) e` generale e vale per qualsiasi
corrente, diverse correnti danno diversi multipoli ma gli sviluppi sono gli stessi.
Appendice C
Elementi di matrice ridotti
In questa Appendice e` riportato il calcolo degli elementi di matrice ridotti nel
caso di corrente nucleare a un corpo.
C.1 Alcune relazioni utili
• Detto Tkq un tensore irriducibile di rango k e numero magnetico q, e ψlm
uno stato di momento angolare l e terza componente m, si definisce
[Tkψl]LM =
∑
qm
(kq, lm|LM)Tkqψlm. (C.1)
• L’accoppiamento di due armoniche sferiche si puo` scrivere
[Yl1(rˆ)Yl2(rˆ)]lm =
1√
4pi
Bll1l2Ylm(rˆ), (C.2)
avendo definito
Bll1l2 = lˆ1lˆ2(−1)l1+l2
(
l1 l2 l
0 0 0
)
(C.3)
e lˆ =
√
2l + 1.
• Per l’accoppiamento di due momenti angolari vale
[j1j2]JM = (−)j1+j2−J [j2j1]JM . (C.4)
• L’accoppiamento di tre momenti angolari si puo` scrivere[
j1 [j2j3]j23
]
JM
=
∑
j12
T j1j2j3j12j23J
[
[j1j2]j12 j3
]
JM
, (C.5)
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dove
T j1j2j3j12j23J = (−1)j1+j2+j3+J jˆ12jˆ23
{
j1 j2 j12
j3 J j23
}
. (C.6)
Inoltre [
[j1j2]j12 j3
]
JM
=
∑
j23
T j1j2j3j12j23J
[
j1 [j2j3]j23
]
JM
. (C.7)
• L’accoppiamento di quattro momenti angolari si puo` scrivere[
[j1j2]j12 [j3j4]j34
]
JM
=
∑
j13,j24
N j1j2j3j4j12j34j13j24J
[
[j1j3]j13 [j2j4]j24
]
JM
, (C.8)
dove
N j1j2j3j4j12j34j13j24J = jˆ13jˆ24jˆ12jˆ34


j1 j2 j12
j3 j4 j34
j13 j24 J

 . (C.9)
• Le matrici di Pauli σ possono essere scritte come tensori sferici σ1λ di rango
1 e momento magnetico λ = 0,±1
σ10 = σz, (C.10)
σ1± = ∓σx ± iσy√
2
. (C.11)
Inoltre, detto |1
2
m〉 lo stato di spin di un nucleone e χSSz lo stato di spin di
due nucleoni, valgono le seguenti[
σ1|12〉
]
1
2
m
= −
√
3|1
2
m〉, (C.12)
[σ1,i χS]S′S′z = −(−)
(S+S′)(i−1)
√
3T
1 1
2
1
2
1
2
SS′
χS′S′z , (C.13)
dove σ1,i significa che la matrice di Pauli agisce sull’i-esimo nucleone, i =
1, 2, e l’indice “1” si riferisce al fatto che e` un tensore di rango 1.
• Per quanto riguarda la parte di isospin, se ξT0 indica la funzione di isospin
dello stato neutrone-protone, dati due generici coefficienti a e b si trova
ξ†T ′0
(
a + bτz,i
2
)
ξT0 =
(−)
2
(T+T ′)(i−1) {
aδT,T ′ + bδ|T−T ′|,1
}
, (C.14)
dove τz,i significa che la matrice di Pauli τz agisce sull’i-esimo nucleone,
i = 1, 2.
• Il versore rˆ puo` essere scritto come tensore di rango 1 con componenti
sferiche definite come nel caso delle matrici di Pauli e legate alle armoniche
sferiche da
rˆ1λ =
√
4pi
3
Y1λ(rˆ). (C.15)
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• Per l’operatore momento angolare L vale
[LYl]l′m′ = −
√
l(l + 1)Ylm′δl,l′. (C.16)
C.2 Calcolo degli elementi di matrice ridotti
Tenendo conto delle relazioni definite nella precedente Sezione, si trova
[Yασ1,i]IIz [Yβχs]JJz =
∑
ΣΣz
(IIz, JJz|ΣΣz)
[
[Yασ1,i]I [Yβχs]J
]
ΣΣz
=
∑
ΣΣz
(IIz, JJz|ΣΣz)
∑
γρ
Nα1βsIJγρΣ
[
[YαYβ]γ [σ1,iχs]ρ
]
ΣΣz
=
∑
ΣΣz
(IIz, JJz|ΣΣz)
∑
γρ
Nα1βsIJγρΣ(−1)(s+ρ)(i−1)Bγαβ
×(−)
√
3
4pi
T
1 1
2
1
2
1
2
sρ
[Yγχρ]ΣΣz , (C.17)
[YαY1]IIz [Yβχs]JJz =
1√
4pi
BIα1YIIz [Yβχs]JJz
=
∑
ΣΣz
(IIz, JJz|ΣΣz) 1√
4pi
BIα1
[
YI [Yβχs]J
]
ΣΣz
=
∑
ΣΣz
(IIz, JJz|ΣΣz)
∑
γ
T IβsγJΣ
BIα1√
4pi
[
[YIYβ]γ χs
]
ΣΣz
=
∑
ΣΣz
(IIz, JJz|ΣΣz)
∑
γ
T IβsγJΣ
BIα1√
4pi
BγIβ√
4pi
[Yγχs]ΣΣz.(C.18)
Nel seguente e` da intendersi che l’operatore momento angolare L agisce solo
sull’armonica sferica Yβ.
[Yα (Y1L)1]IIz [Yβχs]JJz = (−)α+1−I [(Y1L)1 Yα]IIz [Yβχs]JJz
=
∑
ΣΣz
(IIz, JJz|ΣΣz)(−)α+1−I
[
[(Y1L)1 Yα]I [Yβχs]J
]
ΣΣz
=
∑
ΣΣz
(IIz, JJz|ΣΣz)
∑
γρ
N1αβsIJγρΣ
×(−)α+1−I
[
[(Y1L)1 Yβ]γ [Yαχs]ρ
]
ΣΣz
=
∑
ΣΣz
(IIz, JJz|ΣΣz)
∑
γρδ
N1αβsIJγρΣT
11β
1δγ
×(−)α+1−I
[[
Y1 (LYβ)δ
]
γ
[Yαχs]ρ
]
ΣΣz
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=
∑
ΣΣz
(IIz, JJz|ΣΣz)
∑
γρδ
N1αβsIJγρΣT
11β
1δγ
[
[Y1Yδ]γ [Yαχs]ρ
]
ΣΣz
×(−)α−I
√
β(β + 1)δδ,β
=
∑
ΣΣz
(IIz, JJz|ΣΣz)
∑
γρη
N1αβsIJγρΣT
11β
1βγ
Bγ1β√
4pi
T γαsηρΣ
Bηγα√
4pi
×(−)α−I
√
β(β + 1) [Yηχs]ΣΣz . (C.19)
Definiti
K l,ρ,LSJL′S′J ′ = δS,S′
√
3ρˆLˆJˆ(−1)l+L+S′+J ′(ρ0, 10|l0)(l0, L0|L′0)
{
l L L′
S ′ J ′ J
}
,
(C.20)
Πl,ρ,LSJL′S′J ′ = δS,S′
L+1∑
α=|L−1|
ρ+S′∑
β=|ρ−S′|
N1ρLS
′
lJαβJ ′T
11L
1LαT
αρS′
L′βJ ′B
α
1LB
L′
αρ, (C.21)
si hanno allora i seguenti elementi di matrice ridotti per la corrente a un corpo
∇ELSJ,L
′S′J ′
l (q, r) =−
1
mN
√
2J + 1√
3
1√
4pi
{
1 + (−)l+L+L′
}
(−)J+l−J ′
× 1
2
(
δT,T ′ + δ|T−T ′|,1
)
×
{√
l + 1
2l + 1
jl−1(qr/2)
[
K l,l−1,LSJL′S′J ′
∂
∂r
+
√
2L(L+ 1)Πl,l−1,LSJL′S′J ′
1
r
]
−
√
l
2l + 1
jl+1(qr/2)
[
K l,l+1,LSJL′S′J ′
∂
∂r
+
√
2L(L+ 1)Πl,l+1,LSJL′S′J ′
1
r
]}
,
(C.22)
∇MLSJ,L
′S′J ′
l (q, r) =−
i
mN
√
2J + 1√
3
1√
2pi
{
1 + (−)l+L+L′+1
}
(−)J+l−J ′
× 1
2
(
δT,T ′ + δ|T−T ′|,1
)√
L(L+ 1)Πl,l,LSJL′S′J ′
1
r
jl(qr/2), (C.23)
σELSJ,L
′S′J ′
l (q, r) =
q
2mN
√
3
4pi
√
2J + 1
{
1 + (−)l+L+L′
}
(−)J+l−J ′
× 1
2
(
(µp + µn)δT,T ′ + (µp − µn)δ|T−T ′|,1
)
×N l1LSlJL′S′J ′BL
′
lLT
1 1
2
1
2
1
2
SS′
jl(qr/2), (C.24)
σMLSJ,L
′S′J ′
l (q, r) =
iq
2mN
√
3
4pi
√
2J + 1
{
1 + (−)l+L+L′+1
}
(−)J+l−J ′
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× 1
2
(
(µp + µn)δT,T ′ + (µp − µn)δ|T−T ′|,1
)
×
{√
l + 1
2l + 1
N l−1,1LSlJL′S′J ′B
L′
l−1,Ljl−1(qr/2)
−
√
l
2l + 1
N l+1,1LSlJL′S′J ′B
L′
l+1,Ljl+1(qr/2)
}
T
1 1
2
1
2
1
2
SS′
. (C.25)
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Appendice D
Contributi di tipo (h) in r-space
In questa Appendice riportiamo le espressioni nello spazio delle coordinate dei
contributi al kernel K2 dei diagrammi di tipo (h) riportati in Figura 5.4. Nelle
espressioni che seguono abbiamo utilizzato la notazione r = r1 − r2, R = (r1 +
r2)/2, e ki = p
′
i − pi con i = 1, 2.
Gli integrali che entrano negli elementi di matrice sotto riportati sono calcolati
con un’integrazione numerica su griglia di passo costante (per gli integrali in dk)
o gaussiana (per gli integrali in dx e dy).
D.1 Contributo dei diagrammi di tipo (h1)
Nello spazio degli impulsi il contributo di questo tipo di diagrammi risulta essere
〈
p′1p
′
2
∣∣K(h1)2 ∣∣p1p2〉 =− 1Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δk1+k2+qf ,qi
×
{(
ˆ∗qf ,λf · σ1
)(
ˆqi,λi · σ2
)
ω2k2−qi
+
(
ˆ∗qf ,λf · σ2
)(
ˆqi,λi · σ1
)
ω2k1−qi
}
,
(D.1)
mentre, nello spazio delle coordinate,
〈
r′1r
′
2
∣∣K(h1)2 ∣∣r1r2〉 = − 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
(τ 1 · τ 2 − τ1,zτ2,z)
× ei(qi−qf )·Rδ(r′1 − r1)δ(r′2 − r2)
×
{
ei(qi+qf )·r/2
(
ˆ∗qf ,λf · σ2
)(
ˆqi,λi · σ1
)
+ e−i(qi+qf )·r/2
(
ˆ∗qf ,λf · σ1
)(
ˆqi,λi · σ2
)}
I(r), (D.2)
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con
I(r) =
∫
dk
2pi2
k2j0(kr)
1
k2 +m2pi
. (D.3)
Questo integrale e` risolto numericamente dopo aver inserito un parametro di
cutoff Λ nel seguente modo
I(r)←
∫
dk
2pi2
k2j0(kr)
e−k
4/Λ4
k2 +m2pi
. (D.4)
D.2 Contributo dei diagrammi di tipo (h2)
Nello spazio degli impulsi il contributo di questo tipo di diagrammi risulta essere
il seguente
〈
p′1p
′
2
∣∣K(h2)2 ∣∣p1p2〉 =− 2Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δk1+k2+qf ,qi
× (ˆqi,λi · ˆ∗qf ,λf)
(
σ1 · k1
)(
σ2 · k2
)
ω2k1ω
2
k2
. (D.5)
Prendendo la trasformata di Fourier della espressione precedente e usando il
trucco di Feynman
1
AB
=
∫ 1
0
dx
1
[(A− B)x+B]2 , (D.6)
possiamo riscrivere il contributo dei diagrammi di tipo (h2) nello spazio delle
coordinate come
〈
r′1r
′
2
∣∣K(h2)2 ∣∣r1r2〉 = 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
2 (τ 1 · τ 2 − τ1,zτ2,z)
× δ(r′1 − r1)δ(r′2 − r2)ei(qi−qf )·R
(
ˆqi,λi · ˆ∗qf ,λf
)
×
(
σ1 ·
(
i∇r − qi − qf
2
))(
σ2 ·
(
i∇r + qi − qf
2
))
×
∫ 0.5
−0.5
dxe−i(qi−qf )·rx
∫
dk
2pi2
k2j0(kr)
e−k
4/Λ4
(k2 +m2pi + (1− 4x2)(qi − qf)2/4)2
,
(D.7)
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dove, di nuovo, abbiamo introdotto il cutoff e−k
4/Λ4 nell’integrale sul modulo
dell’impulso. Infine facendo agire i gradienti troviamo〈
r′1r
′
2
∣∣K(h2)2 ∣∣r1r2〉 = 1√
2Ωωi
1√
2Ωωf
(
gAe
Fpi
)2
2 (τ 1 · τ 2 − τ1,zτ2,z)
× δ(r′1 − r1)δ(r′2 − r2)ei(qi−qf )·R
(
ˆqi,λi · ˆ∗qf ,λf
){(
σ1 ·
(qi − qf
2
))(
σ2 ·
(qi − qf
2
))
K11(r)
+ i
(
σ1 · rˆ
)(
σ2 ·
(qi − qf
2
))
K21(r)
+ i
(
σ1 ·
(qi − qf
2
))(
σ2 · rˆ
)
K22(r)
− (σ1 · σ2)K23(r)
−(σ1 · rˆ)(σ2 · rˆ)K31(r)} , (D.8)
(D.9)
dove
K11(r) =
∫ 0.5
−0.5
dxe−i(qi−qf )·rx(4x2 − 1)I11(x, r),
K21(r) =
∫ 0.5
−0.5
dxe−i(qi−qf )·rx(2x+ 1)I21(x, r),
K22(r) =
∫ 0.5
−0.5
dxe−i(qi−qf )·rx(2x− 1)I22(x, r),
K23(r) =
∫ 0.5
−0.5
dxe−i(qi−qf )·rxI23(x, r),
K31(r) =
∫ 0.5
−0.5
dxe−i(qi−qf )·rxI31(x, r),
e
I11(x, r) =
∫
dk
2pi2
k2j0(kr)
e−k
4/Λ4
(k2 +m2pi + (1− 4x2)(qi − qf )2/4)2
,
I21(x, r) =
∂
∂r
I11(x, r),
I22(x, r) = I21(x, r),
I23(x, r) =
1
r
I21(x, r),
I31(x, r) =
(
∂2
∂r2
− 1
r
∂
∂r
)
I11(x, r).
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D.3 Contributo dei diagrammi di tipo (h3)
Nello spazio degli impulsi l’elemento di matrice di questi diagrammi risulta
〈
p′1p
′
2
∣∣K(h3)2 ∣∣p1p2〉 = 2Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δk1+k2+qf ,qi
×
{(
σ1 · k1
)((
k1 +
qf
2
) · ˆ∗qf ,λf
)(
σ2 · ˆqi,λi
) 1
ω2k1ω
2
k2−qi
+
(
σ1 · k1
)((
k1 − qi
2
) · ˆqi,λi)(σ2 · ˆ∗qf ,λf ) 1ω2k1ω2k1−qi
+
(
σ2 · k2
)((
k2 +
qf
2
) · ˆ∗qf ,λf)(σ1 · ˆqi,λi) 1ω2k2ω2k1−qi
+
(
σ2 · k2
)((
k2 − qi
2
) · ˆqi,λi)(σ1 · ˆ∗qf ,λf ) 1ω2k2ω2k2−qi
}
,
(D.10)
mentre, nello spazio delle coordinate,
〈
r′1r
′
2
∣∣K(h3)2 ∣∣r1r2〉 = 1√
2Ωωi
1√
2Ωωf
(
gAe
Fpi
)2
2 (τ 1 · τ 2 − τ1,zτ2,z)
× δ(r′1 − r1)δ(r′2 − r2)ei(qi−qf )·R
×
{(
σ1 ·
(− i∇r + qi − qf
2
))((− i∇r + qi
2
) · ˆ∗qf ,λf)
× (ˆqi,λi · σ2)e−iqi·r/2R(r,qf )
+
(
σ1 ·
(− i∇r + qi − qf
2
))((− i∇r − qf
2
) · ˆqi,λi)
× (ˆ∗qf ,λf · σ2)eiqf ·r/2R(r,qi)
+
(
σ2 ·
(− i∇r − qi − qf
2
))((− i∇r − qi
2
) · ˆ∗qf ,λf)
× (ˆqi,λi · σ1)eiqi·r/2R(r,qf )
+
(
σ2 · (−i∇r − qi − qf
2
))((− i∇r + qf
2
) · ˆqi,λi)
× (ˆ∗qf ,λf · σ1)e−iqf ·r/2R(r,qi)
}
, (D.11)
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con
R(r,p) =
∫ 0.5
−0.5
dxe−ip·rx
∫
dk
2pi2
k2j0(kr)
e−k
4/Λ4
(k2 +m2pi + (1− 4x2)p2/4)2
, (D.12)
avendo introdotto la funzione di cutoff e−k
4/Λ4 . Facendo agire i gradienti e
trascurando i termini “longitudinali”, cioe` quelli proporzionali a (ˆqi,λi ·qi) e/o a
(ˆ∗qf ,λf · qf ), si trova
〈
r′1r
′
2
∣∣K(h3)2 ∣∣r1r2〉 = 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
2 (τ 1 · τ 2 − τ1,zτ2,z)
× δ(r′1 − r1)δ(r′2 − r2)ei(qi−qf )·R
×
{[
−(σ1 · ˆ∗qf ,λf )(σ2 · ˆqi,λi)J
(0)
23 (r,qf)
− (σ1 · rˆ)(σ2 · ˆqi,λi)(ˆ∗qf ,λf · rˆ)J
(0)
31 (r,qf )
+ i(σ1 · qf)(σ2 · ˆqi,λi)(ˆ∗qf ,λf · rˆ)
× (J (1)21 (r,qf ) + 12J (0)21 (r,qf ))
]
e−iqi·r/2
+
[
−(σ1 · ˆqi,λi)(σ2 · ˆ∗qf ,λf )J
(0)
23 (r,qi)
− (σ1 · rˆ)(σ2 · ˆ∗qf ,λf )(ˆqi,λi · rˆ)J
(0)
31 (r,qi)
+ i(σ1 · qi)(σ2 · ˆ∗qf ,λf )(ˆqi,λi · rˆ)
× (J (1)21 (r,qi)− 12J (0)21 (r,qi))
]
eiqf ·r/2
+
[
−(σ2 · ˆ∗qf ,λf )(σ1 · ˆqi,λi)J
(0)
23 (r,qf )
− (σ2 · rˆ)(σ1 · ˆqi,λi)(ˆ∗qf ,λf · rˆ)J
(0)
31 (r,qf )
+ i(σ2 · qf)(σ1 · ˆqi,λi)(ˆ∗qf ,λf · rˆ)
× (J (1)21 (r,qf )− 12J (0)21 (r,qf))
]
eiqi·r/2
+
[
−(σ2 · ˆqi,λi)(σ1 · ˆ∗qf ,λf )J
(0)
23 (r,qi)
− (σ2 · rˆ)(σ1 · ˆ∗qf ,λf )(ˆqi,λi · rˆ)J
(0)
31 (r,qi)
+ i(σ2 · qi)(σ1 · ˆ∗qf ,λf )(ˆqi,λi · rˆ)
×(J (1)21 (r,qi) + 12J (0)21 (r,qi))
]
e−iqf ·r/2
}
, (D.13)
dove
J
(n)
ij (r,p) =
∫ 0.5
−0.5
dxxne−ip·rxIij(r, p, x),
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I11(r, p, x) =
∫
dk
2pi2
k2j0(kr)
e−k
4/Λ4
(k2 +m2pi + (1− 4x2)p2/4)2
,
I21(r, p, x) =
∂
∂r
I11(r, p, x),
I23(r, p, x) =
1
r
∂
∂r
I11(r, p, x),
I31(r, p, x) =
(
∂2
∂r2
− 1
r
∂
∂r
)
I11(r, p, x). (D.14)
D.4 Contributo dei diagrammi di tipo (h4)
Nello spazio degli impulsi l’elemento di matrice di questi diagrammi risulta
〈
p′1p
′
2
∣∣K(h4)2 ∣∣p1p2〉 = − 4Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δk1+k2+qf ,qi
(σ1 · k1)(σ2 · k2)
ω2k1ω
2
k2
×
{((
k2 +
qf
2
) · ˆ∗qf ,λf)((k1 − qi2 ) · ˆqi,λi
) 1
ω2k1−qi
+
((
k1 +
qf
2
) · ˆ∗qf ,λf)((k2 − qi2 ) · ˆqi,λi
) 1
ω2k2−qi
}
,
(D.15)
mentre, nello spazio delle coordinate,
〈
r′1r
′
2
∣∣K(h4)2 ∣∣r1r2〉 = − 4Ω 1√2Ωωi 1√2Ωωf
(
gAe
Fpi
)2
× (τ 1 · τ 2 − τ1,zτ2,z) δ(r′1 − r1)δ(r′2 − r2)ei(qi−qf )·R
×
{(
σ1 ·
(− i∇r + qi − qf
2
))(
σ2 ·
(− i∇r − qi − qf
2
))
×
(
ˆ∗qf ,λf ·
(− i∇r − qi
2
))(
ˆqi,λi ·
(− i∇r − qf
2
))
× e−i(qi−qf )·r/2
∑
k
eik·r
ω2kω
2
k−qi
ω2k−qi+qf
+
(
σ1 ·
(− i∇r + qi − qf
2
))(
σ2 ·
(− i∇r − qi − qf
2
))
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×
(
ˆ∗qf ,λf ·
(− i∇r + qi
2
))(
ˆqi,λi ·
(− i∇r + qf
2
))
×ei(qi−qf )·r/2
∑
k
e−ik·r
ω2kω
2
k−qi
ω2k−qi+qf
}
. (D.16)
Usando il trucco di Feynman
1
ABC
= 2
∫ 1
0
dx
∫ 1−x
0
dy
1
[(A− C)x+ (B − C)y + C]3 , (D.17)
si puo` scrivere∫
dk
(2pi)3
e±ik·r
ω2kω
2
k−qi
ω2k−qi+qf
= 2
∫ 1
0
dx
∫ 1−x
0
dye∓i[(qf−qi)x−qiy]·r
×
∫
dk
(2pi)3
eik·r
[k2 +m2pi + (qi − qf )2(x− x2) + (qf − qi) · qi2xy + q2(y − y2)]3
.
(D.18)
A questo punto introduciamo la funzione di cutoff e−k
4/Λ4 e definiamo
±F i,jf (r,qi,qf) =
∫ 1
0
dx
∫ 1−x
0
dyI±(Pi(x, y), Pj(x, y))
×
∫
dk
2pi2
k2f(k, r)e−k
4/Λ4
[k2 +m2pi + (qi − qf)2(x− x2) + (qf − qi) · qi2xy + q2(y − y2)]3
,
(D.19)
con
I±(Pi(x, y), Pj(x, y)) =
ei[(qf−qi)(x−1/2)−qiy]·rPi(x, y)± e−i[(qf−qi)(x−1/2)−qiy]·rPj(x, y),
dove i Pi sono polinomi definiti come in Tabella D.1. Con queste notazioni,
e trascurando i termini “longitudinali”, l’elemento di matrice nello spazio delle
coordinate risulta essere il seguente
〈
r′1r
′
2
∣∣K(h4)2 ∣∣r1r2〉 =− 1√
2Ωωi
1√
2Ωωf
(
gAe
Fpi
)2
8 (τ 1 · τ 2 − τ1,zτ2,z)
×δ(r′1 − r1)δ(r′2 − r2)ei(qi−qf )·R
×
{
(σ1 · ˆ∗qf ,λf )(σ2 · ˆqi,λi) ×+F00,00k2j2/r2
+ (σ1 · σ2)(ˆqi,λi · ˆ∗qf ,λf ) ×+F00,00k2j2/r2
+ (σ1 · ˆqi,λi)(σ2 · ˆ∗qf ,λf ) ×+F00,00k2j2/r2
150 APPENDICE D. CONTRIBUTI DI TIPO (H) IN R-SPACE
− (σ1 · σ2)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F00,00k3j3/r
− (σ1 · ˆ∗qf ,λf )(σ2 · rˆ)(ˆqi,λi · rˆ) ×+F00,00k3j3/r
− (σ1 · ˆqi,λi)(σ2 · rˆ)(ˆ∗qf ,λf · rˆ) ×+F00,00k3j3/r
− (σ1 · rˆ)(σ2 · rˆ)(ˆqi,λi · ˆ∗qf ,λf ) ×+F00,00k3j3/r
− (σ1 · rˆ)(σ2 · ˆqi,λi)(ˆ∗qf ,λf · rˆ) ×+F00,00k3j3/r
− (σ1 · rˆ)(σ2 · ˆ∗qf ,λf )(ˆqi,λi · rˆ) ×+F00,00k3j3/r
+ (σ1 · rˆ)(σ2 · rˆ)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F00,00k4j4
+ i(σ1 · qi)(σ2 · ˆ∗qf ,λf )(ˆqi,λi · rˆ) ×+F11,14k2j2/r
+ i(σ1 · qi)(σ2 · ˆqi,λi)(ˆ∗qf ,λf · rˆ) ×+F11,14k2j2/r
+ i(σ1 · qi)(σ2 · rˆ)(ˆqi,λi · ˆ∗qf ,λf ) ×+F11,14k2j2/r
− i(σ1 · qf )(σ2 · ˆ∗qf ,λf )(ˆqi,λi · rˆ) ×+F12,13k2j2/r
− i(σ1 · qf )(σ2 · ˆqi,λi)(ˆ∗qf ,λf · rˆ) ×+F12,13k2j2/r
− i(σ1 · qf )(σ2 · rˆ)(ˆqi,λi · ˆ∗qf ,λf ) ×+F12,13k2j2/r
− i(σ1 · qi)(σ2 · rˆ)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F11,14k3j3
+ i(σ1 · qf)(σ2 · rˆ)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F12,13k3j3
+ i(ˆ∗qf ,λf · qi)(σ1 · σ2)(ˆqi,λi · rˆ) ×−F11,11k2j2/r
+ i(ˆ∗qf ,λf · qi)(σ2 · ˆqi,λi)(σ1 · rˆ) ×−F11,11k2j2/r
+ i(ˆ∗qf ,λf · qi)(σ2 · rˆ)(ˆqi,λi · σ1) ×−F11,11k2j2/r
− i(ˆ∗qf ,λf · qi)(σ2 · rˆ)(ˆqi,λi · rˆ)(σ1 · rˆ) ×−F11,11k3j3
+ i(ˆqi,λi · qf )(σ2 · ˆ∗qf ,λf )(σ1 · rˆ) ×−F13,13k2j2/r
+ i(ˆqi,λi · qf )(σ1 · ˆ∗qf ,λf )(σ2 · rˆ) ×−F13,13k2j2/r
+ i(ˆqi,λi · qf )(σ1 · σ2)(ˆ∗qf ,λf · rˆ) ×−F13,13k2j2/r
− i(ˆqi,λi · qf)(σ2 · rˆ)(ˆ∗qf ,λf · rˆ)(σ1 · rˆ) ×−F13,13k3j3
− i(σ2 · qi)(σ1 · ˆ∗qf ,λf )(ˆqi,λi · rˆ) ×+F14,11k2j2/r
− i(σ2 · qi)(σ1 · ˆqi,λi)(ˆ∗qf ,λf · rˆ) ×+F14,11k2j2/r
− i(σ2 · qi)(σ1 · rˆ)(ˆqi,λi · ˆ∗qf ,λf ) ×+F14,11k2j2/r
+ i(σ2 · qf)(σ1 · ˆ∗qf ,λf )(ˆqi,λi · rˆ) ×+F13,12k2j2/r
+ i(σ2 · qf)(σ1 · ˆqi,λi)(ˆ∗qf ,λf · rˆ) ×+F13,12k2j2/r
+ i(σ2 · qf)(σ1 · rˆ)(ˆqi,λi · ˆ∗qf ,λf ) ×+F13,12k2j2/r
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+ i(σ2 · qi)(σ1 · rˆ)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F14,11k3j3
− i(σ2 · qf )(σ1 · rˆ)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F13,12k3j3
+ (σ1 · qi)(σ2 · qf )(ˆqi,λi · ˆ∗qf ,λf ) ×+F21,24kj1/r
− (σ1 · qf )(σ2 · qf)(ˆqi,λi · ˆ∗qf ,λf ) ×+F22,22kj1/r
− (σ1 · qi)(σ2 · qi)(ˆqi,λi · ˆ∗qf ,λf ) ×+F23,23kj1/r
+ (σ1 · qf)(σ2 · qi)(ˆqi,λi · ˆ∗qf ,λf ) ×+F24,21kj1/r
− (σ1 · qi)(σ2 · qf)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F21,24k2j2
+ (σ1 · qf)(σ2 · qf )(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F22,22k2j2
+ (σ1 · qi)(σ2 · qi)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F23,23k2j2
− (σ1 · qf )(σ2 · qi)(ˆqi,λi · rˆ)(ˆ∗qf ,λf · rˆ) ×+F24,21k2j2
+ (σ1 · qi)(ˆ∗qf ,λf · qi)(σ2 · ˆqi,λi) ×−F27,23kj1/r
− (σ1 · qf )(ˆ∗qf ,λf · qi)(σ2 · ˆqi,λi) ×−F28,21kj1/r
− (σ1 · qi)(ˆ∗qf ,λf · qi)(σ2 · rˆ)(ˆqi,λi · rˆ) ×−F27,23k2j2
+ (σ1 · qf)(ˆ∗qf ,λf · qi)(σ2 · rˆ)(ˆqi,λi · rˆ) ×−F28,21k2j2
+ (σ2 · qf)(ˆ∗qf ,λf · qi)(σ1 · ˆqi,λi) ×−F21,28kj1/r
− (σ2 · qi)(ˆ∗qf ,λf · qi)(σ1 · ˆqi,λi) ×−F23,27kj1/r
− (σ2 · qf )(ˆ∗qf ,λf · qi)(σ1 · rˆ)(ˆqi,λi · rˆ) ×−F21,28k2j2
+ (σ2 · qi)(ˆ∗qf ,λf · qi)(σ1 · rˆ)(ˆqi,λi · rˆ) ×−F23,27k2j2
+ (σ1 · qi)(ˆqi,λi · qf)(σ2 · ˆ∗qf ,λf ) ×−F21,25kj1/r
− (σ1 · qf )(ˆqi,λi · qf )(σ2 · ˆ∗qf ,λf ) ×−F22,26kj1/r
− (σ1 · qi)(ˆqi,λi · qf )(σ2 · rˆ)(ˆ∗qf ,λf rˆ) ×−F21,25k2j2
+ (σ1 · qf)(ˆqi,λi · qf)(σ2 · rˆ)(ˆ∗qf ,λf rˆ) ×−F22,26k2j2
+ (σ2 · qf)(ˆqi,λi · qf)(σ1 · ˆ∗qf ,λf ) ×−F26,22kj1/r
− (σ2 · qi)(ˆqi,λi · qf )(σ1 · ˆ∗qf ,λf ) ×−F25,21kj1/r
− (σ2 · qf )(ˆqi,λi · qf )(σ1 · rˆ)(ˆ∗qf ,λf rˆ) ×−F26,22k2j2
+ (σ2 · qi)(ˆqi,λi · qf)(σ1 · rˆ)(ˆ∗qf ,λf rˆ) ×−F25,21k2j2
+ (ˆqi,λi · qf )(ˆ∗qf ,λf · qi)(σ1 · σ2) ×+F21,21kj1/r
− (ˆqi,λi · qf)(ˆ∗qf ,λf · qi)(σ1 · rˆ)(σ2 · rˆ) ×+F21,21k2j2
+ i(ˆqi,λi · rˆ)(σ1 · qi)(σ2 · qf)(ˆ∗qf ,λf · qi) ×−F31,34kj1
− i(ˆqi,λi · rˆ)(σ1 · qf)(σ2 · qf)(ˆ∗qf ,λf · qi) ×−F32,32kj1
152 APPENDICE D. CONTRIBUTI DI TIPO (H) IN R-SPACE
− i(ˆqi,λi · rˆ)(σ1 · qi)(σ2 · qi)(ˆ∗qf ,λf · qi) ×−F33,33kj1
+ i(ˆqi,λi · rˆ)(σ1 · qf )(σ2 · qi)(ˆ∗qf ,λf · qi) ×−F34,31kj1
+ i(ˆ∗qf ,λf · rˆ)(σ1 · qi)(σ2 · qf)(ˆqi,λi · qf ) ×−F35,38kj1
− i(ˆ∗qf ,λf · rˆ)(σ1 · qf)(σ2 · qf)(ˆqi,λi · qf) ×−F36,36kj1
− i(ˆ∗qf ,λf · rˆ)(σ1 · qi)(σ2 · qi)(ˆqi,λi · qf ) ×−F37,37kj1
+ i(ˆ∗qf ,λf · rˆ)(σ1 · qf )(σ2 · qi)(ˆqi,λi · qf ) ×−F38,35kj1
+ i(σ2 · rˆ)(σ1 · qi)(ˆ∗qf ,λf · qi)(ˆqi,λi · qf) ×+F31,37kj1
− i(σ2 · rˆ)(σ1 · qf )(ˆ∗qf ,λf · qi)(ˆqi,λi · qf) ×+F32,35kj1
+ i(σ1 · rˆ)(σ2 · qf)(ˆ∗qf ,λf · qi)(ˆqi,λi · qf ) ×+F35,32kj1
− i(σ1 · rˆ)(σ2 · qi)(ˆ∗qf ,λf · qi)(ˆqi,λi · qf ) ×+F37,31kj1
+ (σ1 · qi)(σ2 · qf )(ˆ∗qf ,λf · qi)(ˆqi,λi · qf ) ×+F41,44j0
− (σ1 · qi)(σ2 · qi)(ˆ∗qf ,λf · qi)(ˆqi,λi · qf) ×+F42,42j0
− (σ1 · qf )(σ2 · qf)(ˆ∗qf ,λf · qi)(ˆqi,λi · qf ) ×+F43,43j0
+ (σ1 · qf )(σ2 · qi)(ˆ∗qf ,λf · qi)(ˆqi,λi · qf ) ×+F44,41j0}
.
i Pi(x, y) i Pi(x, y)
41 (1− x− y)2x2 22 (1− x)x
42 (1− x− y)2x(x+ y) 23 (1− x− y)(x+ y)
43 (1− x− y)(1− x)x2 24 (1− x)(x+ y)
44 (1− x− y)(1− x)(x+ y)x 25 (x+ y)x
31 (1− x− y)2x 26 x2
32 (1− x− y)(1− x)x 27 (1− x− y)2
33 (1− x− y)2(x+ y) 28 (1− x− y)(1− x)
34 (1− x− y)(1− x)(x+ y) 11 (1− x− y)
35 (1− x− y)x2 12 (1− x)
36 (1− x)x2 13 x
37 (1− x− y)(x+ y)x 14 (x+ y)
38 (1− x)(x+ y)x 00 1
21 (1− x− y)x
Tabella D.1: Polinomi che entrano in Eq. (D.19).
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