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Resumen
En el presente trabajo se propone un nuevo modelo para la evaluación del riesgo biológico en procesos biofarmacéuticos. La pro-
puesta extiende un modelo existente, aportando como principal novedad el tratamiento de las determinaciones de los niveles de 
consecuencia y probabilidad de riesgo, como problemas de clasificación supervisada. Específicamente, se obtuvieron modelos de 
clasificación basados en árboles de decisión que poseen como ventajas más importantes: 1) un número menor de indicadores 
para la determinación de consecuencias y probabilidades, 2) un orden de medición de los indicadores, basado en la importancia 
de los mismos. Con el objetivo de analizar las bondades del nuevo modelo, se consideraron tres casos de estudio relacionados con 
procesos farmacéuticos reales. En comparación con el modelo anterior, el nuevo ofrece resultados similares, pero facilitando nota-
blemente el proceso de evaluación del riesgo biológico.
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Abstract
A new model for assessing biological risk in biopharmaceutical process is proposed in the present work. This proposal extends an 
existing model including the handling of the consequence and probability levels computations as main novelty, and also as supervised 
classification problems. Specifically, two classification models based on decision trees were obtained, which gives as major advantages: 
1) a lower number of indicators for the determination of consequence and probabilities, and 2) an order of measurement of the related 
indicators. In order to analyze the benefits of the new model, three real pharmaceutical processes were considered as cases studies. 
In comparison with the previous model, the new one offers similar results, but significantly facilitating the biological risk assessment 
process. 
Keywords: Biological risk assessment, Biopharmaceutical processes, Decision trees.
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I. INTRODUCCIÓN
En la actualidad, el empleo de agentes biológicos continúa 
siendo un tema de interés mundial debido al incremento 
de las enfermedades emergentes y reemergentes. De ello 
se deriva que todas las organizaciones que manipulen 
estos agentes, incluyendo materiales biológicos que 
pueden contenerlos, deben controlarlos de manera 
efectiva. En este escenario se encuentran representadas 
las entidades que ejecutan procesos biofarmacéuticos, 
en las que está presente el riesgo biológico. 
La evaluación de este riesgo es un proceso de vital 
importancia para la toma de decisiones, la planificación 
y las actividades preventivas en materia de seguridad 
biológica. Existen diferentes métodos para evaluar el 
mismo que son seleccionadas teniendo en cuenta el 
objetivo que persigue la investigación y la experiencia de 
los investigadores en el tema, como por ejemplo (Jarne 
& Ferrarotti, 2003) y (Benavent, LLorca, Laborda, 
& Soto, 2004). Estos métodos en sentido general se 
realizan sobre la base de las políticas de seguridad y 
salud y seguridad biológica de cada país.  En el contexto 
particular de Cuba, cada entidad con riesgos biológicos 
asociados aplica metodologías diferentes, pero no se 
establecen estándares para su ejecución. 
Más recientemente, (Cobos, Vázquez, Cedeño, & 
Rodríguez, 2009) propone una metodología para la 
evaluación del riesgo biológico, sustentada en la base 
legal vigente en Cuba en materia de seguridad biológica, 
y ajustada a las características de cada entidad con 
este tipo riesgo. No obstante de estos beneficios, dicha 
metodología puede ser objeto de mejora, especialmente 
en el análisis y comprensión de los resultados. 
En este sentido, la presente investigación propone 
un nuevo enfoque para la evaluación del riesgo biológico 
basado en árboles de decisión. Los árboles de decisión son 
paradigmas computacionales que han sido ampliamente 
estudiados en los ámbitos de la Minería de Datos y 
Descubrimiento de Conocimiento (Ian H. Witten, Eibe 
Frank, Mark A. Hall, & Christopher J. Pal, 2017). En el 
caso particular de la investigación, se obtuvieron dos 
árboles de decisión a partir del algoritmo C4.5 (Quinlan, 
1993), los cuales arrojaron como principales ventajas: 1) 
un número menor de indicadores para la determinación 
de consecuencias y probabilidades, 2) un orden de 
medición de los indicadores, basado en la importancia 
de los mismos. Con el objetivo de analizar las bondades 
del nuevo modelo, se consideraron tres casos de estudio 
relacionados con procesos biofarmacéuticos reales.
II. DESARROLLO
1. Trabajos relacionados
Actualmente, existen diversas metodologías para la 
evaluación del riesgo biológico que han sido aplicadas 
con éxito en diferentes escenarios. A continuación, 
se brinda una revisión de las metodologías más 
importantes que se relacionan con el tema de la presente 
investigación.
El método argentino BioRiM realizado en 2003 por 
(Jarne & Ferrarotti, 2003) se basa en las características 
intrínsecas que poseen los agentes biológicos, el tipo de 
proceso desarrollado, el área de trabajo, la duración y 
la frecuencia con que se llevan a cabo dichos procesos. 
Este método fue empleado por (Cedeño, 2010) para 
la evaluación del riesgo biológico en el proceso de 
diagnóstico de la tuberculosis humana con excelentes 
resultados.
Otro método empleado para la evaluación del riesgo 
biológico es Biogaval de procedencia española realizado 
en el 2004 por (Benavent et al., 2004). Su propósito es 
proporcionar al técnico de prevención un instrumento 
útil y práctico para valorar el riesgo biológico, así 
como para orientarlo en la priorización de las medidas 
preventivas y de control. Todo ello con una inversión de 
tiempo y dinero relativamente pequeña, especialmente 
cuando se tiene una cierta práctica en su manejo. Consta 
de los siguientes aspectos: determinación de los puestos 
a evaluar, identificación del agente biológico implicado, 
cuantificación de las variables determinantes del riesgo, 
medidas higiénicas adoptadas, cálculo del nivel de 
riesgo biológico e interpretación de los niveles de riesgo 
biológico. Este método quedó experimentalmente 
validado con un adecuado nivel de confianza, y fue 
aplicado por (Vázquez, 2011) para evaluar la exposición 
al riesgo biológico de los trabajadores del laboratorio 
clínico y microbiológico del hospital Dr. Gustavo 
Aldereguia Lima y sobre esta base se propuso un plan de 
acción. Los resultados fueron positivos en términos de 
prevención de riesgos.
Por su parte, (Cobos et al., 2009) desarrolló una 
metodología para la evaluación del riesgo biológico 
conformada por 9 pasos: 
1) Identificación del proceso con riesgo y del material 
manipulado, 
2) caracterización de algunos agentes orgánicos 
presentes en el material identificado, 
3) clasificación del área según nivel de bioseguridad, 
4) verificación del cumplimiento de los principios 
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básicos de bioseguridad según el nivel de la misma, 
5) identificación de los peligros biológicos, 
6) identificación de las causas específicas que provocan 
los peligros del paso 5), 
7) estimación de consecuencias, 
8) estimación de probabilidades, y 
9) determinación de la magnitud del riesgo.
La implementación de esta metodología para la 
evaluación del riesgo biológico se realizó mediante un 
procedimiento de normalización de operación (PNO) 
que integra seguridad y salud con bioseguridad para 
lograr una mejor gestión de los riesgos biológicos 
presentes en las entidades con este tipo de riesgo. Esta 
metodología se ha aplicado en el Centro de Inmunología 
y Biopreparados desde el 2009 y en el 2012 se 
comienza a aplicar en el Centro para la Investigación y 
Rehabilitación de las Ataxias Hereditarias como parte 
de los resultados a generalizar de esta investigación. 
Dentro de esta metodología, para la estimación 
de consecuencias y probabilidades se emplearon los 
aspectos que se observan en las tablas de los Anexos 1 y 
2. Una vez determinado consecuencias y probabilidades, 
se estimó el riesgo empleando la tabla que se muestra en 
el Anexo 3. En sentido general estos pasos de resumen 
en la Figura 1.
Figura 1. Metodología para la evaluación del riesgo biológico 
(Cobos et al., 2009)
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La aplicación del aprendizaje automatizado en la 
evaluación de riesgos (Zio, 2018) es un tema aún en 
desarrollo. El aprendizaje automatizado o Machine 
Learning es una rama de la Inteligencia Artificial 
cuyo objetivo es desarrollar técnicas que permitan 
aprender a las computadoras. De forma más concreta, 
se trata de crear programas capaces de generalizar 
comportamientos a partir de una información no 
estructurada suministrada en forma de ejemplos 
(Shalev-Shwartz & Ben-David, 2014).
En el caso particular del ámbito médico y 
biofarmacéutico, sobresale la investigación de 
(Chazard, Preda, Merlin, Ficheur, & Beuscart, 
2009), en la que se emplean árboles de decisión para 
identificar situaciones que puedan derivar en riesgo de 
reacciones adversas de medicamentos. En la obtención 
del modelo se tuvieron en cuenta 10500 registros de 
pacientes de Dinamarca y Francia, para generar 500 
reglas. 
En (Hathout & Metwally, 2016), los autores 
emplearon un algoritmo de aprendizaje automatizado 
para modelizar la carga de fármacos en nano-
partículas de lípidos sólidos. Concretamente, aplicaron 
un proceso Gaussiano para correlacionar descriptores 
de los medicamentos.
La investigación desarrollada por (Revuelta-
Zamorano et al., 2016) permitió obtener un modelo 
predictivo para  identificar las infecciones asociadas 
a la asistencia sanitaria (HAIS) en una unidad de 
cuidados intensivos (UCI). Variables como la edad, 
la duración de la estadía, la cama donde se alojó el 
paciente y el mes de ingreso constituyeron los factores 
de riesgo más relevantes para predecir HAIS en la UCI 
que fue objeto de estudio.
Una revisión crítica sobre el desarrollo de 
modelos predictivos y dinámicos usando métodos de 
aprendizaje automático en la medicina fue llevada 
a cabo por (Alanazi, Abdullah, & Qureshi, 2017). 
Los autores reconocen el papel de los algoritmos de 
aprendizaje automatizado en diversos ámbitos de la 
medicina.
(Krämer, Schreyögg, & Busse, 2017) desarrollaron 
un modelo para clasificar las admisiones de pacientes 
hospitalizados según el diagnóstico primario: 
atención de emergencia o de atención programada. 
Particularmente, se predice el nivel de urgencia como 
un valor numérico. En el contexto de la oncología, 
(Lötsch et al., 2018) emplearon un algoritmo 
clasificador de aprendizaje automatizado para predecir 
la ausencia o no, de dolor después de una cirugía de 
cáncer de mama.
El aprendizaje automatizado ha impactado otros 
escenarios de la sociedad moderna actual,  algunos 
ejemplos son las investigaciones desarrolladas por 
(Ranginkaman, Kazemi Kordestani, Rezvanian, 
& Meybodi, 2014) y (Sikora, Krzystanek, Bojko, 
& Śpiechowicz, 2011). En la primera, se realiza 
un diagnóstico del drenaje en zonas costeras de 
Irán mediante el uso de métodos geoestadísticos, 
máquinas de soporte vectorial (SVM) (Campbell & 
Ying, 2011) en conjunto con un sistema de inferencia 
adaptativa neuro-difusa (ANFIS) (Abraham, 2005). 
En la segunda investigación, se aplica modelos de 
aprendizaje automatizado para describir y estimar 
en línea, el riesgo de contaminación por metano en 
minas. 
1. Modelo propuesto
El modelo propuesto extiende al presentado por 
(Cobos et al., 2009), explicado en la sección anterior. 
Básicamente las principales diferencias radican en:
1. Uso de variables nominales, en lugar de variables 
numéricas, para definir los indicadores,
2. un árbol de decisión, para la determinación de 
los niveles de consecuencias y probabilidades, en 
lugar de la suma de los valores de los indicadores.
Para lograr la primera contribución se hizo 
corresponder a cada valor numérico del modelo de 
(Cobos et al., 2009), un valor nominal equivalente, 
como se muestra en la Tabla 1. El objetivo es facilitar 
el proceso de medición por parte de los especialistas. 
Nótese en este sentido que los valores nominales 
empleados resultan suficientemente intuitivos y por 
tanto, fáciles de establecer.
En relación a los árboles de decisión que 
determinan los niveles de consecuencia y probabilidad, 
se obtuvieron a partir de la aplicación de técnicas 
del Aprendizaje Automatizado. Específicamente 
se trataron ambos procesos, como problemas de 
Clasificación Supervisada , resueltos por el algoritmo 
C4.5 (Quinlan, 1993). El método utilizado es una 
implementación libre, incluida en la software Weka 
(Ian H. Witten et al., 2017).
Dado que, en ambos casos, se pueden generar 
todas las posibles combinaciones de valores para los 
indicadores, se procedió a utilizarlos como conjuntos 
1 En este tipo de problema, se genera un modelo de clasificación a partir de casos previamente clasificados.
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de datos de entrada para el algoritmo C4.5. Como 
consecuencia, es de esperar que los árboles de decisión 
generados tengan una gran similitud con los resultados 
del modelo de (Cobos et al., 2009).
Factor a determinar Indicador
Valor numérico según 
Cobos et al. (Cobos et al., 
2009)
Valor nominal propuesto
Consecuencia Grupo de riesgo 1 Grupo I
2 Grupo II
3 Grupo III
Volumen de trabajo (Tamaño de la muestra) 1 Bajo
2 Alto
Daños al individuo 1 Bajo
2 Moderado
3 Alto
Daños a la comunidad 1 Bajo
2 Alto
Tratamiento eficaz (¿Existe tratamiento?) 1 Sí
2 No
Medidas de emergencia (¿Plan de contingencia?) 1 SI
2 No










Cantidad de trabajadores expuestos 1 Pocos
2 Muchos








Niveles de inmunidad del personal (¿Inmunidad?) 1 SI
2 No
Tabla 1. Propuesta de correspondencia entre valores numéricos y valores nominales.
Figura 2. Árbol de decisión obtenido por el algoritmo C4.5 para la determinación del nivel de consecuencia.
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Por otro lado, el árbol de decisión correspondiente 
a la determinación del nivel de probabilidad, se 
muestra en la Figura 3. En esta ocasión se alcanza 
un 83,3% de similitud con respecto al modelo 
original. Sin embargo, al igual que el caso anterior, 
el algoritmo C4.5 ha generado el árbol sin tener en 
cuenta determinados indicadores: Experiencia previa, 
e Inmunidad. Igualmente resulta interesante como 
en el caso de un valor Alto para el indicador Nivel 
de exposición, frecuencia y duración, se concluye 
directamente que la probabilidad es Media.
Finalmente, es importante mencionar que la 
manera en que el modelo propuesto evalúa al riesgo, 
es la misma que en el modelo original (Cobos et al., 
2009) (véase Anexo 3).
2. Resultados y discusión
En este apartado se estudia la aplicabilidad del modelo 
propuesto. Primer lugar, se describen los casos de 
En particular, el árbol correspondiente a la 
determinación de las consecuencias, mostrado por la 
Figura 2, clasifica los niveles de consecuencia de manera 
idéntica al modelo original. Sin embargo, como se 
aprecia en la propia Figura 2, este árbol ya no tiene en 
cuenta a los indicadores: Daños al individuo y Daños a la 
comunidad y el medio ambiente. Esto se debe a que estos 
indicadores están estrechamente relacionados con el 
indicador Grupo de riesgo, de manera que la información 
que pudieran aportar estos, resulta redundante para los 
Figura 3. Árbol de decisión obtenido por el algoritmo C4.5 para la determinación del nivel de probabilidad.
efectos de la determinación de la consecuencia. Por tal 
motivo, el algoritmo C4.5 no los considera relevantes. 
Asimismo, el árbol propone un orden para la obtención 
de los indicadores, y las ramas poseen longitudes 
diferentes. Esto implica que la determinación final 
del nivel de consecuencia no sigue los mismos pasos 
en todos los casos. Por ejemplo, cuando el Grupo de 
riesgo es el Grupo I, directamente el resultado es una 
consecuencia Baja, sin importar que valores tienen el 
resto de los indicadores.
estudios seleccionados, los cuales corresponden a 
tres procesos biofarmacéuticos reales. Más adelante, 
se realiza una comparación entre el modelo de (Cobos 
et al., 2009), y el propuesto.
Descripción de los casos de estudio
Los procesos seleccionados a continuación  pertenecen 
al Centro de Inmunología y Biopreparados de Holguín 
(Cuba). En cada proceso existen riesgos asociados, 
los cuales se han identificado siguiendo la notación 
“CEn.m”, donde “n” es el número del proceso y “m” el 
del riesgo asociado.
1) Esterilidad de la Sangre bovina. Dedicado a 
la siembra de una muestra representativa de esta 
materia prima en medios de enriquecimiento, y 
Agar Triptona Soya para comprobar la esterilidad 
de la sangre. Este ensayo se realiza en un área 
controlada, donde el personal está en contacto con 
material biológico que puede estar contaminado. 
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El tiempo de incubación de las muestras varía en 
dependencia de la materia prima y el producto 
final que se esté ensayando. Los riesgos asociados 
son los siguientes:
• Contaminación por vertimiento de líquidos 
infecciosos (CE1.1).
• Contaminación por salpicaduras de líquidos 
infecciosos (CE1.2).
• Contaminación por cristalería rota contaminada 
(CE1.3).
• Contaminación por exposición a aerosoles 
(CE1.4).
2) Límite Microbiano. Ensayo microbiológico 
en áreas controladas, que se le realiza al Trofin-
Vital como producto final. Este ensayo se realiza 
en un área controlada, donde el personal está 
en contacto con material biológico que puede 
estar contaminado. Con este análisis se obtiene 
una cuenta de bacterias y de hongos, así como la 
determinación de patógenos del producto final. 
Los riesgos asociados son los siguientes:
• Contaminación por salpicaduras de líquidos 
infecciosos (CE2.1).
• Contaminación por cristalería rota contaminada 
(CE2.2).
• Contaminación por exposición a aerosoles 
(CE2.3).
3) Producción de Trofin-Vital. Proceso 
tecnológico del Trofin-Vital. El grupo de trabajo 
está en contacto con material biológico, que ya 
se encuentra liberado por calidad. Después de 
conjunto de etapas (Hidrólisis y Mezcla final), 
se obtienen 527 frascos del producto mediante 
llenado manual. En este caso, los riesgos asociados 
presentes son:
• Contaminación por vertimiento de líquidos 
infecciosos (CE3.1).
• Contaminación por salpicaduras de líquidos 
infecciosos (CE3.2).
• Contaminación por cristalería rota contaminada 
(CE3.3).
• Contaminación por exposición a aerosoles 
(CE3.4).
4) Obtención de Sangre bovina. Se realiza en 
los mataderos del municipio donde el grupo de 
materias primas, plenamente capacitado, extrae 
generalmente de 4 a 6 botellones de sangre 
bovina que conforman el lote. Esta operación se 
realiza tomando medidas asépticas para evitar 
desde la base, la contaminación del producto, que 
dentro de los requisitos de calidad tiene que ser 
una materia prima estéril para la producción de 
Trofin-Vital. Riesgos asociados:
• Contaminación por salpicaduras de líquidos 
infecciosos (CE4.1).
• Contaminación por pinchazos con agujas 
contaminadas (CE4.2).
• Contaminación por objetos corto punzantes 
contaminados (CE4.3).
• Contaminación por cristalería rota contaminada 
(CE4.4).
• Contaminación por exposición a aerosoles 
(CE4.5).
Los resultados de la aplicación del modelo 
propuesto y su comparación con el modelo de Cobos 
(Cobos et al., 2009), se aprecian en la Tabla 2. Se puede 
apreciar que el modelo generado automáticamente 
por el algoritmo C4.5 (J48) resulta muy similar 
al anterior. Específicamente, obsérvese que las 
predicciones realizadas por el modelo propuesto no 
subestiman a las del modelo anterior. Por ejemplo, en 
los riesgos C3.1-C3.3 y C4.1-C4.4, cuando el modelo 
de Cobos et al. obtiene un nivel de riesgo Trivial o 
Tolerable, el modelo propuesto predice Tolerable y 
Moderado respectivamente. En otras palabras, se ha 
obtenido un modelo muy similar al anterior, pero más 
conservador en cuanto a las predicciones que genera. 
Dado que el objetivo del modelo es contribuir a mitigar 
el riesgo biológico en procesos biofarmacéuticos, 
el hecho de que sea ligeramente conservador puede 
verse como un beneficio.
Sobre la posible difusión del modelo propuesto
Una interrogante que surge al crear un nuevo modelo 
que explique o ayude a decidir en un proceso como 
el que ocupa a la presente investigación es: ¿cómo 
aprovecharlo en escenarios reales? Téngase en cuenta 
que, aunque el modelo propuesto fue validado con el 
objetivo de compararlo con un modelo anterior, esto 
no significa que se pueda explotar eficientemente en 
entornos reales. Una posible respuesta a esta cuestión 
se puede encontrar en el ámbito de la automatización 
de procesos de gestión con el uso de las tecnologías 
de la información y la comunicación (TICs). Dado que 
el modelo obtenido tiene forma de árbol de decisión, 
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bastaría con incluirlo en un software que sea accesible 
por los especialistas que trabajan en procesos 
biofarmacéuticos con presencia de riesgo biológico. 
Lo anterior resultaría de gran utilidad práctica para 
dichos especialistas, a la vez que se logra difundir y 
aplicar los beneficios del modelo de manera efectiva.
Tecnológicamente hablando, en la actualidad 
existen varias opciones para conseguir dicho objetivo. 
Una de ellas es llevar el problema a RapidMiner 
(Hofmann & Klinkenberg, 2013), a una herramienta 
similar a Weka, con el objetivo de exportar el modelo 
encontrado a un formato estándar de representación de 
modelo de datos. Precisamente, uno de los estándares 
más empleados es el denominado Predictive Model 
Markup Language (PMML) (Guazzelli, Lin, & Jena, 
2012). Este estándar permitiría posteriormente la 
fácil inclusión del modelo en algún software que 
asista la toma de decisiones al especialista. 
III. CONCLUSIONES
El modelo propuesto facilita el proceso de 
determinación de consecuencias y probabilidades, 
debido al empleo de valores nominales fáciles 
de establecer, y el uso de una menor cantidad de 
indicadores.
Aunque el modelo posee diferencias con 
el modelo previo (Cobos et al., 2009), las 
predicciones realizadas por éste, no subestiman 
a las del segundo; con lo cual, se logra un más 
modelo conservador. En la opinión de los autores 
de la presente investigación, esta característica es 
importante en modelos de decisión que predicen 
riesgos.
Las reglas generadas por los árboles de 
decisión obtenidos, pueden ser incluidas en un 
sistema de apoyo a la toma de decisiones, con el 
Caso estudio
Modelo de Cobos et al.(Cobos et al., 2009) Modelo propuesto
Consecuencia Probabilidad Riesgo Consecuencia Probabilidad Riesgo
CE1.1 Media Baja Tolerable Media Baja Tolerable
CE1.2 Media Baja Tolerable Media Baja Tolerable
CE1.3 Media Baja Tolerable Media Baja Tolerable
CE1.4 Media Media Moderado Media Media Moderado
CE2.1 Baja Baja Trivial Baja Baja Trivial
CE2.2 Baja Baja Trivial Baja Baja Trivial
CE2.3 Baja Media Tolerable Baja Media Tolerable
CE3.1 Baja Baja Trivial Baja Media Tolerable
CE3.2 Baja Baja Trivial Baja Media Tolerable
CE3.3 Baja Baja Trivial Baja Media Tolerable
CE3.4 Baja Media Tolerable Baja Media Tolerable
CE4.1 Media Baja Tolerable Media Media Moderado
CE4.2 Media Baja Tolerable Media Media Moderado
CE4.3 Media Baja Tolerable Media Media Moderado
CE4.4 Media Baja Tolerable Media Media Moderado
CE4.5 Media Media Moderado Media Media Moderado
Tabla 2. Comparación entre los modelos de (Cobos et al., 2009), y el propuesto
Fuente: Elaboración Propia
objetivo de guiar al especialista en la evaluación 
del riesgo y que pueda contribuir a la protección 
del trabajador, la comunidad y el medio ambiente. 
Esto sería posible en un futuro cercano gracias a 
las tecnologías disponibles actualmente para el 
manejo y exportación de modelos de análisis de 
datos.
Dado el carácter general de los indicadores que 
definen al modelo, los resultados obtenidos en esta 
investigación pueden extenderse a otros escenarios 
que involucren riesgo biológico, particularmente 
en las instalaciones de salud que empleen un 
enfoque similar.
Como principales trabajos futuros se avizoran 
los siguientes: 1) incluir el modelo en una aplicación 
informática que esté más cercana al usuario final 
(especialista), y 2) optimizar el modelo aplicando 
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alguna técnica de computación inteligente, 
por ejemplo, con auto-adaptación (P. Novoa-
Hernández et al., 2016; Pavel Novoa-Hernández, 
Corona, & Pelta, 2015).
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