




system for the fast recording 
of the ocular fundus 
 
  Tommaso Alterini 
 
 
ADVERTIMENT La consulta d’aquesta tesi queda condicionada a l’acceptació de les següents 
condicions d'ús: La difusió d’aquesta tesi per mitjà del repositori institucional UPCommons       
(http://upcommons.upc.edu/tesis)  i el repositori  cooperatiu TDX   ( h t t p : / / w w w . t d x . c a t / ) ha 
estat autoritzada pels titulars dels drets de propietat intel·lectual únicament per a usos privats  
emmarcats en activitats d’investigació i docència. No s’autoritza la seva reproducció amb finalitats 
de lucre ni la seva difusió i posada a disposició des d’un lloc aliè al servei UPCommons o TDX. 
No s’autoritza la presentació del seu contingut en una finestra o marc aliè a UPCommons 
(framing). Aquesta reserva de drets afecta tant al resum de presentació de la tesi com als seus 
continguts. En la utilització o cita de parts de la tesi és obligat indicar el nom de la persona autora. 
  
 
ADVERTENCIA La consulta de esta tesis queda condicionada a la aceptación de las siguientes 
condiciones de uso: La difusión de esta tesis por medio del repositorio institucional UPCommons 
(http://upcommons.upc.edu/tesis) y el repositorio cooperativo TDR (http://www.tdx.cat/?locale- 
attribute=es) ha sido autorizada por los titulares de los derechos de propiedad intelectual 
únicamente para usos privados enmarcados en actividades de investigación y docencia. No  
se autoriza su reproducción con finalidades de lucro ni su difusión y puesta a disposición desde  
un sitio ajeno al servicio UPCommons No se autoriza la presentación de su contenido en una 
ventana o marco ajeno a UPCommons (framing). Esta reserva de derechos afecta tanto al 
resumen de presentación de la tesis como a sus  contenidos. En la utilización o cita de partes     
de la tesis  es obligado  indicar  el nombre de la persona autora.  
 
 
WARNING On having consulted this thesis you’re accepting the following use conditions: 
Spreading this thesis by the institutional repository UPCommons (http://upcommons.upc.edu/tesis) 
and the cooperative repository TDX (http://www.tdx.cat/?locale- attribute=en) has been authorized 
by the titular of the intellectual property rights only for private uses placed in investigation and 
teaching activities. Reproduction with lucrative aims is not authorized neither its spreading nor 
availability from a site foreign to the UPCommons service. Introducing its content in a window or 
frame foreign to the UPCommons service is not authorized (framing). These rights affect to the 
presentation summary of the thesis as well as to its contents. In the using or citation of parts of the 







FOR OBTAINING THE DOCTORAL DEGREE 
IN THE FIELD OF OPTICAL ENGINEERING FROM THE 
UNIVERSITAT POLITÈCNICA DE CATALUNYA  
UPC-BARCELONATECH 
 
DEPARTMENT OF OPTICS AND OPTOMETRY 
 
HYPERSPECTRAL IMAGING SYSTEM FOR THE 




PROF. DR. MERITXELL VILASECA RICART 
DR. FERNANDO DÍAZ DOUTÓN 
























“Feina de formiga, força d’elefant” 
Lema dels Castellers de Sants 
“Antlike work, elephant’s strength” 
















Structural unit in charge of the programme 
 
     Decision of the committeei 
In a meeting with the examination committee convened for this purpose, the doctoral candidate 
presented the topic of his/her doctoral thesis entitled________________________    
_________________________________________________________________________.
Once the candidate had defended the thesis and answered the questions put to him/her, the 
examiners decided to award a mark of: 
              FAIL              PASS                 GOOD             EXCELLENT 




































The votes of the members of the examination committee were counted by the Standing 
Co mittee of the Doctoral School, and the result is to award the CUM LAUDE DISTINCTION: 





Academic year: Assessment results for the doctoral thesis 
 
















International doctorate mention  
As the secretary of the examination committee, I hereby state that the thesis was partly (at 
least the summary and conclusions) written and presented in a one of the languages 
commonly used in scientific communication in the relevant field of knowledge, which must 
not be an official language of Spain. This rule does not apply to stays, reports and experts 
from a Spanish-speaking country. 
 
  














Dr. Meritxell Vilaseca Ricart, full professor at the Universitat Politècnica de Catalunya (UPC), 




that the work reported in the thesis entitled 
 
HYPERSPECTRAL IMAGING SYSTEM FOR THE FAST RECORDING OF THE OCULAR FUNDUS 
 
which is submitted by Tommaso Alterini in fulfilment of the requirements for the degree of 
Doctor by the Universitat Politècnica de Catalunya (UPC) has been carried out under our 





_________________________________                   ___________________________________                      











Table of Contents 
List of Figures ....................................................................................................................................................... 9 
List of Tables ....................................................................................................................................................... 19 
Abstract ................................................................................................................................................... 21 
1 Introduction .................................................................................................................................... 22 
2 State of the art ................................................................................................................................ 26 
2.1 Color vision and color imaging theory ................................................................................................. 26 
2.2 Spectral imaging systems .................................................................................................................... 27 
2.2.1 Light sources and filters .................................................................................................................. 30 
2.2.2 Imaging sensors .............................................................................................................................. 31 
2.2.3 Biomedical applications of spectral imaging systems .................................................................... 33 
2.3 Retinal imaging .................................................................................................................................... 36 
2.3.1 Modern systems for retinal imaging ............................................................................................... 37 
2.3.2 Fundus Camera (retinograph) ......................................................................................................... 40 
3 Fundus camera prototype ................................................................................................................ 59 
3.1 Optical design ...................................................................................................................................... 59 
3.1.1 Detection ......................................................................................................................................... 59 
3.1.2 Illumination system ......................................................................................................................... 64 
3.1.3 Simulations on the integrated system and removal of ghost images ............................................ 68 
3.2 Experimental set-up ............................................................................................................................. 70 
3.2.1 Illumination and detection ............................................................................................................. 71 
3.2.2 System control: Electronics and software ...................................................................................... 77 
3.3 System characterization ...................................................................................................................... 80 
3.3.1 Optical characterization .................................................................................................................. 81 
3.3.2 Spectral and radiometric characterization ..................................................................................... 87 
3.3.3 System repeatability ....................................................................................................................... 93 









4 Clinical study, image processing and spectral analysis ...................................................................... 103 
4.1 Clinical study ...................................................................................................................................... 103 
4.2 Image processing ............................................................................................................................... 105 
4.3 Spectral analysis ................................................................................................................................ 111 
5 Results ........................................................................................................................................... 114 
5.1 Analysis of healthy eyes ..................................................................................................................... 114 
5.1.1 Analysis of healthy ocular fundus structures ................................................................................ 117 
5.1.2 Summary ....................................................................................................................................... 125 
5.2 Analysis of diseased eyes ................................................................................................................... 127 
5.2.1 ARMD and other maculopathies................................................................................................... 128 
5.2.2 Optic disk drusen .......................................................................................................................... 146 
5.2.3 Glaucoma ...................................................................................................................................... 149 
5.2.4 Choroidal tumors .......................................................................................................................... 152 
5.2.5 Photocoagulation .......................................................................................................................... 156 
5.2.6 Summary ....................................................................................................................................... 158 
6 Conclusions .................................................................................................................................... 161 
7 Future work ................................................................................................................................... 167 
8 Publications and conference presentations...................................................................................... 169 
9 Bibliography ................................................................................................................................... 171 
Acknowledgments ................................................................................................................................... 182 
Appendix A ............................................................................................................................................. 186 
Appendix B ............................................................................................................................................. 188 











List of Figures 
Figure 1.1: Principal structures of the eye. ______________________________________________________ 22 
Figure 1.2: a) Common color fundus image, centered at the fovea. b) OCT image of the retinal section underlined 
by the green arrow in the fundus image a), adapted from [2]. ______________________________________ 23 
Figure 1.3: his imaging a) vs. color imaging b), adapted from [11]. __________________________________ 24 
Figure 2.1: a) Color results from the interaction of a light source, the light reflected (or transmitted or emitted) by 
an object and the cone sensitivities. b) Normalized spectral sensitivity curves of the three different types of cones, 
(l=long, m=medium, s=short wavelength cones) responsible of the photopic vision, [17]. _________________ 26 
Figure 2.2: a) Layout of the hyperspectral datacube and b) spectral curve corresponding to a pixel [28].  _____ 28 
Figure 2.3: Spectral imaging optical methods: a) whiskbroom, b) pushbroom, c) staring and d) snapshot, [29].  29 
Figure 2.4: a) Schematic diagram of the layout of a hyperspectral confocal microscope, b) hyperspectral image of 
2.3 µm diameter silica microspheres labeled on their surface with four different fluorescent compounds. The raw 
emission spectra of the five compounds are shown in the inset, with the arrows indicating the microsphere from 
which each spectrum was obtained, [37]. ______________________________________________________ 33 
Figure 2.5: a) Handheld HSI system for the analysis of skin cancer lesions and b) 4 spectral images of a benign 
lesion (common nevus) acquired with the system, adapted from [26]. ________________________________ 35 
Figure 2.6: a) The Image Mapping Spectrometer (IMS) system layout. Three different raw images are shown 
corresponding to a set-up in which the lorikeet is being imaged in different manners: through the full system, 
without the prism, and replacing the lorikeet with a spatially uniform object; adapted from [27]. __________ 35 
Figure 2.7: a) Image of the optical lens composition (top) used to image 18 copies of the sampled scene (bottom), 
[47]. b) 18 spectrally resolved images of a skin wound used to analyze the oxygenation levels of the tissue [48].
________________________________________________________________________________________ 36 
Figure 2.8: a) Standard OCT optical layout based on a low time-coherence Michelson interferometer and b) 
common OCT 2D images of a healthy retina (foveal region) showing its principal layers, adapted from [56]. _ 38 
Figure 2.9: a) cSLO basic principle and set-up composed by an x-y scanning system, the confocal pinhole, the laser 
light source and the detector, [1], b) fluorescein angiogram with fundus camera (left) and with cSLO (right), and 
c) axial optical sectioning effect in the cSLO images. All three images are taken at the same wavelength. Focus is 
on the elevated optic disk on the left image. Tonality changes as focus is shifted towards the retinal surface, [59].
________________________________________________________________________________________ 39 
Figure 2.10: a) Retinal imaging layout that makes use of adaptive optics in order to correct the ocular wave front 
and increase the image quality, [61] and b) series of images of the same retinal area without (left) and with 
adaptive optics (center, right), [60]. ___________________________________________________________ 40 
Figure 2.11:  Optical principle of geometric pupil separation, [1]. ____________________________________ 41 
Figure 2.12: Principal strategies used to illuminate the retina. a) The division is achieved with a tilted mirror that 
decouples the illumination and detection optical axes. b) Maxwellian view: the retina is illuminated with a shaped 









Figure 2.13: Schematic representation of the ring shaped illumination and the geometrical separation with the 
detection at the pupil, from two different views: a) front view at the illumination focus plane at the anterior 
segment, adapted from [50]; and b) top view, adapted from [70]. Some parameters used to characterize a fundus 
camera are shown. β: illumination cone angle before the cornea. γ: illumination cone angle after eye optical 
surfaces. FOV (α): illuminated FOV. Ri, RL, RO: imaging pupil radius, internal and external radius of the illumination 
area, respectively. pr: pupil radius. ____________________________________________________________ 43 
Figure 2.14: a) External and b) internal illumination designs for fundus cameras, adapted from [49]. _______ 44 
Figure 2.15: Layout of a commercial fundus camera set-up by Carl Zeiss Meditec, [1]. ___________________ 45 
Figure 2.16: a) Spectral transmittance of the eye at different axial locations, [1] and b) spectral reflectance of the 
retina for dark-pigmented (DP) and light-pigmented (LP) subjects (log scale), [65]. ______________________ 47 
Figure 2.17: a) NFL reflectance spectrum based on experimental results from two different sampled zones on the 
retina, [77]; b) Spatial profiles at five different wavelengths showing the Stiles–Crawford effect. Solid lines depict 
Gaussian fits [75]. _________________________________________________________________________ 47 
Figure 2.18 : a) Spectra of lutein and zeaxanthin in ethanol, which illustrate the characteristic differences in the 
absorption properties of the two carotenoids,  [87]. b) UV/VIS excitation, absorption and emission spectra of A2E 
(major fluorophore of lipofuscin) in methanol, [88]. c) Absorption spectra of some substances of the ocular fundus, 
[75]. ____________________________________________________________________________________ 48 
Figure 2.19 : Oxygenated (red) and de-oxygenated (blue) hemoglobin spectral absorption curves from 480 – 700 
nm in a), and from 670 – 1040 nm in b). Common wavelengths used to provide oxygenation maps of the ocular 
fundus are highlighted with red (583 nm in a and 762 nm in b) and blue (590 nm in a and 810 nm in b) vertical 
lines, adapted from [53]. ____________________________________________________________________ 49 
Figure 2.20: a) Retinal image of an eye with a wedge-shaped defect in the NFL [105]; b) diagnosis based on OCT 
and fundus camera optic nerve head analysis. On the left, an individual OCT radial scan and a fundus image 
acquired with a Carl Zeiss OCT system are shown. On the right, composite diagram of the optic nerve head 
analysis. The yellow line indicates the position of the selected individual scan, [1]. ______________________ 50 
Figure 2.21 : a) Fundus image of patient with ARMD (left) and fundus autofluorescence image to identify 
pigmentary changes and choroidal neovascular formations (right), [68]; b) illustration of various lesions 
(hemorrhage and drusen (exudates)) on a retina with diabetic retinopathy, [110]. ______________________ 51 
Figure 2.22: : ICG images: a) Image acquired with a green filter of an eye with a large sub-retinal hemorrhage, 
and b) fluorescence image acquired with a NIR filter (835 nm) that reveals a sub-hemorrhage of the choroidal 
vessels, [68]. _____________________________________________________________________________ 52 
Figure 2.23: Common artifacts in OCT images caused by the intrinsic properties of the eye: a) media opacity 
causing artifacts, b) blurred layer visualization in highly myopic eyes, which can lead to errors in their 
segmentation , d) inner retinal vessels causing artifacts (green lines), [115]. ___________________________ 53 
Figure 2.24: a) Amelanotic and b) melanocytic nevus, [119]. Images show that there is a difference in the 
reflectivity and the shadowing depending on the lesion etiology (a complete table of differences in reflectivity can 
be found in [119]). _________________________________________________________________________ 54 
Figure 2.25: a) Layout of a whiskbroom system for retinal reflectance measurement, and b) reflectance spectra 
from the nasal fundus (N), the perifovea (P), and the fovea (F) for five subjects with different degrees of ocular 









Figure 2.26: a) Experimental set-up of the fundus pushbroom reflectometer, and b) local distribution of the 
reflectance spectra from blood vessels (top) and spectra from an artery (black) and a vein (grey) (bottom), 
adapted from [121]. _______________________________________________________________________ 55 
Figure 2.27: Hyperspectral images of the ocular fundus acquired with a staring fundus camera: a) image of a 
retina with diabetic retinopathy, adapted from [13]; and b) oxygenation maps of arteries and veins acquired with 
a LCTF based HSI system, which reveals an occlusion in the inferotemporal retinal arteriole, adapted from [99].
________________________________________________________________________________________ 56 
Figure 2.28: Images of the ocular fundus acquired with a LED-based spectral fundus camera. From left to right 
and top to bottom, the wavelengths are: 504, 525, 557, 582, 600, and 620 nm. It can be observed that the lower 
absorption coefficient of both hemoglobin and melanin at longer wavelengths is linked to a reduction in contrast, 
[14]. ____________________________________________________________________________________ 56 
Figure 2.29: Fundus images taken at various wavelengths with the Annidis RHA fundus camera with sensitivity up 
to the NIR, which permits to highlight the retinal and the choroidal vessels, adapted from [122]. __________ 57 
Figure 2.30: a) Optical set-up of the LED-based spectrally tunable light source and b) segments from 
computational images demonstrating contrast-enhancement for the optimized illuminations compared with 
traditional broadband and red-free illuminations for different lesions caused by diabetic retinopathy, adapted 
from [111]. ______________________________________________________________________________ 58 
Figure 2.31: a) Subset of 16 of 48 spectral images of the retinal optic disk, acquired with a snapshot HSI system, 
adapted from [12]. b) Monochromatic images corresponding to the seven spectral channels (left) that are used 
to reconstruct the oxygenation maps of the optic disk (right), adapted from [98]. _______________________ 58 
Figure 3.1: Schematic optical layout of the VIS-NIR (top) and NIR-IR (bottom) detection paths. ____________ 60 
Figure 3.2: Focus shift at the retina vs. wavelength of the system for an emmetropic eye, for both the VIS-NIR (a) 
and the NIR-IR (b) spectral ranges. The vertical bars are the depth of field for each wavelength considering the 
resolution limit imposed by the pixel size of the cameras. __________________________________________ 61 
Figure 3.3: Strehl ratio vs. field for various wavelengths (depicted from blueish to reddish as wavelength 
increases). a) VIS-NIR spectral range. b) NIR-IR spectral range. ______________________________________ 62 
Figure 3.4: Sagittal (left) and tangential (right) MTFs for three positions in the FOV: 0°, 7.5° and 15°, and for 
wavelengths from 400 nm to 1300 nm (depicted from blueish to reddish as wavelength increases). ________ 63 
Figure 3.5: a) Layouts of the LEDs coupling system from Mightex Systems and b) custom-made coupling system 
with LED-based rings. ______________________________________________________________________ 64 
Figure 3.6: Systems used to create a ring-shaped illumination at the pupil plane: a) system that uses an axicon, b) 
system used in common fundus cameras with a diffuser and a binary mask and c) system that uses an 
encapsulated ring of lenses to produce a ring-shaped image at the pupil plane. ________________________ 65 
Figure 3.7: Ray tracing simulations with the LED ring configuration with 2 symmetrically arranged LEDs emitting 
at 850 nm (central wavelength of the considered spectral range). a) Objective and eye model with the pupil and 
retinal planes labeled. b) Light distribution at the pupil plane and c) at the retina (30° FOV). The contrast of the 










Figure 3.8: a) Simulated illumination path (not folded) and ray tracing simulation showing the position of an axial 
stop (the dimensions of the stop is not in scale). b) Non-sequential simulation of the fundus camera (illumination 
+ VIS-NIR detection) for the optimization of the removal of ghost images. _____________________________ 68 
Figure 3.9: a) Schematic layout of the shading effect of the black stop. Red lines indicate the illumination. Gray 
areas represent the shaded portions caused by the black stop. b) Illumination distribution at the retina. The 
contrast of the image in b) was inverted for visualization purposes: darker regions correspond to zones reached 
by more rays. _____________________________________________________________________________ 69 
Figure 3.10: a) Top internal view of the experimental set-up. b) External view of the experimental set-up. c) Optical 
scheme of the experimental set-up with labels. Illumination: 1) LED rings cage. 2) a, b, c LED rings VIS, NIR and IR, 
respectively. 3) NIR-IR dichroic mirror. 4) VIS-NIR dichroic mirror. 5) a, b Illumination telescope’s lenses. 6) Retinal 
conjugated diaphragm. 7) Anti-back reflections stop. 8) Fixation target. 9) Mirror. 10) Methacrylate plate. 
Detection: 11-12) Objective lenses. 13) Holed mirror. 14) Triplet lens. 15) 950 nm dichroic mirror. VIS-NIR detection 
path: 16) Divergent lens. 17) Field diaphragm. 18) a, b VIS-NIR telescope’s lenses. 19) Refraction correction 
platform. 20) Aperture diaphragm. 21) CMOS sensor. NIR-IR detection path: 22) Field diaphragm. 23) Gold mirror. 
24) Linear translation stage. 25) a, b NIR-IR telescope’s lenses. 26) Aperture diaphragm. 27) InGaAs sensor. _ 70 
Figure 3.11: a) Picture of the LED rings and b) design of the aluminum cage (left) with its internal optical layout 
(right). __________________________________________________________________________________ 71 
Figure 3.12: Layout of the illumination system. In red, the light emitted by the NIR ring. In green, light from the 
fixation target. ___________________________________________________________________________ 74 
Figure 3.13: Layout of the detection system. In green, the common optical path shared for the whole spectral 
range. In red, the NIR-IR optical path. In blue, the VIS-NIR optical path. _______________________________ 75 
Figure 3.14: Picture of a patient during the alignment of the system. _________________________________ 76 
Figure 3.15: Electronics and software scheme to control the camera acquisition, LEDs illumination and 
synchronization among components. __________________________________________________________ 77 
Figure 3.16: Signals measured with an oscilloscope: a) EPB signal synchronized with the LED emission and 
connected to the external trigger input of the cameras. b) Trigger output signal of the CMOS camera. c) 
Comparison of the two signals._______________________________________________________________ 78 
Figure 3.17: Screen shot of the acquisition software. On the left, a retinal image is shown using the Hokawo 
software. On the right, the MATLAB interface to control single LEDs emission, the fixation target and to perform 
the hyperspectral measurement (LED_1: 415 nm, LED_2: 450 nm, LED_3: 470 nm, LED_4: 500 nm, LED_5: 530 nm, 
LED_6: 580 nm, LED_7: 590 nm, LED_8: 615 nm, LED_9: 660 nm, LED_10: 740 nm, LED_11: 850 nm, LED_12: 940 
nm, LED_13: 1050 nm, LED_14: 1140 nm, LED_15: empty channel, LED_16: 1200 nm, LED_17: left fixation target, 
LED_18: right fixation target). _______________________________________________________________ 80 
Figure 3.18: Meaning of dimension r for a circular FOV. In the figure, the FOV (1) and the eye exit pupil (2) are 
indicated (taken from Appendix A of the ISO 10940). _____________________________________________ 81 
Figure 3.19: Image of the target (stacked rulers) used in the evaluation of the FOV. _____________________ 82 
Figure 3.20: Image acquired for the evaluation of resolution. The three sheets of paper with the different 
resolution patterns are centered at different distances from the center of the FOV (0). In particular, the pattern 
on the left side is centered at a distance r from the center of the FOV, the sheet in the center at r/2, and the sheet 









Figure 3.21: Images of the three LED rings at the patient’s pupil plane: a) VIS ring, b) NIR ring, c) IR ring. ____ 85 
Figure 3.22: Method used for the evaluation of the LEDs area. The LED area, calculated as that with digital levels 
per pixel above 10% of the maximum central value, is marked in red. The area sections considered for the side 
length estimation are indicated in blue. ________________________________________________________ 86 
Figure 3.23: Platform shift (PS) in millimeters vs. Refractive error (R) in Diopters with the corresponding fit in the 
range between -15D and +15 D. The letters a, b, c are the parameters of the fit, and 𝒳2 is its Chi-squared value.
________________________________________________________________________________________ 87 
Figure 3.24: Normalized spectral irradiance distribution for the LED with peak wavelength at 595 nm. a) Raw data 
before the removal of the discontinuities. b) Interpolated distribution used to calculate the total irradiance. _ 88 
Figure 3.25: a) Radiometric power and b) integrated irradiance, of the LEDs working at 12,5% of their maximum 
current. The standard deviations are not displayed since they are negligible. __________________________ 89 
Figure 3.26: Conversion factor (K) for each LED. Red line indicates the mean value for all LEDs. Green lines 
represent the standard deviation interval (i.e., K ± 𝐾). The standard deviations for individual LEDs are not 
displayed since they are negligible. ___________________________________________________________ 90 
Figure 3.27: a) Responsivity curve of the photodiode-based sensor S120C, used with the power meter PM100D 
[133]. Normalized spectral emission of the LEDs. _________________________________________________ 91 
Figure 3.28: a) Spectral radiometric power distribution. b) Integrated radiometric power of the LEDs at the 
patient’s pupil plane. ______________________________________________________________________ 92 
Figure 3.29: Mid-term a) and short-term b) repeatability. __________________________________________ 94 
Figure 3.30: Description of the Maxwellian illumination conditions from Appendix A of the ISO 10940 [71]. The 
numbers and letters of the images refer to the illuminated retinal Area A (1), image of the light source in the pupil 
(2), fundus camera (3), full angular cone of illumination (a), distance between the pupil plane and the plane in 
which the measure to obtain the angular cone is performed (l), and the radius of the illumination field in that 
plane (r = x). _____________________________________________________________________________ 96 
Figure 4.1: Software application used to process the spectral images. a) Two images of the retina are shown: the 
right one corresponds to an unprocessed image; the left one corresponds to the image in which the corrections 
are applied. Red arrows indicate the area that is being processed. b) Image displayed to draw the segmentations 
of shadows (in blue). c) Profiles of the digital levels of the pixels of the image before (right) and after (left) shadow 
correction, in four different directions. d) Eligible values of the parameters that provide the modifications on the 
shape of the mask and digital levels for the correction. Further explanation later on in this chapter. _______ 106 
Figure 4.2: Fundus images with bright artifacts caused by: a) back reflections from the objective and b) back 
reflections due to misalignments between the system and the eye (at the borders). ____________________ 106 
Figure 4.3: a) Uncorrected (left) and corrected (right) retinal image, where the impact of the ambient light, 
inhomogeneities of the sensor and back reflections have been reduced. b) From left to right, example of a cropping 
process using an ellipse-shape mask. _________________________________________________________ 107 
Figure 4.4: a) Example of two retinal images acquired at 600 nm and 732 nm. Red arrows point the shadows, 
which appear at different positions depending on the wavelength (LEDs pair). b) Spectral fundus image with 









Figure 4.5: Example of the digital flat field processing: a) uncorrected image, b) filter mask, c) flat-fielded image.
_______________________________________________________________________________________ 109 
Figure 4.6: Examples of retinal images containing inhomogeneities and artifacts that could not be corrected with 
the software. a) Back reflections caused by the presence of an IOL, b) blurred and distorted image due to the 
presence of a cataract, and c) imperfect shadow correction with additional artifacts around the segmented area.
_______________________________________________________________________________________ 110 
Figure 4.7: Sequence of retinal spectral images: a) raw images, b) images without the correction of shadows (only 
the dark- and background-subtraction have been applied, i.e., steps 1 to 4), and c) final corrected images including 
all processing steps. ______________________________________________________________________ 111 
Figure 4.8: Example of GC analysis of a retinal image. a) Foveal ROI of 0.5° (in red) and whole FOV (in blue); b) 
Spectral intensity curves of the fovea and the whole FOV; c) Global Contrast, GC: fovea vs. whole FOV. ____ 113 
Figure 4.9: Example of LC analysis of a retinal image. a) ROIs of 0.05º corresponding to a vein (in blue) and an 
artery (in red); b) Spectral intensity curves of the vein and the artery; c) Local Contrast, LC: artery vs. vein. __ 113 
Figure 5.1: RGB color fundus image (left) and complete sequence of spectral images of a healthy eye acquired 
with the hyperspectral fundus camera (right). __________________________________________________ 114 
Figure 5.2: a) Complete sequence of spectral images of a healthy eye acquired with the fundus camera. b) Zoomed 
images of the areas framed with a white box in (a). Labels: nerve fibers (NF), retinal arteries (RA), retinal veins 
(RV) and choroidal vasculature (CV). _________________________________________________________ 115 
Figure 5.3: Spectral analysis of the overall ocular fundus (whole FOV) of the 61 healthy eyes. a) Intensity values 
(61 curves). b) Mean and standard error calculated from a). ______________________________________ 116 
Figure 5.4: Spectral images of two healthy eyes of individuals with high (a) and low (a) melanin concentration.
_______________________________________________________________________________________ 117 
Figure 5.5:  Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 
(right) of a healthy eye. Red and blue circles correspond to ROIs centered on a choroidal vessel and the 
background, respectively. __________________________________________________________________ 118 
Figure 5.6: Spectral analysis of choroidal vessels (red curves) and fundus background (blue curves). a, b) Intensity 
values. c) Mean and standard error calculated from a) and b). d) Mean GC contrast curves. e) Mean LC contrast 
curve. In a) and b), 61 curves are plotted calculated as the average of 20 ROIs for the background and 20 ROIs for 
the choroid (diameter 0.2°) of each eye. ______________________________________________________ 118 
Figure 5.7: Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 
(right) of a healthy eye. The red circle corresponds to a ROI centered on the fovea. ____________________ 119 
Figure 5.8: Spectral analysis of the fovea. a) Intensity values. b) Mean and standard error calculated from a). c) 
Mean GC contrast curve. In a) and b), 61 curves are plotted calculated as the average of 1 circular ROI (diameter 
0.5°) centered on the fovea of each eye. ______________________________________________________ 120 
Figure 5.9: Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 
(right) of a healthy eye. The red circle corresponds to a ROI centered on a NF. ________________________ 120 
Figure 5.10: Spectral analysis of the nerve fibers. a) Intensity values. b) Mean and standard error calculated from 
a. c) Mean GC contrast curve. In a), 61 curves are plotted calculated as the average of 10 ROIs (diameter 0.05°) 









Figure 5.11: Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 
(right) of a healthy eye. Red and blue circles correspond to ROIs centered on the central region of the optic disk 
and its periphery, respectively. ______________________________________________________________ 121 
Figure 5.12: Spectral analysis of the center (red curves) and periphery (blue curves) of the optic disk. a, b) Intensity 
values. c) Mean and standard error calculated from a) and b). d) Mean GC contrast curve. e) Mean LC contrast 
curve. In a), 61 curves are plotted calculated as the average of 1 ROI (diameter 0.2°) centered on the center of the 
optic disk of each eye. In b), 61 curves are plotted calculated as the average of 3 ROIs (diameter 0.2°) located at 
the periphery of the optic disk of each eye. ____________________________________________________ 122 
Figure 5.13: OCT image showing the section of a healthy retina as well as the excavation of the optic disk. Red 
arrows indicate the not-myelinated NFs, blue arrow indicates the myelinated NFs that penetrate inside the skull 
and the white arrow indicates the lamina cribrosa. ______________________________________________ 123 
Figure 5.14: Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 
(right) of a healthy eye. Red and blue circles correspond to ROIs centered on an artery and a vein, respectively.
_______________________________________________________________________________________ 124 
Figure 5.15: Spectral analysis of the retinal arteries (red curves) and veins (blue curves). a, b) Intensity values. c) 
Mean and standard error calculated from a) and b). d) Mean GC contrast curve. e) Mean LC contrast curve. In a) 
and b), 61 curves are plotted calculated as the average of 10 ROIs (diameter 0.05°) centered on an artery and a 
vein of each eye, respectively._______________________________________________________________ 125 
Figure 5.16: a) Averaged intensity curves and b) GC contrast curves from all fundus structures analyzed for healthy 
eyes. __________________________________________________________________________________ 126 
Figure 5.17: Zoom of Figure 5.16 b in the NIR-IR range.___________________________________________ 127 
Figure 5.18: Right (OD, top panel) and left (OS, bottom panel) eyes of a patient with exudative ARMD. Left, from 
top to bottom: Color fundus image, OCT section and en-face image. Right: Complete spectral sequence obtained 
with the HSI fundus camera. ________________________________________________________________ 129 
Figure 5.19: a) Zoomed ROIs centered on regions with several structures of the right (OD, top panel) and left (OS, 
bottom panel) eyes with exudative ARMD shown in Figure 5.18. Top rows from left to right: OCT en-face image, 
OCT section and color fundus image. Bottom rows from left to right: selected spectral images acquired with the 
HSI fundus camera. b) Intensity curves of the indicated areas. c) GC curves of the indicated areas. Labels: HDr 
(Hard Drusen), Sc (Scar), Hm (Hemorrhage), SDr (Soft Drusen), HNS (Healthy tissue of the Near Surrounding).130 
Figure 5.20: Eye with exudative ARMD. Left, from top to bottom: Color fundus image, OCT section and en-face 
image. Right: Complete spectral sequence obtained with the HSI fundus camera. ______________________ 131 
Figure 5.21: a) Zoomed ROI centered on a region with several lesions of the eye with exudative ARMD shown in 
Figure 5.20. Top row from left to right: color fundus image and selected spectral images acquired with the HSI 
fundus camera. Bottom row from left to right: OCT en-face image and section. b) Intensity curves of the indicated 
areas. c) GC curves of the indicated areas. Labels: Atr (RPE Atrophy), Sc (Scar), HNS (Healthy tissue of the Near 
Surrounding). ___________________________________________________________________________ 132 
Figure 5.22: Eye with dry ARMD. Left: color fundus image. Right: Complete spectral sequence obtained with the 
HSI fundus camera. The red box highlights a region of interest where drusen and atrophy are present. _____ 133 
Figure 5.23: a) Zoomed ROI centered on a region with several lesions of the eye with dry ARMD shown Figure 









camera. b) Intensity curves of the indicated areas. c) GC curves of the indicated areas. Labels: Atr (RPE atrophy), 
HDr (Hard Drusen), HNS (Healthy tissue of the Near Surrounding). __________________________________ 134 
Figure 5.24: Eye with dry ARMD. Left: color fundus image. Right: Complete spectral sequence obtained with the 
HSI fundus camera. The red box highlights a region of interest where drusen are located. _______________ 135 
Figure 5.25: a) Zoomed ROI centered on a region with several hard drusen of the eye with dry ARMD shown in 
Figure 5.24. Top row from left to right: color fundus image and selected spectral images acquired with the HSI 
fundus camera. b) Intensity curves of the indicated areas. c) GC curves of the indicated areas. Labels: HDr (Hard 
Drusen), HNS (Healthy tissue of the Near Surrounding). __________________________________________ 135 
Figure 5.26: Eye with drusen. Left, from top to bottom: Color fundus image, OCT section and en-face image. Right: 
Complete spectral sequence obtained with the HSI fundus camera. _________________________________ 136 
Figure 5.27: a) Zoomed ROIs centered on regions with several drusen of the eye shown in Figure 5.26. Top panel: 
color fundus image and complete spectral sequence obtained with the HSI fundus camera, showing a ROI centered 
in a region with several soft drusen. Bottom panel: color fundus image and complete spectral sequence obtained 
with the HSI fundus camera, showing a ROI centered in a region with several hard drusen. b) Intensity curves of 
the indicated areas. c) GC curves of the indicated areas. Labels: SDr (Soft Drusen), HDr (Hard Drusen), HNS 
(Healthy tissue of the Near Surrounding). _____________________________________________________ 137 
Figure 5.28: Right (OD, top panel) and left (OS, bottom panel) eyes of a patient with dry ARMD. Left, from top to 
bottom: Color fundus image, autofluorescence image, OCT section and en-face image. Right: Complete spectral 
sequence obtained with the HSI fundus camera. The red boxes in both eyes highlight areas with atrophied tissue.
_______________________________________________________________________________________ 138 
Figure 5.29: a) Zoomed ROI centered on a region with degenerated tissue of the eye with dry ARMD shown in 
Figure 5.28. Top row from left to right: color fundus image, autofluorescence image, OCT en-face image and 
section. Bottom rows: complete spectral sequence obtained with the HSI fundus camera. b) Intensity curves of 
the indicated areas. c) GC spectral curves of the indicated areas. Labels: Atr (RPE Atrophy), Deg (Degenerating), 
HNS (Healthy tissue of the Near Surrounding).__________________________________________________ 139 
Figure 5.30: Right (OD, top panel) and left (OS, bottom panel) eyes of a patient with pattern dystrophies: 
vitelliform dystrophy (OD) and butterfly wings (OS). Left, from top to bottom: Color fundus image, OCT section 
and en-face image. Right: Complete spectral sequence obtained with the HSI fundus camera. The red boxes 
highlight the regions of interest with dystrophies. _______________________________________________ 140 
Figure 5.31: Zoomed ROIs centered on regions with pattern dystrophies of the right (OD, top panel) and left (OS, 
bottom panel) eyes shown in Figure 5.30: vitelliform dystrophy (OD) and butterfly wings (OS). Right columns from 
top to bottom: color fundus image, OCT section and en-face image. Left columns: complete spectral sequence 
obtained with the HSI fundus camera. ________________________________________________________ 141 
Figure 5.32: a, b, c) Intensity, GC and LC curves collected on the vitelliform (red) and butterfly (blue) dystrophies. 
d) Specific contrast (SC) computed as the LC ratio of the vitelliform and butterfly curves. The standard deviations 
correspond to 5 ROIs collected of the same eye. ________________________________________________ 142 
Figure 5.33: Spectral analysis of atrophies carried out over a population of 27 eyes. a) Intensity curves calculated 
as the average of all atrophies found in each eye. b) Mean intensity curve. c) GC contrast curve. d) LC contrast 
curve. In b) and c) the mean and standard error were calculated from 491 ROIs (diameter 0.2°) centered on 
different atrophies collected from all eyes. In d) the mean and standard error were calculated from 173 ROIs 
(diameter 0.2°) centered on different atrophies collected from all eyes. In this case, 4 additional ROIs of diameter 









Figure 5.34: Spectral analysis of retinal scars performed over a population of 11 eyes. a) Intensity curves 
calculated as the average of all the scars found in each eye. b) Mean intensity curve. c) GC contrast curve. In b) 
and c) the mean and standard error were calculated from 142 ROIs (diameter 0.2°) centered on different scars 
collected from all eyes. ____________________________________________________________________ 144 
Figure 5.35: Spectral analysis of drusen performed over a population of 25 eyes. a) Intensity curves calculated as 
the averaged of all drusen found in each eye. b) Mean intensity curve. c) GC contrast curve. d) LC contrast curve. 
In b) and c) the mean and standard error were calculated from 491 ROIs (diameter 0.2°) centered on different 
drusen collected from all eyes. In d) the mean and standard error were calculated from 219 ROIs (diameter 0.2°) 
centered on different drusen collected from all eyes. In this case, 4 additional ROIs of diameter 0.2° in the HNS of 
the drusen were collected, averaged and used to calculate LC. _____________________________________ 144 
Figure 5.36: Spectral analysis of soft drusen (Soft Dr.) and hard drusen (Hard Dr.) carried out over populations of 
10 and 15 eyes, respectively. a) Intensity curves. b) GC curves. c) LC curves. In a, b, c the average and standard 
error were calculated from 99 ROIs and 224 ROIs (diameter 0.1°) on soft and hard drusen, respectively. In this 
case, 4 ROIs of diameter 0.1° in the HNS of the drusen were collected, averaged and used to calculate LC. d) SC 
contrast between soft and hard drusen. _______________________________________________________ 145 
Figure 5.37: Spectral analysis of hemorrhages performed over a population of 10 eyes. a) Intensity curves 
calculated as the average of all hemorrhages found in each eye. b) Mean intensity curve. c) GC contrast curve. d) 
LC contrast curve. In b) and c) the mean and standard error were calculated from 65 ROIs (diameter 0.2°) centered 
on different hemorrhages collected from all eyes. In d) the mean and standard error were calculated from 46 ROIs 
(diameter 0.2°) centered on different hemorrhages collected from all eyes. In this case, 4 ROIs of diameter 0.2° in 
the HNS of the hemorrhage were collected, averaged and used to calculate LC. _______________________ 146 
Figure 5.38: Zoomed ROIs centered on the optic disk of the right (OD, top panel) and left (OS, bottom panel) eyes 
of a patient with optic disk drusen. Left panel from top to bottom: Color fundus image, autofluorescence image 
and OCT en-face image. Middle panel: OCT section. Right: Complete spectral sequence obtained with the HSI 
fundus camera. __________________________________________________________________________ 147 
Figure 5.39: Selected zoomed images of the optic disk of the right eye (OD) of the patient with optic disk drusen 
shown in Figure 5.38. Top panel, from left to right: OCT section and en-face image, autofluorescence image and 
color fundus image, Bottom panel: selected spectral images acquired with the HSI fundus camera.________ 148 
Figure 5.40: Spectral analysis of optic disk drusen performed over 2 eyes. a) Intensity curves calculated as the 
average of all drusen found in each eye. b) Mean intensity curve. c) GC contrast curve. d) LC contrast curve. In b) 
and c) the mean and standard error were calculated from 28 ROIs (diameter 0.2°) centered on different drusen 
collected from each eye. In d) the mean and standard error were calculated from 23 ROIs (diameter 0.2°) centered 
on different drusen collected from the two eyes. In this case, 4 ROIs of diameter 0.2° in the HNS of the drusen 
were collected, averaged and used to calculate LC. ______________________________________________ 149 
Figure 5.41: Zoomed ROIs centered on the optic disks of two eyes of two patients with glaucoma (Glaucoma 1 
and 2). Left panel, from top to bottom: Color fundus image, OCT section and en-face image. Right: Complete 
spectral sequence obtained with the HSI fundus camera. In green in 450 nm images, anomalous regions with 
higher intensity levels manually segmented. ___________________________________________________ 150 
Figure 5.42: Spectral analysis of the center (red curves) and the periphery (blue curves) of glaucomatous optic 
disks performed on 3 eyes of 2 patients. a, b) Intensity curves calculated as the average of intensity values 
collected from the center (a) and periphery (b) of each eye. c) Mean intensity curve. d) GC contrast curve. In c) 
and d) the mean and standard error were calculated from 1 ROI (diameter 0.2°) centered on the optic disk and 3 









Figure 5.43: Mean LC contrast curves calculated dividing averaged values collected from 3 ROIs from the center 
and 3 ROIs on the periphery of the optic disk of 3 glaucomatous (left) and 60 healthy (right) eyes. The standard 
errors in a) and b) were calculated using the LC curves from all glaucomatous and healthy eyes, respectively. 152 
Figure 5.44: Eye with a choroidal tumor. Left panel from top to bottom: Color fundus image, OCT section and en-
face image. Right: Complete spectral sequence obtained with the HSI fundus camera. __________________ 153 
Figure 5.45: a) Zoomed ROIs centered on regions with choroidal tumors of three patients (Nevus # 1, 2 and 3). 
Left column: color fundus image, OCT section and en-face image (only available for patient a). Right columns: 
complete spectral sequence obtained with the HSI fundus camera. _________________________________ 154 
Figure 5.46: Spectral analysis of nevi performed on 3 eyes. a) Intensity curves calculated as the average of all 
sampled regions of the nevus in each eye. b) Mean intensity curve. c) GC contrast curve. d) LC contrast curve. In 
b) and c) the mean and standard error were calculated from 24 ROIs (8 ROIs of diameter 0.2° for each nevus) 
centered on different regions collected from the 3 lesions. In d) the mean and standard error were calculated from 
17 ROIs (diameter 0.2°) centered on different nevus collected from all eyes. In this case, 4 ROIs of diameter 0.2° 
in the HNS of the lesion were collected, averaged and used to calculate LC. In a), one of the curves (Nevus #3) 
deviates considerably from the others at 400 nm, which is clearly a consequence of non-uniformities in the 
illumination as can be confirmed with the image shown in Figure 5.45. In fact, this nevus is located more 
peripherally than the others, and thus inhomogeneities are stronger. _______________________________ 155 
Figure 5.47: Eye undergoing photocoagulation due to thrombosis. Left panel from top to bottom: Color fundus 
image, OCT section and en-face image. Right: Complete spectral sequence obtained with the HSI fundus camera.
_______________________________________________________________________________________ 156 
Figure 5.48: Zoomed ROI centered on a region with several photocoagulated areas of the eye shown in Figure 
5.47. Top row from left to right: color fundus image, OCT en-face image and section. Bottom row: selected spectral 
images acquired with the HSI fundus camera. b) Intensity curves and c) GC contrast curves of the areas indicated. 
Labels: Ph (Photocoagulation), Hm (Hemorrhage), HNS (Healthy Near Surroundings). __________________ 157 
Figure 5.49: LC contrast curve computed on different photocoagulated areas over the FOV of the eye shown in 
Figure 5.47. The mean and standard error were calculated from 7 ROIs (diameter 0.1°) centered on different 
photocoagulated areas. In this case, 4 ROIs of diameter 0.1° in the HNS of the lesion were collected, averaged and 
used to calculate LC. ______________________________________________________________________ 157 
Figure 5.50: a) Averaged intensity curves and b) GC contrast curves from all fundus structures analyzed for 
diseased eyes. ___________________________________________________________________________ 158 











List of Tables 
Table 1: Summary of the characteristics of each simulated illumination strategy. The values of light source powers 
were found during an exhaustive search among different manufacturers in the designing phase. The collection 
efficiencies were calculated in the simulations as the ratio between the light reaching the retina and that emitted 
by the source. Then the resulting power is simply calculated from the former columns. The cost was estimated 
from optical, LEDs and light sources manufacturers’ catalogs. ______________________________________ 66 
Table 2: Optical and physical characteristics of the chosen LEDs. The manufacturer references and the justification 
for their choice are provided. For the LEDs used to study the blood oxygenation, the absorption relation between 
Oxygenated (Ox) and de-Oxygenated (de-Ox) hemoglobin is indicated. Abbreviations are used: Superficial (Sup), 
Intermediate (Int.). ________________________________________________________________________ 73 
Table 3: Exposure times used to acquire fundus images for each spectral channel (LED peak wavelength) of the 
system. _________________________________________________________________________________ 79 
Table 4: Optical requirements for fundus cameras. _______________________________________________ 82 
Table 5: Results of FOV and M. _______________________________________________________________ 83 
Table 6: Results of resolving power on the fundus. ________________________________________________ 84 
Table 7: Results of pixel pitch at the fundus P. ___________________________________________________ 85 
Table 8:  Area covered by the LEDs at the patient’s pupil plane. _____________________________________ 86 
Table 9: Measured peak wavelength, FWHM and radiometric power (RP) of the LEDs at the patient’s pupil plane.
________________________________________________________________________________________ 93 
Table 10: Mid-term and short-term repeatability (percentage of variation) calculated dividing the standard 
deviation by the average intensity value of the same portion of the image. ____________________________ 95 
Table 11: Quantities, formulas and limits for the group 1 continuous and pulsed ophthalmic instruments 
evaluation. ∆𝑡 is the pulse width, ∆𝜆 indicates spectral summation interval and Δt is the exposure time for a 
particular radiation. _______________________________________________________________________ 98 
Table 12: Safety evaluation of R(λ) weighted retinal visible and infrared radiation radiant exposure during 
hyperspectral acquisition. ___________________________________________________________________ 99 
Table 13: Safety evaluation of unweighted anterior segment visible and infrared radiation radiant exposure during 
the hyperspectral acquisition. _______________________________________________________________ 100 
Table 14: Safety evaluation of unweighted corneal and lenticular infrared radiation radiant exposure during 
hyperspectral images acquisition. ___________________________________________________________ 101 
Table 15: Safety evaluation of R(λ) weighted retinal visible and infrared radiation thermal irradiance during the 
fixation target phase. _____________________________________________________________________ 102 
Table 16: Safety evaluation of unweighted corneal and lenticular infrared radiation irradiance during the fixation 









Table 17: Safety rules evaluation of unweighted anterior segment visible and infrared radiation irradiance during 
the fixation target phase. __________________________________________________________________ 102 
Table 18: Patient demographics for the control group and patients with retinal diseases. _______________ 104 
Table 19: Eyes of the control group and with retinal diseases with implanted IOLs and with early/moderate 
cataracts. Subjective manifest refraction (sphere and cylinder) in Diopters (D), BCVA and intraocular pressure 













Vision loss affects physical, psychological, and emotional wellbeing and social life as well. High life 
expectancy and health policies are translated into an aging population worldwide, which has higher risk 
of eye’s disorders and diseases. Therefore, new systems able to contribute at non-invasive objective 
diagnosis of ocular diseases are demanded. In this context, optical imaging techniques have a primary 
role as they allow obtaining information from almost any part of the eye. In particular, many important 
eye and systemic diseases early manifest themselves in the retina and, since the pioneer study of 
Helmholtz, many resources have been spent to acquire good images of the ocular fundus. In common 
clinics, fundus photography is restricted to color imaging sensors with only three spectral bands, and, 
due to metamerism, many structures might remain hidden. Recently, hyperspectral imaging techniques 
have come to view as a promising and powerful tool for the spectral analysis of several retinal diseases, 
increasing the amount of information extractable from fundus photography. However, in the literature, 
examples are restricted to the visible range of the electromagnetic spectrum, have few bands and/or 
make use of modified commercial fundus cameras. Accordingly, the goal of this project is to build a 
novel hyperspectral fundus camera based on light-emitting diodes allowing the fast imaging of the retina 
both in the visible and in the near infrared region of the spectrum, which has never been explored, 
through a considerable number of spectral bands. This fundus camera has been designed, tested and 
developed with new custom-made illumination and detection strategies combined with novel cutting-
edge technology at the Center for Sensors, Instruments and Systems Development (CD6) of the 
Universitat Politècnica de Catalunya (UPC, Terrassa). Finally, after a scrupulous clinical study carried 
out at the Instituto de Microcirugía Ocular (IMO, Barcelona) and at the University Vision Center of 
UPC (CUV-UPC, Terrassa), qualitative and quantitative results are presented for healthy and diseased 
eyes. The available spectroscopic information and the visualization of retinal structures and lesions, 
especially those affecting the choroidal vasculature and retinal pigment epithelium that are hardly visible 
in conventional color fundus images, underline the clinical potential of this system as a new tool for 
ophthalmic diagnosis. 
 












In common day living, the eye is one of the most important and definitely necessary organs to have a 
good quality of life. In the modern world, the longer life expectancy brings the emergence of new 
diseases that affect this organ in different manners. Accordingly, in research and industry, attention has 
been drawn to the investigation and management of medical diagnostic tools and several techniques 
have been developed to fulfill the clinical demand [1].  
The eye is a complex biological system of our body. As shown in Figure 1.1, it consists of several 
specialized structures involved in the formation of images on the retina. It is also responsible of the 
transformation of light into a nerve signal that the optic nerve transports to the brain, allowing us to have 
the final perception of the scene. 
 
 
Firstly, the collected photons coming from the external objects strike on the cornea and enter the anterior 
segment of the eye. This segment consists of several structures with different refractive indexes which 
are, besides the cornea, the aqueous humor, iris and crystalline lens. The posterior segment, located 
behind the lens, begins with the vitreous humor, a jelly-like liquid that completely fills the ocular globe, 
and ends with a multi-layered structure, within which there are the retina, the choroid and the sclera. 
The aforementioned structures, essentially the cornea and the lens, are responsible for the formation of 
the image on the retina while the iris acts as a natural diaphragm to control the light entering the eye. 
The retina acts as a converter of the information in form of photons to electric signals readable by the 
brain, by means of very specialized cells called cones and rods. This process is known as 
phototransduction. Cones and rods are irregularly distributed on the retinal mosaic. The cones, more 









densely arranged in the central region of the retina called fovea, are able to discern among colors, thanks 
to their differentiated spectral sensitivity in three main zones of the VISible spectrum (spectral range 
between 400 nm and 700 nm approximately, in this work indicated as VIS). These cells play a central 
role in the so-called photopic vision, and require certain light level to work properly. When the light 
level is not sufficient to activate the cones (scotopic vision conditions), the rods are the cells involved 
in the visual process. The distribution of rods is quasi-complementary to that of cones and they are 
spread in the peripheral zones of the retina with the minimum of concentration in the fovea. Rods provide 
a unique response throughout the whole VIS, so they cannot be used to distinguish colors. Cones and 
rods have synaptic terminals connected to other neurons, essentially bipolar and ganglion cells, which 
in turn form a bundle of nerves that emerge out of the eyeball through the optic disk (located 15° nasally 
relative to the fovea) and transport the transformed nerve signal to the part of the brain called visual 
cortex. 
A series of veins and arteries in the retina and a strong vasculature in the choroid, located between the 
retina and the sclera, provide nutrients and necessary substances for retinal cells maintenance. The 
choroid plays an important role in the sustaining and regulation of the eye pressure, which must be kept 
constant. On the other hand, the sclera, frequently referred as the white of the eye, is the most rigid eye 
layer and covers the entire eye globe. This part serves as a support and provides protection to mechanical 
stresses.  
From the former description it is easy to understand that, for a non-invasive investigation and study of 
both the dynamics and structures of the eye, optical and photonic tools allowing the fast recording of 
images of the retina might be very helpful. In fact, several optical techniques have been developed to 
study the eye. Ophthalmoscopes were the first instruments used to examine the ocular media, mainly 
the fundus of the eye, by means of a white light illumination and a viewing system with a magnifying 
glass to compensate for the observer’s and patient’s refraction. Later on, fundus cameras – also known 
as retinographs - were developed and are widely used nowadays by ophthalmologists in their daily 
clinical practice for the early diagnosis of retinal diseases. Fundus cameras allowing for ocular fundus 
color photography (Figure 1.2 a) are also currently commercially available, which provide a picture of 
the main important structures of the retina. Nevertheless, they have spectral information limited to three 
spectral zones (red, green and blue), similarly to the visual encoding process in the human eye. 
 
Figure 1.2: a) Common color fundus image, centered at the fovea. b) OCT image of the retinal section underlined 









In the last 20 years, thanks to the development of Optical Coherence Tomography (OCT) (Figure 1.2 b) 
and confocal Scanning Laser Ophthalmoscopy (cSLO), it is also possible to reconstruct and view 2D 
and 3D images of the ocular fundus with high resolution, thus increasing the diagnostic tools available 
for the clinician. In particular, OCT, based on interferometry, permits to obtain axial sections of the eye 
with high spatial resolution and penetration depth around 1 millimeter. cSLO, based on the same 
principle as confocal microscopy, allows acquiring high contrasted images at a specific depth with the 
highest lateral resolution in comparison with the rest of ophthalmic imaging systems. However, its 
clinical use is more restricted than OCT due to its cost, specificity, complexity and because the 
performance of traditional fundus cameras is rather acceptable. 
Both aforementioned techniques can be combined with adaptive optics to reduce the impact of the 
patient’s eye aberrations and to improve their performance considerably. Unfortunately, none of these 
techniques provides spectral information and the only spectroscopic data available from the retina comes 
out from the poor sampling of the color fundus camera. 
This reduced spectral information also limits the diagnostic potential of current fundus cameras. Adding 
a spectral dimension permits to reconstruct the spectrum - e.g., in terms of reflectance values - of 
structures and substances of the eye, allowing the study of oxygenation and other metabolic dynamics 
of the ocular fundus whose spectral properties (e.g., the absorbance) change with the wavelength (𝜆). In 
general, common systems that permit to obtain spectrally resolved images of a sample are called 
HyperSpectral Imaging (HSI) systems and are generally composed by: a white broadband light source, 
an imaging system and a spectral filtering device that allows performing the spectral sampling (through 
more than three bands) of the object under analysis (Figure 1.3). 
The use of HSI techniques spans a wide range of applications. In fact, although originally developed for 
remote sensing, mining and geology, it has already been applied into fields as widespread as ecology, 
agriculture, art conservation, surveillance as well as medicine and biophotonics [3]–[10]. Along the 
history, several approaches have been developed to increase the number of bands and speed of such 
systems; nevertheless, some limitations of the current configurations remain and the trade-off between 
different characteristics such as the speed, resolution and spectral bands must still be improved. 
 
 
Accordingly, this work aims at developing a fast HSI system for the imaging of the eye fundus that 
overcomes some of the limitations of conventional fundus cameras. The system increases the number 
of spectral bands up to 15 to provide accurate spectroscopic retinal information and widens the spectral 
sensitivity beyond the VIS and up to the Near InfraRed (NIR) (from 400 nm to 1300 nm), ultimately 









limited only by the absorption of the ocular media in between the retina and the exterior world. This 
might help in the investigation of the properties of the eye, such as the reflectance of different substances 
and cells, and be used as a precise diagnostic tool to improve detection and follow-up of certain ocular 
diseases. In order to broaden the spectral range and to increase the number of channels of the developed 
system while ensuring a good operation, our purpose is to increase the speed of common HSI systems, 
so as to avoid the effects of the undesirable eye movements that can produce artifacts and image 
misalignments. 
Recently, a series of such kind of devices for HSI of the ocular fundus have been already developed, but 
they are mostly limited by the compromise between spectral sampling, spatial resolution and acquisition 
time [12], [13]. The ocular fundus has also been imaged with a system that makes use of Light Emitting 
Diodes (LEDs) for the spectral sampling in the VIS [14], instead of the more classical configuration 
with optical filters and a white light source. Although the latter system provides very good contrasted 
images at some wavelengths, it strongly suffers from the limited numbers of bands and the reduced 
spectral range of silicon-based cameras. Only one of the most recent spectral fundus cameras performs 
measurements up to 850 nm [15]. 
From a practical point of view and to increase the speed and resolution of the state-of-the-art HSI fundus 
cameras, we designed a light source composed of LEDs emitting at different wavelengths. Combining 
this light source with fast Complementary Metal-Oxide Semiconductor (CMOS) and Indium Gallium 
Arsenide (InGaAs) imaging detectors, the system covers a wide spectral range (400 nm to 1300 nm) in 
a short time, allowing for the analysis of the fundus along the entire optically accessible spectral window. 
In particular, we developed the entire hardware and software architecture for the acquisition of spectral 
images, and built customized processing algorithms for their correct visualization and quantitative 
analysis. Moreover, the system was used to collect and study images from healthy and diseased eyes in 
a clinical study. 
This PhD project was carried out within the framework of the European Project BE-OPTICAL 
“Advanced BiomEdical OPTICAL Imaging and Data Analysis” (EU European Commission, Innovative 
Training Networks [ITN] call H2020-MSCA-ITN-2015) (2015-2019). It comprised several leading 
academic groups and non-academic partners in different countries bringing together an interdisciplinary 
team of physicists, engineers, medical doctors and optometrists, with complementary expertise in vision, 
optical engineering, nanotechnology, computer science, complex systems and data analysis, in order to 
share and improve knowledge in imaging technologies and data analysis for biomedical applications 
[16]. 
This document is organized as follows: in the second chapter, after a brief introduction to color science, 
the state of the art of HSI systems and retinal imaging techniques - with special emphasis on fundus 
cameras - are presented. In the third chapter, the developed experimental prototype is introduced, 
including details of its design, hardware and software architectures, and optical characterization. Its 
standardization according to international regulations for optical system safeness are also presented. In 
chapter 4, the clinical study conducted for the validation of the system and the developed tools for image 
processing and spectral analysis are described, whereas chapter 5 describes the qualitative and 
quantitative results obtained for healthy and diseased eyes. Chapters 6 and 7 contain the most relevant 
conclusions of this work and lines of future research. In chapters 8 and 9, the complete lists of 
publications and conference presentations related with this work and the bibliography are given. Finally, 
details and references for all used components can be found in the appendices of this work, as well as 









2 STATE OF THE ART 
 
 
In this chapter, some concepts, definitions and examples that are useful for a rough comprehension of 
the current state of the art of imaging science and spectral techniques are given. After a brief introduction 
of the basic concepts related to color vision and color imaging systems, the advantages that HSI systems 
offer are discussed. Finally, focusing on the main topic of this work, the principal features of current 
available fundus cameras are described as well as modern optical systems used for the ocular fundus 
investigation. 
2.1 Color vision and color imaging theory 
What is color? One definition was given by the Committee on Colorimetry of the Optical Society of 
America, reported by Hardenberg [17], citing Nimeroff (1972): 
"Color consists of the characteristics of light other than spatial and temporal inhomogeneities; light 
being that aspect of radiant energy of which a human observer is aware through the visual sensations 
which arise from the stimulation of the retina of the eye." 
From this definition is evident that color is very difficult to describe, as it is a sensation, i.e., an 
interaction between the physical world and our senses. Color actually results from the interaction of a 




As already mentioned in the introduction, the eye is able to convert the light signal (photons) to a brain-
readable signal of action potentials thanks to rods and cones. In particular, photopic vision is regulated 
by the presence of three different cone pigments that are in the retina. These pigments are linked to 
Figure 2.1: a) Color results from the interaction of a light source, the light reflected (or transmitted or emitted) by 
an object and the cone sensitivities. b) Normalized spectral sensitivity curves of the three different types of cones, 









different sensitivity through the VIS and their responses enable having color perception (Figure 2.1 b). 
Taking this into account, it is easy to understand that a three components vector, C(λ) = (c𝑟(λ), c𝑔(λ), 
c𝑏(λ)), is needed to represent any color, where the subscripts r, g and b stand for red, green and blue, 
respectively. This is what is known as trichromacy of the visual system. 
Because of trichromacy, almost all image sensors have three acquisition channels (Red, Green, Blue - 
RGB), trying to emulate the retinal cones performance. And also because of trichromacy of the eye and 
cameras, there is metamerism [18]. This is a phenomenon in which spectrally different stimuli produce 
the same color and occurs when there are equal cone or RGB camera responses. Because of both color 
encoding and metamerism, there is a loss of spectral information from the sample under analysis. 
Metamerism can have a great impact in some fields such as quality control in the industry or biomedical 
applications, in which spectroscopic information can be very useful due to its relationship with 
chemicals and components of tissue such as hemoglobin or melanin. Mathematically and from a physical 
point of view, the phenomenon of color can be expressed as follows: 




where ci is the i−th component of the vector that represents each of the three cone responses, Si is the i-
th single pigment spectral sensitivity, λmax and λmin denote the interval of wavelengths of the VIS outside 
of which the spectral sensitivities of cones are zero, and f(λ) is the product between the light source 
spectrum l(λ) and the reflectance (or transmittance) of the object r(λ): 
 𝑓(𝜆) = 𝑙(𝜆)𝑟(𝜆) 
2.2 
From this equation, it is simple to understand how much we can learn from the reflectance (or 
transmittance) spectrum of an object, sampled at many wavelengths, rather than only considering color, 
which is only expressed by means of 3 values.  
It is important to note that in this simplified and intuitive representation we are neglecting some 
important dependencies of the reflected (or transmitted) light such as angular distribution, spatial 
distribution and positions of the source and the detector. Moreover, in this case we are neglecting 
physical phenomena arising from the interaction of light with every kind of material such as the axial 
penetration dependency of wavelength, fluorescence emission, regular and diffuse reflectance, light 
polarization etc. The discussion of all these phenomena falls outside of the scope of this dissertation. 
For a detailed and more complete description of them, we resend the reader to fundamental books as 
[19]–[24]. 
2.2 Spectral imaging systems 
Spectroscopic techniques have a huge applicability, especially HSI systems, which add spatial resolution 
to conventional spectrometers based on a single sensor. As previously pointed out, the spectroscopic 
techniques combined with an imaging system permit to improve the quality control in several fields 
such as in the food industry, mapping the earth for environmental, defense and monitoring purposes or, 
for instance, increasing the contrast and the specificity of some diagnostic tools in medical imaging [3], 









than color. Scenes or objects can be characterized by their spectral properties (reflectance, transmittance, 
radiance etc.). In particular, reflectance strongly depends on the properties of the material that is under 
analysis. For this reason, spectral imaging technology is a unique opportunity to add an extra dimension 
to imaging devices, the “λ” axis. These devices sample the object through numerous spectral bands and 
create a dataset in three dimensions where, besides the spatial (x, y) coordinates, a third spectral 
dimension is added. All this information is described by the, so called, hyperspectral datacube (Figure 
2.2) and a single element of this datacube is referred as a "voxel" [27].  
Spectral imaging systems are classified by their characteristics of spatial and spectral resolution, 
acquisition rates, etc. A first classification among spectral imaging systems is made on the basis of the 
number of spectral bands that they contain. Generally, systems that are named Multispectral (MSI) 
include from three to ten bands, HSI from tens to hundreds, and Ultraspectral (USI) thousands of them. 
Other two classifications are commonly made in the literature based on the continuous or discontinuous 
spectral sampling of the electromagnetic spectrum and on the spectral/spatial sampling technique. In the 
first of these classifications, hyperspectral systems provide a continuous scanning of the sample over 
the spectrum, acquiring several hundreds of spectral points one after the other. Instead, we refer to 
multispectral systems if they provide a discontinuous acquisition, probing the sample only in well 
separated parts of the spectrum. 
 
 
In the second one, the difference between the spectral imaging classes is the acquisition mode of the 
spatial and spectral information, or more precisely, the used spectral/spatial sampling approach. This 
allows spectral imaging systems to be divided into four main classes: whiskbroom, pushbroom, staring, 
and snapshot methods (Figure 2.3). 
Whiskbroom systems acquire spectral information from a single spatial point at a time and change the 
measurement position by moving the sample or the system; alternatively, they can perform the spatial 
scanning by means of, for example, galvanometric mirrors. The collection of the spectrum from each 
single spatial location is made as in conventional spectroscopy, that is, with a point or linear sensor and 
a wavelength disperser device, such as a prism or a diffraction grating. Whiskbroom imagers are robust, 
affordable and with very good spectral resolution. For these reasons, they are commonly used in fields 









such as satellite investigation and in systems where the spatial resolution is not as important as the 
spectral one. 
Pushbroom imagers allow the simultaneous acquisition of an entire plane of the datacube. This method 
implements the same idea of the whiskbroom approach, maintaining the robustness with increased 
speed, but using a 2D camera to acquire both the spatial and spectral information of one line of the 
sample in one shot. In this way, a dimension of the camera identifies the position along a single spatial 
line, while the other dimension is used to sample the spectral coordinates. Furthermore, a pushbroom 
scanner can get more light than the whiskbroom one for each single voxel, since it can stay at a particular 
area for a longer time (if the total acquisition time is kept constant) as it only requires scanning in one 
spatial direction. Anyway, even if speed is increased compared to the whiskbroom method, this time-
consuming approach still limits its possibilities. 
On the other hand, staring imagers use the entire 2D sensor to acquire an image of the sample at a precise 
wavelength for each frame and then, build the wavelength dimension of the datacube by scanning the 
wavelength. This technique improves the image spatial resolution and is generally used when the highest 
spectral resolution and a continuous spectral scanning are not necessary. 
 
The last method is the snapshot technique, which provides a full datacube acquisition in a single shot 
spreading all the voxels of the datacube on a single imaging sensor (as done in color imaging, but with 
higher spectral resolution). The advantage is clear but, when projecting all the datacube on the sensor at 
the same time, the spatial resolution is strongly reduced [29]. Differently from other techniques that do 
not need of a strong post-processing to reconstruct the datacube, snapshot HSI systems do. The 
complexity of this post-processing depends strongly on the organization of the datacube on the sensor; 
in this way, it might sometimes take several minutes to reconstruct a series of images due to the 
multiplexed and structured illumination technique utilized to encode all datacube information.  









Regardless of the kind of spectral imaging technique, those share a basic structure that consists of an 
illumination system, a spectral filtering mechanism and a detector. In the following sections, some of 
the different approaches that have been put into practice are pointed out, also providing a panoramic 
view of several applications. 
2.2.1 Light sources and filters 
HSI systems can either use broadband or narrowband sources. Conventionally, any of the configurations 
described above - i.e., whiskbroom, pushbroom, staring, and snapshot methods - include a spectral 
sampling device together with a broadband source. Broadband sources, such as halogen lamps, mercury 
lamps or super-continuum lasers, span the spectrum in the VIS or even beyond. Depending on further 
characteristics such as the temporal and spatial coherence, polarization or power, one can choose the 
source that better fits for a specific purpose. Systems using broadband sources require a tandem with a 
filtering device to achieve spectral dimensionality, with a certain spectral resolution. As a specific 
example, staring systems including a mechanical device for scanning, like a filter wheel in front of the 
camera with interference filters, were common some years ago. From the interference between dielectric 
layers, interference filters are able to transmit a spectral band with variable width, ranging from 1 nm to 
100 nm. Furthermore, they are cheap. Nevertheless, due to the limited number of spectral bands and 
therefore, the limited spectral resolution, apart from the inconvenience of including mechanical moving 
parts in the set-up, they are no longer used. 
Alternatively, filters that are capable of selecting dynamically a variable spectral window, as Liquid 
Crystal Tunable Filters (LCTFs) and Acousto-Optic Tunable Filters (AOTFs), and diffractive elements, 
as prisms or diffractive gratings, are used nowadays. LCTFs are composed by a series of optical 
birefringent cells and linear polarizers, which can be spectrally tuned by means of applying a variable 
voltage to each single cell placed within two plates. In particular, by changing the voltage these filters 
add a variable phase delay between the extraordinary and the ordinary components of the polarization 
vector depending on the specific crystal structure of the birefringent material such as quartz, glass 
etc. Only wavelengths that are in phase are transmitted by a linear polarizer, reaching the next cell. They 
provide enough transmissivity (from 20% to 50% from 400 nm to 750 nm), robustness to aberrations, 
and can be used to filter light both in the illumination and in the detection paths, although the last one is 
the most commonly used configuration [30]. On the other hand, the limitation of this technology is in 
the spectral scanning speed (ms), so it cannot be used in dynamic recording applications where a high 
temporal resolution is needed. On the contrary, AOTFs are systems based on the acousto-optic principle, 
making use of the interaction of light waves with an acoustic wave as it propagates through a vibrating 
piezoelectric material driven by a radio-frequency signal. The transmitted wavelength is chosen from 
the conservation of the angular momentum and the energy between the acoustic and the light waves. 
They can be tuned in wavelength faster than LCTF (in the range of µs). These systems show a good 
transmission (>90%) and are often used in the illumination path because they have small aperture and 
can seriously deteriorate image quality. 
Besides of the two previous examples, one can also consider the traditional possibility of dispersing 
light with optical components such as prisms, gratings, or a Fabry-Perot interferometer [27], [31]. These 
systems exploit their dispersive potential thanks to very basic light effects as refraction, diffraction and 
interference, respectively. In particular, prisms and diffraction gratings disperse the light so, blocking 
the light except for a particular angle, it is possible to select the transmitted spectral band. In the case of 
the Fabry-Perot interferometer, it samples the selected spectral band by changing the distance between 









rises up as the precision and the acquisition speed increase. Despite of this, manufacturers can increase 
the spectral resolution of diffraction gratings up to the order of fractions of a nanometer with modern 
holographic optical techniques; accordingly, they are considered the best solution when the highest 
spectral resolution is required. 
Back to the description of light sources, there are also those with narrow band emission, among which 
we can list lasers and LEDs. Spectral imaging systems using these light sources do not generally include 
filters, as their spectrum is already narrow. Lasers are sources with a very narrow band emission (≈ nm) 
and spatial and temporal coherence; these types of sources are used for applications in which it is 
important to have a high power, clean and controlled light source, as in confocal microscopy. 
Nevertheless, they are poorly used in spectral imaging because of their cost and the narrow band [20]. 
On the contrary, LEDs are light sources that, in the last few years, caught the attention of scientists and 
industry thanks to its quality, low cost and durability. A LED is a semiconductor incoherent light source 
based on a p–n junction diode. When a suitable voltage is applied to the junction, electrons are able to 
recombine with holes releasing energy in the form of photons. This effect is called electroluminescence, 
and the color of light (which depends on the energy of the photon) is determined by the energy band gap 
of the semiconductor material  [10], [32]. Like the band gap of a particular material, the emission band 
and the central wavelength of LEDs depend on several factors such as the temperature and the material 
pureness. Commonly, they show a Full Width at Half Maximum (FWHM) of 20 nm − 30 nm in the VIS, 
while in the NIR and InfraRed (IR) regions it is >40 nm, with very different powers that span from ≈ 
µW to W. Moreover, LEDs can be driven and controlled by an electric signal with a fast response (µs) 
which, in the context of HSI technology, makes them powerful for sequential acquisition as in the staring 
techniques. In fact, these sources can be combined and multiplexed in integrative light systems, with an 
improved stability, acquisition speed and durability compared with common spectral imaging systems 
based on filters. Their use has also an impact on the overall cost of the apparatus, reducing it 
significantly. Thus, this lighting technology has already been successfully used in many different 
systems in a variety of applications: to reproduce CIE (Commission Internationale de l’Eclairage) 
standard illuminants [10], to improve the diagnosis of skin cancer [26] and for imaging the ocular fundus 
[14], [15]. 
2.2.2 Imaging sensors 
The choice of the proper imaging sensor is one of the key steps for a good performance of a spectral 
imaging system and depends strictly on the application it is going to be used for. As a first 
approximation, the main parameters of an imaging sensor are resolution, Quantum Efficiency (QE), 
noise levels, frame rate and spectral sensitivity. All of these parameters can change a lot and are often 
dependent one to the others because of the manufacturing process, materials involved and size. Next, 
some imaging sensors that can be used in a spectral imaging system from the VIS to the IR are briefly 
described.  
A first classification between imaging sensors can be made among point, 1D and 2D detectors, which 
are used in different applications depending on the purpose. In particular, point sensors are generally 
used when a high sensitivity and extreme spectral precision are required. Examples of point detectors 
are conventional photodiodes, Photo-Multiplier-Tubes (PMT) and Avalanche PhotoDiodes (APD). The 
two last ones are used for measuring low light levels as they can notably increase the Signal to Noise 
Ratio (SNR) by performing a large amplification of the signal. The multiplication factor can reach values 
of 108 for modern PMTs, while APDs, besides a good multiplication factor of the order of 104−105, also 









with whiskbroom scanning techniques - i.e., those including a conventional scanning spectrometer - that 
thanks to their spatial scanning process allow obtaining high quality image at the expense of time 
consumption. However, conventional whiskbroom imagers commonly use 1D detectors - i.e., linear 
arrays of photodiodes or even linear Charge Couple Device (CCD) cameras - that permit to acquire 
simultaneously a complete dispersed line from the light collected by a single point (or small area) on the 
object and, thus, provide a complete spectral scan in one shot.  
Regarding the 2D imaging sensors, the most commonly used in the VIS are the CCD, CMOS and 
Electron Multiplying - CCD (EM-CCD). They cover a spectral sensitivity from 400 nm to almost 1000 
nm, with a strong QE dependence on the wavelength that can range from 95% in the VIS to 10% in the 
NIR. In CCD and EM-CCD sensors, the whole area of pixels collects the incident light, and a restricted 
number of output nodes, usually one, transfer each charge that is stored in an intermediate memory 
(register) and convert it into an analogue voltage signal for subsequent elaboration. This readout mode 
is the principal limitation of this kind of sensor limiting the transfer of the electrons from the pixel to 
the subsequent electronics passing through the charge register. They are able to expose all the pixel area 
and are very useful in conditions where the light level is low. 
On the other hand, the CMOS technology has the advantage of fast acquisition and low noise level. 
Moreover, modern CMOS imaging sensor spectral sensitivity goes from 400 nm to 900 nm and can 
reach up to 82% of QE between 500 nm and 650 nm. To increase the speed and to reduce noise, 
compared to CCD, CMOS technology bypasses the register and integrates, converts and stores the signal 
at the same place where the light is collected. In this way, the speed is improved, but the area of light 
integration of each pixel (fill factor) is reduced. Modern evolution of micro lenses arrays and back 
illuminated CMOS help to reduce this gap in comparison with the bigger collection area of CCDs, 
maintaining the speed features of CMOS. This is why CMOS are nowadays replacing CCDs in almost 
all applications. 
During the last few years, the technology in the IR region was quickly developed and many companies 
started to produce digital IR cameras. These cameras work similarly to CCD and CMOS sensors but 
using different materials. InGaAs and HgCdTe (Mercury Cadmium Telluride. MCT) cameras are the 
most commonly used in the NIR and in the Short Wave IR (SWIR). In the earliest attempts, these 
cameras were prohibitive for their huge cost and issues that used to arise during the fabrication process. 
However, major technological improvements have been achieved, and they are already being used for 
specific research purposes. In this sense, although InGaAs and MCT technology is still far from the 
CCD/CMOS performance, their use is growing fast. In general, they have lower QE, higher noise and 
lower spatial resolution than VIS cameras. This is because of the material itself, which is difficult to 
handle, and the small band gap between the conduction and the valence bands. For reasonably expensive 
InGaAs cameras, comparable to high performance CMOS camera prices, common QE is 60 − 70% from 
900 nm to 1700 nm with a frame rate of 66 Hz [33]. Nevertheless, with long exposure times ( 1 s) the 
sensor may show a lot of inhomogeneities because of the acquisition noise and errors in the 
manufacturing process. MCT cameras have the same problem of enhanced noise because of the narrow 
band gap. As a differential characteristic, they can be tuned to different wavelength ranges depending 









2.2.3 Biomedical applications of spectral imaging systems 
A general overview of some applications of HSI systems in the biological and biomedical fields is 
provided in this section. The reader can refer to more complete reviews on HSI techniques in [5]–[8], 
[11], [34]. 
As a starting point, the description of some systems that make use of the whiskbroom method is given. 
This technique has already been applied in cancer analysis, measurement of oxygen saturation and 
fluorescence imaging [35]–[37]. Yu et al. presented a HSI system that uses a xenon arc lamp attached 
to a fiber to illuminate the sample between 387 nm and 700 nm. The illumination and the collection is 
achieved with the same multi-fiber cluster, which delivers light over the sample with the internal fiber 
and collects the reflected light from the outer ones. The light collected is then dispersed by a 
spectrograph and a CCD. This system allowed for the spectral examination and identification of tissue 
characteristics ex- and in-vivo, collecting light from a Field Of View (FOV) of 800 µm. 
HSI whiskbroom systems have also been combined with confocal microscopes to improve axial 
sectioning and reduce noise. Two examples of this application are the experiments carried out by 
Constantinou et al. [36] and Sinclair et al. [37], who developed systems to study autofluorescence of the 
heart and reflectance of tissue, respectively. In particular, in the system developed by Constantinou and 
colleagues the detector was a composition of a PMT array with 32 channels that granted the necessary 
gain and speed to acquire a single voxel in 200 µs from 500 nm to 720 nm. The authors tested this 
system on the reconstruction of the autofluorescence spectra of heart tissue sections acquiring a 4.0 mm 
x 5.29 mm x 32 channels datacube in 80 min., with spatial resolution of 2 µm. On the other hand, Sinclair 
et al. developed a confocal HSI system that simultaneously acquired the spectrum from 500 nm to 800 
nm, with 3-nm spectral resolution. Thanks to confocality, this microscope demonstrated very good 
spatial resolution and permitted to reconstruct the spectrum of different artificial beads (with 8300 
spectra per second) using a prism spectrometer coupled with an EM-CCD (Figure 2.4).  
  
a) b) 
Figure 2.4: a) Schematic diagram of the layout of a hyperspectral confocal microscope, b) hyperspectral image of 
2.3 µm diameter silica microspheres labeled on their surface with four different fluorescent compounds. The raw 
emission spectra of the five compounds are shown in the inset, with the arrows indicating the microsphere from 









In their work, authors proved the possibility of reconstructing the spectrum of several different 
fluorescent dyes simultaneously. This capability is important in techniques such as fluorescence 
resonance energy transfer (FRET), where the biological dynamics is tightly bound with the change of 
fluorescence spectrum of a particular studied protein and, sometimes, the spatial resolution is not enough 
to resolve it [37]. 
With the arrival on the market of 2D imaging detectors, many systems using whiskbroom technology 
were replaced by pushbroom ones. De Beule et al. [38] implemented a pushbroom sensor for 
Fluorescence Lifetime Imaging Microscopy (FLIM). In this context, spectrally resolved microscopy is 
commonly used as an alternative tool to fluorescence intensity microscopy as a means of removing 
artifacts. In FLIM, the main source of contrast is the decay time of fluorescence, but this measurement 
is usually not enough to analyze tissue autofluorescence; spectral resolution can provide additional 
contrast. In their study, the authors presented a pushbroom system that acquired in less than 40 s a 
complete spectral and time resolved 300 µm x 100 µm field of view (FOV) with an EM-CCD (178 
frames per second [fps]) with a spectral resolution of 2 nm and a spectral range from 380 nm to 780 nm. 
This acquisition rate was proven successful in the task of reconstructing different autofluorescent tissue 
substances, allowing their discrimination with enhanced contrast. 
As already detailed, staring imagers can scan the wavelength by means of tunable filters, avoiding 
mechanical scanning techniques. In this context, Vilaseca et al. [39] evaluated two different staring 
strategies to image the human iris and obtain color and spectral information: one that made use of a 
RGB LCTF to acquire color images, and another that included a filter wheel with 7 interference filters. 
This evaluation was performed on several human irises, prostheses and contact lenses and the RGB 
LCTF system was shown to provide the necessary information to analyze the colors and reflectance 
from irises with enough accuracy. 
As above-mentioned, in order to improve the robustness and the lighting performance of staring imagers, 
systems based on LEDs have raised as an alternative to obtain a fast and narrowband scan of the sample. 
One example is the system by Bouchard et al. [40], who presented a LED-based system capable of 
collecting high resolution multispectral images at a frame rate of 220 Hz. This system was composed 
by two LEDs with different wavelengths and synchronized with a CCD camera. This technique enabled 
simultaneous visualization of brain oxygenation dynamics within a single vessel and the changes of 
fluorescence with high temporal resolution. 
Another example of a staring imager based on LEDs is that by Delpueyo et al. [26], which was used for 
the improvement of the diagnosis of skin cancer lesions (Figure 2.5). This handheld system used a total 
amount of 32 LEDs spread in a spectral range between 400 nm and 1000 nm, arranged in a symmetric 
configuration to guarantee a homogeneous illumination over the sample. Moreover, this system also 
used two crossed polarizers to remove specular reflection from the skin. 
Finally, some examples of snapshot systems are also described in this section. Gao et al. [41], [42], 
encoded the datacube coordinates of each single voxel on a detector and used strong post-processing to 
reconstruct it. Those authors developed methods to encode information on an area sensor called Image 
Mapping Spectrometer (IMS) (Figure 2.6) and Image Slicing Spectrometer (ISS) [42], respectively. ISS 
and IMS share almost the same principle: the collected light is reflected on an optical component 
composed by small size mirrors, named imaging mapper, which encodes the position of each single 
pixel and projects it on a component composed by prisms attached to a CCD camera. In particular, ISS 
is able to acquire a datacube of 350 x 350 pixels and 46 spectral points in a range from 450 nm to 780 









spectral band from 450 nm to 650 nm with 3 nm spectral resolution. These kind of systems have been 







Figure 2.5: a) Handheld HSI system for the analysis of skin cancer lesions and b) 4 spectral images of a benign 
lesion (common nevus) acquired with the system, adapted from [26]. 
Figure 2.6: a) The Image Mapping Spectrometer (IMS) system layout. Three different raw images are shown 
corresponding to a set-up in which the lorikeet is being imaged in different manners: through the full system, 









On the other hand, there are snapshot systems that rely their spectral imaging features to optical filters 
attached to pixels, as it is usually done in RGB cameras. These systems encode the spectral information 
in the relative position of the complete image on the detector, preserving the integrity of each spectrally 
filtered image. The advantage of this technique is clear: the amount of time required for post-processing 
is strongly reduced. However, since more than 3 channels are needed in hyperspectral configurations, 
this spatial filtering cannot provide neither the spectral nor the spatial resolution of other spectral 
imaging cameras [46]. Example of these systems are those presented by Mattews [47], [48], who built 
a hyperspectral snapshot system based on lenslet arrays placed just in front of a CCD and combined 
with 18 narrowband filters (with a bandwidth of 10 nm) ranging from 460 nm to 886 nm to 
simultaneously acquire 18 spectral images of the same scene (Figure 2.7 a). This system was 





2.3 Retinal imaging 
The first attempts to visualize structures of the retina were performed in 1823 and 1847, respectively, 
by Johannes Purkinje and Charles Babbage, who developed the first instruments that provided visual 
access to the posterior part of the eye [1]. However, it was in 1851 when Helmholtz wrote the first article 
stating the basis of retinal imaging or, equivalently, retinography. Retinal imaging presents some 
peculiar difficulties considering that the illumination and detection must share a part of the optical path. 
In this context, one must be aware that back reflected light from preceding eye optical structures, such 
as the cornea, is much brighter than the retinal reflected light itself. Retina is a minimally reflective 
surface (2 - 3% in the VIS) and several strategies have been developed during years in order to optimize 
the collection efficiency and reduce back reflections [49], [50]. In his work, Helmholtz illuminated the 
retina with a light bulb, split the illumination and detection paths with a 45° tilted semitransparent mirror 
Figure 2.7: a) Image of the optical lens composition (top) used to image 18 copies of the sampled scene (bottom), 









placed between the lamp and the observer’s eye, and observed the image through a 3 mm eyepiece. This 
configuration, the so-called direct ophthalmoscopy, permitted to isolate the contribution of the retinal 
reflected light from undesired back reflections and to observe the image of the ocular fundus. Moreover, 
the observer refraction and accommodation were corrected by moving a lens between the observer’s eye 
and the semitransparent mirror. An evolution of this first ophthalmoscope is still present in common 
daily routine analysis of ophthalmologists and optometrists, and current hand-held systems are not far 
from the earlier described optical scheme. Clearly, this simple instrument can only be used for direct 
inspection of the retina by the clinician, and no objective record is acquired.  
Based on this concept, the fundus camera constituted a great advance in retinal imaging, as it was able 
to image a larger field of view of the ocular fundus and to take photographs of it. In this way, the 
diagnosis and follow-up of retinal diseases became more objective, as the images taken at different 
moments could be more carefully analyzed and compared. Another remarkable improvement of fundus 
investigation arrived with the integration of digital photography in common ophthalmoscopes. As 
reported by Dobbins [51], the first digital camera invented by S. Sasson at Eastman Kodak in 1975, and 
the subsequent shift from analog to digital imaging revolutionized the medical records and posed the 
basis of modern retinography [52]. Nowadays, the use of digital RGB fundus cameras is widespread, 
and they have become a basic tool in clinical practice, although they cannot be used for some specific 
purposes, such as monitoring of metabolic substances, large FOV imaging of the retina or the acquisition 
of high-resolution images, for which custom-made systems are demanded. 
Accordingly, a series of developments have been carried out by several researchers, turning towards 
innovative technologies for the study of the retina, such as OCT, cSLO, and various types of novel 
retinographs, like large FOV fundus cameras, which allow imaging also the peripheral portion of the 
retina. In parallel, spectrally resolved fundus cameras in the VIS have also been developed at research 
level allowing for the study of retinal structures and diseases related to particular substances of the eye 
[12], [14], [53]. Of remarkable importance in the context of this project is the evolution of fundus 
reflectometry, which permits to investigate many wavelength-dependent features of the ocular fundus, 
e.g., oxygenated and de-oxygenated hemoglobin, melanin or lipofuscin concentrations [54], [55]. 
In the following sections, we will give an overview of the principal modern techniques used in 
ophthalmoscopy, explaining their main physical principles, advantages and drawbacks. After this, we 
will focus on fundus cameras and their use for diagnosis for retinal diseases, as well as HSI systems 
used for retinal imaging. 
2.3.1 Modern systems for retinal imaging  
One technique that plays a protagonist role in current ophthalmic investigation is OCT (Figure 2.8). The 
potential of this technique relies on its capability of providing depth resolved imaging in a non-invasive 
way. Its working principle is based on the low coherence interferometry technique. In a simplified 
manner, the OCT can be seen as a Michelson interferometer using a broadband spatially coherent source, 
e.g., superluminescent LEDs. Due to its broadband spectrum, the light source used in OCT has a low 
temporal coherence, so the interference of the beams of the two arms of the interferometer (probe and 
reference arms) will only be constructive for phase differences within the small coherence length. 
Scanning the reference beam phase with a moving mirror inserted in the reference arm of the 
interferometer makes possible to obtain an axial sectioning of the sample. Moreover, adding a scanning 











a)  b) 
This OCT system is called Time Domain OCT (TD-OCT), but nowadays there are many different kinds 
of configurations with increased speed and resolution. One of these is the Fourier Domain OCT (FD-
OCT) that, instead of performing a temporal scan, relies its axial sectioning capability on the spectral 
dispersion of the reflected light. This allows acquiring the entire axial scan simultaneously. The axial 
resolution basically depends on the spectral bandwidth of the illumination, while the maximum 
achievable depth depends on the wavelength (NIR light penetrates more into the tissue). For biological 
samples, it is limited by the absorption of water (very strong over 1300 nm) and scattering of the tissue. 
Recently, using light sources at 1060 nm, OCT systems have been deployed to image down to the 
choroid [56], [57]. 
Common OCTs suffered from two main limitations: the noise given by the speckle, and the required 
acquisition time. Scanning the focused beam all over the sample, modern OCT systems can produce 2D 
and 3D images with optimal resolution; however, eye movements during the scan can affect them, 
compromising their quality. To resolve these constraints, several techniques that combine fast scanning 
methods, adaptive optics or swept sources have recently been developed. Despite increasing OCT 
performance, these improvements also rise up the price of the instruments.  
Nowadays, for certain diseases, no ophthalmological precise diagnosis can be done without using OCT 
systems. Even more, the development of OCT technology for the anterior segment imaging has made it 
not only suitable for studying the retinal layers, but also other ocular structures such as the cornea and 
the lens. Nevertheless, most of the applications are still for the monitoring and diagnosis of several 
retinal diseases such as glaucoma, age related macular degeneration (ARMD), diabetic retinopathy and 
retinitis pigmentosa, among others. 
Another scanning technique mainly used in ophthalmologic research but with some early 
implementations in clinical environments is cSLO [58]. This is a basic technique of microscopy that 
produces diffraction limited resolution (if combined with adaptive optics) and low noise images. cSLO 
achieves optical sectioning by means of a confocal pinhole located at a conjugate plane of the focus of 
the illumination light, cutting out the light coming from out–of-focus layers and axially resolving the 
sample with increased contrast (Figure 2.9). 
Figure 2.8: a) Standard OCT optical layout based on a low time-coherence Michelson interferometer and b) 









The main drawbacks of this technique are the scanning speed and the integration time required for single 
point detection. In fact, when the pinhole size is reduced, the collected light is cleaned-up but the 
integration period or the illumination intensity must increase to have enough signal from the sample. 
Larger integration times can seriously compromise the optical quality due to the eye movements, while 







From the applications of cSLO, we may point out fluorescein and IndoCyanine Green angiography 
(ICG) to study in detail the vasculature of retinal and choroidal layers, respectively, taking advantage of 
the contrast given by fluorescence and the axial sectioning. Therefore, cSLO is used for circulatory 
related diseases such as diabetic retinopathy, as well as to collect lipofuscin autofluorescence 
information from the retina, where the presence of this protein is a common indicator of photoreceptors 
losses. In order to increase the image quality of cSLO, but only for small FOV fundus images (Figure 
2.10), adaptive optics is also being used. In this way, Roorda et al. [60], [61] were able to identify fine 
details of the retina, such as the cones and their pigmentation with diffraction limited resolution. 
Figure 2.9: a) cSLO basic principle and set-up composed by an x-y scanning system, the confocal pinhole, the 
laser light source and the detector, [1], b) fluorescein angiogram with fundus camera (left) and with cSLO (right), 
and c) axial optical sectioning effect in the cSLO images. All three images are taken at the same wavelength. Focus 










All of these systems exploit very good resolution, image quality and contrast but are usually limited to 
restricted areas of the retina. A trade-off between the acquisition time, the delivered power and the retinal 
portion under study must be found to avoid photodamages and/or compromised image quality.  
 
 
a)  b) 
2.3.2 Fundus Camera (retinograph) 
Besides the two modern systems described above, ophthalmoscopes and retinographs are still the most 
widely used instruments since they are able to provide a general overview of the retina with fairly good 
resolution and give a reference for further diagnosis or analysis to the ophthalmologist [62]–[65]. 
As aforementioned, the Helmholtz approach (direct ophthalmoscope) settled the fundamentals for 
retinal imaging techniques. Based on an evolution of that original system (the indirect ophthalmoscope), 
the design and development of the first commercially available fundus camera instrument by the Carl 
Zeiss Company (1926) was a remarkable step forward in the imaging of the ocular fundus. Later, with 
the successful integration of CCD digital cameras, faster and improved acquisitions of retinal images 
were possible. In the subsequent, several developments were made widening the fields of application of 
such optical technique, combining the fundus camera with stereoscopic imaging, increasing the FOV 
(up to 220º), and going from monochromatic to color imaging  [52], [66], [67]. 
About monochromatic imaging, of remarkable importance are the techniques that permit to highlight 
ocular structures and substances by means of filtering or illuminating the retinal layers with selected 
wavelengths. For instance, red-free fundus photography allows increasing the contrast of blood vessels 
thanks to the hemoglobin green light strong absorption; blue light illumination permits to highlight the 
Nerve Fiber Layer (NFL), and spectrally selected excitation sources can be used to excite fluorescence 
Figure 2.10: a) Retinal imaging layout that makes use of adaptive optics in order to correct the ocular wave front 
and increase the image quality, [61] and b) series of images of the same retinal area without (left) and with adaptive 









from exogenous or endogenous substances like fluorescein or ICG and lipofuscin, respectively [52], 
[54], [55], [68]. Nowadays, common fundus cameras are only used in RGB and monochromatic modes 
with limited spectral resolution. In consequence, they present some problems as metamerism, which 
masks a lot of interesting information. Due to this, besides continuing searching on optical system 
strategies to increase the collection and illumination efficiency, research is looking to new hyperspectral 
solutions in order to improve fundus cameras capabilities. 
2.3.2.1 Optical principles of fundus photography 
When we take a photo with a common digital camera using the flash, the eyes of any person in the photo 
often appear as luminescent red spots. This is due to the flash light that, entering inside our open eyes, 
is back reflected by the ocular fundus, which is a strongly vascularized zone of our body. To avoid this 
effect, it is sufficient to misalign the camera’s sensor from the back reflected light to exclude it from the 
detection path. This example shows in a simple manner the concept of fundus imaging and provides an 
insight about the illumination and detection systems that have to be built. 
Since the retina must be illuminated and imaged simultaneously through the eye, illumination and 
detection optical systems in fundus imaging must share a common optical path and elements, at least 
those corresponding to the eye’s optics (cornea, lens, etc.). Considering also that the retina has low 
reflectivity, this takes to the compulsory need to carefully build the illumination and detection systems 
so as to avoid undesired back reflections from all the optical surfaces shared by both paths before the 
retina [49]. This is achieved by accomplishing the geometric pupil separation principle [1], which states 
that the illumination and observation beam paths must be geometrically separated in all locations where 
scattering and reflections may occur (Figure 2.11). In this way, proper apertures and blocking elements 
must be placed in the detection path to cut off the light reflected from the shared ocular elements, 
collecting the light passing through the portion of the pupil that is not illuminated. 
 
 
Historically, common strategies used for the illumination of the retina can be divided in two main 
methods (Figure 2.12) [69]. The oldest, used in the original direct ophthalmoscopes, makes use of an 
off-axis tilted mirror. Thus, the illumination beam is tilted (Figure 2.12 a), ensuring that the detection 
and illumination systems have two different optical axes and so, leaving the detection almost free of 
back reflections from the eye’s optical elements. In general, this technique can be used for its simplicity 
and low cost, but may present irregularities in the illumination distribution on the retina, mainly due to 
the asymmetry between illumination and detection axes. 
Nowadays, the most common illumination strategy is based in the so-called Maxwellian view 
configuration (Figure 2.12 b) [1]. In this case, the light is focused at the anterior segment of the eye, 
nearby the subject’s pupil plane, and then spreads inside the posterior segment covering a wide retinal 









area. This method restricts the interaction of the illumination beam with the ocular optical elements only 
to a focalized region in the anterior segment, which helps in the accomplishment of the geometrical 




In fundus cameras, this geometrical separation is generally achieved by the use of a ring-shaped 
illumination beam (Figure 2.13). This ensures a homogeneous illumination of the retina in the entire 
field of view, leaving the central part of the pupil free to collect the light reflected by the retina. Ideally, 
in this technique there is only one surface where the illumination and the detection beams are coincident: 
the retina [1], [50]. The cut-off of the undesired back reflected light is done by inserting a circular 
aperture in the detection path, placed in a plane conjugated with the subject’s pupil. 
Apart from the optical elements of the eye, the illumination and detection paths should ideally be 
completely independent so that no further back reflections could affect the image. This could be 
achieved in the so-called external illumination configuration of a fundus camera (Figure 2.14 a), 
according to the nomenclature used by DeHoog et al. [49]. In this configuration, a beamsplitter is placed 
in front of the subject’s eye, combining both paths. The first lens in front of the eye (objective lens) is 
then placed after the beamsplitter. This allows a better correction of system’s aberrations, as its design 
can be tackled with no limitation in the number of its optical surfaces, i.e., no care must be taken 
regarding back reflections on those surfaces. The geometric pupil separation is achieved by means of a 
diaphragm in the detection path in a plane conjugated with the eye’s pupil. However, the use of the 
beamsplitter, introduces inevitable losses both in the illumination and the detection optical paths. For 
this reason, higher power light sources must be used. It should be also noticed that high FOV are limited 
by the Numerical Aperture (NA) of the required objective lens. Due to the presence of the beamsplitter, 
the distance between the objective and the eye (working distance) cannot be reduced, so the only 
possibility is to use lenses with high apertures. This supposes a considerable increase in the price of the 
optics, worse integration capabilities, and, in fact, a much harder aberration balance although using 
several elements on its design.  
Due to these limitations, common fundus cameras use the so-called internal illumination configuration 
(Figure 2.14 b) [49], where the objective lens is placed in front of the cornea and not using a beam 
Figure 2.12: Principal strategies used to illuminate the retina. a) The division is achieved with a tilted mirror that 
decouples the illumination and detection optical axes. b) Maxwellian view: the retina is illuminated with a shaped 









splitter. In this way, collection efficiency greatly increases but the surfaces of the objective lens can 
potentially generate undesired back reflections and precautions must be taken. The separation between 
the illumination and detection light is generally achieved by means of a holed mirror placed in a plane 
conjugated with the eye’s pupil. On the one hand, the ring-shaped illumination light is focused on the 
holed mirror, thus being focused at the subject’s pupil, and reflected by its external part. On the other 
hand, the light coming from the retina passes through the hole, which acts as a diaphragm for the 
detection. Accordingly, this element, besides splitting the two optical paths of the system, ensures the 
geometrical pupil separation. The main advantage of this approach is the possibility for achieving a 
wider FOV with more cost-effective objective lenses and with better integration capabilities. Moreover, 
the light efficiency of the system is greatly increased compared to the use of a beamsplitter, as almost 




As previously outlined, the use of an objective lens as a shared optical component between the 
illumination and detection paths may cause undesired back reflections. This imposes important 
constraints in the design of this lens, especially in regards to the number of surfaces, which should be 
minimized. Consequently, there might be a poorer aberration balance that must be compensated in the 
design of the rest of the detection arm. In any case, and although minimizing the number of the surfaces 
of the objective, some further strategies are required in order to eliminate the produced back reflections. 
Using antireflection coatings, their intensities can be strongly reduced, being much lower than the 
corneal reflection, but still higher than the retinal one. In general, the mostly used approach consists of 
Figure 2.13: Schematic representation of the ring shaped illumination and the geometrical separation with the 
detection at the pupil, from two different views: a) front view at the illumination focus plane at the anterior 
segment, adapted from [50]; and b) top view, adapted from [70]. Some parameters used to characterize a fundus 
camera are shown. β: illumination cone angle before the cornea. γ: illumination cone angle after eye optical 
surfaces. FOV (α): illuminated FOV. Ri, RL, RO: imaging pupil radius, internal and external radius of the 









placing some obscurations in the illumination path, which shade the parts of the surfaces of the objective 
lens that cause those problematic reflections. Nevertheless, those stops can cause illumination 
inhomogeneities if not placed and designed carefully. 
From the literature analysis, the overall performance of the internal configuration is better, despite of 
the back reflected light and more complex alignment. Therefore, this is the one used nowadays.  
 
 
Avoiding back reflections may be one of the most challenging issues when designing a fundus camera, 
but not the only one. Apart from this, the illumination arm should guarantee the best possible 
homogeneity of the retinal illumination, and the detection arm must be designed so as to obtain a sharp 
image of the ocular fundus all over the FOV. Both arms must also consider the potential refractive errors 
that the eye may have, so that the fundus camera can properly work for a range of ametropias. As an 
example of the design of a fundus camera, the scheme of the layout of a commercial device (Carl Zeiss 
Meditec) is depicted in Figure 2.15 [1], although it should be noticed that other approaches may have 
been considered in other instruments. In this design, as shown at the bottom left part of the figure, the 
geometric pupil separation is granted, as aforementioned, by focalizing the ring-shaped illumination 
(red) at the pupil plane, leaving the central part of the pupil for the collection of light reflected by the 
retina (yellow).  
Regarding the illumination system, a flash lamp is usually used. The fast operation of the flash light 
mode is required in order to avoid the undesired movements of the eye during the measurement. Some 
optics are used to condense the light on a mask with a ring aperture, which creates the shape of the 
illumination. This ring is imaged on the reflective outer surface of the holed mirror by means of a lens 
(Lillu), so that the whole illumination pattern is reflected and then imaged on the eye’s pupil by the 
objective (Lobj). As we will explain later on, this mask must be carefully designed in order to have the 
best light collection efficiency, illumination homogeneity and reflections rejection, considering the eye’s 
pupil dimensions. A series of spectral filters are usually inserted in the illumination path to highlight 
particular retinal substances and structures, such as hemoglobin or the NFL, which present a higher 
absorbance or reflectance than the surrounding background at particular wavelengths. A variable field 
diaphragm is also usually included in the system, which controls the illumination over the FOV. As 









aforementioned, a set of covering points are placed at the proper planes in order to exclude the back 
reflections of the surfaces of the objective lens. For a correct illumination performance, additional 
optical elements, as condensers and diffusers, can be included in the illumination path to provide the 
required intensity distribution at the retinal plane.  
 
 
In regards to the detection system, the retinal reflected light exits the eye through the entire pupil. Then, 
the objective lens forms an intermediate image of the ocular fundus at its focal plane in the case of an 
emmetropic eye. As explained for the illumination arm, the objective lens conjugates the plane where 
the holed mirror is placed with the eye’s pupil. In this way, only the light that is collected from the 
central area of the eye’s pupil passes through the hole of the mirror, which acts, as the aperture 
diaphragm of the system. Then, further optics (Lmo and Lfoc in the figure) are inserted to compensate the 
patient’s refraction by axially moving one (or several) of the lenses so as to apply the spherical 
compensation without changing the final fundus image size. After this correction, the light is collimated 
and can be split into different optical paths. One of them is dedicated to collect the image from the ocular 
fundus by means of a detector, generally a RGB CCD or CMOS camera, with enough sensitivity and 
speed for a proper acquisition of the images. The other subsidiary optical paths are necessary for a proper 
alignment of the eye and focusing of the retinal image before the capture. They can be used to place a 
monitoring camera to observe the ocular fundus or even to introduce fixation targets. 
Going deeper into the optical design of a fundus camera, it is worth describing the basic parameters that 
characterize the system’s performance, too [50]. The imaging FOV is the very starting point for the 
design of both the illumination and detection arms, as the performance of the whole system strongly 
depends on it. The FOV is measured in degrees (α) and modern fundus cameras have angles that span 
from 20° up to 200°. A FOV of 30° allows imaging the main structures of the retina such as the optic 
disk, the fovea and the temporal fundus. The angles γ and β (see Figure 2.13 b), which correspond to 
the angle spanned by the illumination light cone after and before the focus in the anterior segment, have 
to be matched with the imaging FOV. These angles must be chosen in such a way that the illumination 
light cone completely fills the FOV with a homogeneous intensity distribution. 









Other parameters that influence the resolution, the geometric pupil separation capability, the 
illumination homogeneity and the collection efficiency are the outer and inner radii of the annular 
illumination (RO and RL), and the radius of the detection pupil (Ri) (see Figure 2.13 a). The upper limit 
of RO is limited by the radius of the ocular pupil (pr). In the so-called mydriatic fundus cameras, wider 
illumination rings are used, as a wide pupil diameter is guaranteed by the instillation of dilating drops, 
while non-mydriatic systems must be able to work for very small pupils. On the other hand, the detection 
radius (Ri) value is given by the system’s pupil size, i.e., the size of the image of the pinhole in the holed 
mirror. Its value determines the light collection efficiency, the resolution and the contribution of back 
reflections to the final fundus image. A revision of the literature suggests that Ri are around 0.75 mm 
and 1.5 mm but, in terms of efficiency, homogeneity and image quality, there is minimal benefit to 
increasing the imaging pupil radius beyond 1 mm [49], [50]. On the other hand, RL must be set so as to 
leave some separation between the illumination ring and the detection area, thus ensuring a certain 
tolerance in the positioning for the removal of reflections. 
Finally, other important functional parameters to be considered while designing a fundus camera, are 
the working distance, the range of spherical refraction compensation and the sensor’s and optical 
resolutions. Of course, the system must also be safe, so the design must guarantee the fulfillment of the 
regulatory rules that limit the illumination levels delivered to the eye (basically, standards ISO 
10940:2009 [71] and ISO 15004-2:2007 [72]). A thorough description of all these parameters and 
constraints, and their impact on the design, is out of the scope of this basic review, but it can be found 
in [49], [50], [73].  
The system’s performance depends on all former parameters but also on functional relationships 
between them, so a complex compromise must be met in order to achieve the best operation at lower 
cost. For more information, the reader can refer to several studies that have been carried out in order to 
study methods to increase the performance of retinographs [49], [50] and to find agreement and 
reproducibility with experimental data [61], [70]. 
2.3.2.2 Ocular spectral properties 
The transmittance and reflectance (Figure 2.16) of the ocular media were studied in 1962 by Boettner 
and Wolter, considering also their scattering properties [1], [74]. In this work, the authors showed that 
the cornea and aqueous humor transmit light from 300 nm to 2000 nm; below and above this range, the 
light is strongly absorbed and reflected by the characteristics of the ocular media (Figure 2.16 a). 
The lens presents a glass-like spectral behavior and is our first defense against ultraviolet (UV) radiation; 
specifically, it strongly absorbs light between 300 nm and 400 nm, which can seriously damage the 
retinal layers. Due to the eye’s structure, water absorption is especially important when light passes 
through the vitreous humor, which is 25 mm thick. In fact, the light after the lens is modulated by water 
absorption, thus light beyond 1350 nm hardly reaches the retina. 
Experimental reflectance spectra of the ocular fundus is presented in Figure 2.16 b, which were reported 
by Elsner et al. [65]. This figure highlights that the spectral characteristics of the ocular fundus depend 
on the pigmentation of individuals: the dark-pigmented individuals (DP) reflect less light than the light-
pigmented (LP) ones and, for both types of subjects, the retinal reflectance increases with the wavelength 
reaching values of 10% around 800 nm - 900 nm. This is the reason why it appears reddish.  
This global reflectance can be explained by the individual reflectance and absorbance characteristics of 
each structure and layer in the retina [75]. The first retinal reflector is the inner retinal membrane, a 









structure presents a quite flat spectral reflection and contributes to the final retinal image with both 
specular and diffuse reflectance [76].  
 
 
a)  b) 
After this film, there is the NFL with a reflectance spectrum (Figure 2.17 a) that decreases with λ from 
460 nm to 560 nm, with a very slight change between 560 nm and 680 nm [77], [78]. Therefore, the best 
region to study the NFL is in the blue part of the VIS range, where its reflectance is higher [79] and the 




Photoreceptors show a directional and spectral dependency of their response, named Stiles-Crawford 
effect, which is shown in Figure 2.17 b for different wavelengths and at different positions on the pupil’s 
plane. This effect [80] comes from the light guide behavior and directionality of the outer segments of 
the cones, which are oriented within the eye in a way that they point towards the pupil center. Due to 
this, fundus reflectance exhibits a bell-shaped intensity distribution at the pupil plane [81]–[83] and a 
spectral change in the reflectance due to their ability to capture photons at different wavelengths [84]. 
Despite of this, the absorption of photoreceptors is neither relevant nor detectable in standard fundus 
Figure 2.16: a) Spectral transmittance of the eye at different axial locations, [1] and b) spectral reflectance of the 
retina for dark-pigmented (DP) and light-pigmented (LP) subjects (log scale), [65]. 
Figure 2.17: a) NFL reflectance spectrum based on experimental results from two different sampled zones on the 
retina, [77]; b) Spatial profiles at five different wavelengths showing the Stiles–Crawford effect. Solid lines depict 









photography due to the high levels of light involved. In fact, more than 99.5% of the visual 
photopigments present in rods and cones become bleached (saturated) by the flash [54], [85]. 
Macular pigments (Figure 2.18 a, c) are located in the inner retinal layers and extend over an area of 
0.5-2.0° in diameter centered on the fovea. The spectral signature of these pigments, with their maximum 
absorption in blue, is recognized by the fact that foveal reflectance is lower than the perifoveal one for 






In particular, macular pigments such as lutein and zeaxanthin act as a yellowish filter absorbing light 
between 390 nm and 540 nm with a maximum at 460 nm [87], [89] (Figure 2.18 a). The density varies 
from person to person and a dependency on gender has been reported by Hammond et al. [90]. Macular 
carotenoids are very effective antioxidants, capable of reducing lipofuscin formation. Nowadays, 
Figure 2.18 : a) Spectra of lutein and zeaxanthin in ethanol, which illustrate the characteristic differences in the 
absorption properties of the two carotenoids,  [87]. b) UV/VIS excitation, absorption and emission spectra of A2E 










autofluorescence of lipofuscin and fundus reflectometry allow objective quantification of macula 
pigment ocular densities, [91]. 
Between the retina and the choroid there is the Retinal Pigment Epithelium (RPE), a tissue with a high 
absorbance and dense melanin concentration, forming a dark pigmented wall [92]. The RPE helps in the 
absorption of scattered light, increasing the quality of the perceived image. This layer absorbs strongly 
at short wavelengths because of the melanin. 
Lipofuscin, the name given to fine yellow-brown pigment granules mainly composed of lipid-containing 
residues, accumulates as a product of phagocytosis of photoreceptors in the outer segments. It is 
concentrated in the RPE and has an impact on the retinal spectral reflectance [93]. Its distribution 
increases from the eye equator and has a dip at the macula [94]. On the other hand, its concentration 
increases continuously through the entire life and, besides lipids, it can also consist of proteins and 
fluorescent compounds. The fluorophore with the maximum concentration is AE2, which is a derivative 
product of vitamin A, and its photoisomers are toxic and can lead to cells death. As it is shown in Figure 
2.18 b, AE2 has absorbance peaks at 285 nm and 420 nm, and fluorescence emission around 600 nm 
[88], [95], [96]. 
While melanin concentration that resides in the RPE is similar between differently pigmented 
individuals, dark pigmented subjects have almost twice the amount of choroidal melanin than light 
pigmented subjects, [97]. The amounts of both choroidal and RPE melanin decrease with age and the 
spectral absorption decreases monotonically with increasing wavelength (Figure 2.18 c), with a λ-4.6 
trend in the middle of the VIS [98]. 
Hemoglobin is one of the most interesting sources of information and can be used for direct 
measurements of the metabolism of the eye. In fact, hemoglobin can be either oxygenated or de-
oxygenated. In the VIS range, oxygenated blood shows spectral absorption maxima at 416 nm, 542 nm 
and 577 nm and minima at 510 nm and 560 nm, whereas de-oxygenated blood shows a local minimum 
at 470 nm and a local maximum 559 nm. In the NIR range, the spectral absorption curves of de-
oxygenated and oxygenated hemoglobin cross around 800 nm. In this way, a study of the retinal 
oxygenation (VIS range) but also of the choroidal one (NIR-IR range) might be possible with HSI 
systems including these two spectral ranges, where the reflectance contribution of oxygenated and de-
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Figure 2.19 : Oxygenated (red) and de-oxygenated (blue) hemoglobin spectral absorption curves from 480 – 700 
nm in a), and from 670 – 1040 nm in b). Common wavelengths used to provide oxygenation maps of the ocular 
fundus are highlighted with red (583 nm in a and 762 nm in b) and blue (590 nm in a and 810 nm in b) vertical 









Finally, the sclera has a reflectance of about 50%. It is one of the most reflective surfaces of the ocular 
fundus and the last layer. From the literature, in vitro and in vivo measurements with human sclerae 
showed a slight decrease of reflectance with increasing wavelength, [75]. 
2.3.2.3 Diagnosis of retinal diseases with fundus cameras 
The study of the ocular fundus helps in the investigation and earlier diagnosis of diseases affecting the 
retina, as different structures and substances can be highlighted and monitored. A detailed description 
of all diseases is out from the scope of this thesis but some of them are briefly presented below, [100]. 
For a comprehensive and exhaustive description the reader can refer to current literature [101]. 
Some of the most frequent diseases are glaucoma, maculopathies, diabetic retinopathy or retinitis 
pigmentosa. Visual dysfunctions and diseases are generally related with changes in concentration of 
particular substances, position, morphology and thickness of specific structures of the retina [75]. With 
age, a decrease in the central visual acuity and foveal light sensitivity may also occur. This might be 
partially explained by the cones malfunction due to decreased visual pigment density after the age 60.  
Glaucoma is a retinal disease that mainly affects the NFL [102], reducing its thickness. It is caused by 
the progressive dead of several nerve cells due to the increase of intraocular pressure. One of the 
parameters used to diagnose the glaucoma is the optic disk/cup ratio [103], which can be studied from 
fundus images (Figure 2.20 a).It shows a wedge shape defect at the center of the optic disk caused by 
the thinning of the NFL (which is precisely measured with OCT systems, Figure 2.20 b) while the lamina 
cribrosa is exposed. The changes in reflectance of the NFL with fundus photography (Figure 2.17 a) 
might additionally help in the early detection of this disease [104]. In fact, by combining OCT 
technology with fundus cameras, it is possible to correlate the OCT images to pathology landmarks or 
to make follow-up measurements at later stages at exactly the same location on the retina [1]. Moreover, 
scientists have also analyzed spectral reflectance of the fundus at different stages of glaucoma. Changes 
found were attributed to a lack of oxyhemoglobin caused by damaged microcirculation in early open 
angle glaucoma [105]. 
  
a) b) 
Figure 2.20: a) Retinal image of an eye with a wedge-shaped defect in the NFL [105]; b) diagnosis based on OCT 
and fundus camera optic nerve head analysis. On the left, an individual OCT radial scan and a fundus image 
acquired with a Carl Zeiss OCT system are shown. On the right, composite diagram of the optic nerve head 









High levels of lipofuscin in the RPE may contribute to the pathogenesis of macular diseases like Best 
disease, adult vitelliform macular dystrophy, Stargard disease, and ARMD. In the VIS region, the 
spectral fingerprint of lipofuscin resembles that of melanin. In this regard, early diagnosis of age related 
diseases such as ARMD [106], which is a degenerative disease that affects mainly the macula causing a 
loss of central vision, can be achieved by looking at the accumulation of these autofluorescent pigments 
generated by the phagocytosis of dead photoreceptors, or by simply studying the reflectance of melanin 
that prevents the advent of maculopathy and protects healthy photoreceptors from photodamage (Figure 
2.21 a) [94], [107].  
These accumulations (exudates) of extracellular material are called drusen (Figure 2.21 a), which are 
generally located between the RPE and the Bruch’s membrane, with a color that can vary from white to 
pale or bright yellow. As drusen revert, they lose their coloration, which could be associated with 
glistening areas of calcification, areas of RPE atrophy or depigmentation. Drusen themselves may lead 
to deterioration and atrophy of the retina. Depending on their morphological features, they can be 
divided into hard and soft drusen. Hard drusen are smaller and have sharp edges while soft drusen are 
larger (diameter greater than 1000 µm), mound-like elevations with margins that are not clearly defined. 
They are often found in retinas with ARMD and are the most common early sign of the non-exudative 
form of this disease (see below). The amount, size, shape, distribution and clinical appearances can lead 
to different prognoses [108], [109]. 
ARMD can be divided in two category “dry” and “wet”.  About 90% of all people with ARMD have 
dry ARMD, a condition in which layers of the macula (including the photoreceptors and the RPE) get 
progressively thinner, functioning less and less as they do, which is called atrophy. At early stages of 
dry ARMD, the pigment or color of the macula changes and tiny drusen appear on the retina. Dry ARMD 
is also called non-neovascular ARMD or non-exudative ARMD because it does not involve the exuding 
of fluid from blood vessels. Advanced cases show RPE atrophy, which is the complete depigmentation 
and degeneration of the RPE. Wet ARMD is also called neovascular ARMD or exudative ARMD 




Patients with diabetic retinopathy (Figure 2.21 b) do not present vision loss at early stages but when 
neovascularization, lesions and hemorrhages appear, it is often too late for a targeted therapy. Nowadays, 
fundus photography is the standard method for observing and recording this condition. However, the 
Figure 2.21 : a) Fundus image of patient with ARMD (left) and fundus autofluorescence image to identify 
pigmentary changes and choroidal neovascular formations (right), [68]; b) illustration of various lesions 









contrast between lesions and healthy surrounding tissue is limited and sometimes a green filter is used 
to enhance the superficial lesions, vascular abnormalities and associated hemorrhages. The use of these 
filters excludes completely the red part of the spectrum that also provides important diagnostic 
information. In this context, HSI in both the VIS and NIR ,allowing imaging of the choroid, could be a 
valuable tool to increase the contrast of specific structures by a tailored spectral analysis [111]. Using 
spectral fundus analysis in patients with diabetes, it has been actually shown that, even at early stages, 
alterations might occur especially in the choroid when they underwent laser photocoagulation as there 
is an alteration in blood flow, [75], [112]. Additionally, macular edema has been found to be associated 
with lowered foveal pigment density, decreased directionality of foveal cones and reduced foveal 
reflectance.  
Retinitis pigmentosa is an inherited eye disease that causes loss of vision due to the progressive 
degeneration of the rod photoreceptor cells in the retina. Its early symptoms start with loss of night 
vision and FOV. The diagnosis of the ophthalmologist is confirmed by fundus and OCT images when 
dead cells at the periphery of the retina are observed, where the rods are denser. Once again, HSI systems 
can be helpful in order to highlight these structures in an earlier degeneration stage. Besides retinitis 
pigmentosa, retinitis is a general term to identify inflammations of the retinal and choroidal layers that 
can manifest as symptoms of viral infections related to other diseases such as toxoplasmosis, AIDS, etc. 
Sometimes, in these cases it is required to have enhanced contrast of the vasculature of the eye to be 
able to see bleedings and vessels. For this purpose, exogenous fluorescent dyes, such as fluorescein and 
ICG, are used to highlight retinal and choroidal layers, respectively [68] (Figure 2.22). In this way, 
fluorescein and ICG angiographies are important tools in the understanding, diagnosis and treatment of 
retinal disorders. This diagnostic imaging procedure uses a fundus camera or a SLO, after an intravenous 
injection, to capture a rapid sequence of the retinal vasculature [1]. In order to subtract the background 
and highlight the fluorescence, fundus cameras are equipped with a matched pair of excitation 
wavelengths (465 nm − 490 nm for fluorescein and 600 nm − 700 nm for indocyanine green) and 
detection filters (520 nm − 530 nm for fluorescein and 700 nm − 800 nm for indocyanine) to excite and 
detect only the fluorescence emission. This technique facilitates the in-vivo study of the retinal and 
choroidal circulation and is particularly useful in the management and assessment of retinopathies, 
macular degeneration as well as in the totality of retinal diseases that affect circulation. In rare occasions, 
fluorescein angiography of the iris and other anterior eye structures may be of value, too. 
  
a) b) 
Figure 2.22: : ICG images: a) Image acquired with a green filter of an eye with a large sub-retinal hemorrhage, 
and b) fluorescence image acquired with a NIR filter (835 nm) that reveals a sub-hemorrhage of the choroidal 









Other diseases that can benefit from the use of HSI fundus cameras for their evaluation are those 
affecting the choroid. This structure can be partially visualized with OCT (central peak wavelength 
1060, [113]) or the novel OCT-Angiography [114], although they only provide good  qualitative but 
limited quantitative morphological information (like thickness). However, when imaging the choroid 
with these conventional techniques, a great part of light is easily lost due to scattering and attenuation 
from pigment in the RPE and from dense microvasculature in the choriocapillaris [115]. Moreover, some 
eye disorders can trigger artifacts that degrade the quality of the images obtained from the choroid in 
conventional OCT methods, and therefore make its visualization difficult, as well as the layers 






The choroid might be affected by different retinal disorders such as ARMD, central serous 
chorioretinopathy (CSC), diabetes and the Vogt-Koyanagi-Harada disease (VKH), or just become 
primarily involved in conditions such as polypoidal choroidal vasculopathy (PCV) and choroidal 
tumors. Besides ARMD, which has already been formerly described, CSC occurs because of a serous 
detachment of the neurosensory retina due to hyperpermeable choroidal capillaries, which often causes 
a central vision loss or distortion [116]. In turn, VKH disease is an inflammatory syndrome, which is 
probably a result of an autoimmune mechanism influenced by genetic factors [117]. On the other hand, 
PCV causes a serous-sanguineous detachment of the RPE, which is sometimes related with exudative 
ARMD. Finally, choroid tumors are caused by the abnormal growth of the choroid cells.  
In the latter case, as there is a large variety, it is difficult to distinguish among them using only 
conventional color retinography, since information about the depth and the composition of the tumor is 
Figure 2.23: Common artifacts in OCT images caused by the intrinsic properties of the eye: a) media opacity 
causing artifacts, b) blurred layer visualization in highly myopic eyes, which can lead to errors in their 









required. Shields et al. [118] analyzed 2514 choroidal nevi, some of them turning out melanomas, and 
concluded that the factors predicting tumor growth into melanoma included thickness (greater than 2 
mm), subretinal fluid existence, symptoms of visual loss, presence of lipofuscin, margin near disk, 
ultrasonographic hollowness, and absence of halo. A study by Torres et al. [119] demonstrated, by 
means of OCT, that nevi show a homogenous and medium intensity band with visible choroidal vessels, 
whereas choroidal melanocytic nevi have a high intensity band at the Bruch’s membrane and RPE 
(Figure 2.24). On the other hand, a band with low intensity in the deep choroid with enlargement of the 
suprachoroidal space was shown in choroidal metastasis. Therefore, it was concluded that there is a 
difference between the tumor intensity at IR wavelengths used in OCT imaging (commonly, 1060 nm), 





2.3.2.4 HSI fundus cameras 
HSI systems can be a powerful and straightforward approach to investigate biological tissues. Due to 
this potentiality, the spectral study of the retina has developed quickly in the last few years. Several 
works have been already carried out with the goal of characterizing the retinal and choroidal metabolism, 
and the composition and shape of the smallest retinal structures, such as vessels, drusen, etc. with the 
aim of improving the diagnostic tools used by ophthalmologists. One of the earliest attempts to apply 
HSI to ocular fundus was made by Riva et al. [120], who developed a MSI system with 7 filters 
integrated in a scanning disk, allowing the measurement of the reflectance from 400 nm to 800 nm. 
These authors made use of polarizers in order to cut off the back reflected light and register the metabolic 
changes of hemoglobin. A whiskbroom MSI system was later developed by Delori et al. [54] (Figure 
2.25), who measured the averaged reflectance of retinal selected areas in healthy subjects. This was done 
by means of an adapted commercial fundus camera (Carl Zeiss Meditec) attached to a monochromator, 
which allowed dispersing light from 450 nm to 800 nm. In particular, the authors analyzed the influence 
of the age on fundus melanin pigmentation in different parts of the retina. 
Figure 2.24: a) Amelanotic and b) melanocytic nevus, [119]. Images show that there is a difference in the 
reflectivity and the shadowing depending on the lesion etiology (a complete table of differences in reflectivity can 









Hammer et al. [121] developed a fundus reflectometer based on a pushbroom scanner to record the 
spectrum of an entire retinal horizontal section in one single shot. This system was able to spatially and 
spectrally resolve 192 points of the retina, arranged on a line, with a spectral resolution of 2 nm and in 
a range from 400 nm to 710 nm. Thanks to this good spectral resolution, this system allowed highlighting 




a)  b) 
Figure 2.25: a) Layout of a whiskbroom system for retinal reflectance measurement, and b) reflectance spectra 
from the nasal fundus (N), the perifovea (P), and the fovea (F) for five subjects with different degrees of ocular 




In the case of staring imagers, tunable filters were used by Nourrit et al. [13] and [99] for the study of 
retinal structures in different diseases and retinal oxygenation (Figure 2.27). Both used LCTFs attached 
to commercial fundus cameras. In particular, Nourrit and colleagues observed the eye fundus at 8 
wavelengths from 495 nm to 720 nm. They were able to characterize hemorrhages and the optic disk in 
Figure 2.26: a) Experimental set-up of the fundus pushbroom reflectometer, and b) local distribution of the 










patients with diabetic retinopathy and glaucoma. Mordant et al. built oxygenation maps of the 
vasculature, restricting the analysis from 560 nm to 630 nm.  
  
a) b) 
On the other hand, Everdell et al. [14] and Zimmer et al. [53] used fundus cameras with a LED-based 
illumination and narrow band filters in order to increase the spectral resolution, proving that this 
approach is good at reducing artifacts and misalignments caused by the eye movements. Everdell and 
colleagues coupled the light of 6 LEDS into a fiber and collected the retinal reflected light with an EM-
CCD, both attached to a commercial fundus camera. The spectral range covered was from 504 nm to 
620 nm with a 4 nm step (Figure 2.28). This system gave a proof of the potentiality of LEDs when 
applied to HSI system for medical applications, allowing a fast control of the spectral scan when 
synchronized with the detection system (512 x 512 pixels retinal images were obtained in 0.6 s). 
 
Similarly, Zimmer and colleagues used LEDs in a broader spectrum (from 550 nm to 850 nm) to study 
the choroidal structure and its composition. The system was based on a commercialized multispectral 
Figure 2.27: Hyperspectral images of the ocular fundus acquired with a staring fundus camera: a) image of a retina 
with diabetic retinopathy, adapted from [13]; and b) oxygenation maps of arteries and veins acquired with a LCTF 
based HSI system, which reveals an occlusion in the inferotemporal retinal arteriole, adapted from [99]. 
Figure 2.28: Images of the ocular fundus acquired with a LED-based spectral fundus camera. From left to right 
and top to bottom, the wavelengths are: 504, 525, 557, 582, 600, and 620 nm. It can be observed that the lower 










fundus camera (Annidis RHA, [53]) that used a LED illumination. Shanshan et al. [122] used the same 
system for the in-vivo study of retinal transmission function of choroidal layers, thanks to its NIR range 
imaging capabilities up to 850 nm. Besides the ones already commented, in the last few years several 
works have been presented showing the potentiality of the Annidis RHA system [15], [106]–[113]. 
Despite the fact that it includes a silicon-based imaging detector with limited QE in the NIR, it still 
provides new hints of the retinal and choroidal layers from an unprecedented point of view. In Figure 
2.29, a sequence composed of 11 spectral images from 550 nm to 850 nm is shown. As can be noticed, 
the superficial layers including retinal veins and arteries, the fovea and nerve fibers are well visible at 
short wavelengths. As the wavelength increases, deeper layers of the ocular fundus come into view, 
especially the choroid. These studies also reveal that several diseases can be better studied using the 
spectral information from the NIR, [129]. In particular, the retinal pigment epithelium atrophy, diabetic 
retinopathy, Stargadt disease and uveitis. 
 
On the other hand, Bartczak et al. [111] used a light source composed of 42 different types of LEDs 
ranging from 380 nm to 780 nm to enhance the contrast of various retinal features and lesions in fundus 
images (Figure 2.30). In particular, optimal illuminants for diabetic retinopathy lesions detection were 
studied. They proved, with an optimization algorithm, that the intensity modulation of different spectral 
channels led to a mean contrast enhancement of 19% in comparison to red-free images. 
Finally, snapshot systems have also been used for retinal imaging, where the speed of acquisition is 
essential. In this context, Gao et al. [12] presented a snapshot retinal HSI system using the IMS 
technique. The resulting system was capable of obtaining simultaneously a datacube of 5.880.000 voxels 
between 470 nm and 650 nm with a frame rate of 5.2 fps and a spatial resolution of 350 x 350 pixels 
(Figure 2.31a). The authors claimed that the system permitted the imaging of the retina providing spatial 
and spectral information of the presence of drusen and anomalous vessels and oxygenation maps. 
Although the system provided fast acquisition, heavy post-processing was required afterwards. The high 
cost of the image mapper is another drawback of this device. 
On the other hand, Firn et al. [98] made use of an optical image splitter component and filters in order 
to obtain 7 narrow spectral channels of 4 nm width centered at 522 nm, 542 nm, 548 nm, 560 nm, 569 
nm, 577 nm, and 586 nm. This system allowed reproducing 7 quasi-perfect copies of the same image 
and, projecting it on its seven filters, the authors encoded the spectral information on a CCD (Figure 
2.31 b). The system was used for the dynamic recording of the oxygen saturation, demonstrating its fast 
Figure 2.29: Fundus images taken at various wavelengths with the Annidis RHA fundus camera with sensitivity 









acquisition. Nevertheless, its main drawback, besides the low spatial resolution was that, using specific 
spectral filters, the system performance was limited to fixed spectral bands.  
To conclude, it is to be said that despite of the enormous technological improvements that have been 
made in the last years, some important limitations have not yet been overcome and HSI has still not 
shown its full potential in fundus imaging. 
 
 





a)  b) 
Figure 2.30: a) Optical set-up of the LED-based spectrally tunable light source and b) segments from computational 
images demonstrating contrast-enhancement for the optimized illuminations compared with traditional broadband 
and red-free illuminations for different lesions caused by diabetic retinopathy, adapted from [111].  
Figure 2.31: a) Subset of 16 of 48 spectral images of the retinal optic disk, acquired with a snapshot HSI system, 
adapted from [12]. b) Monochromatic images corresponding to the seven spectral channels (left) that are used to 









3 FUNDUS CAMERA PROTOTYPE 
 
The design and the laboratory prototype of the fundus camera developed in this thesis are described in 
this chapter. 
3.1 Optical design 
The system was designed according to the main goal of the thesis: to build a hyperspectral fundus camera 
with the largest possible number of spectral bands and with extended sensitivity in the NIR (400 nm to 
1300 nm), to investigate deeper inside the back of the eye than commercially available fundus cameras. 
To achieve this goal, an internal-configuration retinograph was selected, according to the nomenclature 
used by DeHoog et al. [49] (see Section 2.3.2.1) , i.e., with optically independent detection and 
illumination arms, although still sharing the objective lens. In order to cover the desired spectral range, 
the use of 2 different cameras in the system was required: one based on silicon to cover the VIS and 
NIR (CMOS) and another camera with an InGaAs sensor to cover the IR range beyond 950 nm. In this 
way, the detection had to be split into 2 separate arms. 
The simulations needed for this optical design process were carried out by means of the Zemax software 
(Radiant Zemax, USA) and using a Liou-Brennan eye model [131]. Sequential and non-sequential 
modes were used in order to obtain: (i) a design with a good optical performance of the illumination and 
detection arms of the system individually, and (ii) to test and optimize the system altogether.  
3.1.1 Detection 
As commented above, a retinograph with internal-configuration was chosen since it is more efficient 
than the external-configuration one in terms of illumination and light collection, although it has some 
additional complexity regarding alignment and removal of back reflections. In this configuration, the 
geometrical pupil separation between the light reflected by the retina and that reflected on the cornea 
and the lens is obtained by illuminating the retina with a ring of light focused at the patient’s pupil plane. 
Additionally, a holed mirror is placed at a plane optically conjugated with the patient’s pupil, allowing 
the imaging of the retina through the hole and preventing back reflections from the ocular optical 
elements to enter inside the detection path. 
The detection system was designed according to the following premises: the best compromise in terms 
of resolution, FOV and light collection efficiency, and trying to reduce as much as possible the 
contribution of back reflections and optical aberrations on the fundus image through the entire spectral 
range, i.e., from 400 nm to 1300 nm. Our goal was to obtain a FOV of 30° and an optical resolution 
comparable or lower than the limit imposed by the imaging sensors used (pixel size of 6.5 m for the 
CMOS and 20 m for the InGaAs camera; see Appendix A for further details on the imaging sensors). 
Moreover, since we wanted to build a non-mydriatic system to avoid using eye dilation drops, we 
considered a minimum pupil diameter of 3 mm to illuminate and image the retina, as it is a common 
value found in commercial non-mydriatic fundus cameras. Additionally, all components to be used in 









Besides of the optical elements of the eye itself, the holed mirror and the objective are the components 
shared between the illumination and detection paths, and for this reason the objective was the first 
component designed. This design consisted of 2 achromatic doublets to reduce as much as possible the 
spherical and chromatic aberrations (Figure 3.1). The diameters (50 mm and 30 mm) and focal lengths 
(75 mm and 50 mm, providing an effective focal length of 35 mm for the objective) of these 2 lenses 
were chosen in order to have the desired FOV of the retina and an eye relief of approximately 25.4 mm 
(distance between the patient’s eye and the first lens of the objective). This configuration is the result of 
the trade-off between the market availability of lenses, the required FOV (mainly limited by the 
objective NA) and the minimum feasible eye relief distance that we have considered (19 mm). The use 
of 2 achromatic doublets has the advantage of keeping the aberrations contribution lower than in a single 
lens approach but, due to the considerable number of optical interfaces (three for each doublet), it 
produces more ghost images. As compensating large aberrations in the design of the rest of the detection 
system might be not feasible with commercial optical components, we decided to assume this constraint 
so as to assure a good quality of the retinal image on the sensors.  
The holed mirror was placed at the plane conjugated with the eye’s pupil plane by means of the objective 
lens (1st Pupil image in Figure 3.1). The light passing through the hole is then collected with an 
achromatic triplet (50 mm focal length) to keep the chromatic aberrations low throughout the entire 
spectral range. This triplet was placed so that its object focal plane lied at the pupil image plane. This 
arrangement corresponds to a telecentric configuration, which assured that the FOV of the system does 
not change with the refractive error of the eye under examination. Afterwards, a dichroic mirror was 
placed to split the optical path in two: one for the spectral range between 400 nm and 950 nm (VIS-
NIR), and the second for that between 950 nm to 1300 nm (NIR-IR). The subsequent optics of both 
optical paths are devoted to form the images on the detectors. 
 
 
To form the image on the detector of the VIS-NIR range, we designed a system composed by a negative 
lens (focal length -50 mm) in order to change the magnification to match the sensor size and to correct 
for the field curvature, and a 1:1 telescope composed by 2 pairs of achromatic doublets (effective focal 
length of 75 mm of each pair). For the NIR-IR path, a 1:1 telescope with 2 pairs of achromatic doublets 
(effective focal length of 50 mm of each pair) was also placed just after the dichroic mirror. 
In order to compensate for the patient’s refraction, these two optical paths were designed in a way that 
part of them could be moved along the optical axis of the system (see components noted as Refraction 









Correction in Figure 3.1). This ensured a refraction correction of at least ±15 D for both detection arms 
at the same time and, as previously stated, without changing the magnification (detected FOV) thanks 
to the telecentric configuration. The chosen design allowed both VIS-NIR and NIR-IR telescopes to be 
jointly moved with a linear translational stage. Finally, the second pair of achromats of each telescope 
focused the retinal image on the cameras’ sensor planes. The paraxial magnifications (ratio between 
retinal image and its corresponding size on the retina) - considering Liou-Brennan’s eye model - were 
1.21 for the VIS-NIR and 0.88 for the NIR-IR ranges. Special care was also taken to minimize the radial 
distortion, which had a maximum of -1.45% and -1.92% for the VIS-NIR and NIR-IR arms, respectively, 
at the full FOV (30°).  
Field diaphragms were placed at planes conjugated with the retina (noted as 2nd Retinal Image in Figure 
3.1) to obtain sharp-edged 30° images and to minimize the effect of straylight. A pair of diaphragms, 
slightly smaller than the holed mirror pinhole, were additionally placed at pupil conjugated planes (2nd 
Pupil Image), thus effectively acting as the aperture diaphragms of the system. The best balance between 
diffraction and aberrations was achieved with a detection pupil diameter of 1.75 mm (Ri = 0.875 mm), 
similar to the values reported in the literature. 
We designed our system to match, as much as possible, the chromatic focus shift with the thickness of 
the ocular fundus layers, i.e., the best focus position going deeper into the fundus tissue as the 
wavelength increases. In this way, focused images for long wavelengths can be achieved, in accordance 
with their larger penetration depth. To characterize this shift at the retina as a function of wavelength, 2 
point sources were simulated at the retinal plane: one on-axis and another at 7.5° (0% and 50% of FOV, 
respectively). The axial position of the sources (retinal depth) was then optimized (best focus on the 
image plane). These simulations were carried out for an emmetropic eye for both the VIS-NIR and NIR-
IR detection arms, covering the entire spectral range of the hyperspectral camera (400 nm to 1300 nm) 
with a wavelength step of 50 nm. The results are depicted in Figure 3.2, as well as the corresponding 




As can be seen, despite the careful design for chromatic aberration compensation, the maximum focus 
shift is larger than the ocular fundus thickness (which is less than 1 mm from the inner limiting 
membrane to the sclera) for both the VIS-NIR and the NIR-IR arms. However, the effect of this optical 
Figure 3.2: Focus shift at the retina vs. wavelength of the system for an emmetropic eye, for both the VIS-NIR (a) 
and the NIR-IR (b) spectral ranges. The vertical bars are the depth of field for each wavelength considering the 









defocus is significantly mitigated by the large depth of field given by the pixel size of the cameras. For 
instance, in the VIS-NIR arm (Figure 3.2 a), the images for all wavelengths above 450 nm could be 
considered to be in focus (or almost) within their targeted retinal depth range. For deep blue 
wavelengths, the focus shift has the opposite effect as the one desired (best focus for very deep layers, 
instead for more superficial ones), so blurred images are expected in those wavelengths. Nevertheless, 
this limitation was accepted enabling the use of off-the-shelf components, and thus keeping the cost of 
the system low.  
The depth of field magnitude is even more noticeable in the NIR-IR arm (Figure 3.2 b), due to the larger 
pixel size of the InGaAs sensor (20 m). In this case, all ocular fundus layers can be considered to be in 
focus for its entire spectral range (950 nm to 1300 nm). The spatial resolution limitation given by this 
pixel size would not be critical in practical terms, as the images for these IR wavelengths would be 
strongly affected by scattering of fundus tissues, as they penetrate more into it, so that only the largest 
structures would be observable. In order to match the focusing ranges of the two detection arms, we 
chose to make the minimum focus distance (“0” focus shift in Figure 3.2) coincident for both. That is, 
when a given plane is optically focused in the VIS-NIR camera for 600 nm, it will be also optically 
focused in the NIR-IR camera for 900 nm. 
Additionally, the optical quality of the system, regardless of the used sensor, was evaluated through the 
entire spectral range and over the full FOV. To do so, the Strehl ratio of the system was computed 
(Figure 3.3) changing the retinal depth in each case to match the focus shift, thus simulating the optical 
performance for different layers of the ocular fundus.  
  
a) b) 
The Strehl ratio curves for wavelengths in the spectral range from 450 nm to 1300 nm showed a value 
above the 0.8 reference (Rayleigh criterion) for radial fields up to 10°, so they can be considered 
diffraction limited. Furthermore, a Strehl ratio value above 0.6 is maintained over the entire FOV for 
wavelengths above 500 nm. The worse image quality is obtained for deep blue wavelengths, with an 
important decrease of the Strehl ratio at the edge of the FOV. This is mainly due to field curvature, 
which makes the image at the border of the FOV to be out of focus. 
For a deeper analysis of the optical performance along the spectral range, the sagittal and tangential 
Modulation Transfer Functions (MTF) were evaluated at three reference fields: 0°, 7.5° and 15° (Figure 
Figure 3.3: Strehl ratio vs. field for various wavelengths (depicted from blueish to reddish as wavelength 









3.4). The observed decrease of the MTF with the wavelength is due to diffraction. Apart from this, the 
MTF shows that the system preserves optimal optical quality, as expected from the Strehl analysis, 
without strong aberrations in any direction except the tangential one (15°) and blue wavelengths. In this 
case, the aberrations are much more significant, in particular the astigmatism and coma, as well as the 
aforementioned field curvature.  
 
Figure 3.4: Sagittal (left) and tangential (right) MTFs for three positions in the FOV: 0°, 7.5° and 15°, and for 









From these results, it can be concluded that, despite residual aberrations, which are a consequence of 
using commercially available optics, the optical quality of the system is good over the entire FOV and 
spectral range, except for wavelengths below 450 nm. Moreover, the optical resolution is better than the 
limit imposed by the imaging sensors for both detection arms (76.9 lp/mm and 25 lp/mm for the VIS-
NIR and NIR-IR ranges, respectively) for the full FOV, as can be seen in Figure 3.4. 
3.1.2 Illumination system 
Taking the objective designed for the detection as the starting point, the illumination was designed to 
grant a good geometrical pupil separation, a homogeneous distribution of light on the retina and maximal 
illumination efficiency (minimum losses of light emitted by the source). In this context, the designed 
illumination system can be divided in 3 main subsystems: one that combines the light from several LEDs 
into one single broadband source, another which creates the ring-shaped illumination, and a third one 
composed by a 1:1 telescope and the objective lens, which forms the image of the ring on the patient’s 
pupil plane. 
Regarding the combination of light from different sources, three main approaches were considered. The 
first one was a commercial system (Mightex Systems, Canada) that couples the light of several LEDs 
using dichroic mirrors (Figure 3.5 a) into a single fiber with quasi-perfect superposition at the fiber exit. 





Figure 3.5: a) Layouts of the LEDs coupling system from Mightex Systems and b) custom-made coupling system 









The second strategy consisted of a custom-made optical system including a set of dichroic mirrors and 
condensers that collimate the light from different LED sources, combining them into the same optical 
path. The advantage of this approach is that its cost is lower; but the alignment, coupling efficiency are 
worse than in the above-mentioned commercial system. Moreover, the space required is bigger.  
The third strategy consisted in using custom-made rings (Figure 3.5 b), each including LEDs with 
different wavelengths welded in a symmetrical configuration to provide the most homogeneous 
illumination. In contrast to common fundus cameras, the illumination ring for each wavelength is 
discontinuous (discrete) and composed by the images of the LEDs, which are formed at the patients’ 
pupil plane. This configuration joins the light of different LED rings by means of dichroic mirrors and 
has the advantage of not requiring any additional optics to create the ring shape. Therefore, the cost of 
the optics drops considerably down and the efficiency is increased. However, it presents some 
disadvantages, as the limited number of rings that can be implemented, the number of LEDs inside each 
ring and the discontinuity of the illumination, which can affect homogeneity of light on the retina. In 
particular, the number of LED rings is limited by the space required to combine the light from different 
rings in one single path; the number of LEDs with different wavelengths in each ring is limited by its 
diameter that, in turn, is limited by the pupil diameter, and the minimum intensity required to illuminate 
the retina limits the number of LEDs for each wavelength.  
As above-mentioned, the latter approach does not require any further strategy to create the ring shape 
of the illumination. For the other two options (the fiber-based solution or to compose the light from 
different LEDs using dichroic mirrors and lenses), we designed and simulated 3 configurations to 
generate the ring illumination pattern at the pupil’s plane (Figure 3.6). 
 
The first solution (Figure 3.6 a) uses an axicon. This is a conical optical component that forms a cone 
of light from a collimated beam. Afterwards, a ring-shaped illumination with the proper dimensions can 
be created choosing the apex angle of the axicon and placing a lens with a suitable focal length. In this 
Figure 3.6: Systems used to create a ring-shaped illumination at the pupil plane: a) system that uses an axicon, b) 
system used in common fundus cameras with a diffuser and a binary mask and c) system that uses an encapsulated 









case, the resulting illumination is strongly inhomogeneous if a diffuser is not used just after the lens. 
The advantage of this configuration is that it involves the smallest light losses, despite the use of the 
diffuser; however, it is the most expensive.  
The second option refers to the standard approach traditionally used in fundus cameras (Figure 3.6 b), 
where a diffuser is used after collimating the light from a lamp or a fiber. Then, a binary mask is inserted, 
letting the light pass through a ring with precise internal and external radii. This system is the simplest 
and cheapest one in terms of optical components but it presents the lowest illumination efficiency.  
The last method (Figure 3.6 c) makes use of a custom-made ring of lenses encapsulated within a thin 
cylinder. As in the case of the light combination strategy that uses LED rings, the illumination ring is 
discontinuous, with one focalized spot of light for each encapsulated lens. Regarding the collection 
efficiency, this system gathers less light than the axicon; but considering that it does not require a 
diffuser, the overall illumination efficiency is balanced. Apart from this loss of the light that does not 
pass through the lenses of the ring, its main disadvantage is the cost of the lenses. 
All possible approaches of LEDs light combination and ring shaping strategies were simulated by means 
of non-sequential ray tracing in Zemax, using available source files from manufactures. A summary of 
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NIR-IR 0.1-1 mW 0.6 mW 
Ring mask 
(Diffuser) 




NIR-IR 0.1-1 mW 0.1 mW 
Ring of 
lenses 













NIR-IR 10-100 mW 2.5 mW 
Ring mask 
(Diffuser) 




NIR-IR 10-100 mW 1 mW 
Ring of 
lenses 




NIR-IR 10-100 mW 4 mW 











In view of the results, the advantage of having a fiber-based solution is clear since the light from the 
LEDs is well combined into one single source; nevertheless, these approaches are the most expensive 
Table 1: Summary of the characteristics of each simulated illumination strategy. The values of light source powers 
were found during an exhaustive search among different manufacturers in the designing phase. The collection 
efficiencies were calculated in the simulations as the ratio between the light reaching the retina and that emitted 
by the source. Then the resulting power is simply calculated from the former columns. The cost was estimated 









ones. On the other hand, the solution based on custom LEDs combination needs custom-made optics to 
compose the light from different LEDs and this, besides its cost, requires considerable room making the 
prototype bulky. Instead, the LED ring solution joins the light from different LEDs without the need of 
any additional shaping system. 
After an in-depth search of commercially available components, we finally chose the LED rings 
solution. This configuration could be easily manufactured in our mechanical and electronic workshops, 
making this solution easily customizable and cheaper. Furthermore, the cost of the optics and the space 
required to build this system is substantially smaller than in the others. Despite of the reduced light 
collection efficiency, the commercial availability of LEDs and the unnecessary use of diffusers allowed 
us to design 3 LED rings with 15 wavelengths (spectral channels) comprised between 400 nm and 1300 
nm. These produced an amount of light reaching the retinal plane higher than the fiber-based techniques 
and not so different from the best solution (LED combination + axicon). In particular, for each spectral 
channel, at least 2 identical LEDs were placed symmetrically in one of the rings (Figure 3.7 b). The 
simulations actually proved that this choice was a good trade-off between the number of spectral bands 
and the efficiency to illuminate homogeneously the retina (Figure 3.7 c). As required by the detection, 
the ring size and the magnification of the telescope (1:1, formed by 2 achromatic doublets of 100 mm 
focal length) was chosen so that the ring image formed at the patient’s pupil plane, composed by all twin 
pairs of LEDs, had internal and external diameters of 2 mm and 4 mm, respectively (RL = 1 mm; RO = 







The risk of choosing this strategy is that, due to the differences in shape from pair to pair of LEDs and 
the discontinuity of the illumination, the images corresponding to each spectral channel might provide 
a slightly different retinal illumination so that a correction would be necessary.  
Figure 3.7: Ray tracing simulations with the LED ring configuration with 2 symmetrically arranged LEDs emitting 
at 850 nm (central wavelength of the considered spectral range). a) Objective and eye model with the pupil and 
retinal planes labeled. b) Light distribution at the pupil plane and c) at the retina (30° FOV). The contrast of the 









3.1.3 Simulations on the integrated system and removal of ghost images  
Once the optimal design of the illumination and detection systems had been achieved, non-sequential 
simulations of the entire system were carried out in order to test its performance as a whole. In particular, 
the non-sequential modality allowed us to test the geometrical pupil separation between the illumination 
and detection arms by means of the holed mirror placed where the image of the ring is formed, i.e., the 
1st Pupil image in Figure 3.1, after the illumination telescope (Figure 3.8). Setting the reflectivity of each 
surface of the eye model to 100% we ensured that the light reflected from the cornea and the lens formed 
an image on the external reflective part of the holed mirror, without entering inside the detection path.  
Common fundus cameras generally use a single aspheric objective lens and/or customized optics to 
minimize the number and intensity of ghost images. In our case, due to the use of commercial optical 
components, and the consequent use of achromatic lenses to reduce as much as possible the chromatic 
aberration, several ghost images appeared on the detector. Despite choosing achromats with high 
performance broadband anti-reflective coatings, part of the incident light was still reflected (between 
0.5% and 3%), thus reducing but not avoiding the ghost images. In order to get rid of these undesired 
artifacts, black stops (labeled as covering points in Figure 2.15) were inserted in the middle of the 1:1 
telescope at specific positions, as shown in Figure 3.8 a, in order to shade the portion of the objective 





Figure 3.8: a) Simulated illumination path (not folded) and ray tracing simulation showing the position of an axial 
stop (the dimensions of the stop is not in scale). b) Non-sequential simulation of the fundus camera (illumination 









The location, number and diameter of those stops were analyzed considering each surface of the 
objective independently as a perfect mirror, and tracing back towards the illumination arm the light of a 
point source placed at the edge of the aperture diaphragm of the detection system (Figure 3.8 b). By 
doing so, we assured a proper shading of the light reflected on the objective’s surfaces that would pass 
through the aperture diaphragm. In accordance with the results of these simulations and for the sake of 
simplicity, a unique 1.6 mm (radius) stop was finally considered, which, placed at the proper position, 
avoided the reflections from all surfaces. 
This stop, as reported elsewhere and predicted by our simulations, led to some inhomogeneities on the 
illumination pattern (Figure 3.9). In our design, they are close to the optical axis so its removal is critical. 
In fact, as the black stop is lighted by a pair of LEDs used for a specific spectral band, a portion of the 
illumination cone of each LED is shaded. Once the illumination cones are superimposed along the 
optical path, also the shaded portions are, thus appearing as two symmetrical dark circles (shadows) at 
the retinal plane. It should be noticed that, if the stop was exactly located at a plane conjugated with the 
retina (not nearby as it actually is), the shaded portions of the illumination cones would be completely 
superimposed, and only one completely dark shadow circle would appear, making impossible the 
extraction of information in that area. In the developed HSI prototype, the removal of these 
inhomogeneities by means of processing algorithms makes possible to extract information of the whole 
retina, as described later in this thesis. 
 
Figure 3.9: a) Schematic layout of the shading effect of the black stop. Red lines indicate the illumination. Gray 
areas represent the shaded portions caused by the black stop. b) Illumination distribution at the retina. The contrast 










3.2 Experimental set-up 
An experimental set-up to acquire spectral images of the ocular fundus was developed, implementing 
the optical design explained above. In this section, the built system is described, including the optical 
and electronic components, as well as the developed software. Internal and external views of the set-up 
and the corresponding optical scheme are shown in Figure 3.10. Details and references for all used 






Figure 3.10: a) Top internal view of the experimental set-up. b) External view of the experimental set-up. c) Optical 
scheme of the experimental set-up with labels. Illumination: 1) LED rings cage. 2) a, b, c LED rings VIS, NIR and 
IR, respectively. 3) NIR-IR dichroic mirror. 4) VIS-NIR dichroic mirror. 5) a, b Illumination telescope’s lenses. 
6) Retinal conjugated diaphragm. 7) Anti-back reflections stop. 8) Fixation target. 9) Mirror. 10) Methacrylate 
plate. Detection: 11-12) Objective lenses. 13) Holed mirror. 14) Triplet lens. 15) 950 nm dichroic mirror. VIS-
NIR detection path: 16) Divergent lens. 17) Field diaphragm. 18) a, b VIS-NIR telescope’s lenses. 19) Refraction 
correction platform. 20) Aperture diaphragm. 21) CMOS sensor. NIR-IR detection path: 22) Field diaphragm. 23) 










3.2.1 Illumination and detection 
The optical system of the built set-up is explained here in detail, making emphasis on some aspects of 
the optical design for a better understanding of the used components and their arrangement.  
Thirty-two SMD (Surface Mounted Devices) LEDs were welded in a ring-shaped configuration on three 
PCBs (Printed Circuits Board) (2a, 2b, 2c in Figure 3.11), and used as light sources. Each ring is 
responsible for the illumination in a specific spectral band of the whole range of the fundus camera 
(from 400 nm to 1300 nm). In particular, the VIS ring (2a) consists of LEDs with emission between 400 
nm and 700 nm, the NIR ring (2b) of LEDs with emission between 700 nm and 1100 nm, and the IR 
ring (2c) of LEDs with a peak wavelength at 1200 nm. The 32 LEDs are distributed in this way: 18, 
organized in 9 twin pairs, belong to the VIS ring; 10, in 5 twin pairs, belong to the NIR ring; and the 





As explained, all of them conform the spectral bands (channels) of the hyperspectral system through 
which the spectral sampling of the retina is done. The ring-shaped illumination is created symmetrically 










arranging these LEDs with the optical center of each unit in a circle of radius 5.2 mm. The light from 
different rings is combined in a common optical path by means of two dichroic mirrors with cut-off 
wavelengths at 1150 nm (3) and 700 nm (4). A custom-made aluminum cage (1) was designed to ensure 
the alignment of the LED rings and mechanical stability. The LEDs PCBs were directly attached to the 
cage and the distance from the dichroic mirrors were adjusted in a way that all LEDs were equally distant 
from the cage exit. In this section, we will refer to the LEDs with the nominal peak wavelength declared 
by the manufacturer. 
The wavelengths of the LEDs were chosen in order to obtain as much information as possible from the 
light absorption of the structures and biological substances of the retina (see Section 2.3.2.2). The LEDs 
at 415 nm, 450 nm, and 470 nm were selected to investigate the superficial layers of the retina - the NFL 
reflects more light in the spectral range between 400 nm and 500 nm - and the absorbance and 
fluorescence properties of the retinal pigments (carotenoids of photoreceptor pigments acting as a 
yellowish filter in the macula, and lipofuscin that accumulates as a product of phagocytosis of 
photoreceptors in the outer segments and concentrates in the RPE). Wavelengths within 500 nm and 700 
nm - i.e., narrowband LEDs with peaks at 500 nm, 530 nm, 580 nm, 615nm and 660 nm - were chosen 
to study the macular pigments as well as the retinal layers with vasculature and used to contrast arteries 
and veins, similarly to what is done in conventional red-free images taken with a green filter and in 
commercial fundus cameras. These LEDs are expected to differentiate among oxygenated (arteries) and 
de-oxygenated (veins) blood by means of the spectral differences in the absorption between these two 
hemoglobin states (Figure 2.19). Additionally, a broadband LED emitting at 590 nm was used to cover 
wavelengths that were not properly covered by the former ones (530-580 nm) and, thus, to light the 
retina with a homogeneous spectral sampling. The LEDs at 740 nm and 850 nm, besides penetrating 
deeper inside the retinal tissue due to the lower absorption of melanin, were expected to provide 
information about the oxygenation of the deepest retinal vasculature, the superficial choroidal 
vasculature and the RPE (drusen, atrophies etc.).  
The LEDs with longer wavelengths (940 nm, 1050 nm, 1140 nm and 1200 nm) were selected to study 
the choroid and, since the retina appears progressively more transparent, even projecting light into the 
sclera, which can be used for imaging congenital hypertrophy, atrophies and degeneration of the RPE, 
choroidal ruptures, or melanomas [122]. Lipids (drusen) also show absorption peaks in the NIR that 
exceed water absorption, and therefore images taken at longer wavelengths might be relevant in the 
study of ARMD [132].  
Moreover, LEDs were also chosen considering their physical and optical characteristics such as 
radiometric power, angle of emission and dimensions, as they were expected to be as much similar as 
possible. However, the commercial availability was a limiting factor. Table 2 shows information of the 
spectral, optical and physical characteristics of the LEDs taken from the manufacturer datasheets. The 
justification for their choice is also given. 
The light from the LEDs (red path in Figure 3.12) goes to the retina through the designed illumination 
optical system, composed by a set of lenses and mirrors (elements 1-12). The image of the LEDs is 
formed at the focal plane of the second lens of a telescope (5) composed by two achromatic doublets 
(5a, 5b: focal length 100 mm and diameter 50 mm). In particular, the first lens of the telescope permits 
to collimate the light collected from the LED rings cage while the second forms the image of the LED 
rings on the holed mirror. In the middle of the telescope, there is a black stop (7) and a diaphragm (6). 
As aforementioned, the stop prevents the back reflected light from the objective optical surfaces entering 
inside the detection optical path whereas the diaphragm, placed at the retinal conjugate plane, blocks 









































































590 80 52 lm 
LXZ1-PL02 
(Lumileds) 
125 0.65x0.65x0.56 Int. broad band LED 











Deep retinal layers, 
RPE 















940 50 1150 mW 
L1IZ-940 
(Lumileds) 
150 0.67x0.67x1.35 Deep choroid 
1050 50 40 mW 
FL-LED-1050 
(FutureLED) 
120 3.8x3.8x1.0 Deep choroid, Sclera 
1140 65 42 mW 
FL-LED-1140 
(FutureLED) 
120 3.8x3.8x1.0 Deep choroid, Sclera 







Table 2: Optical and physical characteristics of the chosen LEDs. The manufacturer references and the justification 
for their choice are provided. For the LEDs used to study the blood oxygenation, the absorption relation between 










As can be seen in Figure 3.12 (green path), a fixation target (8) is placed at a retinal conjugate plane and 
the light emitted is reflected by a mirror tilted 45° (9) and a methacrylate plate (10). Due to the high 
transmittance and low reflectance properties of the methacrylate, it allows redirecting a small part of the 
light from the fixation target to the patient while transmitting most of the light used for illumination of 
the retina. This fixation target is composed by two red LEDs (LXZ1-PA01, see Table 2) separated by a 
distance of 6 mm, allowing for the correct alignment of the retinal image while the patient is fixating at 
the target (at one LED for the left eye and at the other for the right eye), thus ensuring a proper imaging 
of the main retinal structures (fovea and optic disk). 
After the telescope, the LED rings are imaged on a 45° custom-made holed mirror (13) (UAB 
ALTECHNA, Lithuania) that reflects the light towards the objective. As aforementioned, this mirror is 
a crucial component of the system: it permits to isolate the light reflected by the retina from the back 
reflections of the cornea and the crystalline lens (geometric pupil separation). For this purpose, it is 
placed at the focal plane of the illumination telescope and at a conjugate plane of the patient’s pupil 
plane. The hole of the mirror has an elliptical shape that, once tilted at 45°, conforms a circle with a 
diameter of 6.4 mm. Finally, the LED rings are imaged by the objective, composed by two achromatic 
doublets (11, focal length 75 mm, diameter 50 mm; and 12, focal length 50 mm, diameter 30 mm), at 
the patient’s pupil plane, de-magnified by a factor of 3.25. Finally, the light spreads inside the eyeball 
and illuminates the retina, while the fixation target is imaged on the patient’s fovea. 
  
In regards of the detection (Figure 3.13), the back reflected light from the retina (green path) is collected 
by the eye’s lens and cornea. For an emmetropic eye, the light exiting the eye is collimated, so a first 
retinal image is formed at the back focal plane of the objective. 
Afterwards, the retinal light is separated from the back reflected light of the cornea and the crystalline 
lens by means of the aperture of the holed mirror and enters inside the detection optical paths not shared 
with the illumination. Those are composed of a series of lenses (14, 16, 18 in the VIS-NIR path, 14, 25 
in the NIR-IR path) that permit to form the retinal images on the sensor of the cameras, as well as to 
correct eye’s ametropia. The first component, common to both detection paths, is an achromatic triplet 
(14, focal length 50 mm, diameter 25 mm), which minimizes chromatic and spherical aberrations. 











Then, to split the VIS-NIR (blue path) and the NIR-IR (red path) optical paths, a dichroic mirror (15) 
with a cut-off wavelength at 950 nm is inserted after the triplet. Its cut-off wavelength was chosen 
considering the spectral sensitivity of the InGaAs camera, which permits to collect light from 960 nm 
to 1700 nm. The VIS-NIR detection path is composed by: a divergent lens (16, focal length 50 mm, 
diameter 25 mm), that corrects for some field curvature and adjusts the magnification, and a telescope 
(18), that forms the retinal image at the sensor plane. This telescope, composed by two equal compounds 
of achromatic doublets (18a, 18b; each one formed by two doublets with 40 mm diameter and a focal 
length of 250 mm and 100 mm, respectively), firstly collimates the light and then re-focalizes it on the 
CMOS sensor (21). Two diaphragms are used after the divergent lens (17) and in the middle of the 
telescope (20), at conjugated planes of the retina and pupil, respectively. Accordingly, the first one limits 
the optical field while the second acts as the aperture stop of the VIS-NIR detection system. In regards 
of the NIR-IR optical path, a 45° gold mirror (23) redirects the light into a telescope (25) that resembles 
the retinal image on the InGaAs sensor (27). As in the case of the VIS-NIR detection path, the telescope 
is composed by two groups of achromatic doublets optimized for NIR-IR light (25a, 25b; each one 
formed by two doublets with 25.4 mm diameter and a focal length of 125 mm and 75 mm, respectively). 
Field (22) and aperture (26) diaphragms were also placed at retinal and pupil conjugated planes. 
The divergent lens (16) and the first lenses of the telescopes of both detection arms were directly attached 
to an aluminum platform (19) that, in turn, was attached to a linear translation stage (24). This allows 
the possibility for correcting the patient’s refraction. In fact, when the patient’s eye is not emmetropic, 
the light coming from the retina is not collimated and thus, re-collimation is required to obtain a focused 
image on the camera.  
Figure 3.13: Layout of the detection system. In green, the common optical path shared for the whole spectral range. 









To re-collimate the light, the entire platform can be linearly moved along the optical axis for a range of 
refraction corrections of  15 D. This platform was designed in a way that moving the two detection 
parts together, the refraction can be corrected simultaneously for both optical paths. As explained in the 
design section, the focal length and position of the achromatic triplet (14) were selected in order to be 
arranged in a telecentric configuration along with the objective. In this way, no change in magnification 
(change in the FOV) is produced when correcting patient’s refractive error.  
In the VIS-NIR range, a 16-bit CMOS detector (Orca Flash 4.0, C11440-22C, Hamamatsu, Japan) that 
provides enough sensitivity from 400 nm to 950 nm, a maximum frame rate of 100 fps and a variable 
exposure time between 1 ms and 10 s, was selected to acquire the retinal images. For the NIR-IR path, 
the sensor used was a 12-bit InGaAs camera (C12741-03, Hamamatsu, Japan) with response from 960 
nm to 1700 nm, maximum frame rate of 62.7 fps and a variable exposure between 16.7 ms and 3 s. The 
choice of the sensors was done according to their sensitivity, frame rate etc., as well as the acquisition 
modality, described in the next section. Complete sensors specifications are given in Appendix A. 
All optical components of the system were carefully selected so that their working spectral range (design 
wavelengths and antireflective coatings) matched the working spectral range of the arm they are part of, 
in order to minimize undesired reflections and maximize the transmittance. The complete list of the 
optical components is available in Appendix B. 
The whole set-up was covered with a black case in order to avoid the interference of the ambient light 
on the measurements, as well as to protect the internal components (Figure 3.14). As the patient must 
be properly aligned with the system before the spectral images acquisition, a chin-rest was placed in 
front of the objective lens directly attached to the optical bench. The base of this chin rest can be moved 
a few centimeters in the three directions of the space allowing proper alignment while the patient is 
looking at the target.  
 









3.2.2 System control: Electronics and software 
One of the most important parts of the prototype is the software and the electronics architecture, 
responsible for the synchronization of all detection components and image acquisition as well as the 
LEDs control. In fact, the LEDs and camera settings, synchronization of the illumination and image 
acquisition are entirely controlled by the electronics communication among components, as shown in 
Figure 3.15.  
In particular, the LEDs emission is controlled with a custom-made Electronic Principal Board (EPB) 
that, in turn, is directly connected to the LEDs boards, the computer, and the CMOS and InGaAs 
cameras. The EPB was designed to control up to 20 different groups of LEDs. Of them, 15 were used 
to control the LEDs of the ring-shaped illumination, 2 to control the LEDs of the left and right eye 
fixation targets, and the last three are still available for future improvements of the system. The entire 
hyperspectral stream acquisition is done turning on and off the LEDs sequentially for each frame 
acquired with the cameras, i.e., emitting only the LEDs corresponding to one spectral band at a time, 
using a Pulse-Width Modulated (PWM) signal. Each LED emission follows the oscillation of the PWM, 
a train of squared pulses of very short period (10 s), which, by changing its duty cycle, makes possible 
to control the time averaged power emitted by the LED. The PWM is active during the camera sensor 
exposure time (ton). After each ton, the PWM is turned off and, because of the necessary readout time 
required for image digitization, a rest time (toff) over which the LED does not emit is additionally 
required. The next group of LEDs is turned on right afterwards, repeating the sequence for all the spectral 
bands. The duration of ton and toff can be set independently for each band by the operator, which 
communicates with the EPB by means of an USB serial port. Besides ton and toff, the operator can control 
several parameters of the illumination such as the order of the illumination sequence, the number of 
sequence repetitions, the emitted power and the start and stop signals of the entire LEDs activation. 
Specifically, the maximum number of repetitions of a single sequence in one activation is 99. 
 
Figure 3.15: Electronics and software scheme to control the camera acquisition, LEDs illumination and 









The EPB is also responsible for triggering the cameras acquisition and its synchronization with the LEDs 
emission. This is done using a square wave perfectly synchronized with the LEDs excitation signal. This 
signal oscillates between 3.3 V (High state) and 0 V (Low state), maintaining the High and Low state 
voltages during ton and toff, respectively. Connecting this signal to the external trigger input of the 
cameras, the acquisition starts once it changes from Low to High state. The camera acquires until the 
signal changes back from High to Low. This trigger modality is called External Level (EL) trigger mode. 
Moreover, sending the right activation command to the EPB, the trigger signal can activate for both 
cameras or only for one. 





During these measurements, the oscilloscope received three signals: 2 trigger signals from the EPB and 
the trigger output signal generated by the CMOS. This latter signal changes the state from Low to High 
every time the acquisition starts, and from High to Low when the readout is finished and the camera is 
Figure 3.16: Signals measured with an oscilloscope: a) EPB signal synchronized with the LED emission and 
connected to the external trigger input of the cameras. b) Trigger output signal of the CMOS camera. c) 









ready for another acquisition. Unfortunately, the InGaAs camera does not provide a trigger output; 
nevertheless, this is sufficient to confirm the synchronization with the CMOS because the manufacturer 
and the EL trigger modality is the same for both cameras.  
As can be seen in Figure 3.16, the trigger output signal generated by the CMOS camera follows faithfully 
the signal generated by the EPB. Moreover, the only difference between the external trigger signal and 
the output signal of the CMOS camera is the time needed to finish the readout. The EL trigger modality 
is the best to avoid contamination between spectral channels.  
For both cameras, the maximum frame rate is limited by the minimum pulse width of the external trigger 
(equal to the minimum exposure time) and the readout time of the camera itself. In these regards, the 
InGaAs camera maximum frame rate is 30 fps, with a minimum exposure time of 16.7 ms, and a readout 
time of 16.7 ms; whereas the CMOS maximum frame rate is 90 fps, with an exposure time of 1.05 ms, 
and a readout time of 10 ms. 
The difference in terms of minimum trigger pulse width between the two cameras allows tailoring the 
external trigger in a way that both acquire at their maximum speed. Owing to the differences in terms 
of retinal reflectivity, LED powers and QEs of the two cameras, the exposure time for each spectral 
band was properly adjusted (Table 3) in order to have the best compromise between fast acquisition and 
SNR. The total acquisition time was 613 ms, 220 ms corresponding to the VIS-NIR spectral bands and 
393 ms to the NIR-IR ones. In particular, to avoid the effect of eye movements due to the glare caused 




415 450 470 500 530 580 590 615 660 740 850 940 1050 1140 1200 
Exposure 
time (ms) 
11 11 11 11 11 11 11 11 11 11 11 11 100 120 100 
To control this acquisition, Hamamatsu provides a tailored computer and software (Hokawo) to acquire 
complete streams of data from both detectors at the same time in the Random Access Memory (RAM). 
Figure 3.17 (left) shows the Hokawo acquisition software, which allows setting the cameras acquisition 
modes and parameters, mainly used for acquisition and extraction of data. Additionally, Figure 3.17 
(right) shows the interface built in MATLAB using the AppDesigner tool that allows changing the 
parameters of LEDs emission and synchronization and communicating them to the EPB. 
This interface is divided in two main panels: the measure panel and the single-LED (spectral channel) 
control panel. The first one is composed by three buttons: two (red) that are used to choose between 
right or left eye, and one (green) that is used to start the hyperspectral measurement. By clicking on one 
of the red buttons, the system charges the settings to activate the fixation target phase. During this phase, 
a sequence of 3 groups of LEDs is activated: the fixation target (right LED for the left eye and left LED 
for the right eye) to help the patient fixating at the target while keeping the eye aligned with the system, 
and two groups of LEDs to image the retina during alignment. The two groups used for this purpose are 
those of spectral bands 1050 nm and 1140 nm (FL-LED-1050 and FL-LED-1140). Since they emit IR 
light, they do not change the patient’s pupil size. The trigger signal is only sent to the InGaAs camera, 
so the images are acquired only by this one. 










Once the patient is correctly positioned and aligned, the operator can press the measure button to proceed 
with the measure phase. The program loads the measurement parameters and the EPB sends the trigger 
and PWM signals to the cameras and the LEDs clusters, respectively. In this phase, the hyperspectral 
sequence is acquired sequentially, channel by channel, following the previously described process. 
Finally, the single-LED control panel permits the operator to control the different spectral channels of 
the system individually, building custom on/off sequences and changing the emitted power and the 
exposure time of LEDs. This is particularly useful for the alignment of the system, its characterization 
and preliminary check of operation. 
 
3.3 System characterization 
The optical and radiometric characterization of the system is presented in this section. They were carried 
out following the ISO standards for fundus cameras and ophthalmic instruments ISO 10940:2009 
“Ophthalmic instruments -- Fundus cameras” [71] and ISO 15004-2:2007 “Ophthalmic instruments -- 
Fundamental requirements and test methods -- Part 2: Light hazard protection” [72], respectively. Both 
standards specify requirements and test methods for fundus cameras operating for observing, 
photographing or recording electronic images of the fundus of the human eye in order to provide the 
image information for diagnosis. 
Figure 3.17: Screen shot of the acquisition software. On the left, a retinal image is shown using the Hokawo 
software. On the right, the MATLAB interface to control single LEDs emission, the fixation target and to perform 
the hyperspectral measurement (LED_1: 415 nm, LED_2: 450 nm, LED_3: 470 nm, LED_4: 500 nm, LED_5: 
530 nm, LED_6: 580 nm, LED_7: 590 nm, LED_8: 615 nm, LED_9: 660 nm, LED_10: 740 nm, LED_11: 850 
nm, LED_12: 940 nm, LED_13: 1050 nm, LED_14: 1140 nm, LED_15: empty channel, LED_16: 1200 nm, 









3.3.1 Optical characterization 
Firstly, we carried out the optical characterization of the system following the guides given by the ISO 
10940, which describes the requirements of both the illumination and detection systems such as 
resolution, FOV and magnification of fundus cameras (Table 4).  
In this standard, the following definitions are given: 
• Resolving power of the fundus camera optics on the fundus: minimum separation allowing 
recognition of two adjacent lines on the fundus, expressed as number of line pairs per millimeter 
(lp/mm). 
• Angular field of view (FOV): maximum image size displayed on the image plane, expressed 
as the angle subtended at the exit pupil of the eye by its maximum dimension 2r (Figure 3.18). 
In this characterization, 2r is the diameter of a circular FOV. 
• Magnification of the image (M): ratio of the size of the image of an object at the center of the 
image plane to that of the fundus, assuming that the eye is emmetropic and that it has a focal 
length of 17 mm in air. 
• Pixel pitch in the fundus (pixel step) (P): distance between two pixels (from center to center) 
of a digital image sensor theoretically projected at the ocular fundus, expressed in microns (m), 
assuming that the eye is emmetropic and that the focal distance in the air is 17 mm. 
As stated in the standard, the resolving power of the fundus camera optics on the fundus, FOV, M and 
P of the system must be measured by means of a target placed in front of the system at a distance of 1 
m (in the formulas indicated as L). This distance should be measured with an uncertainty of  5 mm. 
The light source used to illuminate the target can be the illumination of the fundus camera itself or an 
external light source. The peak wavelength of the light used must be within 520 nm and 560 nm, and 
790 nm and 890 nm, for VIS and NIR applications, respectively. The FWHM of the source spectrum 
cannot be broader than 80 nm and 120 nm, for VIS and NIR evaluations, respectively. These indications 
refer to standard fundus camera systems and can be fulfilled only with the CMOS camera. For a 
complete characterization of the system, a specific and adapted evaluation for the NIR-IR arm has been 
carried out. 
 
In order to perform the optical characterization, we used the LEDs purchased for the experimental set-
up that, placed in front of the system’s objective, allowed for a homogeneous illumination of the target. 
It is important to state here that, regardless of the nominal peak wavelengths given in Table 3.1, the 
actual peak wavelengths measured experimentally were the following ones: 416, 450, 471, 494, 525, 
Figure 3.18: Meaning of dimension r for a circular FOV. In the figure, the FOV (1) and the eye exit pupil (2) are 









595, 598, 624, 660, 732, 865, 955, 1025, 1096, 1213 nm. Therefore, from now on these will be the 
wavelengths used to identify the LEDs of the spectral bands of the system.  
Criteria Requirements 
Resolving power of the 
fundus camera optics on 
the fundus 
FOV ≤ 30° 
Center ≥ 80 lp/mm 
Medium (r/2) ≥ 60 lp/mm 
Periphery (r) ≥ 40 lp/mm 
FOV ≥ 30° 
Center ≥ 60 lp/mm 
Medium (r/2) ≥ 40 lp/mm 
Periphery (r) ≥ 20 lp/mm 
Tolerance on FOV ±5% on the measure 
Tolerance on the magnification of image ±7% on the measure 
Tolerance on pixel step at ocular fundus ±7% on the measure 
Range of patients’ refraction correction ±15 D 
In order to accomplish with the standard requirements, we used the CMOS camera to acquire images 
and the LEDs of peak wavelengths of 525 nm and 865 nm (FWHM of 33 nm and 37 nm, respectively) 
to illuminate the target. Additionally, images of the targets were also acquired with the InGaAs camera 
using the LED with a peak wavelength of 955 nm (FWHM 58 nm). 
We evaluated the FOV of the system by means of a series of three printed rulers (ruler length: 25 cm) 
stacked together and placed at 1 m from the entrance pupil of the system. Thus, the total length of the 
FOV target was 75 cm. This target was placed perpendicular to the optical axis and centered in the FOV 
according to Figure 3.18. The distance r from the center to the periphery of the FOV could then be 
assessed from images such as the one shown in Figure 3.19.  
 
 
Table 4: Optical requirements for fundus cameras. 









The FOV can be then computed as follows: 




being its uncertainty: 

















where ∆𝑟 and ∆𝐿 are the smallest resolvable divisions of the ruler in the image of the target (1 mm for 
the CMOS and 2.5 mm for the InGaAs) and the standard deviation on the measured values of L, 
respectively. 
In order to calculate the magnification of the system, we used a 100 mm length portion of the FOV target 
at its center. The size in millimeters of this portion on the image (l), can be determined by measuring 
the corresponding number of pixels and multiplying it by the pixel size. The magnification can be then 
calculated as follows: 
 𝑀 = 𝑙/1,7 3.3 
with an uncertainty ∆𝑀 given by: 




where ∆𝑙 is again the smallest resolvable division in the image of the target. 
Table 5 summarizes the results obtained for the FOV and M. These results are in accordance with the 
values expected from the simulations performed in the optical design phase. 
LED peak wavelength 
(Sensor) 
r  r 
(mm) 
L  L 
(mm) 
FOV  FOV 
(°) 
l  l 
(mm) 
M  M 
525 nm (CMOS) 273  1 1000  3 30.5  0.2 2.04 0.02 1.20  0.01 
865 nm (CMOS) 270  1 1000  3 30.3  0.2 2.04 0.04 1.20  0.02 
955 nm (InGaAs) 278  2.5 1000  3 31.1  0.3 1.47  0.09 0.88  0.05 
To evaluate the resolving power of the optics of the system on the fundus, the standard recommends 
using a target with vertical and horizontal black lines on a white background. The width of the white 
space must be equal to the width of the black lines. The length of the lines must be 5 times the width, 
and the reflectivity of the background must be at least 1.4 times the reflectivity of the black lines. The 
patterns for central, periphery and medium FOV must be in the same image and the achieved resolving 
power must be the one specified in Table 4 for any of the three areas. 
The ISO also states that, for the NIR-IR range (i.e., above 770 nm), the resolution values indicated in 
lp/mm must be divided by 1.6 due to the change of the minimum resolution obtainable with IR light. 
Furthermore, to evaluate the resolution of the NIR-IR optical path, the target cannot be more than 25 









lp/mm because this is the maximum resolution that can be achieved with a sensor whose pixel side is of 
20 m. Figure 3.20 shows a portion of the images with the resolution patterns printed on white sheets 
of paper and distributed along the FOV.   
 
Using this target, we acquired images for the three light sources and the two cameras, and we evaluated 





where Max and Min are the maximum and the minimum values in terms of digital levels of the curve 
obtained from averaging the pixels of row/columns of a single pattern along the dimension perpendicular 
to these lines (vertical/horizontal). The procedure was repeated for three identical vertical patterns, 
centered at three distances from the center of the FOV (center, medium (r/2), periphery (r)), both for the 
vertical and horizontal lines. The results are shown in Table 6.  






C ± C 
(Vertical lines) 
C ± C 
(Horizontal lines) 
525 nm (CMOS) 
center 60 0.12 ± 0.01 0.14 ± 0.01 
r/2 40 0.12 ± 0.02 0.14 ± 0.02 
r 25 0.20 ± 0.01 0.17 ± 0.02 
865 nm (CMOS) 
center 40 0.13 ± 0.02 0.10 ± 0.02 
r/2 25 0.27 ± 0.03 0.16 ± 0.02 
r 13 0.38 ± 0.01 0.40 ± 0.04 
955 nm (InGaAs) 
center 25 0.13 ± 0.04 0.13 ± 0.03 
r/2 25 0.11 ± 0.03 0.10 ± 0.04 
r 13 0.34 ± 0.14 0.28 ± 0.06 
Figure 3.20: Image acquired for the evaluation of resolution. The three sheets of paper with the different resolution 
patterns are centered at different distances from the center of the FOV (0). In particular, the pattern on the left side 
is centered at a distance r from the center of the FOV, the sheet in the center at r/2, and the sheet on the right is at 
the center. 









Finally, the pixel pitch at the fundus P can be determined using the calculated M values, the sensor pixel 





The uncertainty of this measure is given by: 











where 𝑃𝑠  is the error of the length of the pixel side given by the manufacturer. The results obtained are 
presented in the table below: 
LED peak wavelength (Sensor) Ps ±  Ps (m) P ±  P (m) 
525 nm (CMOS) 6.5 ± 0.1 5.4 ± 0.1 
865 nm (CMOS) 6.5 ± 0.1 5.4 ± 0.1 
955 nm (InGaAs) 20 ± 1 23 ± 3 
Besides the former measurements, the knowledge of the area of the LEDs used as illumination sources 
at the patient’s pupil plane is also needed for the light hazard evaluation, as indicated in the ISO 15004-
2:2007 “Ophthalmic instruments – Fundamental requirements and test methods – Part 2: light hazard 
protection” [72]. Accordingly, these areas were determined as an additional step of the optical 
characterization as follows. In order to obtain an image of each LED ring, we used a CMOS imaging 
camera with enhanced sensitivity in the NIR (UI-1240LE-NIR-GL, Imaging Development Systems 
GmbH, Germany). This camera was placed at the patient’s pupil plane, where the LED rings images are 
formed. In particular, because of the differences between shape and thickness of LEDs, an analysis of 
the different focus positions was carried out and, as a trade-off, the focal plane of the LEDs emitting at 
732 nm was chosen as the imaging plane for all rings. To acquire the images without saturating or under-
exposing the camera sensor, adjustments in the camera exposure time and LEDs power were needed. 
Figure 3.21 shows the images of the three LED rings.  
   
a) b) c) 
 
Table 7: Results of pixel pitch at the fundus P. 









From these images, we measured the side length (T) of each LED in pixels and then, using the pixel size 
from the datasheet of the camera manufacturer, we obtained the length in mm. As shown in Figure 3.22, 
to estimate the length of the side of each LED, we considered the pixels with digital values above 10% 
of its central maximum value. Five sections of each LED were considered (blue lines in Figure 3.22).  
 
As the standard deviation calculated on this measure was smaller than the length of a single pixel, we 
took this value as the corresponding uncertainty (D). In Table 8, the LEDs areas are provided as 𝑆 =
𝑇2, a𝑆 = 2𝑇T indicating the corresponding uncertainty. 
LED peak wavelength T   T (mm) S  S (mm2) 
416 nm 0.329  0.005 0.108  0.003 
450 nm 0.291  0.005 0.085  0.003 
471 nm 0.275  0.005 0.076  0.003 
494 nm 0.297  0.005 0.088  0.003 
525 nm 0.323  0.005 0.104  0.003 
595 nm 0.286  0.005 0.082  0.003 
598 nm 0.329  0.005 0.108  0.003 
624 nm 0.302  0.005 0.091  0.003 
660 nm 0.302  0.005 0.091  0.003 
732 nm 0.429  0.005 0.184  0.004 
865 nm 0.339  0.005 0.115  0.003 
955 nm 0.323  0.005 0.105  0.003 
1025 nm 0.355  0.005 0.126  0.003 
1096 nm 0.373  0.005 0.137  0.004 
1213 nm 0.382  0.005 0.146  0.004 
Figure 3.22: Method used for the evaluation of the LEDs area. The LED area, calculated as that with digital levels 
per pixel above 10% of the maximum central value, is marked in red. The area sections considered for the side 
length estimation are indicated in blue. 









It is important to note that, as mentioned above, only the area that contains pixels with digital levels 
above 10% of the maximum value were considered in these results. In the safety evaluation, we assume 
that the 100% of the radiometric power is focused inside this area. This, besides of a simplification in 
the computation of the area, grants the evaluation of the worst-case scenario for light hazard: the greater 
the light focused in a smaller area, the bigger is the hazard. 
Finally, the required movement of the platform for patient’s refraction correction was also characterized 
to ensure a good performance of the fundus camera at the clinics. The theoretical curve relating the 
refractive error (Rx) in diopters (D) and the platform shift was obtained by simulating through Zemax 
different ametropias in the eye model and finding the best platform position in each case. The obtained 
values are depicted in Figure 3.23, which have been fitted using a second order polynomial to obtain a 
compensation curve for any patient’s refraction.  
 
According to all results shown in this section, it was concluded that the developed prototype permits the 
imaging of the human retina with good optical performance as established in the international ISO 
standard for fundus cameras through the whole spectral range considered. 
3.3.2 Spectral and radiometric characterization 
In order to characterize our system in terms of emitted radiation, we carried out measurements of 
radiometric power (W) and irradiance (W/m2), as well as of the relative spectral emission of each LED 
at the pupil plane, where the illumination light is focused. A power meter PM100D (Thorlabs Inc., 
United States) equipped with a photodiode-based sensor S120C (Thorlabs Inc., United States) with 
sensitivity between 400 nm and 1100 nm was used to perform measurements of absolute radiometric 
power (W). A scanning spectrometer Spectro 320 (Instrument Systems GmbH, Germany) with 
sensitivity between 370 nm and 1700 nm and with the accessory EOP-146 attached allowed spectral 
irradiance measurements of the light incident to the module. For an estimation of the absolute power 
(W) of the LEDs emitting in the spectral region beyond the spectral sensitivity range of the power meter 
(>1100 nm), the readings from both systems were combined in order to find a specific conversion factor 
between them. This factor was estimated by using the records of the LEDs emitting within the spectral 
Figure 3.23: Platform shift (PS) in millimeters vs. Refractive error (R) in Diopters with the corresponding fit in 









range where the two instruments had sensitivity, i.e., from 400 nm to 1100 nm, allowing for a direct 
conversion from spectral irradiance values (W/m2) to radiometric power values (W) along all 
wavelengths, also those longer than 1100 nm. It should be noted that to compute the absolute radiometric 
power (W) from the irradiance readings of the spectrometer, one must assume that there is a 
homogeneous illumination over the area of the EOP-146 sensor (spectrometer), which is not our case 
(see Figure 3.21). Therefore, only a relative measure in terms of irradiance was possible with the 
spectrometer as the LEDs illumination did not cover the whole area of the sensor (the homogeneous 
field of illumination is achieved only on the retina, after light passing through the optics of the eye). To 
reproduce the same conditions in both measurements, the two sensors were positioned at the focused 
image of the same LED (peak wavelength at 732 nm, formerly used in the optical characterization, too).  
Furthermore, since the spectrometer is a scanning instrument with a moveable internal diffraction 
grating to scan all wavelengths, it lasts certain time to carry out a single measurement. Accordingly, the 
LED under analysis needs to be switched on for a relatively large period of time if a complete measure 
is to be obtained. Nevertheless, the LEDs of the developed fundus camera cannot be maintained for a 
long time working at their maximum current (100%) without risking serious damage, due to the increase 
in temperature (there is not a heat dissipation system). For this reason, the measurements for the 
estimation of the conversion factor were carried out with the LEDs working at 12.5% current. The 
sampling speed of the Spectro 320 was chosen as 22 ms/nm, for both the VIS and IR spectral ranges. 
This value corresponds to the minimum value of an entire LED emission period (ton+ toff) in real 
conditions (ton=11 ms and toff =11 ms). In this way, the Spectro 320 integrates the same amount of light 
during each LED activation along the whole sequence. In addition, even if the program can be set in a 
way that activates continuously the LEDs signal at the maximum number of sequence repetitions (99 
repetitions for each activation signal, see Section 3.2.2), the time between the end of one activation and 
the subsequent produce some discontinuities to appear in the measurements (Figure 3.24 a). Due to this, 
the total irradiance was finally calculated by performing an interpolation of the raw spectral irradiance 
distribution for each LED, excluding the discontinuities and then, calculating the area under the 
interpolated curve (Figure 3.24 b). 
  
a) b) 
Figure 3.24: Normalized spectral irradiance distribution for the LED with peak wavelength at 595 nm. 
a) Raw data before the removal of the discontinuities. b) Interpolated distribution used to calculate the 
total irradiance.  
The temporal characteristics of LEDs emission (ton=11 ms and toff =11 ms and 99 repetitions) were kept 
constant along measurements with both instruments (power meter and spectrometer). The average and 









meter over 1 s (approximately 1000 records). In the case of irradiance measurements, the average and 
the standard deviation were obtained from 3 measurements, as these last longer. The obtained results 






Figure 3.25: a) Radiometric power and b) integrated irradiance, of the LEDs working at 12,5% of their maximum 









By dividing the radiometric power values by the irradiance ones for each LED, we were able to find the 
conversion factor (K) between both measurements. Its uncertainty (K) was computed as follows 
(Figure 3.26):  











where RP is the radiometric power, I is the irradiance, and RP and I are the corresponding standard 
deviations. 
As can be seen, the values of the conversion factors calculated for different LEDs are distributed around 
an average value of K = 0.104 with a standard deviation of K = 0.006, except for the LED emitting 
at 955 nm.The deviation from the mean of this LED is probably due to the responsivity curve of the 
power meter (Figure 3.27 a) and the broader spectral distribution of the LEDs at longer wavelengths 
(Figure 3.27 b). In fact, whereas in the linear part of sensitivity curve of the power meter the values 
around the peak wavelength of each LED are weighted symmetrically due to the Gaussian-like shape of 
their emission, between 900 nm and 1000 nm the spectral response of the power meter is not linear and 
the values around the peak wavelength are not weighted properly. Reasonably, the mean value and the 
standard deviation of the conversion factor can be calculated as the mean of the conversion factors of 
all LEDs, except for the one with a peak wavelength at 955 nm. 
 
In addition, the results show that although the irradiance measurements are dependent on the illuminated 
area and, as stated above, the LEDs have different shapes at the measurement plane, this dependency is 
Figure 3.26: Conversion factor (K) for each LED. Red line indicates the mean value for all LEDs. Green lines 
represent the standard deviation interval (i.e., K ± K). The standard deviations for individual LEDs are not 









rather negligible. In fact, the deviation from the mean is almost the same through the entire spectral 
range regardless of the LEDs sizes (see Table 8). 
According to all this, we were able to calculate the radiometric power values of LEDs with wavelengths 
1096 nm and 1213 nm from the irradiance values measured with the spectrometer Spectro 320.  
Finally, the total radiometric power (𝑅𝑃100%) of the LEDs between 400 nm and 1100 nm working at 
100% (except for the one emitting at 955 nm) was measured with the power meter, whereas for LEDs 
1096 nm and 1213 nm powers were estimated from the irradiance (𝐼100%) measured with the Spectro 
320. For the 955 nm - LED, its radiometric power was calculated multiplying the irradiance by the ratio 
between the mean conversion factor and the conversion factor calculated for this LED, to avoid the 
photodiode responsivity issue.  
To obtain the effective radiometric power, the values obtained using the power meter must be finally 
multiplied by 2, as LEDs emit for half of the period of the applied signal (see Section 3.2.2). 
  
a) b) 
The spectral and integrated radiometric power of each LED at the patient’s pupil and the corresponding 
peak wavelength and FWHM are shown in Figure 3.28 and Table 9. 
The mean FWHM and its standard deviation (FWHM)  were calculated from the three measurements 
carried out for each LED. The standard deviation (𝑅𝑃100%) for the radiometric power of the LEDs 
within 400 nm and 1100 nm, except for 955 nm, was provided by the power meter itself from the average 
of 1000 readings. In regards to the LEDs with peak wavelengths at 955 nm, 1096 nm and 1213 nm, the 
uncertainty on 𝑅𝑃100% values were calculated with the formula: 











where 𝐼100%  stands for the uncertainty of the irradiance.  
Figure 3.27: a) Responsivity curve of the photodiode-based sensor S120C, used with the power meter PM100D 














Figure 3.28: a) Spectral radiometric power distribution. b) Integrated radiometric power of the LEDs at the 









LEDs peak wavelength (nm) FWHM  FWHM  (nm) RP100%  RP100% (mW) 
416 16  2 2.35  0.04 
450 18  2 2.5  0.2 
471 27  3 3.40  0.07 
494 31  3 2.18  0.09 
525 33  3 1.91  0.03 
595 17  2 0.13  0.01 
598 76  5 2.25  0.02 
624 17  2 0.98  0.06 
660 19  2 2.47  0.07 
732 29  3 1.82  0.04 
865 37  3 4.0  0.3 
955 58  4 6.4  0.5 
1025 44  4 0.55  0.01 
1096 97  5 0.086  0.005 
1213 77  5 0.54  0.03 
3.3.3 System repeatability 
Once the hyperspectral fundus camera was built, several tests were carried out to ensure its correct 
operation. The stability of the system was firstly evaluated by means of an analysis of repeatability. In 
particular, the repeatability of the system was tested by performing the same measurement along 
different days (mid-term repeatability) and taking measurements consecutively (short-term 
repeatability). We used an artificial eye (OEMI-7, Ocular instrument Inc., United States) to perform the 
measurements, thus avoiding the instability given by the patient. 
For each measurement, two streams of images were acquired, one with the LED at the 100% of its 
maximum emission and another with the LED at 0%. This is necessary to ensure a good background 
subtraction and to keep the measure independent from the ambient light. For the mid-term repeatability, 
we took a total of 10 measurements in 5 consecutive days (early in the morning and late in the afternoon). 
In order to have a repeatability estimation, the averaged intensity on the same portion of the image and 
its standard deviation were calculated for all wavelengths and for all measurements. Once we finished 
with the mid-term repeatability, the short-term repeatability was analyzed. Specifically, we acquired 10 
consecutive complete streams of images. The images were then analyzed as in the mid-term study. The 
percentage of variability was calculated dividing the standard deviation by the averaged intensity value 
obtained in each case, resulting in the values shown in Figure 3.29 and Table 10. 
As can be seen, the percentage of variation of both the mid- and the short-term analysis were lower than 
2.98 % and 1.98 %, respectively. Therefore, the system could be considered very stable. Of course, to 
ensure a good performance over much longer periods of time, when extracting spectroscopic information 
from the images recorded with the system, periodical calibrations are required. 
























LEDs Peak wavelength 
(nm) 
Mid-term percentage of variation 
(%) 
Short-term percentage of variation 
(%) 
416 0.38 0.09 
450 2.98 0.26 
471 0.37 0.09 
494 0.77 0.04 
525 1.75 1.98 
595 1.89 0.15 
598 0.36 0.03 
624 0.28 0.04 
660 1.17 0.15 
732 0.27 0.08 
865 0.86 0.14 
955 0.48 0.08 
1025 1.07 0.34 
1096 2.11 0.95 
1213 1.31 0.88 
3.4 Safety evaluation 
The evaluation of the light hazard protection follows the Appendix A of the ISO 10940 [71], which is a 
guide for the measurements and the calculations of the relative values for the light hazard for fundus 
camera systems. This standard refers to the more generic one ISO 15004-2:2007 [72], which is also 
considered here and includes recommendations for ophthalmic instruments in general. This standard 
classifies ophthalmic instruments into either Group 1 or Group 2 in order to distinguish instruments that 
are non-hazardous from those that are potentially hazardous. For this classification, the systems are 
considered to include a continuous wave (CW) radiation source (if it delivers a continuous output for a 
time greater than 0.25 s), or a pulsed light source (if the light source delivers energy in the form of a 
single pulse or a train of pulses where each pulse has a duration of less than 0.25 s). 
For the hyperspectral fundus camera developed in this thesis, the limits established for a pulsed light 
source will be of applicability in the measure phase (i.e., when acquiring the spectral fundus images) 
whereas those for CW must be used during the fixation target phase (while aligning the patient with the 
fundus camera). This is because, during alignment, patients can stand for more than 20 s in front of the 
system. The ISO states that the limits to be considered for safeness evaluation in the case of an exposition 
above 20 s are the ones of the continuous sources, even for a pulsed one. 
The ISOs provide a step-by-step procedure to carry out the evaluation of a fundus camera: 
• Measurement or estimation of the illuminated area at the corneal plane. 
• Measurement or estimation of the illuminated area A on the retina (see Figure 3.30). 
• Determination of the time width of the pulses of the light source. 
Table 10: Mid-term and short-term repeatability (percentage of variation) calculated dividing the standard 









• Measurement of the radiation irradiance E, or of the radiant exposure H (J/cm2), as a function 
of the wavelength. 
• Estimation of the radiant exposure Hxx (J/cm2) in the corresponding spectral band, eye surface 
and condition (UV, VIS and IR, and aphakic). The values of Hxx are calculated as the sum of 
irradiance Exx weighted by the functions S() (UV radiation hazard weighting function), R() 
(VIS and IR radiation thermal hazard weighting function) and A() (aphakic photochemical 
hazard weighting function) [72]. The irradiances Exx are obtained by dividing the radiometric 
power by the illuminated area on the retina and the cornea in the case of limits that correspond 
to the retinal or anterior segment optical planes, respectively. 
• Determination of the number of pulses that the light source can emit during a time of 20 s.  
 
The ISO can be followed except for the calculation of the area covered by the illumination ring. In fact, 
in common fundus cameras the illumination forms a focused ring at the patient’s pupil plane whereas in 
our system each single pair of LEDs only covers part of the ring. Therefore, the source can be considered 
multiple and the area that must be considered for each spectral channel at the patient’s pupil plane is the 
portion of the area illuminated by each pair of LEDs, and not the complete illumination ring. In this 
regard, we measured the area covered by each LED at the patient’s pupil plane as described in section 
3.3.1. Considering that for each spectral channel of the system there are two LEDs of the same type, the 
total illuminated area for each spectral channel is twice the area (S) of that in Table 8. 
In regards of the estimation of the retinal area illuminated by the system, and to remain in the worst-
case scenario, we used the smallest measured values of the FOV presented in Table 5  as a measure of 
the complete angular cone (). The illuminated retinal area A can then be calculated as follows: 




Figure 3.30: Description of the Maxwellian illumination conditions from Appendix A of the ISO 10940 [71]. The 
numbers and letters of the images refer to the illuminated retinal Area A (1), image of the light source in the pupil 
(2), fundus camera (3), full angular cone of illumination (a), distance between the pupil plane and the plane in 
which the measure to obtain the angular cone is performed (l), and the radius of the illumination field in that plane 









The uncertainty A is given by: 







where the factor 1.7 cm2 considers the distance from the retina to the patient’s pupil and  is the solid 
angle of the illumination cone. 
The calculated value for the area A (±A) from the complete angular cone was 0.631 0.002 cm2. 
Due to the differences in retinal reflectance and radiometric power between LEDs of different spectral 
channels, the exposure times necessary to acquire fundus images were also different (Table 3). To 
remain in the worst-case scenario, we considered the maximum exposure times that permit the retinal 
imaging through all spectral channels without incurring in artifacts created by eye movements or pupil 
constriction. Thanks to the synchronization of the LEDs emission with the EL trigger signal of the EPB 
(see Section 3.2.2), an experimental measure of the pulse width was not necessary because the time 
length of a pulse is exactly the exposure time. 
Exx and Hxx can be calculated from the radiometric power values given in Table 9. The quantities that 
must be evaluated in our case are:  
For the hyperspectral measurement (pulsed light source): 
• 𝐻𝑉𝐼𝑅−𝑅: R(λ) weighted retinal visible and infrared radiation radiant exposure 
• 𝐻𝐼𝑅−𝐶𝐿 : unweighted corneal and lenticular infrared radiation radiant exposure 
• 𝐻𝑉𝐼𝑅−𝐴𝑆: unweighted anterior segment visible and infrared radiation radiant exposure  
During the fixation target phase (CW light source):  
• 𝐸𝑉𝐼𝑅−𝑅: R(λ) weighted retinal visible and infrared radiation thermal irradiance  
• 𝐸𝐼𝑅−𝐶𝐿: unweighted corneal and lenticular infrared radiation irradiance  
• 𝐸𝑉𝐼𝑅−𝐴𝑆: unweighted anterior segment visible and infrared radiation irradiance  
In Table 11, the formulas to calculate these quantities are given, as well as the corresponding safety 
limits. 
In the case of the quantities with subscripts -CL and -AS, the irradiance must be calculated dividing the 
radiometric power of each spectral channel by the illuminated area at the cornea, while for those with 
subscript -R, the illuminated area to be considered is the one at the retina A. In addition, for the quantity 
with subscript VIR-R, the spectral band to be considered is between 400 nm and 1300 nm, for VIR-AS 
between 380 nm and 1200 nm, and for IR-CL between 700 nm and 2500 nm. 
As already commented, our light source can be considered as a multiple light source and thus, an 
estimation of the safety of each single pair of LEDs is required. To fulfill the safety rules, the ratio 
between each quantity for each channel and the corresponding limit must be smaller than 1. Moreover, 










Quantity Formula Limit 
HVIR−R HVIR−R = ∑ (Eλ × ∆t × R(λ) × ∆λ)
1400
380
 6t3/4 J/cm2 
HIR−CL HIR−CL = ∑ (Hλ × ∆λ)
2500
770
 1.8t1/4 J/cm2 
HVIR−AS HVIR−AS = ∑ (Hλ × ∆λ)
1200
380
 25t1/4 J/cm2 
EVIR−R HVIR−R = ∑ (Eλ × R(λ) × ∆λ)
1400
380
 0.7 W/cm2 
EIR−CL EIR−CL = ∑ (Eλ × ∆λ)
2500
770
 0.02 W/cm2 
EVIR−AS EVIR−AS = ∑ (Eλ × ∆λ)
1200
380
 4 W/cm2 
To remain in the worst-case scenario again, the radiometric power that was considered in the 
computations is the sum of the mean value plus twice the standard deviation of the measure (Table 9). 
By doing so, there is 96,3% of probability to be below the considered radiometric power value.  
Table 12, Table 13 and Table 14 show the safety evaluation for each spectral channel as well as for the 
entire hyperspectral acquisition. In view of the results, the pulsed hyperspectral fundus camera classifies 
as Group 1. Regarding the evaluation of the system over 20 seconds, it is not necessary because the 
system electronics and software permits only one measure in 20 s, regardless of being pulsed.  
Table 11: Quantities, formulas and limits for the group 1 continuous and pulsed ophthalmic instruments evaluation. 









Table 12: Safety evaluation of R(λ) weighted retinal visible and infrared radiation radiant exposure 
during hyperspectral acquisition. 
𝐻𝑉𝐼𝑅−𝑅: Retinal visible and infrared radiation radiant exposure 
(Spectral range 380 nm – 1400 nm) 
LED peak 
wavelength 
∆t (s) Area (cm2) 
Weighted (R(λ)) 






416 nm 0.011 0.63 1.75 3.05E-05 0.20 1.53E-04 
450 nm 0.011 0.63 2.50 4.36E-05 0.20 2.18E-04 
471 nm 0.011 0.63 3.40 5.93E-05 0.20 2.96E-04 
494 nm 0.011 0.63 2.18 3.80E-05 0.20 1.90E-04 
525 nm 0.011 0.63 1.91 3.33E-05 0.20 1.66E-04 
595 nm 0.011 0.63 0.13 2.34E-06 0.20 1.17E-05 
598 nm 0.011 0.63 2.25 3.92E-05 0.20 1.96E-04 
624 nm 0.011 0.63 0.98 1.71E-05 0.20 8.53E-05 
660 nm 0.011 0.63 2.47 4.31E-05 0.20 2.15E-04 
732 nm 0.011 0.63 1.61 2.81E-05 0.20 1.40E-04 
865 nm 0.011 0.63 1.95 3.40E-05 0.20 1.70E-04 
955 nm 0.011 0.63 2.13 3.71E-05 0.20 1.85E-04 
1025 nm 0.100 0.63 0.14 1.08E-05 0.63 1.73E-05 
1096 nm 0.120 0.63 0.02 2.85E-06 1.07 2.73E-06 
1213 nm 0.100 0.63 0.11 2.57E-05 1.45 1.81E-05 









𝐻𝐼𝑅−𝐴𝑆: Unweighted anterior segment visible and infrared radiation radiant exposure 
(Spectral range 380 nm – 1200 nm) 
LED peak 
wavelength 








416 nm 0.011 2.16E-03 2.43 1.24E-02 8.10 1.53E-03 
450 nm 0.011 1.70E-03 2.9 1.88E-02 8.10 2.32E-03 
471 nm 0.011 1.52E-03 3.54 2.56E-02 8.10 3.17E-03 
494 nm 0.011 1.76E-03 2.36 1.47E-02 8.10 1.82E-03 
525 nm 0.011 2.09E-03 1.97 1.04E-02 8.10 1.28E-03 
595 nm 0.011 1.64E-03 0.15 1.01E-03 8.10 1.24E-04 
598 nm 0.011 2.16E-03 2.29 1.17E-02 8.10 1.44E-03 
624 nm 0.011 1.83E-03 1.1 6.63E-03 8.10 8.19E-04 
660 nm 0.011 1.83E-03 2.61 1.57E-02 8.10 1.94E-03 
732 nm 0.011 3.69E-03 1.9 5.67E-03 8.10 7.00E-04 
865 nm 0.011 2.30E-03 4.6 2.20E-02 8.10 2.72E-03 
955 nm 0.011 2.09E-03 7.2 3.79E-02 8.10 4.68E-03 
1025 nm 0.4100 2.52E-03 0.57 1.13E-02 11.8 9.56E-04 
1096 nm 0.120 2.75E-03 0.096 3.49E-03 14.1 2.48E-04 
1213 nm 0.100 2.91E-03 0.6 3.09E-02 15.6 1.99E-03 
                           TOTAL  2.57E-02 
Table 13: Safety evaluation of unweighted anterior segment visible and infrared radiation radiant exposure during 









𝐻𝐼𝑅−𝐶𝐿: Unweighted corneal and lenticular infrared radiation radiant exposure 













865 nm 0.011 2.30E-03 4.6 2.20E-02 0.583 3.77E-02 
955 nm 0.011 2.09E-03 7.2 3.79E-02 0.583 6.50E-02 
1025 nm 0.100 2.52E-03 0.57 1.13E-02 0.851 1.33E-02 
1096 nm 0.120 2.75E-03 0.096 3.49E-03 1.01 3.45E-03 
1213 nm 0.100 2.91E-03 0.6 3.09E-02 1.12 2.76E-02 
 TOTAL 0.147 
The CW analysis of the fixation target phase is required because, as commented previously, this 
procedure can last more than 20 s. This part includes the evaluation of LEDs used to align the system 
(1025 nm and 1096 nm) as well as those of the fixation target (660 nm). During the fixation target 
sequence, the LEDs are turned on and off sequentially and each one emits for a short period of time but, 
we considered a continuous exposure of the eye to all LEDs as being turned on simultaneously as the 
worst-case scenario. The entire sequence of the fixation target lasts for 0.1 s and the radiometric power 
of each LEDs is weighted considering their emission period. In particular, the 1025 nm and 1096 nm 
LEDs are turned on for 33 ms at 30% and 90% of their maximum emission power, respectively, and the 
fixation target at 1% for 5 ms, during the refractory time of the InGaAs camera. 
In the following tables (Table 15, Table 16 and Table 17), the limits for the fixation phase are listed. In 
view of these results, the light source used in the fixation target phase also classifies as Group 1, as the 
values measured are below the limits established by the standards. 
  
Table 14: Safety evaluation of unweighted corneal and lenticular infrared radiation radiant exposure during 









𝐸𝑉𝐼𝑅−𝑅: Retinal visible and infrared radiation thermal irradiance 











660 nm 2.85E-03 1E-06 
1.85.6E-02 700 2.59E-05 1025 nm 0.63 5.6E-03 
1096nm 0.63 5.6E-03 
𝐸𝐼𝑅−𝐶𝐿: Unweighted corneal and lenticular infrared radiation irradiance 
(Spectral range 770 nm- 2500 nm) 
LEDs peak 
wavelength 






660 nm 2.5E-02 1E-06 
8.02 20 0.401 1025 nm 2.52E-03 1E-02 
1096 nm 2.75E-03 1E-02 
𝐸𝑉𝐼𝑅−𝐴𝑆: Unweighted anterior segment visible and infrared radiation irradiance 
(Spectral range 380 nm – 1200 nm) 
LED peak 
wavelength 






660 nm 2.5E-02 1E-06 
8.02 4000 2.01E-03 1025 nm 2.52E-03 1E-02 
1096 nm 2.75E-03 1E-02 
Table 15: Safety evaluation of R(λ) weighted retinal visible and infrared radiation thermal irradiance during the 
fixation target phase. 
Table 16: Safety evaluation of unweighted corneal and lenticular infrared radiation irradiance during the fixation 
target phase. 
Table 17: Safety rules evaluation of unweighted anterior segment visible and infrared radiation irradiance during 









4 CLINICAL STUDY, IMAGE PROCESSING AND 
SPECTRAL ANALYSIS 
 
4.1 Clinical study 
A clinical study using the HSI fundus camera was conducted at the Instituto de Microcirugía Ocular 
(IMO) in Barcelona (Spain) and at the University Vision Center (CUV) of the Universitat Politècnica 
de Catalunya (UPC) in Terrassa (Spain) under the supervision of an ophthalmologist (C. M.). The 
objective was to validate the hyperspectral retinograph and analyze its usefulness in the detection of 
fundus structures and diseases. The starting hypothesis was that from the spectral images at specific 
wavelengths, especially the IR ones, it would be possible to obtain information that is hidden in color 
fundus images, which might be relevant for clinical diagnosis. To this end, measurements were carried 
out in healthy patients and with various retinal diseases (retinopathies, glaucoma, ARMD, etc.). 
The target population of the study met the following inclusion criteria: 
• Healthy eyes (control group). 
 
• Eyes with a retinal pathology.  
 
• Subjective spherical refraction comprised between ± 15 D and astigmatism < 3 D. The spherical 
refraction is limited by the prototype correction range. A low astigmatism value is needed to 
obtain acceptable images without high distortion, as it cannot be corrected by the system. 
Age was not a restrictive parameter. 
Exclusion criteria were the diagnosis of any other ocular or systemic disease affecting the eye different 
from the previous ones (retinal pathologies), especially those that notably alter the transparency of the 
ocular media such as mature cataracts. Nevertheless, healthy or eyes with a retinal disease that had 
undergone cataract surgery with implantation of an intraocular lens (IOL) were accepted to take part in 
the study, as well as with early/moderate cataracts. 
All patients provided written informed consent before any examination and after receiving a written and 
verbal explanation on the nature of the study, and ethical committee approval was obtained (the written 
informed consent form can be found in Appendix C). The study complied with the tenets of the 1975 
Declaration of Helsinki (Tokyo revision, 2004).  
Firstly, some information of each patient was collected from his/her clinical history including age, 
gender, subjective manifest refraction, best-corrected visual acuity (BCVA), intraocular pressure (IOP) 
and the ophthalmologist’s diagnosis: previous pathologies, presence of cataracts, intraocular lenses 
implanted, etc. 
Conventional color retinography and OCT were performed either with a 3D OCT-1 Maestro (Topcon 
Corporation, Japan) at CUV or with a mydriatic color fundus camera TRC-50DX (Topcon Corporation, 









not dilated, an Optomap SLO fundus camera (Optos, Scotland) was used instead. OCT images were 
acquired for some of the patients or, alternatively, were collected from the database if available. 
Finally, the recordings with the HSI prototype were carried out. The instructions to the patient when 
executing the measurements, taken by 4 trained optometrists (N. S., L. R., E. B. and N. M.), were very 
straightforward: 
1. To place the chin and forehead on a chinrest to keep the head still 
during measurements. 
 
2. To look at the fixation target that appeared when aligned with the 
instrument. In case that the ocular pathology impaired the patient’s 
vision severely, thus avoiding the target perception, the patient was 
asked to look straight trying to keep the eyes still. 
 
3. Stop blinking while acquiring the spectral images (during 613 ms). 
The measurement protocol was as follows; one eye was measured at a time and the duration of the 
complete evaluation (including both eyes and two repetitions for each eye) lasted about 10 minutes. The 
patient’s refraction was corrected with the system (spherical equivalent) before any measurement. A 
background image was acquired just after each measure to remove artifacts such as residual back 
reflections and ambient light. First of all, the patient was aligned with the fundus camera with the help 
of the live acquisition mode and the fixation target. This step was crucial for the correct acquisition of 
the retinal hyperspectral sequence as it allowed the corneal and crystalline back reflections to be avoided. 
The fixation targets were changed depending on the measured eye (left/right) using the MATLAB 
routine described in Section 3.2.2. This allowed stabilizing and visualizing the optic disk and the macula 
inside the same FOV. If a relevant anomaly located at the peripheral retina was observed, the patient 
was asked to look additionally at another direction in order to allow its acquisition.  
A total of 100 patients (200 eyes) with retinal diseases (at least in one eye) were measured as well as 72 
eyes from 36 healthy patients (control group). Due to artifacts in the images that could not be removed, 
obstacles such as mature cataracts and other limitations (too large spherical or astigmatic refraction, 
etc.), the final spectral analysis was restricted to 60 diseased and 61 healthy eyes. Table 18 shows the 
corresponding patient demographics. Table 19 shows the number of eyes with IOLs and early/moderate 
cataracts, as well as the subjective refraction, BCVA and intraocular pressure of all eyes included in the 
analysis.  
 Control group Patients with retinal diseases 
Number of patients 31 30 
Number of eyes 61 60 
Gender 14 M (45 %) 17 F (55 %) 9 M (30 %) 21 F (70 %) 
Mean age ± SD (min, 
max) (years) 
45.4 ± 17.04 (19, 74) 67.6 ± 15.3 (19, 91) 









 Control group Patients with retinal diseases 
Number of eyes with IOL (%) 5 (8%) 21 (35 %) 
Number of eyes with cataract - 20 (33 %) 
Sphere (D) -0.38 ± 1.86 (-5.00, 3.25) 0.04 ± 2.44 (-10.50, 4.50) 
Cylinder (D) -0.64 ± 0.64 (-2.00, 0.00) -0.87 ± 0.70 (-2.75, 0.00) 
BCVA 0.98±0.10 (0.6, 1.2) 0,64 ± 0,30 (0.01, 1.00) 
IOP (mmHg) 15.0 ± 4.0 (7.0, 24.0) 15.7 ± 4.1 (6.0, 28.0) 
The following diagnosis and conditions/treatments were found in the 60 eyes with retinal diseases: dry 
ARMD (13 eyes), wet ARMD (6 eyes), thrombosis (1 eye), maculopathy (1 eye), glaucoma (3 eyes), 
Retinal Angiomatous Proliferation (RAP) (1 eye), drusen (11 eyes, 2 of them in the optic disk), choroidal 
nevus (3 eyes), amblyopia (1 eye), edema (2 eyes), atrophy (5 eyes), RPE degeneration (8 eyes), diabetic 
retinopathy (1 eye), scars (2 eyes), macular hole (2 eyes), photocoagulation (1 eye), hemorrhage (10 
eyes) and retinal inflammation (1 eye). Some patients had more than one diagnosis/condition and thus, 
they were considered in more than one category simultaneously.  
4.2 Image processing 
A self-standing software application (Figure 4.1) was developed to remove inhomogeneities, back 
reflections and artifacts in the retinal images (Figure 4.2). In fact, despite the simulations carried out and 
the precise alignment, some back reflections from optical components still remain in some cases, as well 
as artifacts caused by involuntary eye movements and residual inhomogeneities (bright areas) at the 
borders or at the center of the retinal images due to non-uniformities of the illumination.  
The same software was also used to compensate for the spectral response of the system - which is 
different in each spectral band due to differences in the QE of the cameras and power of the LEDs - so 
that spectroscopic information useful for diagnosis could be derived from the hyperspectral sequence of 
images, as described later.  
To perform all these corrections, the following steps were carried out. Four complete hyperspectral 
sequences were acquired for each patient: one for each eye (retinal sequences) and 2 for the background 
acquisition (background sequences). Considering the one-shot nature of the HSI fundus camera and the 
high power of the LEDs, a slight change of emission due to LED heating can reduce the effectiveness 
of the background subtraction producing some artifacts in the images. Therefore, 2 acquisitions of the 
background were necessary (one for each eye) with exactly the same exposure times and powers used 
in the retinal sequences. The background sequences were acquired without any eye in front of the system 
and using a highly absorptive black sheet placed in front of the objective lens and at the furthest position 
still containing the entire LED illumination, [75]. To reduce as much as possible other error sources, the 
ambient light was minimized during acquisitions. 
Table 19: Eyes of the control group and with retinal diseases with implanted IOLs and with early/moderate 
cataracts. Subjective manifest refraction (sphere and cylinder) in Diopters (D), BCVA and intraocular pressure 










Each sequence (retinal or background) consisted of 30 images: the first 15 contained the images taken 
with the LEDs turned on while the last 15 were acquired automatically and immediately after the first 
ones, but with the LEDs switched off. These were used as dark-images and were meant to correct for 
inhomogeneities caused by camera noise, especially of the InGaAs sensor, since it has artifacts due to 
the manufacturing process that might depend on the exposure time used. Twelve of the 15 images were 
acquired with the CMOS camera while the other 3 were acquired with the InGaAs. It is worth noting 
that, to match the two different sensors sizes and resolutions, all the following processing steps were 
performed considering the corresponding size and resolution so that all images could be considered 
independent of the sensor. In other words, no rescaling or resizing of the acquired images was done 
during the processing steps while operations such as the filtering were properly adapted (rescaled) 
considering the spatial frequencies of the image under analysis and its original resolution. 
 
Figure 4.1: Software application used to process the spectral images. a) Two images of the retina are shown: the 
right one corresponds to an unprocessed image; the left one corresponds to the image in which the corrections are 
applied. Red arrows indicate the area that is being processed. b) Image displayed to draw the segmentations of 
shadows (in blue). c) Profiles of the digital levels of the pixels of the image before (right) and after (left) shadow 
correction, in four different directions. d) Eligible values of the parameters that provide the modifications on the 
shape of the mask and digital levels for the correction. Further explanation later on in this chapter. 
Figure 4.2: Fundus images with bright artifacts caused by: a) back reflections from the objective and b) back 









The first step of processing was the dark-image subtraction (taken with the LEDs off) from both the 
background and retinal sequences (acquired with the LEDs on), that is, the removal of the last 15 images 
from the 15 first ones in each sequence. Therefore, any hyperspectral sequence (retinal or background) 
was actually combined and reduced into 15 dark-subtracted images. A second step was meant to reduce 
any possible back reflections caused by the radiation of LEDs reflected by the optical surfaces of the 
system, which would be present in both the retinal and background images when the LEDs are switch 
on. This was accomplished by subtracting the dark-subtracted background images from the dark-
subtracted raw retinal images, providing 15 cleaned images, where the impact of the ambient light, 





Then, a circle-shaped binary mask was applied to all images by default (third step). This mask was 
created considering the FOV imposed by the diaphragms placed at retinal conjugate planes in the VIS-
NIR and NIR-IR detection arms. In some cases, and due to eye misalignments, bright zones at the 
borders of the fundus image appeared and images were cropped to exclude them by means of a 
customized ellipse-shaped mask (Figure 4.3 b). To achieve this, the software enabled the user to 
visualize a montage of the whole sequence (15 images) organized in only one figure, and the image in 
which the artifacts were more notorious was then selected; the user then drew an ellipse (mask) on it, 
which was applied for cropping all of the 15 images, thus ensuring the correct selection of the FOV 
without bright inhomogeneities. 
A fourth step allowed correcting the inhomogeneities produced by the black stop used to shadow the 
back reflections from the objective, which appeared in the images as expected from the optical design 
(see section 3.1.3). The shadows were located at different positions in each of the 15 images (Figure 4.4 
a) since each pair of LEDs was illuminating the retina from different angles depending on their location 
on the ring. Furthermore, due the patient’s refraction, the shadows could be nearer or farther to each 
other. All this prevented from performing general strategies to process the images and, as a consequence, 
Figure 4.3: a) Uncorrected (left) and corrected (right) retinal image, where the impact of the ambient light, 
inhomogeneities of the sensor and back reflections have been reduced. b) From left to right, example of a cropping 









customized corrections for each of the images were needed. These corrections included the creation of 
a segmented mask with the shape of the shadow, which was later multiplied by the original image after 
some adjustments on the segmented area. In particular, the mask was an image with resolution equal to 
the image to be corrected, with 1’s for the segmented area and 0’s elsewhere. As the black stop has a 
circular shape, the software enabled the user to segment the artifact’s zones in 2 circles (one for each 
LED shadow), using a circle-shaped tool. However, a draw-assisted tool could also be used to carry out 
a customized shape in order to better segment the artifact when the circular one was not accurate enough. 
Further details are referred to any segmentation-shape. Once the two masks had been generated (one for 
each shadow), the software enabled choosing a multiplying factor for each one (by which the values of 
the pixels inside the segmented area were multiplied) and a smoothing factor that regulates the width of 
a Gaussian filter applied only at the edges of the mask. Finally, the resulting masks were added to an 
image filled with 1’s. In this way, in the product of this mask image times the original one, only the 
values different from 1 were changed (i.e., only those inside the corrective masks).  
By means of these corrections, the digital levels of the shaded area are increased until the shadowed 
region appears as continuous with respect to the surrounding area. All these parameters can be adjusted 
in the software (Figure 4.1 d), including wise dilation and erosion of the segmentation-shape for a fine 
adjustment at the border of the shadow.  
All described modifications were applied and displayed in real time so the user was able to evaluate the 
correction process and set the parameters adequately. Additionally, a fine evaluation of the correction 
of artifacts can be done by comparing the profiles of the digital values of the original (raw) image and 
the corrected one (Figure 4.1 c). The profiles are referenced from the center of the artifacts to 4 different 
directions in the image (vertical, horizontal and 2 diagonals) to detect the main differences, which are 
expected to be minimal when comparing the original and the final processed image (Figure 4.4 b). 
 
Next, in order to compensate for the spectral response of the fundus camera, which is different in each 
spectral band due to differences in QE of the cameras and power of the LEDs, we acquired images of a 
calibrated reference white (BN-R98-SQC, Gigahertz-Optik GmbH, Germany) placed 1 m far from the 
pupil plane of the system, [75]. The spectral retinal images were then corrected as follows:   




Figure 4.4: a) Example of two retinal images acquired at 600 nm and 732 nm. Red arrows point the shadows, 
which appear at different positions depending on the wavelength (LEDs pair). b) Spectral fundus image with 









where 𝐼𝑐𝜆𝑛(𝑖, 𝑗) is the corrected intensity of the spectral image of the fundus at wavelength n in 
arbitrary units, 𝐼𝜆𝑛(𝑖, 𝑗) is the intensity of the processed image of the fundus (using the processing 
described in the preceding paragraphs), 𝐼𝑟𝑒𝑓𝜆𝑛(𝑖, 𝑗)  is the intensity of the image of the calibrated 
reference white, and 𝑅𝑒𝑓𝑙𝑟𝑒𝑓𝜆𝑛  is the calibrated reflectance of the reference white given by the 
manufacturer. 
Although 𝐼𝑐𝜆𝑛(𝑖, 𝑗) should correspond to the fundus spectral reflectance, it is noteworthy that it also 
includes the transmission of the ocular media (cornea, lens, aqueous humor and vitreous) besides the 
reflectance of the retina itself. Therefore, an absolute comparison of this term among individuals might 
not be convenient and, in general, relative comparisons within the same fundus image are used for a 
proper spectroscopic analysis, as it will be described in the following section. 
In order to correct for residual inhomogeneities of illumination still affecting the image, an additional 
(sixth) correction was used with the MATLAB function imflatfield (Figure 4.5). This function applies a 
Gaussian smoothing filter over the whole FOV, filtering out the higher spatial frequencies. Thus, a 
background correction image with only the lower spatial frequencies is created and, dividing the original 
fundus image by the filtered one, the inhomogeneities over the FOV are compensated without affecting 
the fundus structures if the appropriate width of the Gaussian filter is chosen. To do so, this parameter 
was set according to the dimensions of the biggest structure of the retina that should be preserved after 
the correcting process: the optic disk. In particular, we considered an average radius of 3° for this 
structure plus 0.5°, thus ensuring that the filtering process did not affect the relative mean intensity of 
higher spatial frequencies. The mean value of the created flatfield mask was normalized to the unity so 
the mask could change locally the intensity values of the image but did not change its mean value. The 
filter was rescaled considering the image resolutions and magnifications, keeping the relative intensities 
of the same optical frequencies among different spectral bands (channels) unchanged, even if acquired 
with different sensors. 
   
a) b) c) 
An intensity normalization of the flat-fielded image was required only for visualization purposes. Due 
to the transmittance of the ocular media, images at different wavelengths might actually have very 
different mean intensities. Accordingly, a normalization was performed dividing each image by its 
averaged digital level (calculated only at the non-zero values) and then multiplying this result by the 
half of the dynamic range used for visualization (8-bits). In this way, all images had the same mean 
value and details could be better appreciated with the naked eye. As stated formerly, this normalization 
was only applied for a qualitative analysis of the fundus images as it actually changes the overall 
intensity of the image and completely biases the corresponding spectral information, which is indeed 
useful in a quantitative spectral analysis. Additionally, the contrast of the 8-bit image used for 









visualization was always adjusted to take advantage of the bit depth of the two detectors used (16-bit 
for the CMOS and 14-bit for the InGaAs) and better appreciate details in the images. 
Finally, in order to be able to compare the same Region Of Interest (ROI) in the CMOS and InGaAs 
sensors, a cross correlation between pairs of images was carried out considering 5 to 10 equivalent points 
manually selected on both, which allowed to compute a mapping vector to transform the pixel 
coordinates of the ROI from the first to the second image, or vice versa.  
Although the software developed for correcting the spectral images acquired with the prototype was 
shown to be very useful, some limitations arose during its development. Regarding artifacts caused by 
misalignments of the eye and the system itself, their exclusion was achieved by means of the proper 
FOV selection, i.e., avoiding illumination inhomogeneities. These artifacts usually appeared at the 
borders of the retinal image. Nevertheless, in some cases large areas of the FOV were affected and thus, 
the image cropping process based on a customized ellipse-shape mask caused their loss. In other cases, 
the area with bright zones was so big that the ellipse-shape cropping notably reduced the FOV, making 
the complete image sequence useless. These cases corresponded to measurements where eye movements 
and poor fixation were notorious during the acquisition process due to the advanced age of many of the 
patients included in the study. Moreover, 70% of the examined eyes had implanted IOLs or cataracts, 
especially mature, causing back reflections and/or strong scattering, especially at shorter wavelengths 
(Figure 4.6 a and b), besides the intrinsic dependency of water transmission over the wavelengths in the 
NIR, which was also manifested in the spectral sequence. Sometimes, the correction process produced 
some additional artifacts, most of them at the edges of the segmented areas (shadows) (Figure 4.6 c). If 
this happened, the operator avoided performing spectral analysis on that part of the image. 
 
This processing was applied to all retinal spectral images acquired for healthy and diseased eyes 
included in the clinical study. As an example, Figure 4.7 depicts three retinal sequences at different 
levels of processing. 
It can be seen that the shadows cannot be perceived in the corrected images. The flat field correction 
makes the images uniform and the artifacts due to residual back reflections and misalignments are 
eliminated, permitting a good visualization of the fundus. It is worth noticing that images at 416 nm and 
1213 nm (border wavelengths of the prototype) are of much poorer quality than the rest. This is mainly 
Figure 4.6: Examples of retinal images containing inhomogeneities and artifacts that could not be corrected with 
the software. a) Back reflections caused by the presence of an IOL, b) blurred and distorted image due to the 









due to the higher absorption of the lens and water at 416 and 1213 nm, respectively, and the worse 





4.3 Spectral analysis 
In common clinical practice, the ophthalmologist’s interpretation of retinal images is usually done by 
qualitatively comparing the color between degenerated and healthy areas of the ocular fundus. Due to 
this, the diagnosis strongly depends on his/her experience and the quality of the images acquired. This 
comparison can be extended with the developed spectral fundus camera, as every pixel contains spectral 
Figure 4.7: Sequence of retinal spectral images: a) raw images, b) images without the correction of shadows (only 
the dark- and background-subtraction have been applied, i.e., steps 1 to 4), and c) final corrected images including 









information rather than only color values, thus allowing for a spectroscopic analysis. Nevertheless, some 
additional post-processing steps are still necessary if a precise quantitative study of the ocular fundus is 
to be conducted. 
As previously stated, 𝐼𝑐𝜆𝑛(𝑖, 𝑗) (the intensity of the processed images at each pixel) also includes the 
transmission of the preceding ocular media (cornea, lens, aqueous humor and vitreous) besides the 
reflectance of the retina itself. Therefore, an absolute comparison among individuals might be biased if 
they have, for instance, cataracts (especially if they are mature). In general, relative comparisons within 
the same fundus image are more appropriate for a spectroscopic analysis. In order to overcome this, 
three additional methods to compute contrast were defined, allowing for a comparison among different 
ocular fundus structures.  
In the first method, named Global Contrast (GC), two spectral intensity curves are computed from a 
given fundus and used for comparison (Figure 4.8). Firstly, the region of the ocular fundus to be analyzed 
is selected by the operator by considering a ROI of a specific size, and the spectral intensity curve is 
calculated by averaging the pixels inside the ROI (I) for each spectral channel. Secondly, the mean 





In the second method, named Local Contrast (LC), a more local quantification is carried out (Figure 
4.9). In this case, two data sets are extracted: for instance, one being the average of the intensity values 
within a specific ROI at a given retinal/choroidal structure (x), and a second one corresponding to a 
second ROI in the near surrounding of the first one (y) (Eq. 4.3). This evaluation is particularly helpful 
for the quantitative analysis and comparison of small lesions of the retina with the near healthy tissue, 
or to compare two nearby structures, such an artery and a vein. By doing so, the contribution of residual 
illumination inhomogeneities is also minimized and a more robust estimation than with the GC analysis 





where LC is the contrast between a fundus structure (x) and another one (y), and 𝐼𝑥  and 𝐼𝑦  are the 
intensities of the ROIs corresponding to x and y, respectively. 
For each eye and for both contrast methods, several intensity curves from different ROIs over the images 
were selected on specific retinal and choroidal structures.  
Figure 4.8 b shows the values of intensity averaged on the overall FOV (blue) and only in the fovea. As 
can be seen, the two intensity curves are dominated by the transmittance of the ocular media (see section 
2.3.2.2 for ocular spectral properties), preventing from a clear discrimination between structures. The 
use of contrast values reduces this contribution and highlights spectral differences between them. In 









   
a) b) c) 
Similarly, Figure 4.9 depicts the spectroscopic information in terms of LC of a retinal artery (red) and a 
vein (blue). In this case, two areas subtending an angle of 0.05° were selected at the center of each 
vessel. Whereas the spectral differences between the artery and vein are not evident in terms of intensity 
(Figure 4.9 b), they are in terms of LC contrast. In particular, differences in absorbance caused by de- 
and oxyhemoglobin (see Figure 2.19, section 2.3.2.2) can be easily recognized in the VIS range, 
especially between 500 nm and 600 nm (Figure 4.9 c).  
   
a) b) c) 
In the analysis of diseased eyes, the ratio between two intensity curves that correspond to two far and 
different structures on the same eye (e.g., atrophied tissue, drusen of different ethology, etc.) is 
sometimes also used, in order to compare their spectroscopic features. We will refer to this ratio as 
Specific Contrast (SC) (third method). 
It is to be noted that in the subsequent quantitative spectral analysis (Chapter 5), only 14 of the 15 
channels available in the system are included in order to preserve the homogeneity of the spectral 
sampling (the LED emitting at 598 nm was not considered because of its broader emission in comparison 
with the other LEDs in the VIS spectral region). Nevertheless, the images acquired at this spectral 
channel are still shown as they allow for a better qualitative analysis.  
 
Figure 4.8: Example of GC analysis of a retinal image. a) Foveal ROI of 0.5° (in red) and whole FOV (in blue); 
b) Spectral intensity curves of the fovea and the whole FOV; c) Global Contrast, GC: fovea vs. whole FOV. 
Figure 4.9: Example of LC analysis of a retinal image. a) ROIs of 0.05º corresponding to a vein (in blue) and an 











In this chapter, we carry out a qualitative and quantitative analysis of the spectral images acquired with 
the developed hyperspectral fundus camera over a population of healthy and unhealthy eyes. In the first 
section, the results of the control group are analyzed, including spectral images as well as spectroscopic 
information corresponding to several fundus locations such as the fovea, optic disk, vessels, etc. Then, 
the analysis of the eyes with anomalous fundus is carried out and the outcomes are compared with those 
found in healthy ones. Additional records such as OCT registers, RGB images, etc. are also used to 
perform an in-depth analysis. 
5.1 Analysis of healthy eyes 
Figure 5.1 depicts the RGB and the sequence of spectral images corresponding to a healthy eye. As 
shown, our system is able to perform fast imaging of the retina in the VIS and NIR regions (400 nm to 
1300 nm) through a considerable number of spectral bands (15) and with great spatial resolution.  
 
These results represent a significant improvement on what has been previously obtained by means of 
MSI/HSI systems, mostly consisting of modified traditional fundus cameras whose original illumination 
or detection systems were replaced. As commented in Chapter 2, these are often linked to limited 
spectral sensitivity (only one fundus camera performs measurements beyond the VIS, up to 850 nm 
[122]), low number of spectral bands or, alternatively, low spatial resolution. 
It is to be highlighted that acquisition of images beyond 1300 nm was not possible due to high absorption 
of the preceding ocular media and low QE of the InGaAs camera. Notably, the image at 416 nm is of 
poorer quality, mainly due to the higher lens absorption and poorer optical quality of the fundus camera. 
Figure 5.1: RGB color fundus image (left) and complete sequence of spectral images of a healthy eye acquired 









Moreover, small residual artifacts appear at the center of the image acquired at 1213 nm because of 
spurious back reflections that could not be completely removed in the processing. This may happen 
when the acquired retinal signal is similar to that of the back reflected light. 
Figure 5.2 depicts the hyperspectral sequence of another healthy eye with a zoomed ROI of some 
selected channels. In spectral images recorded at short wavelengths, light is reflected and backscattered 
more superficially, thus making the observation of structures such as the optic disk and nerve fibers 
(NF) easier. In images from 500 nm to 700 nm, differences in spectral absorption of oxygenated and de-
oxygenated hemoglobin result in changes of contrast between retinal veins and arteries and the 
surrounding fundus. For wavelengths in the NIR range, especially those longer than 950 nm, information 
from layers beyond the retina such as the choroid and its vasculature is available without the use of 
invasive fluorescent dyes thanks to the reduced absorption of tissue chromophores and the subsequent 
deeper penetration of light. Specifically, a large amount of backscattered light coming from the sclera 
forms the image at 1213 nm.  
 
Figure 5.2: a) Complete sequence of spectral images of a healthy eye acquired with the fundus camera. b) Zoomed 
images of the areas framed with a white box in (a). Labels: nerve fibers (NF), retinal arteries (RA), retinal veins 









In the literature, quantitative spectroscopic information of the ocular fundus outside the spectral range 
comprised between 400 nm and 700 nm (VIS) is not available due to the limited sensitivity of spectral 
fundus cameras used so far. As shown, our system permits to carry out this analysis not only in the VIS 
range but also in the NIR, especially in the unexplored range from 900 nm to 1300 nm, often called the 
second NIR window, which is of current interest for biologists [134].  
In this context, Figure 5.3 depicts the averaged spectral intensity curves over the entire FOV for the 61 
healthy eyes included in the study (the corresponding mean and standard error are also shown). From 
the plots, it is obvious that eyes have strong differences in terms of fundus intensity, caused by 
differences in the reflectance of the retina itself and/or the transmission of the ocular media (different 
thickness of the media, presence of cataracts, IOL implants, etc.). The dominance of the water-like 
absorbance is evident, which can be clearly seen if they are compared with the transmittance of the 
ocular media obtained by other authors [1], [65], [74], as shown in Figure 2.16 a.  
  
a) b) 
The intensity curves have an overall monotone increase up to 850 nm, decreasing beyond as the water 
absorbance increases. In particular, it is worth noting the intensity valley found at 1025 nm, as water has 
an absorbance peak at this wavelength, and the maximum recorded at 1096 nm, which corresponds to a 
reduction of water absorption (between 1000 nm and 1150 nm approx.). In fact, in OCTs the selected 
wavelength used to image both the anterior and the posterior segments of the eye is about this 
wavelength, as it permits a very good transmissivity through the whole eye ball and a good penetration 
depth in the fundus tissue. In the mean intensity curve, a small local minimum is also recorded at 524 
nm. This lower reflectance could be explained by the combined effect of macular retinal pigments and 
hemoglobin (both de- and oxygenated), with high absorption in this range. 
Variability among patients in terms of intensity was already expected, especially in the range between 
600 nm and 900 nm, as previously reported by other authors [65] (see Figure 2.16 b). This variability 
can be associated to differences in melanin concentration, so choroidal layers and structures below the 
RPE can be seen to a greater or lesser extent depending on the melanin amount that each patient has. 
In regards of this, images of two spectral sequences recorded from two healthy individuals with high 
and low melanin concentrations are shown in Figure 5.4. Differences between the sequences are 
significant: for shorter wavelengths, structures below the RPE are only evident in the eye with less 
melanin. In contrast, at longer wavelengths, melanin absorption is strongly reduced and the choroidal 
vessels can be seen in both cases. 
Figure 5.3: Spectral analysis of the overall ocular fundus (whole FOV) of the 61 healthy eyes. a) Intensity values 










Figure 5.4: Spectral images of two healthy eyes of individuals with high (a) and low (a) melanin concentration. 
5.1.1 Analysis of healthy ocular fundus structures 
In Figure 5.5, zoomed retinal ROIs of a healthy fundus with and without choroidal vessels are shown. 
From here on, we will refer to the background as the areas of the fundus where neither retinal structures 
such as arteries, veins, fovea, etc. nor choroidal vessels are present. On the other hand, we will refer to 
choroid as the areas where choroidal vessels are clearly visible. Again, the choroidal layers cannot be 
seen at shorter wavelengths due to the strong absorption of melanin whereas NFs are well contrasted. 
As the wavelength increases, especially beyond 598 nm, the melanin absorption decreases and the 
choroidal vessels can be better distinguished. 
The spectral curves corresponding to the background and the choroid are depicted in Figure 5.6 for all 
healthy eyes analyzed (61). In particular, 40 ROIs were selected in each eye for the analysis, 20 












   
c) d) e) 
Figure 5.5:  Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 
(right) of a healthy eye. Red and blue circles correspond to ROIs centered on a choroidal vessel and the 
background, respectively. 
Figure 5.6: Spectral analysis of choroidal vessels (red curves) and fundus background (blue curves). a, b) Intensity 
values. c) Mean and standard error calculated from a) and b). d) Mean GC contrast curves. e) Mean LC contrast 
curve. In a) and b), 61 curves are plotted calculated as the average of 20 ROIs for the background and 20 ROIs for 









As can be noticed from the intensity and contrast plots (both in terms of GC and LC analysis), the 
choroidal vessels are brighter than the background within the range between 500 nm and 950 nm 
approximately, whereas they are similar or slightly darker at longer wavelengths. As commented, 
contrasts of choroidal vessels and the background change from patient to patient, mainly due to the 
differences in melanin concentration at the RPE and the choroid. Therefore, shorter wavelengths are 
absorbed while longer ones, less sensitive to melanin absorption, penetrate deeper inside the tissue and 
are reflected back at the sclera. In turn, the choroidal vessels appear darker in images taken at NIR 
wavelengths because they shade the portion of the back reflected light from the sclera passing through 
them (LC contrast values above 1000 nm in Figure 5.6 e are about 0.95). These curves as well as the 
image sequences in Figure 5.4 show how powerful the NIR imaging can be to diagnose disorders that 
might affect deep layers of the fundus. The peak that can be observed at short wavelengths is a 
consequence of the worse quality and presence of inhomogeneities in some of these images.  
In Figure 5.7, zoomed spectral images of a healthy fovea are shown.  
 
The foveal pit is well visible as it acts as a yellowish filter (absorber), so that it is perceived dark at short 
and mid wavelengths. At longer ones, and once surpassed the RPE, there are no observable spectroscopic 
differences between the fovea and the surrounding tissue. The absorption of the fovea is well known 
and, as reported elsewhere, it is more prominent in the VIS range [54]. The quantitative spectral analysis 
of the fovea is depicted in Figure 5.8. 
Foveal curves show higher absorption (lower intensity values) than the whole FOV in the range below 
600 nm. This is caused by the presence of macular pigments (mainly lutein, maximum absorption around 
400 and 500 nm with a peak at 450 nm approx., see Figure 2.18). Moreover, the foveal capillaries could 
also partially explain the reduced reflectance between 500 nm and 600 nm, as hemoglobin absorbance 
is maximal here. Between 700 nm and 900 nm, the contrast curve shows slightly higher values of the 
fovea with respect to the whole FOV. This is probably because the retina is thinner in the fovea so the 
amount of light reaching the sclera and back reflected is larger. Beyond this wavelength, the differences 
Figure 5.7: Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 









between the fovea and the peripheral retinal tissue, both in terms of intensity and contrast values, are 
minimal (contrast near 1).  
 
  
a) b) c) 
In Figure 5.9, zoomed spectral images of a ROI centered on some NFs are shown. It can be seen that 
they are better contrasted at short wavelengths as they reflect more light at this range. In turn, Figure 
5.10 shows the corresponding quantitative spectroscopic analysis.  
 
The contrast curve (Figure 5.10 c) presents a monotone descendent behavior besides of a small valley 
around 500 nm, probably due to the absorbance at this wavelength of capillaries (with hemoglobin) 
above or below the NFs (unlike cSLO, light coming from different depths can be recorded 
Figure 5.8: Spectral analysis of the fovea. a) Intensity values. b) Mean and standard error calculated from a). c) 
Mean GC contrast curve. In a) and b), 61 curves are plotted calculated as the average of 1 circular ROI (diameter 
0.5°) centered on the fovea of each eye.  
Figure 5.9: Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 









simultaneously in HSI systems). These results are in accordance with others previously published [54], 
in which reflectance of NFs was found to have a monotone descendent behavior between 400 nm ant 
700 nm [77]. 
 
  
a) b) c) 
On the other hand, the optic disk is a bundle of nerves that, entering inside the skull, transport the 
information from the photoreceptors to the visual processing zones in the brain. Figure 5.11 and Figure 
5.12 depict the complete sequence of spectral images centered on an optic disk and the corresponding 
quantitative analysis. 
 
Figure 5.10: Spectral analysis of the nerve fibers. a) Intensity values. b) Mean and standard error calculated from 
a. c) Mean GC contrast curve. In a), 61 curves are plotted calculated as the average of 10 ROIs (diameter 0.05°) 
centered on a nerve fiber of each eye.  
Figure 5.11: Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 
(right) of a healthy eye. Red and blue circles correspond to ROIs centered on the central region of the optic disk 









According to the literature [77], the highest levels of reflected signals in the optic disk are in the 
wavelength range between 450 nm and 600 nm. As presented in section 2.3.2.3, the optic disk is often 
divided in two separated regions (especially for diagnosis of glaucoma): the periphery and the cup. 
From the images, two facts can be noticed: firstly, the center of the optic disk (cup) is the brightest and 
most reflective structure of the fundus at short and mid wavelengths whereas beyond 1000 nm, it gets 
darker as the wavelength increases; secondly, the periphery of the optic disk behaves similarly although 
it is darker than the center. These two results are consequences of three effects: the reflectivity of 
chemical substances, such as the myelin, present in the axons of the ganglion cells once surpassed the 
lamina cribrosa scleralis [102], the conformation of the pit of the optic disk that, differently from other 
regions of the retina that lie on the sclera, presents an excavation that penetrates inside the skull, and the 
visibility of the lamina cribrosa [135].  
  
a) b) 
   
c) d) e) 
The lamina cribrosa is a mesh-like structure formed by a multilayered network of collagen fibers and 
NFs that penetrates into the scleral canal wall. In the cup, and after the excavation, the fibers are placed 
vertically inside the optic nerve (perpendicular to those of the rest of the fundus [103]). The differences 
between the cup and the periphery of the optic disk can be understood by looking at the OCT image in 
Figure 5.13. Due to the morphology of the retina, the absorbed and back reflected light is different in 
the optic disk and outside. Elsewhere in the retina, the light is partially reflected at the NF layer. The 
fraction that is not absorbed penetrates deeper into several layers, where it is absorbed again, and finally, 
the amount reaching the sclera is reflected back. In the optic disk cup, the light is highly reflected 
Figure 5.12: Spectral analysis of the center (red curves) and periphery (blue curves) of the optic disk. a, b) Intensity 
values. c) Mean and standard error calculated from a) and b). d) Mean GC contrast curve. e) Mean LC contrast 
curve. In a), 61 curves are plotted calculated as the average of 1 ROI (diameter 0.2°) centered on the center of the 
optic disk of each eye. In b), 61 curves are plotted calculated as the average of 3 ROIs (diameter 0.2°) located at 









because of two main reasons: after the excavation, there is a dense bundle of myelinated fibers 
conforming the optic nerve, which have higher reflectivity; then, the conformation of the pit makes the 
lamina cribrosa available and due to its structure reflects the light that is not absorbed by the retinal 
stratification. This explains why the center of the optic disk is the brightest structure in the ocular fundus 
up to 1000 nm. 
 
In the NIR, our system shows that the very last layers of the ocular fundus and the sclera are the most 
reflective structures. In fact, most of the collected light in this case comes from the sclera. Due to this, 
in the fundus areas where the sclera is homogeneous, the reflected signal is very homogeneous, too; 
except for the region of the optic disk, which is the darkest structure of the ocular fundus beyond 1000 
nm. 
According to these results, the intensity values of the reflected signal from the overall optic disk, as well 
as the LC contrast values between the center and the periphery, could be useful as estimates of the 
amount of NFs and the thickness of the bundle of nerves. Again, it is well known from the literature that 
a correlation exists between concentration of NFs and degeneration, such as glaucoma [136]. 
Additionally, the longest wavelengths recorded with our system (NIR) provide more information on the 
deepest retinal layers and, accordingly, this could be used to compute more accurate optic disk-cup ratios 
than traditional color-based fundus cameras [137].  
Finally, to conclude the analysis of healthy patients, retinal vessels are studied. In Figure 5.14, a complete 
sequence of zoomed spectral images with an artery and a vein are shown.  
Figure 5.13: OCT image showing the section of a healthy retina as well as the excavation of the optic disk. Red 
arrows indicate the not-myelinated NFs, blue arrow indicates the myelinated NFs that penetrate inside the skull 










Figure 5.14: Zoomed detail of a color fundus image (left) and corresponding complete sequence of spectral images 
(right) of a healthy eye. Red and blue circles correspond to ROIs centered on an artery and a vein, respectively. 
As described elsewhere (see section 2.3.2.2), the oxygenated and de-oxygenated hemoglobin in the 
blood stream present differences in their absorbance curves. The arteries become transparent (lighter) 
as the wavelength increases in the VIS range whereas the veins absorbance remains high for longer 
wavelengths.  
The wavelength range below 600 nm corresponds to that where red-free fundus imaging is usually done 
in clinics, as the contrast of vessels is maximized with respect to the surrounding tissue. This is due to 
the fact that both oxygenated and de-oxygenated hemoglobin have (similar) absorption peaks. In fact, 
the GC contrast of arteries and veins at wavelengths shorter than 550 nm approx. is minimal (see Figure 
5.15 d). Nevertheless, it is evident from the LC analysis (Figure 5.15 e) that the larger differences 
between these two structures lay in the spectral range between 550 nm and 900 nm; below and above 
this range their absorbances are almost the same (LC contrast value of 1). 
The difference in absorption between de- and oxygenated blood in the spectral range comprised between 
700 nm and 900 nm has been successfully used in applications to measure oxygen saturation, i.e., 
pulseoximetry [138], by means of transmittance measurements (for instance through a finger). In this 
regard, it is known that an isosbestic point exists around 800 nm, where the absorbances of de- and 
oxygenated blood switch. Other authors have also used reflectance measurements from fundus images 
acquired at VIS wavelengths to assess oxygen saturation. However, to perform this analysis a thorough 
preliminary calibration must be carried out [139]. For example, a precise fit to a linear combination of 
reference curves obtained from fully saturated and desaturated red cells suspensions has been used for 
this purpose [98].  
In our system, regardless that arteries and veins can be well recognized and identified due to spectral 
differences, the corresponding intensity curves do not show the isosbestic point switch at 800 nm 
because of the lack of calibration. Thus, no conclusion about the oxygen saturation can be drawn. 
However, the use of a proper calibration (out of the scope of this thesis) might open the possibility of 
video recording the retinal oxygenation in the NIR spectral range, where the light does not disturb the 











   
c) d) e) 
 
5.1.2 Summary 
Figure 5.16 depicts all spectroscopic results obtained for healthy eyes, allowing for an easier comparison 
among fundus structures. From the intensity curves (Figure 5.16 a), it is clear that the optic disk (center 
and periphery) are the regions which differ the most. The other retinal structures are linked to similar 
curves due to the predominant water-like absorption of the eye.  
The use of the GC analysis, which allows comparing each structure with the whole FOV, is a good 
reference in order to mitigate the common spectral properties of the ocular media. Contrast values that 
correspond to areas where no particular structures are present (as the background) are close to 1. As it 
can be inferred from Figure 5.16 b, the differences between the optic disk and other structures in terms 
of this type of contrast are more evident than in terms of intensity. Particular structures such as the fovea 
and vessels can be well differentiated in this analysis due to their particular spectral absorption peaks 
linked to specific chemical components (chromophores).  
On the one hand, this new spectroscopic information might be useful to improve the analysis of retinal 
structures that remain hidden in conventional color imaging as it allows obtaining information on their 
composition, which in turn can be used for ocular diagnosis of certain diseases. On the other hand, the 
spectral images and information recorded with the system might be useful for other applications; for 
instance, to increase the performance of artificial intelligence algorithms used for automatic fundus 
Figure 5.15: Spectral analysis of the retinal arteries (red curves) and veins (blue curves). a, b) Intensity values. c) 
Mean and standard error calculated from a) and b). d) Mean GC contrast curve. e) Mean LC contrast curve. In a) 
and b), 61 curves are plotted calculated as the average of 10 ROIs (diameter 0.05°) centered on an artery and a 









diagnosis, which nowadays are only applied to RGB images [140]. In fact, these algorithms rely on their 
capacity of discerning among tissues by means of differences in terms of digital levels, so the extra 















In the case of the NIR part of the spectrum, especially beyond 850 nm, it is worth to carry out an 
additional analysis, as it has never been explored. In Figure 5.17, the GC contrasts of several fundus 
structures are shown for this spectral range.  
The differences between the optic disk and the rest of structures are again evident in this specific spectral 
range. Besides, subtle changes of contrast among the other structures can be recognized. Of special 
interest is the crossing point (at 950 nm approx.) of the spectral curve of the choroid and that of the 
background. Therefore, it can be concluded that spectral differences in the NIR are minimal apart from 
the optic disk and regions where very large choroidal vessels are present.  
This information might be still of remarkable value when comparing fundus of healthy and unhealthy 
eyes with lesions affecting the RPE or even deeper layers, which can give rise to anomalous fundus 
spectral reflectance. In fact, light collected at wavelengths beyond 1000 nm mainly come from the sclera, 
where it is reflected, and, if there is a localized damage at the RPE level, an absorption reduction is to 
be expected because of depigmentation. Thus, the intensity levels recorded will be higher. Consequently, 
a deviation of intensity from healthy reflectance at these wavelengths will stand out immediately and 
can be a warning sign of clinical complications. This will be further analyzed in the next section. 
 
 
5.2 Analysis of diseased eyes 
In this section, eyes with several retinal and choroidal diseases are analyzed. At first, a qualitative 
analysis is carried out for particular clinical cases using images taken with the hyperspectral retinograph 
and other records obtained with standard diagnostic tools such as OCTs and color fundus cameras (when 
available). For OCT, both the sections of the ocular fundus and the en-face view (automatically retrieved 
image by means of internal segmentation algorithms) are given.  
In parallel to the qualitative analysis, a preliminary quantitative spectroscopic analysis focusing on 
specific abnormal fundus structures, substances or injured tissue, such as drusen and scars, is also 
conducted to find out differences between these and healthy areas. A descriptive statistical analysis as 
in the case of healthy patients is carried out (whenever possible), providing the average intensity curves 









as well as GC, LC and SC contrasts. In the case of the LC analysis, the curves presented in this section 
are calculated as the ratio between the intensity values of a specific structure (e.g., a lesion) and those 
collected from areas in its Healthy Near Surrounding (HNS), thus mitigating the impact of residual 
illumination inhomogeneities on the results. The ratio between two intensity curves that correspond to 
two far and different structures on the same eye (e.g., atrophied tissue, drusen of different ethology, etc.) 
is sometimes also used, in order to compare their spectroscopic features (see SC contrast in section 4.3). 
Since part of the spectral range (NIR) was studied for the first time in this thesis, no specific targets were 
declared in terms of retinal diseases in the clinical study. A detailed statistical analysis of specific 
diseases was neither carried out. Alternatively, we focus on giving some new insights and future research 
lines, especially for some retinal diseases and related clinical signs, that show the potential of the 
developed system.  
5.2.1  ARMD and other maculopathies 
As stated in Section 2.3.2.3, one of the leading causes of blindness in the developed countries is ARMD. 
In eyes with ARMD, the earliest morphologic feature is the abnormal accumulation of extracellular 
material at the level of the RPE. These deposits are composed of granular material, which is a cluster of 
proteins and lipids (e.g., lipofuscin) that do not degrade completely, and can cause retinal dysfunction 
in later stages of the disease. The localized accumulation of these damaged cells or deposits leads to the 
development of soft drusen, the first clinical sign of ARMD, which is seen as pigmentary mottling. In 
color fundus imaging, they appear as round yellow lesions with poorly demarcated boundaries, located 
under the RPE. Histologically, soft drusen correspond to the abnormal thickening of the inner aspect of 
Bruch’s membrane, which, together with the RPE, can separate from the rest of the Bruch’s membrane 
and represent a localized RPE detachment, directly related to visual loss. These drusen can also 
collaborate in the development of choroidal neovascularization. Other kinds of drusen have also been 
described, including hard or calcified. Hard drusen are localized and sharply demarcated structures 
composed of hyaline material that appear to be a consequence of material extrusion from RPE cells. 
They are usually associated to RPE atrophy and depigmentation. Eyes with hard drusen are less likely 
to progress to atrophy and choroidal neovascularization in comparison to eyes with soft drusen.  
Several changes of the RPE can be seen as another non-neovascular feature of ARMD, including 
depigmentation, cellular hyperplasia, and RPE atrophy, with frequent disruption of the choriocapillaris, 
a layer of capillaries that is immediately adjacent to Bruch's membrane in the choroid. These are the 
second major feature of the disease. In the atrophied areas, a loss of about 90% of RPE cells as well as 
some photoreceptors has been shown, which is observed as a thinning of the macular layers. All these 
changes are caused because of a decrease of nutrients and a larger accumulation of extracellular material. 
These non-vascular changes are typical in dry or non-exudative form of ARMD, but their presence 
increases the likelihood of choroidal neovascularization to develop. The number of photoreceptors is 
also lower and hemorrhages might also be present. 
Once vascularization involves the fovea, visual outcomes are poor. Neovascular tissue and scars are 
both features of the exudative or wet form of ARMD. Choroidal neovascular membranes made of RPE 
cells and choroidal capillaries can also appear at early stages, which can evolve with time to arteries and 
veins. They have also fibrous tissue that may proliferate within the Bruch’s membrane, as a result of the 
existence of new vessels from the choroid. This neovascularization may leak fluid or bleed and lead to 
a hemorrhagic RPE detachment. This bleeding leads to scars, the fourth major feature of ARMD and 









5.2.1.1 Case reports 
As a first approach to the spectroscopic study of all these features, some case reports from specific 
individuals are included in this subsection. In particular, Figure 5.18, Figure 5.19, Figure 5.20, Figure 
5.21 show records of patients with exudative (wet) ARMD. 
 
Despite the bad quality of the images acquired at 416 and 1213 nm in Figure 5.18, especially for the left 
eye, several lesions of different nature, such as drusen (hard and soft), RPE atrophy and scars can be 
seen.  
Figure 5.18: Right (OD, top panel) and left (OS, bottom panel) eyes of a patient with exudative ARMD. Left, from 
top to bottom: Color fundus image, OCT section and en-face image. Right: Complete spectral sequence obtained 









Figure 5.19 includes zoomed regions of both eyes shown in Figure 5.18 to highlight some of these 





Additionally, a preliminary analysis of the spectral intensity and GC curves of the left eye is also 
provided (Figure 5.19 b, c). The macular scars are the most prominent abnormalities in both eyes, also 
Figure 5.19: a) Zoomed ROIs centered on regions with several structures of the right (OD, top panel) and left (OS, 
bottom panel) eyes with exudative ARMD shown in Figure 5.18. Top rows from left to right: OCT en-face image, 
OCT section and color fundus image. Bottom rows from left to right: selected spectral images acquired with the 
HSI fundus camera. b) Intensity curves of the indicated areas. c) GC curves of the indicated areas. Labels: HDr 









observable in the color fundus images, which implies that this patient is at an advanced stage of an 
exudative form of ARMD. In the color image and in the VIS spectral range, scars appear as black, with 
poorly demarcated contours because of their higher absorption and fibrotic nature, increasing scattering 
and degrading image quality, [65]. 
From the spectral analysis presented in Figure 5.19 b and c, the higher absorption of the scar in the 
spectral range between 500 nm and 1000 nm is evident. Scars are blurrier in the VIS spectral range and 
have better demarcated contours at longer wavelengths (955 and 1025 nm), meaning that they affect 
deep layers of the fundus, as OCT sections confirm. In fact, the exudation mainly accumulates in the 
RPE and thus the scar is formed around this depth. 
In the OS, soft drusen can be clearly recognized in the color images, whereas in the OD they are hardly 
visible, probably due to the metamerism of such structures with the surrounding fundus. Nevertheless, 
they can be clearly seen in images corresponding to short wavelengths (416nm - 525nm) of the 
hyperspectral sequence on both eyes. They look as hyperreflective areas, which implies a higher 
intensity signal from this extracellular material.  
Spectroscopic differences among drusen or abnormal material released in retinal diseases are mainly 
caused by differences in their nature and maturity, which affect their chemical composition over time 
[132], [141]. Higher signal of drusen at short wavelengths might be correlated with autofluorescent 
emission of specific substances (e.g., lipofuscin). As the wavelength increases, soft drusen are less 
contrasted and the reflectance signal is lower. On the contrary, hard drusen show higher intensity values 
at longer wavelengths, which could be attributed to a decrease in melanin absorption since they are 
usually associated to RPE loss of cells, that is, depigmentation. 
 
Whereas the drusen location (depth) in the ocular fundus is rather specific - they are placed in the 
Bruch’s membrane - other fluids might lay at more superficial or deeper layers (e.g., blood or other 
fluids from blood vessels). Accordingly, hemorrhages are also labeled in the zoomed images. They 
present higher absorption in the VIS spectral range, especially from 600 nm up to 850 nm, which is 
characteristic of coagulated (non-oxygenated) blood, [142]. As hemorrhages are not as compact as 
Figure 5.20: Eye with exudative ARMD. Left, from top to bottom: Color fundus image, OCT section and en-face 









fibrotic scars, they gradually disappear at longer wavelengths while the scar contrast remains below 1 
up to 1213 nm. With aging, drusen form aggregations that can pierce and decolorate the RPE (leading 
at the end to the atrophy of the tissue), creating regions with higher intensity than the surrounding healthy 





Figure 5.21: a) Zoomed ROI centered on a region with several lesions of the eye with exudative ARMD shown in 
Figure 5.20. Top row from left to right: color fundus image and selected spectral images acquired with the HSI 
fundus camera. Bottom row from left to right: OCT en-face image and section. b) Intensity curves of the indicated 












In areas without melanin due to RPE decoloration, the choroid vasculature is more evident due to the 
fact that VIS wavelengths can penetrate deeper into the fundus tissue in this case. In fact, the choroidal 
vessels can be very well observed in both color and spectral images. This is in line with what was 
reported in Figure 5.4, about melanin concentration for healthy individuals. 
It can also be noticed (see the zoomed images shown in Figure 5.21 a) that images taken at red and NIR 
wavelengths allow for a better differenciation of attrophied tissue than those acquired at VIS ones (and 
thus with the RGB image). This can be explained because changes of the tissue occur below the RPE 
underlying the central macula or nearby, and not at more superficial layers. OCT also shows the real 
extent of the lesion under the retinal layers (see hyperreflective areas at the bottom of the section); but 
with less details because of the poor performance of the used system (CIRRUS HD-OCT) at the 
choroidal level (optimized for more superficial layers, [143]). OCTs that use longer wavelengths can 
penetrate deeper inside the choroid but at the expense of axial and lateral resolution, [144]. 
The preliminary spectral analysis depicted in Figure 5.21 b and c corroborates what was said about the 
higher reflectance signal over the entire spectral range for atrophied tissue, where melanin concentration 
is strongly reduced. 
Figure 5.22 shows the spectral images of an eye with clear signs of dry ARMD. Differently from the 
exudative form, there are no vascular signs of the disease (such as scars or hemorrhages). Only hard 
drusen and RPE degeneration, which is hardly visible in the color image, are clearly noticeable in images 
corresponding to mid-long wavelengths (red box in Figure 5.22) at which light penetrates deeper into the 
tissue [145].  
 
Figure 5.22: Eye with dry ARMD. Left: color fundus image. Right: Complete spectral sequence obtained with the 
HSI fundus camera. The red box highlights a region of interest where drusen and atrophy are present. 
In Figure 5.23, details of some hard drusen and the RPE degeneration are shown. There are relevant 
differences between the atrophied and the surrounding tissue in terms of spectral intensity, in particular 
in the red-NIR wavelengths. On the contrary, the atrophy is hardly visible in the color image, in which 
an analogue analysis in terms of digital levels provided very similar RGB values for the degenerated 
RPE region (236, 106, 27) and the surrounding healthy tissue (231, 101, 27), as expected. Again, the 
atrophied tissue is linked to higher signals beyond red wavelengths with respect to the healthy 














As an evident example of hard drusen at different stages in the central macula, Figure 5.24 shows images 
of an eye with dry ARMD. This patient had serious problems in fixating the target and thus, the spectral 
sequence is not centered as the color image is (this was acquired with the TOPCON fundus camera that 
is equipped with a rotative and translating stage allowing for a better centration regardless patient’s 
fixation). 
In the macular region, groups of well contoured drusen can be seen, which can be classified as hard. In 
fact, their contours are well localized and do not present the characteristic poorly demarcated round 
shape of soft drusen. Moreover, they show higher intensity beyond mid wavelengths and no particular 
changes in reflectance at short ones, which is in accordance with previous findings, [146]. In fact, hard 
drusen have much more calcification and less autofluorescent compounds than soft drusen. Calcification 
is crystalline and represents an end-stage drusen in the macula. 
The detailed analysis using zoomed images (Figure 5.25) shows that the contrast of these drusen is small 
or null at short wavelengths while it is higher at mid-long ones. In particular, two different drusen that 
show different reflectivity behaviors can be distinguished (HDr1 and HDr2). HDr1 contrast is null at 
short wavelengths and rises up above green and red ones. HDr2 contrast shows more intensity at short 
wavelengths and disappears around 700 nm. This could be explained by differences in the ageing and 
degree of calcification: HDr1 would correspond to an aged calcified lesion that has started to pierce the 
Figure 5.23: a) Zoomed ROI centered on a region with several lesions of the eye with dry ARMD shown Figure 
5.22. Top row from right to left: color fundus image and selected spectral images acquired with the HSI fundus 
camera. b) Intensity curves of the indicated areas. c) GC curves of the indicated areas. Labels: Atr (RPE atrophy), 









RPE leading to a reduced pigmentation, which is translated into higher levels of reflected light 







Figure 5.26 shows images from an eye for which the ophthalmologist’s diagnostic refers to numerous 
drusen and an epiretinal membrane caused by the growth of atrophied tissue on the inner surface of the 
macula. The images reveal numerous isolated and aggregated drusen that can be easily identified. 
Figure 5.24: Eye with dry ARMD. Left: color fundus image. Right: Complete spectral sequence obtained with the 
HSI fundus camera. The red box highlights a region of interest where drusen are located. 
Figure 5.25: a) Zoomed ROI centered on a region with several hard drusen of the eye with dry ARMD shown in 
Figure 5.24. Top row from left to right: color fundus image and selected spectral images acquired with the HSI 
fundus camera. b) Intensity curves of the indicated areas. c) GC curves of the indicated areas. Labels: HDr (Hard 









Because of their different nature, different spectral and color properties can be recognized in the spectral 
images.  
 
In particular, several peripherical soft drusen in the superior arch are well contrasted at short 
wavelengths, with higher intensity values (zoomed in Figure 5.27 a). Therefore, they can be catalogued 
as soft drusen (semitransparent, autofluorescent, yellowish and non-defined contours). Due to 
metamerism, these drusen are less distinguishable in the color fundus image. 
In the bottom panel of Figure 5.27 a, the spectral images reveal smaller drusen that are barely observed 
in the color image, located in the peripheral macula. These lesions are classified as hard drusen, as they 
have defined and localized contours. 
Again, the preliminary spectral analysis shows that the intensity levels and contrasts are higher at short 
wavelengths for soft drusen whereas hard drusen are hyperreflective at long wavelengths. As formerly 
explained, lipofuscin and autofluorescent compounds present in extracellular material might play a role 
on this, [93] as well as the local degree of RPE degeneration. The accumulation of lipofuscin is actually 
one of the most characteristic features of ageing observed in the RPE and drusen. Therefore, it can be 
concluded that the differences in the reflection pattern at short wavelengths (especially from 400 nm to 
550 nm) corresponding to both kinds of drusen is related to the autofluorescence emission of this 
extracellular material. One should bear in mind that the HSI system excites lipofuscin fluorescence with 
blue LEDs and that light collected in these spectral bands includes both the reflected and the 
fluorescence signal in one single frame (see Figure 5.27 b and c). A detailed analysis on this is carried 
out later in this section. 
Figure 5.26: Eye with drusen. Left, from top to bottom: Color fundus image, OCT section and en-face image. 













In Figure 5.28, fundus records of another patient with dry ARMD are depicted, for who an 
autofluorescence image was also available. It is to be reminded that when lipofuscin accumulations are 
present in an eye fundus, autofluorescence images are often taken in the clinic to highlight the region of 
the RPE that is at risk of progressing to atrophy, [93], [147]. Therefore, autofluorescence provides 
qualitative information of lipofuscin concentration, which is in turn related with the degeneration state 
of the RPE. Unfortunately, quantitative information of autofluorescence is poor as it does not give an 
estimation of the actual state of the RPE. 
Figure 5.27: a) Zoomed ROIs centered on regions with several drusen of the eye shown in Figure 5.26. Top panel: 
color fundus image and complete spectral sequence obtained with the HSI fundus camera, showing a ROI centered 
in a region with several soft drusen. Bottom panel: color fundus image and complete spectral sequence obtained 
with the HSI fundus camera, showing a ROI centered in a region with several hard drusen. b) Intensity curves of 
the indicated areas. c) GC curves of the indicated areas. Labels: SDr (Soft Drusen), HDr (Hard Drusen), HNS 










Figure 5.28: Right (OD, top panel) and left (OS, bottom panel) eyes of a patient with dry ARMD. Left, from top 
to bottom: Color fundus image, autofluorescence image, OCT section and en-face image. Right: Complete spectral 









In the retina of this patient there is a region corresponding to atrophied tissue due to RPE degeneration 
with clearly differentiated reflectivity in the spectral sequence where it has a positive contrast (it is 
brighter in the NIR spectral range). This region can also be identified in the OCT and autofluorescence 
images, in which it appears as black (with less fluorescence). Nevertheless, it has not defined contours 
and is less contrasted in the color image. As the decoloration of the RPE progresses due to degeneration, 
it becomes less absortptive and allows more light to be back reflected. Looking at the autofluorescence 
image, tissue that will undergo to RPE atrophy can be recognized as it is brighter due to the presence of 
lipofuscin.  
Figure 5.29 depicts zoomed images of the right eye presented in Figure 5.28. Again, the RPE atrophy is 
neither clearly contrasted in the color image nor along the VIS spectral range in the hyperspectral 
sequence. As we move forward to longer wavelengths, the lesion is positively contrasted with respect 





Figure 5.29: a) Zoomed ROI centered on a region with degenerated tissue of the eye with dry ARMD shown in 
Figure 5.28. Top row from left to right: color fundus image, autofluorescence image, OCT en-face image and 
section. Bottom rows: complete spectral sequence obtained with the HSI fundus camera. b) Intensity curves of the 
indicated areas. c) GC spectral curves of the indicated areas. Labels: Atr (RPE Atrophy), Deg (Degenerating), 









Partial hyperreflectivity can be recognized in the near surrounding of the lesion corresponding to bright 
regions of the autofluorescence image where lipofuscin is present, too. This reveals that this tissue is 
degenerating and that will be the next experiencing damage. Differences in intensity in the spectral 
curves between healthy and dead tissue were already expected. Intermediate degrees of intensity 
between these two states where the autofluorescence is slightly higher than in normal tissue would give, 
thus, information on the progression of the RPE degeneration. Neither the RGB images nor the OCT 
can retrieve this information. Autofluorescence can be used as a raw estimator of the concentration of 
chemicals, but without a proper spectral sampling of the autofluorescent emission, the information is 
poor.  
 
Figure 5.30: Right (OD, top panel) and left (OS, bottom panel) eyes of a patient with pattern dystrophies: 
vitelliform dystrophy (OD) and butterfly wings (OS). Left, from top to bottom: Color fundus image, OCT section 
and en-face image. Right: Complete spectral sequence obtained with the HSI fundus camera. The red boxes 









Finally, the fundus images in Figure 5.30 belong to a patient whose diagnosis refers to pattern 
dystrophies in the central macula. In particular, two different kinds of lesion can be seen: a vitelliform 
dystrophy in the right eye, and the characteristic form of a butterfly wings-shaped dystrophy in the left 
one. Pattern dystrophies is an umbrella term for a group of retinal conditions in which a build-up of 
waste material causes damage to tissue. Different dystrophies are linked to different patterns, which 
might look like egg yolks, butterfly wings or knotted fishing nets. People will usually have symptoms 
in both eyes, and may have a different pattern of damage in each. Similarly to ARMD, pattern 
dystrophies are a group of autosomal dominant macular diseases (caused by gene mutations) 
characterized by various patterns of pigment deposition within the macula (in the form of the, well 
known, lipofuscin, [148]), although in general, their symptoms tend to be less severe.  
Zoomed images in Figure 5.31 reveal slighlty different patterns of the two conditions.  
 
Figure 5.31: Zoomed ROIs centered on regions with pattern dystrophies of the right (OD, top panel) and left (OS, 
bottom panel) eyes shown in Figure 5.30: vitelliform dystrophy (OD) and butterfly wings (OS). Right columns 
from top to bottom: color fundus image, OCT section and en-face image. Left columns: complete spectral sequence 









The butterfly wings-shaped lesion starts to be observable at 494 nm (until 1025 nm) while the vitelliform 
lesion is well contrasted from 450 nm to the end of the whole spectral range of the HSI system. 
Additionally, the vitelliform distrophy shows a dotted texture with brighter and darker spots inside while 
the butterfly wing is more homogeneous. This behavior is in line with what was previously discussed, 
[148]: butterfly wings do not show autofluorescent emission (high intensity values at short 
wavelengths), while the vitelliform dystrophy does. This autofluorescent emission creates regions with 
differentiated reflectivity within the vitelliform lesion as autofluorescent compounds are generally not 
homogenous on the retinal carpet. 
An extended spectral characterization performed on the two lesions is shown in Figure 5.32. In the case 
of the vitelliform lesion, the RPE is damaged leading to higher values of intensity at longer wavelengths,. 





It is worth to clarify the differencies between the GC and the LC analysis that might take to some 
confusion. In fact, GC and LC show opposite patterns below 500 nm. As the GC is computed dividing 
the intensity collected from a single ROI with the mean intensity value of the whole FOV, it is not biased 
by differences of the ocular media trasmission but residual illumination inhomogeneities can 
importantly affect it. To solve this, the LC and SC can be computed instead, allowing for the observation 
of higher contrast levels at shorter wavelengths in the vitelliform lesion and thus enforcing its 
relationship with autofluorescence. 
Figure 5.32: a, b, c) Intensity, GC and LC curves collected on the vitelliform (red) and butterfly (blue) dystrophies. 
d) Specific contrast (SC) computed as the LC ratio of the vitelliform and butterfly curves. The standard deviations 









5.2.1.2 Quantitative analysis of abnormal structures 
As in the case of healthy eyes, a throrough quantitative spectroscopic analysis of the abnormal structures 
found in eyes with ARMD and other maculopathies is carried out here. In the figures below, the intensity 
curves corresponding to each analyzed eye are plotted as well as the average and the standard error. GC, 
LC and SC contrasts are also used when required.  
Firstly, the analysis of RPE degeneration leading to tissue atrophy is presented (Figure 5.33). According 
to our former qualitative discussion, the occurrence of an atrophy enhances the intensity values of the 
ocular fundus from 525 nm to longer wavelengths. This trend is also observable in the GC and LC 
analysis (Figure 5.33b and c). Accordingly, it can be stated that the reflectivity of the healthy fundus, due 






Figure 5.33: Spectral analysis of atrophies carried out over a population of 27 eyes. a) Intensity curves calculated 
as the average of all atrophies found in each eye. b) Mean intensity curve. c) GC contrast curve. d) LC contrast 
curve. In b) and c) the mean and standard error were calculated from 491 ROIs (diameter 0.2°) centered on different 
atrophies collected from all eyes. In d) the mean and standard error were calculated from 173 ROIs (diameter 0.2°) 
centered on different atrophies collected from all eyes. In this case, 4 additional ROIs of diameter 0.2° in the HNS 
were collected, averaged and used to calculate LC. 
In Figure 5.34, the spectral analysis of scars is presented. In this case, the analysis in terms of LC was 
not possible due to the fact that the healthy surrounding of scars was also partly affected. As previously 
commented, scars show higher absorption in the spectral range between 500 nm and 1000 nm (which is 
translated into contrast values below 1) because they consist of coagulated blood and fibrotic tissue 




















In Figure 5.35, the overall analysis of drusen is shown, without discerning between soft and hard. In 
general, drusen are linked to intensity and contrast values higher than the healthy background at 
wavelengths shorter than 850 nm approx. This could be caused by two factors: (i) the RPE degeneration, 
involving depigmentation, and (ii) the lipofuscin fluorescence. As previously commented, drusen 
Figure 5.34: Spectral analysis of retinal scars performed over a population of 11 eyes. a) Intensity curves calculated 
as the average of all the scars found in each eye. b) Mean intensity curve. c) GC contrast curve. In b) and c) the 
mean and standard error were calculated from 142 ROIs (diameter 0.2°) centered on different scars collected from 
all eyes.  
Figure 5.35: Spectral analysis of drusen performed over a population of 25 eyes. a) Intensity curves calculated as 
the averaged of all drusen found in each eye. b) Mean intensity curve. c) GC contrast curve. d) LC contrast curve. 
In b) and c) the mean and standard error were calculated from 491 ROIs (diameter 0.2°) centered on different 
drusen collected from all eyes. In d) the mean and standard error were calculated from 219 ROIs (diameter 0.2°) 
centered on different drusen collected from all eyes. In this case, 4 additional ROIs of diameter 0.2° in the HNS 









appears between the RPE and the Bruch’s membrane with a color that can vary from white to pale or 
bright yellow depending on their nature. As they progress, they lose their coloration leaving glistening 
areas of calcification and can cause local progression of RPE degeneration. As in atrophied RPE, the 
early depigmentation reduces melanin absorption and, consequently, the reflected light in the red-NIR 
range increases. Differently from atrophied tissue, drusen do not show high values of reflectance in the 
NIR spectral range, and this is due to incomplete RPE degeneration. According to the literature, GC and 
LC analysis (Figure 5.35 c and d) show the characteristic peak around 500 nm - 600 nm, [12], [149] 
An analysis between different types of drusen (hard and soft) is carried out next (Figure 5.36).  
  
a) b) 
   
c) d) 
Soft drusen reveal higher mean values of intensity at short wavelengths, probably indicating an increase 
in autofluorescence emission. On the other hand, hard drusen are linked to higher mean intensities at 
long wavelengths, probably due to a higher degree of depigmentation. The GC, LC and SC plots support 
that soft and hard drusen have different spectral features. 
Finally, the spectral analysis of hemorrhages is presented (Figure 5.37). As in the case of arteries and 
veins (see Figure 5.15), the spectral signature of the blood is distinctive. GC and LC analyses show a 
smooth decrease between 500 nm and 600 nm, where de-oxy and oxygenated hemoglobin have 
absorption peaks, with a minimum reflectance around 600 nm. Despite being a leakage of blood, these 
values are in accordance with the absorbance of hemoglobin presented in Figure 5.15: as the wavelength 
increases, the hemorrhage absorbs less and the contrast becomes closer to 1. Differently from scars, 
which have contrast values below 1 for the entire spectral range, the blood leakage is still fluidic and do 
not present a compact fibrotic structure. In this way, the degree of absorption of the lesion in the NIR 
Figure 5.36: Spectral analysis of soft drusen (Soft Dr.) and hard drusen (Hard Dr.) carried out over populations of 
10 and 15 eyes, respectively. a) Intensity curves. b) GC curves. c) LC curves. In a, b, c the average and standard 
error were calculated from 99 ROIs and 224 ROIs (diameter 0.1°) on soft and hard drusen, respectively. In this 
case, 4 ROIs of diameter 0.1° in the HNS of the drusen were collected, averaged and used to calculate LC. d) SC 









can be important to evaluate the progression of the degeneration and to promptly intervene to reduce the 






5.2.2 Optic disk drusen  
Some eyes have optic disk (or papillary) drusen, which are extracellular bodies composed of hyaline 
proteinaceous material that become calcified with advancing age, and that form anterior to the lamina 
cribrosa. This kind of drusen are congenital and commonly located ahead the cribriform plate. Its 
pathogenesis remains unknown but the most accepted theories suggest a blocking of the axonal transport 
of ganglion cells: they are thought to be the remnants of the axonal transport system of degenerated 
retinal ganglion cells. Although they are asymptomatic in most cases, sometimes they have been 
associated with retinitis pigmentosa, angioid streaks, and other eye syndromes causing severe visual 
impairment, especially if they are at the deepest layers of the nerve head [150], [151], [152]. They are 
generally bilateral and asymmetrical and may also lead to a loss of visual field or, in rare cases, central 
visual acuity or anterior ischemic optic neuropathy. 
Optic disk drusen can be seen as round, white/yellow refractile bodies on the surface of the nerve or 
buried beneath it. They produce bright hyper-autofluorescent foci in the disk, understood to be the 
calcium salts, lipofuscin and mitochondrial porphyrins [153], [154], and often cause an abnormally 
Figure 5.37: Spectral analysis of hemorrhages performed over a population of 10 eyes. a) Intensity curves 
calculated as the average of all hemorrhages found in each eye. b) Mean intensity curve. c) GC contrast curve. d) 
LC contrast curve. In b) and c) the mean and standard error were calculated from 65 ROIs (diameter 0.2°) centered 
on different hemorrhages collected from all eyes. In d) the mean and standard error were calculated from 46 ROIs 
(diameter 0.2°) centered on different hemorrhages collected from all eyes. In this case, 4 ROIs of diameter 0.2° in 









elevated, small, optic disk with indistinct and irregular disk margins. In children, they are usually buried 
and undetectable by conventional retinography except for a mild or moderate elevation of the optic disk. 
With age, the overlying axons become atrophied and the drusen become exposed and more visible. Optic 
disk drusen can compress and eventually compromise the vasculature and nerve fibers [155].  
Figure 5.38 shows images from both eyes of a patient with papillary drusen included in our study.  
 
On the one hand, the drusen bodies are revealed in both the autofluorescence images, as hyperfluorescent 
extended bodies, and in the spectral sequence, where they appear with different shapes and contrasts 
Figure 5.38: Zoomed ROIs centered on the optic disk of the right (OD, top panel) and left (OS, bottom panel) eyes 
of a patient with optic disk drusen. Left panel from top to bottom: Color fundus image, autofluorescence image 










depending on the wavelength. In fact, they are highly contrasted and delimited at wavelengths comprised 
between 595 nm and 955 nm, which might have its origin in that drusen are not placed at the surface of 
the optic disk but beneath. On the other hand, they are hardly observable in the color images. 
As formerly explained, it is actually known that the depth of drusen may vary depending on the 
progression and stage of the disease, as they grow ascending through the optic nerve, evolving 
dynamically in the adulthood [156], [157]. This is something that can be analyzed using spectral imaging 
technology - since images taken at several wavelengths (and thus different penetration in tissue) are 
available - whereas in standard autofluorescence images, acquired with conventional fundus cameras, 
there is not any kind of axial optical sectioning, which leads to blurred images, mainly if the fluorescence 
is originated from an extended volume. Only using advanced cSLO, the contours of the drusen could be 
distinguished in autofluorescence images.  
In Figure 5.39, some zoomed spectral images of the optic disk depicted in Figure 5.38 (OD) are shown. 
In the autofluorescence image and at images taken at short wavelengths (<525 nm), drusen appear very 
close one to each other and cannot be well distinguished. On the contrary, they have more delimited 
contours in the spectral images acquired at red-NIR wavelengths. This might indicate the deeper location 
of drusen inside the optic disk. OCT correlates with the hyperspectral sequence but as it is optimized for 
retinal layers and the drusen at superior layers create shadows, the image quality at this depth is poor.  
 
Although the number of eyes with optic disk drusen included in our study was low (only 2 eyes from 1 
patient), it is still worth to show the spectral curves using as many drusen as possible to enlarge the 
statistical sample (Figure 5.40).  
Figure 5.39: Selected zoomed images of the optic disk of the right eye (OD) of the patient with optic disk drusen 
shown in Figure 5.38. Top panel, from left to right: OCT section and en-face image, autofluorescence image and 














According to the results, differences between the healthy tissue of the optic disk and drusen are 
noticeable within the range comprised from 500 nm to 900 nm, presenting GC and LC contrasts higher 
than 1 beyond 450 nm, with a shape that resembles that of retinal drusen. Differently from the latter 
(maximum contrast at 550 nm) the maximum peak of optic disk drusen is around 660 nm. This could 
probably be caused by the different depth of the drusen, which can influence the intensity recorded 
besides the chemical composition itself. Thanks to the increased penetration depth, the HSI system could 
be used as a complementary tool for the precise screening of optic disk drusen, also in the childhood 
when these are buried and both the OCT and the autofluorescent screening are insufficient. 
5.2.3 Glaucoma  
Glaucoma is an eye disease often associated with elevated intraocular pressure, in which damage to the 
optic nerve can lead to loss of vision and even blindness. In fact, it is the leading cause of irreversible 
blindness worldwide [158]. Glaucoma usually causes no symptoms early in its course, at which time it 
can only be diagnosed by regular eye examinations (screenings with the frequency of examination based 
on age and the presence of other risk factors). Intraocular pressure increases when either too much fluid 
is produced in the eye or the drainage or outflow channels (trabecular meshwork) become blocked. The 
two main types of glaucoma are open-angle glaucoma, which has several variants and is a long duration 
Figure 5.40: Spectral analysis of optic disk drusen performed over 2 eyes. a) Intensity curves calculated as the 
average of all drusen found in each eye. b) Mean intensity curve. c) GC contrast curve. d) LC contrast curve. In b) 
and c) the mean and standard error were calculated from 28 ROIs (diameter 0.2°) centered on different drusen 
collected from each eye. In d) the mean and standard error were calculated from 23 ROIs (diameter 0.2°) centered 
on different drusen collected from the two eyes. In this case, 4 ROIs of diameter 0.2° in the HNS of the drusen 









(chronic) condition, and angle-closure glaucoma, which may be either a sudden (acute) condition or a 
chronic disease. Zoomed images of the optic disk of glaucomatous eyes are shown in Figure 5.41. 
 
Figure 5.41: Zoomed ROIs centered on the optic disks of two eyes of two patients with glaucoma (Glaucoma 1 
and 2). Left panel, from top to bottom: Color fundus image, OCT section and en-face image. Right: Complete 
spectral sequence obtained with the HSI fundus camera. In green in 450 nm images, anomalous regions with higher 









According to the literature, the optic nerve presents a larger cup with higher intensity levels and reduced 
NFs. This can be noticed in the spectral images (segmented green region) of Figure 5.41 all over the 
entire spectral range (especially in Glaucoma 2). Thanks to the enhanced penetration NIR light in the 
HSI system and the availability of spectral intensity curves, the segmentation of the damaged portion of 
the optic disk can be done more precisely, which might take to a more robust cup-to-disk assessment 
than using commercial color fundus cameras. 
In Figure 5.42, the quantitative spectral analysis of the eyes with glaucoma is shown. In particular, the 
spectral analysis was carried out at the periphery and at the center of the optic disk, to be consistent with 
the analysis carried out for healthy eyes. In fact, it was found that the curves of the center and the 
periphery had similar spectral patterns with a peak of the GC around 600 - 700 nm and a monotone 
decreasing contrast below and above it. For glaucomatous eyes, the spectral behavior is different. 
Contrary to what was expected considering the degeneration of NFs that takes place in glaucoma, the 
intensity and contrast values were higher at shorter wavelengths (between 400 nm and 550 nm) than in 
healthy subjects, for both the center and the periphery of the optic disk. For an in-depth analysis on this, 
Figure 5.43 depicts the LC contrast calculated between the optic disk center and periphery for 






Figure 5.42: Spectral analysis of the center (red curves) and the periphery (blue curves) of glaucomatous optic 
disks performed on 3 eyes of 2 patients. a, b) Intensity curves calculated as the average of intensity values collected 
from the center (a) and periphery (b) of each eye. c) Mean intensity curve. d) GC contrast curve. In c) and d) the 
mean and standard error were calculated from 1 ROI (diameter 0.2°) centered on the optic disk and 3 ROIs 









One hypothesis of this behavior may be that, as glaucoma causes a degeneration of optic disk layers, the 
lamina cribrosa can be more exposed taking to a different reflectivity. Probably, light at shorter 
wavelengths (more influenced by scattering and absorption at the first retinal layers) experiences less 
scattering and absorption, and higher reflection from eroded areas. Our results also show that, at longer 
wavelengths, there are no substantial differences in terms of spectral reflectivity between glaucomatous 
and healthy eyes. Probably, thanks to the deeper penetration achieved by NIR light, more information 
could be found studying the morphological differences between healthy and glaucomatous eyes 
(assessment of cup to disk ratio). Unfortunately, the number of eyes included in the study is too low to 
carry out such analysis and no definitive conclusions can be drawn from the current analysis. 
  
a) b) 
5.2.4 Choroidal tumors  
A choroidal nevus is a flat, benign pigmented area that appears in the choroid. It is basically an eye 
freckle caused by the accumulation of pigmented cells. Estimates set occurrence between 2% and 13% 
of the population, being the most common intraocular tumor. Choroidal nevi rarely evolve into 
malignant melanomas; the annual rate of malignant transformation is estimated to be 1 in 8.845, [159]. 
The rate of transformation increases with age; it has been estimated that by the age of 80, the risk for 
malignant transformation of a choroidal nevus is of 0.78%, [160]. Nevertheless, choroidal melanomas 
can spread to other parts of the body. Accordingly, care must be taken and nevi should be closely 
monitored. 
Images of a patient with a choroidal nevus are shown in Figure 5.44. As can be seen, in the RGB image 
the nevus is not as contrasted as in the case of red-NIR images. In fact, the depth at which the nevus is 
located might play a role in the spectral intensities registered. As its formation is not superficial, red-
NIR wavelengths (mainly from 600 nm to 800 nm) reach the nevus thanks to their enhanced penetration. 
As a consequence, the nevus is neither displayed at shorter wavelengths nor in the color image.  
Moreover, it is to be highlighted that the contrast of the nevus changes from negative to positive between 
955 nm and 1025 nm. This transition might be related with the etiology and state of the nevus as well 
as the state of the RPE tissue in its near surrounding, as in the case of atrophy. 
Figure 5.43: Mean LC contrast curves calculated dividing averaged values collected from 3 ROIs from the center 
and 3 ROIs on the periphery of the optic disk of 3 glaucomatous (left) and 60 healthy (right) eyes. The standard 










In the OCT image, taken at 850 nm approx., a black absorptive area can be seen in the deep choroid, 
confirming that the nevus affects the deepest layers of the fundus. The image taken at 865 nm confirms 
the absorptive behavior of the nevus but at longer wavelengths (above 1000 nm), the contrast changes 
to positive. In the clinical study, three eyes had choroidal nevi, which are shown in Figure 5.45. As can 
be noticed, all are well contrasted in the spectral region between 600 nm and 950 nm, especially at 732 
nm. But in the NIR region, differences in visibility, contrast and texture are better revealed as light 
reaches the layers where the nevi are. In particular, Nevus #1 and #2 are brighter than the surrounding 
at long wavelengths while #3 keeps its dark color and contrast.  
The spectral differences found among lesions are in line with differences in reflectivity of nevi reported 
by other authors (see section 2.3.2.3), [118]. In particular, in the article from Shields et al. [161], 
differences in nevi were related to differences in pigmentation. These authors concluded that pigmented 
choroidal nevus surrounded by a halo or circular band of depigmentation have a low possibility to turn 
in melanoma, while nevus without halo reach a value of 7%. The use of spectral images might help in 
discerning between benign and malignant nevi thanks to the increased information on the pigmentation 
state of the nevus, although the low number included in this study limits this analysis. Another 
interesting spectral feature that can be seen in Figure 5.45, is the different wavelength at which each 
nevus seems to have the highest contrast. Nevus #1 shows the highest negative contrast around 624 nm 
whereas nevus #2 and #3 at 732 nm. This difference is probably related with a different depth. This type 
of information, when contrasted with precise location with OCT records, might be another starting point 
for future characterization of choroidal tumors.  
Additionally, a quantitative spectral analysis on these three nevi is presented below (Figure 5.46): 
Figure 5.44: Eye with a choroidal tumor. Left panel from top to bottom: Color fundus image, OCT section and en-










Figure 5.45: a) Zoomed ROIs centered on regions with choroidal tumors of three patients (Nevus # 1, 2 and 3). 
Left column: color fundus image, OCT section and en-face image (only available for patient a). Right columns: 









There are differences among nevi in terms of spectral reflectivity (Figure 5.46 a). In fact, the three 
different lesions show notable differences of intensity at NIR wavelengths. This is also confirmed in the 
statistical analysis in Figure 5.46 b as the standard error is bigger at wavelengths above 950 nm. Values 
close to 1 at short wavelengths were expected as the nevi visibility is null or low because of the poor 






The spectral curves resemble well the spectral behavior of common skin nevi, despite here they are also 
affected by the ocular media transmission and the fundus reflectance, [161]. In our study, choroidal nevi 
present stronger absorbance around 600 and 800 nm and then increased reflectance (intensity and 
contrast) at longer wavelengths, similarly to skin ones. In fact, few information about spectral features 
of choroidal nevi can be found in the literature, [162]. The differences reported in our study might offer 
complementary information to evaluate nevi features and their risk of turning into melanomas.  
Figure 5.46: Spectral analysis of nevi performed on 3 eyes. a) Intensity curves calculated as the average of all 
sampled regions of the nevus in each eye. b) Mean intensity curve. c) GC contrast curve. d) LC contrast curve. In 
b) and c) the mean and standard error were calculated from 24 ROIs (8 ROIs of diameter 0.2° for each nevus) 
centered on different regions collected from the 3 lesions. In d) the mean and standard error were calculated from 
17 ROIs (diameter 0.2°) centered on different nevus collected from all eyes. In this case, 4 ROIs of diameter 0.2° 
in the HNS of the lesion were collected, averaged and used to calculate LC. In a), one of the curves (Nevus #3) 
deviates considerably from the others at 400 nm, which is clearly a consequence of non-uniformities in the 
illumination as can be confirmed with the image shown in Figure 5.45. In fact, this nevus is located more 










Another interesting case consisting of an eye that underwent photocoagulation therapy after thrombosis 
is shown in Figure 5.47.  
 
Photocoagulation was applied to avoid degeneration caused by a retinal vein thrombosis. In the color 
image, photocoagulated areas are not well contrasted, appearing as just slightly yellow regions. In the 
OCT records, these lesions are positively contrasted with respect to the surrounding and hyperreflective 
zones can be recognized at the interface between the choroid and the retina. In the spectral sequence, 
they are well contrasted over the entire spectral range, but especially at shorter wavelengths, as well as 
residuals of retinal hemorrhages. The fact that these lesions are observable at NIR wavelengths indicates 
that the RPE absorbance is reduced and, thus, that the scleral reflected signal is less attenuated. This 
might indicate that photocoagulation has an effect not only at the retinal but also at deeper layers, thus 
affecting the choroid. In order to highlight this, zoomed images of this eye are shown in Figure 5.48. 
The figure also includes a preliminary quantitative analysis carried out on some regions 
(photocoagulated areas and hemorrhages). The curves obtained are in line with the former findings in 
terms of absorption for damaged RPE and hemorrhages. As in the case of RPE atrophy, both the intensity 
and contrast curves of the photocoagulated areas are above the values of the HNS. The hemorrhages 
present higher absorbance and the characteristic minimum around 600 nm. 
On the other hand, the LC curve shown in Figure 5.49 resembles that found for RPE atrophies, where a 
depigmentation is present. At short wavelengths, the curves are similar to those for soft drusen and 
autofluorescent lesions, caused by accumulation of lipofuscin. As described elsewhere [163], 
photocoagulation process takes to the production of autofluorescent substances, explaining the high 
levels of contrast at short wavelengths.  
 
Figure 5.47: Eye undergoing photocoagulation due to thrombosis. Left panel from top to bottom: Color fundus 















It is to be commented that during the clinical study other retinal lesions and diagnosis were found such 
as thrombosis, RAP, amblyopia, edema, diabetic retinopathy, and a macular hole. However, they are not 
analyzed here because the fundus images did not show any particular characteristic or their quality was 
too poor to carry out a proper analysis. 
Figure 5.48: Zoomed ROI centered on a region with several photocoagulated areas of the eye shown in Figure 
5.47. Top row from left to right: color fundus image, OCT en-face image and section. Bottom row: selected spectral 
images acquired with the HSI fundus camera. b) Intensity curves and c) GC contrast curves of the areas indicated. 
Labels: Ph (Photocoagulation), Hm (Hemorrhage), HNS (Healthy Near Surroundings). 
Figure 5.49: LC contrast curve computed on different photocoagulated areas over the FOV of the eye shown in 
Figure 5.47. The mean and standard error were calculated from 7 ROIs (diameter 0.1°) centered on different 
photocoagulated areas. In this case, 4 ROIs of diameter 0.1° in the HNS of the lesion were collected, averaged and 










Finally, as for the healthy eyes, the averaged spectral curves of intensity and the GC for all the abnormal 
structures analyzed are presented in Figure 5.50. Additionally, zoomed curves in the NIR (from 800 nm 
to 1200 nm) are depicted in Figure 5.51. As a reference, the curve of the healthy background was 















As can be noticed, both the intensities and contrasts can be well differentiated among structures of 
different nature. In the case of RPE degeneration such as drusen, atrophy and optic disk drusen, the 
intensity levels are the highest and the contrasts are above the threshold of 1 over the entire spectral 
range.  
In the case of atrophies and drusen, differences (with respect to the healthy background) are especially 
noticeable at short wavelengths, but also through all VIS range. In particular, higher values of intensity 
and contrast registered at short wavelengths (below 500 nm) correlate with the emission of fluorescent 
compounds associated to photoreceptors damage (e.g., lipofuscin). Additionally, some differences 
between drusen and atrophy can be noticed in the NIR. Atrophies show a positive contrast with respect 
to the surrounding tissue and higher values of intensity and contrast even at 1096 nm. As commented, 
atrophied regions are associated with complete RPE depigmentation and thus its power of absorbing 
light, being therefore the reflected light coming from the sclera higher than in the case of drusen, which 
still preserve some pigment (see Figure 5.36)  
 
Figure 5.51: Zoom of Figure 5.50 b. in the NIR-IR range. 
In the case of blood-related structures such as scars and hemorrhages, the overall absorptive behavior of 
hemoglobin is clear. Both scars and hemorrhages show a minimum of reflectance around 600 nm. In 
scars, the contrast remains well below 1 for all the spectral range whereas hemorrhages absorb less as 
the wavelength increases, and the contrast above 800 nm is near 1. Scars, due to the fibrotic and 
scattering nature of the coagulated blood, scatter more light than hemorrhages and thus, the back 
reflected light is low even at wavelengths beyond 900 nm.  
The minimum contrast of nevi is recorded at the red-NIR wavelengths, as a consequence of the depth at 
which they are located in combination with their spectral absorption. As the wavelength increases, their 
GC values also increase, which might be related to the lesion etiology. 
In the case of optic disk drusen, values of contrast well above 1 are registered up to 950 nm, firstly 
increasing and then decreasing. As already explained, drusen are more reflective than healthy tissue, 









at longer wavelengths (above 700 nm), not exciting autofluorescence and collecting light from deeper 
layers, reveal the real extent of the lesions and can be helpful to better localize them. 
Finally, spectral imaging in the NIR spectral range (above 700 nm) allows an easier differentiation of 












This PhD project was carried out within the framework of the European Project BE-OPTICAL 
“Advanced BiomEdical OPTICAL Imaging and Data Analysis” (EU European Commission, 
Innovative Training Networks [ITN] call H2020-MSCA-ITN-2015) (2015-2019), which aimed 
to share and improve knowledge of imaging technologies and data analysis for biomedical 
applications. 
In particular, the goal of this thesis was to build a novel hyperspectral fundus camera allowing for 
the fast imaging of the retina in the visible and in the near infrared regions of the spectrum through 
a considerable number of spectral bands. Accordingly, a fundus camera with sensitivity from 400 
nm to 1300 nm and 15 spectral bands was developed. Such system had never been conceived 
before and new methods to perform imaging in such a broad spectral range and useful for 
outcomes analysis, especially between 700 nm and 1300 nm, were built (including both hardware 
and software). 
The prototype was carefully designed, implemented and tested in the laboratory. Then, the system 
was extensively characterized, taking as reference applicable international ISO standards. Later, 
it was submitted to the evaluation of an ethical committee. After the approval, the system was 
used in a clinical environment to acquire hyperspectral image sequences of healthy and diseased 
retinas. Finally, the analysis of the acquired data was carried out both qualitatively and 
quantitatively. 
The specific achievements of this thesis as well as the most relevant conclusions obtained are 
outlined in more detail below.  
1. Design of the hyperspectral fundus camera. 
 
a) Starting from the literature and using only commercial optical elements, the design 
of the hyperspectral fundus camera was achieved by means of optical simulations 
using Zemax software (Radiant Zemax, USA). In particular, a non-mydriatic 
retinograph with two optically independent paths, one for the illumination and one 
for the detection, was used. The selected illumination was based on a standard 
Maxwellian illumination, using LEDs. The detection optical path is composed by 
two optical arms: one to cover the spectral range from 400 nm to 950 nm (VIS-NIR 
arm) and another to cover the spectral range from 950 nm to 1300 nm (NIR-IR arm). 
Each detection arm used a different camera sensor: a CMOS and an InGaAs for the 
VIS-NIR and NIR-IR, respectively. The detection pupil diameter was 1.75 mm. The 
compensation of chromatic aberrations and field curvature was critical in the design. 
 
The designed detection system grants:  
• A Field Of View (FOV) of 30°. 
• Optical resolution better than 76.9 lp/mm and 25 lp/mm (limits imposed by the 
sensors) for the VIS-NIR and the NIR-IR detection arms, respectively. 
• Good optical quality (Strehl ratio > 0.8) within 24° FOV, except for wavelengths 









• Low image distortion at the full FOV with a maximum of -1.45% and -1.92% for 
the VIS-NIR and NIR-IR arms, respectively. 
 
The designed illumination system uses custom-made rings of LEDs. Each ring 
includes LEDs with different wavelengths welded in a symmetrical configuration to 
provide a homogeneous illumination. In particular, 3 LED rings with 15 wavelengths 
(channels) comprised between 400 nm and 1300 nm, were combined. For each 
spectral band, at least 2 identical LEDs were placed symmetrically on the ring. This 
cost-effective configuration grants at least the 1% of light collection efficiency (from 
the source to the retina). 
 
b) Non-sequential simulations of the system were carried out in order to test its 
performance as a whole, ensuring the elimination of cornea, crystalline and objective 
lens back reflections. 
 
2. Implementation of the hyperspectral fundus camera system. 
 
a) The hyperspectral fundus camera was implemented in accordance with the design. 
The system makes only use of commercial optical components, custom and 
commercial opto-mechanics and a custom holed mirror to join the illumination and 
detection optical paths, ensuring geometrical pupil separation. A fixation target was 
coupled to the illumination optical path ensuring the proper alignment between the 
patient’s eye and the system during the measure.  
 
b) A tailored hardware was implemented to orchestrate the synchronization between 
illumination and image acquisition during the tests. In particular, thanks to a custom 
electronic principal board, the computer, the LEDs and the two cameras were 
triggered by programmed synchronized voltage signals. The computer was 
especially designed by Hamamatsu to be used with two cameras at their maximum 
frame rates simultaneously. The electronic principal board was developed internally. 
 
c) A user-friendly control software was built in MATLAB to control each unit of the 
system. It allows controlling single LEDs or to program illumination and acquisition 
of spectral sequences. 
 
3. System characterization. 
 
a) An exhaustive optical characterization was carried out following the guidelines given 
by the ISO 10940:2009 “Ophthalmic instruments — Fundus cameras”. The ISO 
describes the requirements of both the illumination and the detection systems of 
fundus cameras.  
 
Listed below are the measured optical characteristics of the implemented system: 
• FOV: 30.4° and 31.1° for the VIS-NIR and the NIR-IR spectral ranges, 
respectively. 










• Lateral resolutions above the limits established by the standard for both center 
and periphery. 
 
b) A full radiometric characterization was carried out to guarantee the safeness of the 
systems in regards of light hazard, following the guidelines of ISO 15004-2:2007 
“Ophthalmic instruments -- Fundamental requirements and test methods -- Part 2: 
Light hazard protection”. From this analysis, the instrument was classified as group 
1 (non-hazardous) in both the fixation and measure phases. 
 
c) An analysis of short- and mid-term repeatability was carried out to ensure the 
stability of the system. The percentage of variation for each channel was lower than 
3%. 
 
4. Clinical study, image processing and spectral analysis. 
 
a) The system was validated through clinical studies conducted at the Instituto de 
Microcirugía Ocular (IMO) in Barcelona (Spain), under the supervision of an 
ophthalmologist (C.M), and the University Vision Center (CUV) of the Universitat 
Politècnica de Catalunya (UPC) in Terrassa (Spain). Accordingly, the ethical 
committee approval was obtained. 
 
b) In both studies an exhaustive sample of image sequences was acquired from healthy 
(36 patients, 72 eyes) and diseased (100 patients, 200 eyes) subjects. Due to eye 
misalignment and critical system positioning, the final sample analyzed was reduced 
to61 healthy and 60 diseased eyes. 
 
c) Image processing tools were developed with MATLAB. They permit to remove 
illumination and sensor inhomogeneities, residual back reflections and artifacts, and 
to compensate for the spectral response of the system, essential to convert digital 
levels into spectral intensity or reflectivity values.  
 
d) Spectral analysis tools were developed and used to compute the intensity levels from 
all acquired images. The software allows the registration and remapping of images 
acquired by the two sensors. During data collection, a complete data archive was 
generated, including all spectral intensity values, the image coordinates and the ROIs 
of all analyzed retinal regions, which are labeled and organized for future studies. 
 
e) As the obtained intensity values also include the transmission of the preceding ocular 
media (cornea, lens, aqueous humor and vitreous) for each individual, besides the 
reflectance of the retina itself, global and local contrast analysis were also carried 
out rather than only using intensity values; the first is computed referencing intensity 
values to that obtained over the entire FOV of the eye under analysis while in the 
second, a local quantification is carried out to compare two different structures near 
to each other. In the analysis of diseased eyes, the ratio between two intensity curves 
(specific contrast) that correspond to two far and different structures on the same eye 













a) A qualitative and quantitative spectral analysis was carried out for the healthy and 
diseased eyes. 
 
b) We observed that all intensity curves were dominated by the water-like transmission 
of the ocular media preceding the fundus. Different subjects show shifted or scaled 
intensity values due to the differences in their ocular transmittance. Consequently, 
an analysis based on contrasts was judged as more appropriate to mitigate disparities 
among patients, as previously reported, despite the fact of reducing illumination 
inhomogeneities. 
 
c) The developed system permitted to highlight different fundus structures depending 
on the used wavelength: shorter wavelengths permit to contrast superficial layers of 
the retina (nerve fibers, retinal arteries and veins, pigments, etc..), while longer ones, 
thanks to the increased penetration capability of NIR-IR light, give access to the 
deepest layers of the ocular fundus (retinal pigment epithelium (RPE), choroid, 
sclera, etc..). 
 
Remarkable observations and conclusions based on records of healthy eyes are 
outlined below. 
 
• The nerve fibers are better observed at shorter wavelengths (400 nm to 500 nm), 
showing a monotone overall decrease in terms of contrast as a function of the 
wavelength. 
• Subjects with different pigmentation show differences in the 
reflectance/absorbance of the ocular fundus. Higher melanin concentrations lead 
to reduced or null visibility of the choroid and its vasculature in the VIS-NIR 
range. In the IR, the choroidal vasculature of all subjects is negatively contrasted 
with respect to the background (the crossing point from positive (>1) to negative 
(<1) contrast takes place between 950 nm and 1000 nm). We concluded that, as 
the melanin absorbs progressively less as the wavelength increases, above 950 
nm the sclera reflects most of light causing this contrast shift.  
• Retinal arteries (oxygenated blood) and veins (de-oxygenated blood) show 
different spectral response through the spectral range with a peak of absorption 
(minimum in reflected intensity) around 525 nm, thus correlating with 
hemoglobin peaks. 
• A maximum absorption was observed between 500 nm and 600 nm in the spectral 
curves of the fovea. This was assumed to be related with the spectral 
characteristics of macular pigments and capillaries, whose concentration in the 
fovea is higher. 
• The optic disk is the brightest structure of the ocular fundus up to 955 nm. Above 
this wavelength, a change of contrast from positive to negative was observed. It 
was inferred that this is due to the optic disk morphology (optic disk pit) at deep 
layers since IR light is not reflected as in the other parts of the retina where the 
sclera is homogeneous. 
• In the IR range, besides small differences among the choroidal vasculature, the 









other structures of the retina. Above 1000 nm, the ocular fundus appears as a 
homogeneous carpet, dominated by the reflectance of the sclera. 
 
d) The system had a good performance when analyzing abnormal structures and lesions 
of diseased ocular fundus. The system was able to better contour some of them and 
give a superior contrast at specific channels. Remarkable examples of this are scars, 
atrophies, macular dystrophies, soft and hard drusen, optic disk drusen, hemorrhages 
and nevi. Although in most of the analyzed pathologies, further studies are necessary 
to corroborate the clinical findings of this work, the spectral quantitative and 
qualitative analysis on diseased eyes definitely gives new insights, opening 
possibilities for the study, diagnosis and prognosis of ocular disorders. In particular, 
the spectral outcomes allow obtaining information on the chemical characterization 
and location of structures, sometimes allowing for a better differentiation between 
substances that show the same color in traditional fundus cameras (e.g., soft and hard 
drusen). It also allows the observation of damaged tissue beyond the RPE, giving 
access to choroidal tumors, scars and hemorrhages, among others. 
 
A list of conclusions drawn from the qualitative and quantitative analysis of diseased 
eyes is reported here. 
 
• The system shows particular usefulness for the observation of lesions that affect 
the RPE or deeper layers, especially of interest in diseases like ARMD, eyes with 
drusen and other macular dystrophies. It is known that some of these are linked 
to the leakage of autofluorescent compounds (e.g., lipofuscin) and, accordingly, 
higher intensity values at short wavelengths are recorded due to fluorescence 
excitation. Other lesions of the RPE do not show fluorescent emission but higher 
levels of intensity in the NIR-IR spectral range. In these cases, it was concluded 
that the local degeneration of RPE cells diminishes the melanin concentration, 
thus decreasing absorption, leaving the sclera more exposed. Examples of the first 
kind are soft drusen that can aggregate and evolve in large atrophied regions. The 
second kind of behavior was observed in atrophies and hard drusen (less 
dangerous). 
These conclusions were confirmed with OCT and autofluorescence records. 
Color retinography in many of these cases fails in contrasting some of these 
lesions due to metamerism. Therefore, besides helping in distinguishing among 
lesions, the analysis of this spectral information over time might be used for a 
predictive analysis of RPE evolution and disease prognosis. 
• Scars and hemorrhages show the spectral fingerprint of blood in the VIS, with a 
minimum contrast within 500 nm and 600 nm. At NIR wavelengths, hemorrhages 
are almost transparent (low absorption) while scars are better contrasted and 
contoured with respect to the surrounding than in common RGB. This might be 
because of the depth at which the blood lays, being the scars located near the RPE 
interface. 
• Optic disk drusen show strong differences along the spectral bands of the system. 
In the autofluorescence image, drusen seem to be clustered and present high 
values of intensity with blurred contours; RGB retinography fails in contrasting 
them. In the OCT image, drusen can be recognized at different depths of the 









hyperspectral sequence: at short wavelengths the drusen are blurry, clustered and 
the signal is higher than the optic disk surrounding (due to autofluorescence 
emission); from 500 nm to 660 nm the drusen contrast is low and they can be 
hardly recognized; in the NIR-IR range (well above autofluorescence excitation), 
many isolated drusen can be distinguished as hyperreflective regions inside the 
disk. The deeper penetration capability of light and the reflectivity of these 
structures above 732 nm give superior contrast and definition to these lesions. 
• Only three eyes affected by glaucoma were included in the study so that no 
conclusion could be drawn. However, differences in spectral response and 
appearance between glaucomatous and healthy eyes were reported. In particular, 
we observed extended hyperreflective optic disk cups (with respect to healthy 
ones) through the entire spectral range, in line with the cup-to-disk ratio analysis 
performed to diagnose and follow up of glaucoma with OCTs. We assumed these 
differences to be related with the erosion of the superficial NF layer and the 
increased exposure of the lamina cribrosa (reached with IR light). 
• Three nevi were included in the analysis. The three had different overall spectral 
behaviors and appearances, especially in the IR. This could be related with 
different etiologies and locations, and might help in the evaluation of the risk for 
them to evolve into melanomas; nevertheless, the limited number of samples is 
judged to be a bias and thus, no conclusions can be drawn.  
• Images acquired of an eye undergoing photocoagulation were also reported. 
According to literature, the contrast analysis shows high levels of 
photocoagulated areas at short wavelengths, which can be attributed to 
autofluorescent emission of the photodamaged retina. In addition, contrasts above 
1 and well distinguishable lesions can be observed in longest wavelength NIR 
images. This suggest that a damage at the level of the RPE is present, leading to 










7 FUTURE WORK 
 
In this chapter, possible new research lines and system improvements are suggested for future 
work related with this thesis. 
1. Hyperspectral system improvements. 
 
a) A single lens custom objective would reduce considerably the back reflections 
compared to the current achromatic doublet-based approach. However, it would 
require the design of a complex detection system to compensate for the aberrations 
(especially the chromatic component in such a broadband instrument). 
b) Using a continuous illumination ring instead of discontinuous LEDs would reduce 
illumination inhomogeneities on the fundus image. Nevertheless, this solution is not 
recommended unless (a) is accomplished due to the back reflections removal 
complexity it would imply. 
c) The next generation of the hyperspectral fundus camera should include an alignment 
platform that permits to move and rotate the entire system independently to the 
patient’s fixation, as in commercial systems. This would considerably increase the 
quality of the acquired images and avoid misalignment errors. 
d) A Hartmann (Scheiner) mask, inserted after the refraction compensation module, 
would increase the focusing precision of the system, allowing for fine adjustments 
while the operator is acquiring the hyperspectral sequence. 
e) An electro-mechanical translational stage would avoid to manually correct for 
patient’s refraction and could work together with an autofocus algorithm. 
f) An adaptive optical system coupled with a zoom would improve image quality 
(correcting for patient’s astigmatism and higher order aberrations). Moreover, it 
would allow investigating specific regions of the FOV in detail. 
g) Selective-wavelength filters could be inserted in the VIS-NIR detection path. This 
would allow the acquisition and reconstruction of autofluorescent spectra for a 
quantitative estimation of the amount of fluorescence in damaged retinal areas. 
 
2. Further analysis using the available data archive. 
 
a) In cases where a large data sample is available (e.g., healthy structures, RPE 
atrophies, drusen, etc.) as well as diagnostic information, the ROIs and the labels of 
the data archive could be used to train machine learning algorithms to recognize and 
associate different lesions with specific diseases.  
b) Using the spectral information, a segmentation algorithm for specific regions could 
be developed. For example, retinal and choroidal vasculature could be independently 
segmented using VIS-NIR and NIR-IR spectral range, respectively. 
c) After a careful revision of the literature on spectral models of ocular media and 
retina, spectra of substances such as melanin, macular pigments or hemoglobin could 
be isolated to provide absolute reflectance information and increase the clinical 
capability of the system. For instance, a robust estimation of the state of the RPE 










3. Future studies and novel research lines using the developed hyperspectral system. 
 
a) The system has shown to add remarkable information to standard diagnostic 
methods. Specific clinical studies should be carried out to extend and corroborate the 
use of such broadband technology to image the retina.  
 
Below a list of some possible further investigations is presented. 
 
• Further cases of dry and wet ARMD could be acquired in order to discriminate 
them using spectral information. 
• The differentiation between hard and soft drusen could be reinforced and the risk 
of soft drusen evolution could be assessed from their spectra. 
• Correlating autofluorescence emission intensities with spectra from healthy and 
diseased retinal regions could take to a robust prediction of RPE degeneration. 
• Dystrophies of the macula could be automatically classified using spectral 
information, rather than shapes. 
• Extending the study on glaucoma, morphological and spectral hints of its state 
and evolution could be found using the enhanced penetration depth of IR 
wavelengths. 
• A broader spectral study of optics disk drusen in the NIR-IR spectral region could 
be carried out. This would be interesting especially in young subjects where the 
optic disk drusen are buried in the nerve, being difficult to image them with 
conventional instrumentation. 
• Oximetry studies could be done for the retinal and choroidal vasculature using 
the entire spectral range and a proper calibration/model. In particular, the results 
of this thesis suggest that an estimation of choroidal and retinal oxygenation in 
blood vessels could be possible in the NIR-IR. This study could give, for the first 
time, a live video monitoring of the oxygenation of the ocular fundus without 
using mydriatic drugs or high visible light radiation (which disturb the patient and 
bleach photoreceptors).  
• Extending the study on choroidal tumors, subjects with melanomas should be 
included. NIR-IR light is very promising in giving new information on tumors 
evolution and prognosis. 
 
b) Sequences of spectral images of subjects affected by other retinal and choroidal 
disorders, not present in our study, should be acquired to further investigate the 
applicability of the system. Examples are diabetic retinopathy, RAP, retinitis 
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Vol. 11073, pages. 110730Y-1-5 (Oral presentation). 
 
• 2019. Alterini, T., Diaz, F., Vilaseca, M., “Spectral analysis of the retina and the choroid 
in the visible and near infrared: preliminary results of a clinical study”, New trends in 
biomedical imaging and data analysis, Be-Optical Final conference, Göttingen 
(Germany), 3-4 July, Book of abstracts, 19-20 (Oral presentation). 
 
• 2019. Alterini, T., Diaz, F., Vilaseca, M., “Fast visible and near-infrared extended 
hyperspectral fundus camera”, 4th Be-Optical Workshop, Berlin (Germany), 11-12 
March (Oral presentation). 
 
• 2018. Alterini, T., Diaz, F., Vilaseca, M., “One-shot hyperspectral fundus camera with 
visible and infrared image sensors”, International Conference on Fluorescence Super-
Resolution Microscopy, Spectroscopy, Molecular Cell Mechanics and Theoretical 
Neurophysics (Biophysics by the sea), Alcudia (Spain), 7-12 October, Book of abstracts 
(Oral presentation). 
 
• 2018. Alterini, T., Diaz, F., Vilaseca, M., “Hyperspectral fundus camera with sensibility 
beyond the visible range: a pilot study”, The Association for research in Vision and 
Ophthalmology Annual Meeting, Honolulu (Hawaii, USA), 29 April - 3 May, Book of 
abstracts (Poster presentation). 
 
• 2018. Alterini, T., Diaz, F., Vilaseca, M., “Custom made LED-based system for 
extended hyperspectral retinal imaging”, International Conference on BioMedical 
Photonics (ICBP 2018), 2nd Be-Optical Workshop, La Grande-Motte, Montpellier 












• 2019. Alterini, T., Diaz, F., Burgos-Fernández F. J., Vilaseca, M., “Medidas 
hiperespectrales de fondo de ojo: una nueva herramienta para el diagnóstico 
oftalmológico”, XII Congreso Nacional de Color (CNC 2019), Actas del congreso, 
pags. 161-164. 
 
• 2018. Alterini, T., Diaz, F., Vilaseca, M., “Retinógrafo hiperespectral basado en LEDs 
para la obtención de imágenes de fondo de ojo en el visible e infrarrojo”, XII Reunión 
Nacional de Óptica, Castellón (Spain), Libro de resúmenes, pag. 127. 
Awards 
• SPIE 2018 Student Prize received at the XII Reunión Nacional de Óptica held in 
Castellón and granted by the SPIE (The International Society for Optics and Photonics). 
The work presented was entitled "Hyperspectral retinoscope based on LEDs for 
obtaining fundus images in the visible and infrared" and was authored by: Tommaso 
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Component Manufacturer Reference Description 
1 Custom made - LED aluminum cage 
2 a Custom made VIS ring Visible illumination ring 
2 b Custom made NIR ring Near InfraRed illumination ring 
2 c Custom made IR ring InfraRed illumination ring 
3 EDMUND 86-697 Short-pass filter, 25x36 mm, cut-off wavelength 1100 nm 
4 EDMUND 64-449 Cold mirror, 30x30 mm, cut-off wavelength 730 nm 
5 a, b EDMUND 49-390 
50mm Dia. x 100mm FL, VIS-NIR Coated, Achromatic 
Lens 
6 THORLABS ID50/M 
Mounted Standard Iris, Ø50 mm Max Aperture, TR75/M 
Post 
7 2CI - Plastic printed binary mask 
8 Custom made - Fixation target 
9 EDMUND 01-914-522 2" Dia. Protected Aluminum, λ/10 Flat Fused Silica 
10 Custom made - Methacrylate optical window 
11 EDMUND 49-371 30mm Dia. x 50mm FL, VIS-NIR Coated, Achromatic Lens 
12 EDMUND 49-389 50mm Dia. x 75mm FL, VIS-NIR Coated, Achromatic Lens 
13 ALTECHNA - 25.4 mm diameter, protected aluminum holed mirror 
14 EDMUND 67-422 25 x 50mm EFL Steinheil Triplet Achromatic Lens 
15 THORLABS DMLP950R 25 mm x 36 mm Longpass Dichroic Mirror 950 nm Cutoff 
16 EDMUND 45-221 
25mm Dia x -50mm FL Negative Doublet Lens MgF 
Coated 
17 Custom made - VIS and NIR detection field diaphragm, 14 mm diameter 
18 a EDMUND 49-384 
40mm Dia. x 250mm FL, VIS-NIR Coated, Achromatic 
Lens 
18 b EDMUND 63-725 
40mm Dia. x 100mm FL, VIS-NIR Coated, Achromatic 
Lens 
19 Custom made - Aluminum optical platform 
20 Custom made - VIS and NIR detection aperture diaphragm, 7 mm diameter 
21 Hamamatsu C11440-22C CMOS camera 




Ø2" (Ø50.8 mm) Protected Gold Mirror 
24 EDMUND 55-282 
25mm Travel, Metric Micrometer, Solid Top Ball Bearing 
Stage 
25 a THORLABS 
AC254-125-
C 
f=125.0 mm Ø1" Achromatic Doublet ARC: 1050-1700 nm 
25 b THORLABS 
AC254-075-
C 
f=75.0 mm Ø1" Achromatic Doublet ARC: 1050-1700 nm 
26 Custom made - NIR and IR detection aperture diaphragm, 6 mm diameter 










HOJA DE INFORMACIÓN AL PACIENTE Y CONSENTIMIENTO INFORMADO, 
 Modelo para pacientes con enfermedades o alteraciones retinianas  
 




Usted está invitado a participar en un proyecto de investigación para comprobar la validez para uso clínico 
de una nueva técnica experimental. Ésta técnica consiste en analizar el fondo de ojo con una cámara 
multiespectral que registra fotografías del fondo de ojo a diferentes longitudes de onda (colores). El 
propósito de este estudio es comprobar si a partir de dichas imágenes se puede obtener información que 
queda escondida en las imágenes de color convencionales disponibles en la actualidad, y que puede ser 
relevante para el diagnóstico de enfermedades de retina.  
 
Se realizarán medidas del fondo de ojo con una cámara multiespectral. Para las medidas usted deberá 
apoyar su barbilla en la mentonera de los instrumentos, fijando su vista en un test de fijación. Una vez el 
examinador ha alineado el instrumento con su ojo, se realizará la medida correspondiente. La duración de 
cada medida es de 1 minuto aproximadamente. Podrá parpadear normalmente. En ningún momento se 
realiza contacto con su ojo. 
 
El objetivo es poder comparar estas imágenes con las imágenes de retinografía y OCT que se le hayan 
tomado  dentro de la práctica habitual para el diagnóstico y seguimiento de la enfermedad. 
 
Ninguna de las pruebas que le realicemos fuera de la práctica habitual le supondrán un gasto adicional. 
 
El participar en este estudio le tomará aproximadamente 15 minutos. 
 
Riesgos y beneficios 
Las medidas no son invasivas (no existe contacto con  su ojo) y no representan ningún riesgo.  El material 
utilizado ha sido diseñado para cumplir con un muy amplio margen la normativa Europea en materia de 











Si ha leído este documento y ha decidido participar, por favor entienda que su participación es voluntaria  
y que usted tiene derecho a abstenerse de participar o retirarse del estudio en cualquier momento, sin 
ninguna penalización. Tiene derecho a no contestar alguna pregunta en particular. También tiene derecho 
a recibir una copia de este documento. 
 
Confidencialidad 
Su participación en este estudio será tratada con total confidencialidad según lo dispuesto en el reglamento 
(UE) 2016/679 del Parlamento Europeo y del Consejo, de 27 de abril de 2016, relativo a la protección de 
las personas físicas en lo que respecta al tratamiento de datos personales y a la libre circulación de estos 
datos y por el que se deroga la Directiva 95/46/CE (Reglamento general de protección de datos*) 
La cumplimentación y entrega de este documento implica su consentimiento para participar en este 
estudio. 
Si tiene alguna pregunta o queja, por favor comuníquese _____________--TElf______________ 
 
________________________________  ______________________________  ________________________________ 
Nombre del paciente                         Firma                                               Fecha 
 
He discutido el contenido de esta Hoja de Consentimiento con el arriba firmante. Le he explicado los riesgos y beneficios del estudio. 
 
_________________________________   ______________________________   ________________________________ 
Nombre del investigador                      Firma                                                Fecha 











HOJA DE INFORMACIÓN AL PACIENTE Y CONSENTIMIENTO INFORMADO 
Modelo para sujetos voluntarios sanos  
 




Usted está invitado a participar en un proyecto de investigación para comprobar la validez para uso clínico 
de una nueva técnica experimental. Ésta técnica consiste en analizar el fondo de ojo con una cámara 
multiespectral que registra fotografías del fondo de ojo a diferentes longitudes de onda (colores). El 
propósito de este estudio es comprobar si a partir de dichas imágenes se puede obtener información que 
queda escondida en las imágenes de color convencionales disponibles en la actualidad, y que puede ser 
relevante para el diagnóstico de enfermedades de retina.  
El objetivo es poder comparar estas imágenes con imágenes de retinografía y OCT ,  es por ello que le 
pedimos autorización para realizarle estas pruebas adicionales. 
 
Se realizarán medidas del fondo de ojo con una cámara multiespectral.Para las medidas usted deberá 
apoyar su barbilla en la mentonera de los instrumentos, fijando su vista en un test de fijación. Una vez el 
examinador ha alineado el instrumento con su ojo, se realizará la medida correspondiente. La duración de 
cada medida es de 1 minuto aproximadamente. Podrá parpadear normalmente. En ningún momento se 
realiza contacto con su ojo.  
 
Con el retinógrafo convencional y el OCT el paciente debe apoyar su barbilla en la mentonera del equipo, 
fijando su vista en un test de fijación. Una vez el examinador ha alineado el instrumento con su ojo, el equipo 
realizará la medida. La duración de cada medida es de 1 minuto aproximadamente. Podrá  parpadear 
normalmente. En ningún momento se realiza contacto con su ojo . No será necesario dilatar la pupila. 
 
Ninguna de las pruebas que le realicemos fuera de la práctica habitual le supondrán un gasto adicional. 
 
El participar en este estudio le tomará aproximadamente 25  minutos. 
 
Riesgos y beneficios 
Las medidas no son invasivas (no existe contacto con su ojo) y no representan ningún riesgo.  El material 
utilizado ha sido diseñado para cumplir con un muy amplio margen la normativa Europea en materia de 











Si ha leído este documento y ha decidido participar, por favor entienda que su participación es voluntaria  
y que usted tiene derecho a abstenerse de participar o retirarse del estudio en cualquier momento, sin 
ninguna penalización. Tiene derecho a no contestar alguna pregunta en particular. También tiene derecho 
a recibir una copia de este documento. 
 
Confidencialidad 
Su participación en este estudio será tratada con total confidencialidad según lo dispuesto en el reglamento 
(UE) 2016/679 del Parlamento Europeo y del Consejo, de 27 de abril de 2016, relativo a la protección de 
las personas físicas en lo que respecta al tratamiento de datos personales y a la libre circulación de estos 
datos y por el que se deroga la Directiva 95/46/CE (Reglamento general de protección de datos*) 
La cumplimentación y entrega de este documento implica su consentimiento para participar en este 
estudio. 
Si tiene alguna pregunta o queja, por favor comuníquese con ______________telf____________ 
 
 
________________________________  ______________________________  ________________________________ 
Nombre del paciente                         Firma                                               Fecha 
 
He discutido el contenido de esta Hoja de Consentimiento con el arriba firmante. Le he explicado los riesgos y beneficios del  estudio. 
 
_________________________________   ______________________________   ________________________________ 
Nombre del investigador                      Firma                                                Fecha 
o persona designada 
 
 
 
 
 
