Abstract: Land Use and Land Cover (LULC) classification is vital for environmental and ecological applications. Sentinel-2 is a new generation land monitoring satellite with the advantages of novel spectral capabilities, wide coverage and fine spatial and temporal resolutions. The effects of different spatial resolution unification schemes and methods on LULC classification have been scarcely investigated for Sentinel-2. This paper bridged this gap by comparing the differences between upscaling and downscaling as well as different downscaling algorithms from the point of view of LULC classification accuracy. The studied downscaling algorithms include nearest neighbor resampling and five popular pansharpening methods, namely, Gram-Schmidt (GS), nearest neighbor diffusion (NNDiffusion), PANSHARP algorithm proposed by Y. Zhang, wavelet transformation fusion (WTF) and high-pass filter fusion (HPF). Two spatial features, textural metrics derived from Grey-Level-Co-occurrence Matrix (GLCM) and extended attribute profiles (EAPs), are investigated to make up for the shortcoming of pixel-based spectral classification. Random forest (RF) is adopted as the classifier. The experiment was conducted in Xitiaoxi watershed, China. The results demonstrated that downscaling obviously outperforms upscaling in terms of classification accuracy. For downscaling, image sharpening has no obvious advantages than spatial interpolation. Different image sharpening algorithms have distinct effects. Two multiresolution analysis (MRA)-based methods, i.e., WTF and HFP, achieve the best performance. GS achieved a similar accuracy with NNDiffusion and PANSHARP. Compared to image sharpening, the introduction of spatial features, both GLCM and EAPs can greatly improve the classification accuracy for Sentinel-2 imagery. Their effects on overall accuracy are similar but differ significantly to specific classes. In general, using the spectral bands downscaled by nearest neighbor interpolation can meet the requirements of regional LULC applications, and the GLCM and EAPs spatial features can be used to obtain more precise classification maps.
spatial details of its 10-m bands into its 20-m bands and generate an image with all ten multispectral bands at a 10-m spatial resolution.
In order to investigate the impact of spatial resolution unification schemes on LULC classification, we compared the classification accuracy of images generated by one upscaling and six downscaling methods, including nearest neighbor interpolation, which is also used as the spatial interpolation method in upscaling, and five pansharpening algorithms, namely, Gram-Schmidt (GS), nearest neighbor diffusion (NNDiffusion), PANSHARP proposed by Y. Zhang, wavelet transformation fusion (WTF) and high-pass filter fusion (HPF). However, the pixel-based classification only utilized spectral information, without considering texture and contextual information, which has not enough capability to fully evaluate the effects of image sharpening on classification [32, 33] . To compensate for this shortcoming, we added spatial features to ensure the assessment was more comprehensive and unbiased. Spatial features can be derived by several approaches; the most widely used are textural analysis and mathematical morphology [34, 35] . Texture is an effective representation of spatial relationship and contextual information. Grey-Level-Co-occurrence Matrix (GLCM) has been proved to be of great value in LULC classification on several data [36] [37] [38] [39] . Mathematical morphology is a framework which can be extended into morphological profiles (MPs), extended MPs (EMPs), attribute profiles (APs), extended APs (EAPs), extended multi-AP (EMAP) [40] [41] [42] . APs provide a multilevel characterization of the input image by the sequential application of morphological attribute filters, and it can be considered as a generalization of MPs. EAPs is computed on a few principal components (PCs) extracted by Principal Components Analysis (PCA) transformation, not only addresses the limitation of MPs in the capability of describing spatial features, but addresses the constraint of APs in the computational intensity and reduce the dimensionality of the original feature space. Thus, EAPs has been widely used to improve the accuracy of LULC classification on high resolution and hyperspectral images [43, 44] . Although the EAPs have been successfully applied to middle resolution remote sensing images, they were not investigated in Sentinel-2, as well as GLCM [45, 46] .
The specific research objectives are to: (1) evaluate the effects of the two different spatial resolution unification schemes, i.e., upscaling and downscaling, on classification accuracy of Sentinel-2 imagery; (2) assess the role of image sharpening techniques in LULC classification; and (3) investigate the value of spatial features, i.e., EAPs and GLCM, in LULC classification. The remainder of this paper is organized as follows: the general situation of study area and data are presented in Section 2. Spatial resolution unification schemes and datasets, as well as the classification system, are introduced in Section 3. Section 4 illustrates and discusses the classification results. Finally, conclusions are drawn in Section 5.
Study Area and Data

Study Area
Taihu Lake, the third largest freshwater lake in China, has been encountering the threat of water eutrophication over the last three decades, which was consistent with the rapid urbanization and LULC changes in the basin [47, 48] . Xitiaoxi River is the main inflow river in the southwest of the lake, and annually discharges nearly 30% of water volume (its location shown in Figure 1 ). This river is 159 km long and encompasses a watershed area of 2200 km 2 (30 • 22.5 -30 • 53 N, 119 • 14 -119 • 57 E; its range as shown in Figure 1 ), accounting for six percent of the entire Taihu Basin. A more detailed LULC map plays a vital role in analyzing rural nonpoint source pollution of this watershed and its effect on water quality to the lake. The watershed belongs to northern subtropical monsoon climate with an average annual temperature of 15.5 • C and a mean annual precipitation of 1465.8 mm. The northeastern part of this basin is flat land with the lowest elevation of 1.2 m, and the southwest is mountainous with the highest elevation of 1587 m [49] . The dominant land use types of this watershed are forest and agricultural land as it located mainly in the rural area. 
Data
Sentinel-2 is a twin satellites constellation consisting of Sentinal-2A launched on 23 June 2015 and Sentinal-2B followed on 7 March 2017. The two satellites flying in the same orbit but phased at 180° to provide a high revisit frequency of five days with a constant view angle to the same target area. The onboard Multispectral Imager Instruments (MSI) covers a field of view of 290 km and provides thirteen spectral bands from visible near-infrared (VNIR) to SWIR, with the ground sampling distance (GSD) of four bands at 10 m, six bands at 20 m and three bands at 60 m [50] . The coastal band (band 1), water vapor band (band 9) and cirrus band (band 10) are at the same GSD of 60 m. Three red edge bands (i.e., bands 5, 6, and 7), an NIR band (band 8a), and two SWIR bands (bands 11 and 12) are the same at 20 m. Bands 2, 3, and 4 are three visible bands (R/G/B) at a 10-m GSD as the left NIR band (band 8). Sentinel-2 standard level-1C (L1C) products are available freely from the Copernicus Scientific Data Hub website as Top-of-Atmosphere (TOA) reflectance orthoimages in terms of elementary granules of fixed size. The granules, also called tiles, are the minimum indivisible partition of a product in 100 × 100 km 2 with UTM/WGS84 projection [7] . The whole watershed is over the coverage of one tile, and two tiles acquired on 28 February 2017 with the center position coordinates of 31°6′45′′N, 119°40′20′′E and 30°12′39′′N, 119°38′52′′E, respectively, were used for subsequent processing. 
Sentinel-2 is a twin satellites constellation consisting of Sentinal-2A launched on 23 June 2015 and Sentinal-2B followed on 7 March 2017. The two satellites flying in the same orbit but phased at 180 • to provide a high revisit frequency of five days with a constant view angle to the same target area. The onboard Multispectral Imager Instruments (MSI) covers a field of view of 290 km and provides thirteen spectral bands from visible near-infrared (VNIR) to SWIR, with the ground sampling distance (GSD) of four bands at 10 m, six bands at 20 m and three bands at 60 m [50] . The coastal band (band 1), water vapor band (band 9) and cirrus band (band 10) are at the same GSD of 60 m. Three red edge bands (i.e., bands 5, 6, and 7), an NIR band (band 8a), and two SWIR bands (bands 11 and 12) are the same at 20 m. Bands 2, 3, and 4 are three visible bands (R/G/B) at a 10-m GSD as the left NIR band (band 8). Sentinel-2 standard level-1C (L1C) products are available freely from the Copernicus Scientific Data Hub website as Top-of-Atmosphere (TOA) reflectance ortho-images in terms of elementary granules of fixed size. The granules, also called tiles, are the minimum indivisible partition of a product in 100 × 100 km 2 with UTM/WGS84 projection [7] . The whole watershed is over the coverage of one tile, and two tiles acquired on 28 Figure 2 illustrates a flowchart of the methodology used in this study. In the first stage, the Sentinel-2 L1C product was geometrically unified into seven datasets at two different spatial resolutions. Then, EAPs and GLCM were calculated and integrated with spectral bands separately or together to form four feature sets. Finally, seven data sets with four feature sets generate twenty-eight classification scenarios, each of which was delineated into seven classes, including shrub, forest, agricultural land, bare land, built-up areas, water, and road with random forest.
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Remote Sens. 2017, 9, 1274 5 of 17 Figure 2 illustrates a flowchart of the methodology used in this study. In the first stage, the Sentinel-2 L1C product was geometrically unified into seven datasets at two different spatial resolutions. Then, EAPs and GLCM were calculated and integrated with spectral bands separately or together to form four feature sets. Finally, seven data sets with four feature sets generate twenty-eight classification scenarios, each of which was delineated into seven classes, including shrub, forest, agricultural land, bare land, built-up areas, water, and road with random forest. 
Methods
LUCC Classification Procedure
Geometric Unification Schemes by Upscaling and Downscaling
In data processing, there is no need to do further geometric correction for L1C products, and only atmospheric correction and spatial resolution unification are required. The atmospheric effects can be well eliminated by the Sen2Cor algorithm [51] . After Sen2Cor processing, the L1C TOA reflectance values were converted into Level-2A (L2A) Bottom-of-Atmosphere (BOA) reflectance values.
The spatial resolution was unified by one upscaling and six downscaling methods. As the most common way in re-scaling the pixel resolutions, nearest neighbor resampling was used both in upscaling and downscaling in our study, and the downscaled image by resampling is regarded as the benchmark. For downscaling, it just divides one pixel into four adjacent pixels with the same value and has the advantages of completely preserving original information, simple and fast [17] . Besides resampling, five popular pansharpening algorithms, namely, GS, NNDiffusion, PANSHARP, WTF, and HPF were used in downscaling.
GS is a representative pansharpening method based on CS. The CS-based methods substitute an HR image for the selected band after spectral transformation. GS replace the HR band (usually refers to PAN band) for the first band of Gram-Schmidt transformation performed by a simulated low resolution (LR) image averaged by the LRMS bands as the first band and followed by these LRMS bands [20] . 
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NNDiffusion and PANSHARP are all based on statistics. They use statistics to decide the contribution of each MS bands to the PAN band [52] . Different from PANSHARP, NNDiffusion decides the weights according to a diffusion model inferred from the Pan band that relates the similarity of the pixel of interest to the neighboring superpixels [53] . The statistics-based algorithms have advantages over traditional CS-based algorithms (e.g., IHS and PCA) in spectral fidelity for those sensors whose PAN band's wavelength extended into near infrared.
WTF and HPF are traditional image fusion algorithms based on MRA. Both of them extract the high frequency information from HR image and inject to LRMS image; however, their high frequency components extraction methods are distinct. WTF extracts the high frequency information by a wavelet transformation and integrated with every LRMS bands by replacing the low frequency approximation generated from wavelet transformation with the LRMS image and followed by an individual inverse wavelet transformation [54] . HPF extracts the high frequency information by a high pass filter and integrates that with LR bands by a specified weight [55] . The MRA-based pansharpening algorithms can highly preserve the spectral characteristics since its spatial information obtained from the HR band and spectral information obtained from the LRMS image.
After preprocessing, one BOA reflectance image at a 20-m GSD and six images at 10 m were generated, and as shown in Table 1 . Table 1 . Data sets generated by preprocessing. For the task of downscaling Sentinel-2 images by fusion, each of its four 10-m bands can be treated as a PAN-like band as mentioned before. The criterion for optimal PAN-like band selection can be decided by the center wavelength proximity or the spectral similarity between the bands at 10 m and 20 m [56, 57] . The central wavelength is sensor property, which was fixed in hardware manufacturing. By this criterion, each sensor can achieve a consistent result. Band correlation is affected not only by sensor parameters but also by surface factors, such as surface composition and topography. Therefore, it may cause distinct results between different scenes obtained by the same sensor. Table 2 shows the results of the most suitable PAN-like band to each 20-m bands of our two image tiles by these two criteria. The two tiles achieved the same result that band 4 to be the PAN-like band for bands 5 and 6, and band 8 for bands 7, 8a, 11, and 12 by central wavelength proximity. However, based on spectral similarity, band 4 to be the PAN-like band for bands 5 and 12, and band 8 for the rest four 20-m bands in one tile, while band 8 is the optimal PAN-like band for all 20-m band in the other tile. Considering the methodological consistency of our two image tiles, we selected the central wavelength proximity as the basis for PAN-like bands selection. Consequently, the spatial details of band 4 were merged into bands 5 and 6, and those of band 8 were merged into bands 7, 8a, 11, and 12. 
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Spatial interpolation
Feature Sets
The textural metrics of GLCM and morphological profiles of EAPs were integrated with spectral bands in a vector composite way to take full advantages of image sharpening [35] . Eight commonly used texture variables in the context of remote sensing image analysis were derived from GLCM, namely, mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation [58] . The GLCM variables were calculated with an interpixel distance of 1, a window size of 7 × 7 and quantization level of 64.
Using the EAPs in moderate spatial resolution imagery and very high resolution image has no important differences. Following the general guideline, the PCs extracted from the original spectral bands with cumulative eigenvalues of more than 99% were selected for subsequent analysis [41] . APs contained in the image were extracted by EAPs according to two attributes, i.e., area and standard deviation. An automatic scheme was employed to avoid the troubles of choosing rational threshold values [46] .
EAPs and GLCM were integrated with spectral bands separately or together to form four feature sets as follows: spectral bands only (F1 in Table 3 ), spectral bands adding GLCM (F2 in Table 3 ), spectral bands adding EAPs (F3 in Table 3 ) and spectral bands adding both GLCM and EAPs (F4 in Table 3 ). Four feature sets of seven data sets formed 28 classification scenarios as summarized in Table 3 . Table 3 . The combination schemes of each data and feature sets of all twenty eight classification scenarios. R20  R10  G10  N10  P10  H10  W10   F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4 Spectral EAPs GLCM
Input Variable
Random Forest Classifier
All classification scenarios were implemented by the random forest (RF) classifier. RF is a general form of decision tree based ensemble methods, where each tree is generated using a random vector sampled independently from the input vector and casts a unit vote for the most popular class at each input instance [59, 60] . RF has been proved to be effective as compared to other non-parametric classifiers, e.g., k-Nearest Neighbor (k-NN) and Neural Network (NN) in terms of classification accuracy, computational complexity and parameter selection. Moreover, RF is also robust against a high number variables and relatively insensitive to multicollinearity of the features [34, 61] . In addition, RF provides a measure of the input features' importance through random permutation, which can be used for feature ranking or selection [62] .
In order to achieve the optimal classification results, two key parameters should be predefined: the number of features used at each node to generate a tree (mtry) and the number of trees to be grown (ntree) [34] . To determine the optimal ntree in RF, we tested it from 20 to 100 and 100 to 1000 with the step of 20 and 100, respectively, by using the upscaled image by nearest neighbor resampling. It was found that classification performance was no longer sensitive to ntree when it was over 100.
Consequently, ntree was set to 200 and mtry was set equal to √ ntree by considering classification accuracy and computational efficiency. More information about the mathematical formulation and its parameters can be found in the literature [63] .
Classification Results and Discussion
The reference data were generated by visual interpretation of high spatial resolution satellite images obtained from Google Earth. Finally, 46,397 pixels were obtained, and 10% (4641 pixels) of them was randomly selected as training samples, and the remaining 90% (41,756 pixels) was used for testing (the detail number for each class are shown in Table 4 ). Classification accuracy was evaluated with such metrics as class accuracy, overall accuracy (OA) and the kappa coefficient (Kappa). It should be noted that each experiment was run 10 times, and the averaged accuracy metrics were used to assess the classification result to avoid the biased evaluation. The results obtained from different classification scenarios are distinct but have a significant regularity in spatial resolution and feature sets. In general, for LULC classification of Sentinel-2, from the perspective of spatial resolution, the higher spatial resolution, the better classification accuracy. From the perspective of feature sets, the more features input, the better accuracy can be achieved. Most of the scenarios can meet the requirement of LULC classification, in addition to six data sets solely based on spectral bands. In that case, although all their OA exceeded 85%, some classes accuracy were less than 70%, which cannot satisfy the lowest precision requirements proposed by Thomlinson [64, 65] .
The class accuracy, OA, and Kappa coefficient for each scenario are shown in Table 5 . Based on this table, Figures 3-6 are plotted for showing the distinction between different classification scenarios more intuitively. Figures 3 and 4 show the OA and Kappa of all classification scenarios, respectively. Figure 5 presents the feature importance of spectral bands using data sets obtained by all downscaling methods. Figure 6 indicates the differences of GLCM and EAPs in the promotion of class accuracy between all seven data sets.
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The results obtained from different classification scenarios are distinct but have a significant regularity in spatial resolution and feature sets. In general, for LULC classification of Sentinel-2, from the perspective of spatial resolution, the higher spatial resolution, the better classification accuracy. From the perspective of feature sets, the more features input, the better accuracy can be achieved. Most of the scenarios can meet the requirement of LULC classification, in addition to six data sets solely based on spectral bands. In that case, although all their OA exceeded 85%, some classes accuracy were less than 70%, which cannot satisfy the lowest precision requirements proposed by Thomlinson [64, 65] .
The class accuracy, OA, and Kappa coefficient for each scenario are shown in Table 5 . Based on this table, Figures 3-6 are plotted for showing the distinction between different classification scenarios more intuitively. Figures 3 and 4 show the OA and Kappa of all classification scenarios, respectively. Figure 5 presents the feature importance of spectral bands using data sets obtained by all downscaling methods. Figure 6 indicates the differences of GLCM and EAPs in the promotion of class accuracy between all seven data sets. The results obtained from different classification scenarios are distinct but have a significant regularity in spatial resolution and feature sets. In general, for LULC classification of Sentinel-2, from the perspective of spatial resolution, the higher spatial resolution, the better classification accuracy. From the perspective of feature sets, the more features input, the better accuracy can be achieved. Most of the scenarios can meet the requirement of LULC classification, in addition to six data sets solely based on spectral bands. In that case, although all their OA exceeded 85%, some classes accuracy were less than 70%, which cannot satisfy the lowest precision requirements proposed by Thomlinson [64, 65] .
The class accuracy, OA, and Kappa coefficient for each scenario are shown in Table 5 . Based on this table, Figures 3-6 are plotted for showing the distinction between different classification scenarios more intuitively. Figures 3 and 4 show the OA and Kappa of all classification scenarios, respectively. Figure 5 presents the feature importance of spectral bands using data sets obtained by all downscaling methods. Figure 6 indicates the differences of GLCM and EAPs in the promotion of class accuracy between all seven data sets. 
Differences between Upscaling and Downscaling
In Table 5 , comparing R10 to G10, N10, P10, W10, and H10, the higher spatial resolution does not always lead to higher classification accuracy because of the within-class spectral variability increases at the same time [66] . However, in general, downscaling plays a more important role than upscaling in LULC classification based on Sentinel-2 imagery. Figures 3 and 4 clearly show that the upscaled image with a coarser spatial resolution achieved the lowest accuracy in all feature sets. This is because the nearest neighbor resampling not only loses the spatial details but also increases the proportion of mixed pixels by artificially combining four adjacent pixels into one, both of which have a detrimental effect on classification accuracy [67] . Figures 3 and 4 show clearly that based solely on spectral bands, the OA increased by 1.84% to 3.85% by different pansharpening algorithms compared to that of upscaling. In addition to OA, its 
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Differences between Upscaling and Downscaling
In Table 5 , comparing R10 to G10, N10, P10, W10, and H10, the higher spatial resolution does not always lead to higher classification accuracy because of the within-class spectral variability increases at the same time [66] . However, in general, downscaling plays a more important role than upscaling in LULC classification based on Sentinel-2 imagery. Figures 3 and 4 clearly show that the upscaled image with a coarser spatial resolution achieved the lowest accuracy in all feature sets. This is because the nearest neighbor resampling not only loses the spatial details but also increases the proportion of mixed pixels by artificially combining four adjacent pixels into one, both of which have a detrimental effect on classification accuracy [67] . Figures 3 and 4 show clearly that based solely on spectral bands, the OA increased by 1.84% to 3.85% by different pansharpening algorithms compared to that of upscaling. In addition to OA, its effects on specific classes, e.g., shrubs, agricultural land, built-up area and roads, are more remarkable. Particularly, the OA of agricultural land finally increased to 72.5% from 58.43% by nearest neighbor resampling, making the LULC maps valuable for practical applications by satisfying the lowest precision requirement.
Effects of Downscaling Algorithms
For Sentinel-2, first, the effect of image sharpening on classification accuracy improvement is negligible. As shown in Table 5 , based solely on spectral bands, HPF achieved the best accuracy than other pansharpening algorithms with an OA of 90.54% and Kappa of 0.88. Nevertheless, it is almost the same with the benchmark image downscaled by nearest neighbor resampling, which achieved an overall accuracy of 90.33% and Kappa of 0.87. This result is inconsistent with that obtained from MODIS and ASTER [27] , because the classification accuracy is not only affected by the different spectral fidelity of these pansharpening algorithms, but also influenced by the classification system and the characteristics of the Sentinel-2 data, and they can be illustrated by the global feature importance, as shown in Figure 5 [68] . The most important features contain bands 2, 3, 4, 11, and 12, where only two of them were sharpened. As feature importance represents its contribution to distinguish the different classes, it demonstrates that for our classification system that only contains major land cover and land use types, the original four 10-m bands can already well discriminate these classes. Compared to MODIS and ASTER, the more fine resolution bands of Sentinel-2 makes it of great convenience and potential in regional LULC mapping.
Second, because of the sensor dependence in spectral fidelity and spatial enhancement of different pansharpening algorithms, their effects on classification accuracy for Sentinel-2 imagery is distinct from that for other data. For example, the accuracies of NNDiffusion and PANSHARP are almost the same as GS, which illustrates that, for Sentinel-2, the statistics-based pansharpening algorithms have the same effect on classification accuracy as the one based on CS. It is inconsistent with the conclusion which has been proved on WordView-2, GeoEye-1, Landsat 7(ETM+), IKONOS, and QuickBird [23, 53] . That is because the spectral preservation capability of statistics-based algorithms is greatly limited by the spectral overlaps between the MS image and the PAN band. For Sentinel-2, only two of six bands at a 20-m GSD (bands 7 and 8a) have a spectral overlap with the PAN-like band (band8), resulting in a poor performance compared to the images with a PAN band. In addition, the MRA-based pansharpening algorithms can achieve a better spectral and spatial quality than those based on CS. This finding is consistent with other studies that used other sensor's data [69] .
In addition to the promotion to overall accuracy, image sharpening can also benefit some specific LULC classes. Figure 6 illustrates the accuracy of each class obtained by different downscaling methods. We can easily observe that image sharpening has advantages in class road with the classification accuracy increased by 3.8% with HPF and WTF and that the HPF also has a slight superiority in water. In contrast, image sharpening also has an obvious disadvantage in the shrub, bare land, and built-up areas.
Effects of Spatial Features
The spatial features were added to take full advantage of increased spatial details from image sharpening and to fully evaluate the potential of image sharpening for LULC classification of Sentinel-2. Besides that, the effects of two spatial features on classification accuracy were also assessed using Sentinel-2 imagery for the first time. In general, GLCM and EAPs have an obvious advantage over image sharpening in classification accuracy of Sentinel-2. Table 5 and Figures 3 and 4 illustrate that all the accuracy statistics are greatly increased after EAPs and GLCM were integrated separately or together independent from data sets. For example, the lowest improvement of EAPs was achieved on the upscaled image at a 20-m GSD with the OA increased by 3.42%, and the highest improvement was obtained on downscaled data by PANSHARP with the OA increased by 4.83%. GLCM achieved the lowest increase on the image sharpened by HPF with the OA increased by 4.25%, and its highest improvement was obtained on the image generated by GS with the OA increased by 6.23%.
They differ not only in the OA but also in different classes. In Figure 7 , the columns above x-axis represent that GLCM has a better performance than EAPs on its corresponding classes, and below x-axis are the opposite. The higher the column, the greater their differences in accuracy promotion. From this bar chart, EAPs and GLCM have a similar effect on agricultural land and forest, but in built-up area, water and road, GLCM performs better, and EAPs reverses its disadvantages in shrub and agricultural land.
Remote Sens. 2017, 9, 1274 12 of 17 and its highest improvement was obtained on the image generated by GS with the OA increased by 6.23%. They differ not only in the OA but also in different classes. In Figure 7 , the columns above x-axis represent that GLCM has a better performance than EAPs on its corresponding classes, and below xaxis are the opposite. The higher the column, the greater their differences in accuracy promotion. From this bar chart, EAPs and GLCM have a similar effect on agricultural land and forest, but in built-up area, water and road, GLCM performs better, and EAPs reverses its disadvantages in shrub and agricultural land. Figure 7 . Differences between extended attribute profiles (EAPs) and Grey-Level-Co-occurrence Matrix (GLCM) on class accuracy. Columns above x-axis stand for adding GLCM achieved a higher accuracy than EAPs on their corresponding classes, and those below x-axis are the opposite.
Conclusions
This paper assesses the effects of different spatial resolution unification schemes as well as spatial features on LULC classification accuracy using Sentinel-2 multi-resolution and multi-spectral images. For this purpose, one upscaling and six downscaling algorithms were used to generate seven data sets for classification. The spatial features of EAPs and GLCM were added to ensure an unbiased assessment by compensating for the shortcomings of image sharpening and spatial information loss in pixel-based classification. Their improvements in classification accuracy were investigated for the first time for Sentinel-2 imagery.
For Sentinel-2, downscaling based on even the most straightforward nearest neighbor resampling has an overwhelming superiority over upscaling in LULC classification. Therefore, we recommend the use of downscaling to unify the spatial resolution in data preprocessing for LULC classification of Sentinel-2.
For downscaling techniques, image sharpening has little effect on overall accuracy than spatial interpolation, and some of them even significantly underperform the resampling and are difficult to be applied. However, image sharpening algorithms outperform resampling in some specific classes, e.g., the two MRA-based methods, i.e., WTF and HPF, have obvious advantages than resampling in water and road, but at the cost of a lower accuracy in shrub, bare land, and built-up area. For image sharpening, the NNDiffusion and PANSHARP based on statistics achieved a similar accuracy as the GS method based on CS, and both of them underperform WTF and HPF, which are based on MRA.
Both EAPs and GLCM can significantly improve the LULC classification accuracy of Sentinel-2 imagery. The best accuracy can be achieved by adding both of them, similar to the findings in the 
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Resample(20m) Resample(10m) GS NNDiffusion PANSHARP WTF HPF Figure 7 . Differences between extended attribute profiles (EAPs) and Grey-Level-Co-occurrence Matrix (GLCM) on class accuracy. Columns above x-axis stand for adding GLCM achieved a higher accuracy than EAPs on their corresponding classes, and those below x-axis are the opposite.
Conclusions
Both EAPs and GLCM can significantly improve the LULC classification accuracy of Sentinel-2 imagery. The best accuracy can be achieved by adding both of them, similar to the findings in the previous literature. Although their improvements on overall accuracy are similar, the effectiveness to specific classes differ greatly. GLCM has a better performance in built-up area, water, and road, whereas EAPs contribute to a higher improvement in shrub and bare land. In agricultural land and forest, which already achieved a high precision, their effects are similar.
Although the spatial features have a significant effect on the accuracy of some specific classes, considering the computational complexity and the limited benefit of image sharpening, the image downscaled by nearest neighbor interpolation solely based on spectral bands can already meet the requirement of regional LULC applications. The EAPs and GLCM can be integrated with spectral bands separately or together for the applications that have a specific requirement to some certain classes. The most accuracy LULC map achieved by the downscaled image by HPF with the spatial features of EAPs and GLCM as shown in Figure 8 .
Remote Sens. 2017, 9, 1274 13 of 17 previous literature. Although their improvements on overall accuracy are similar, the effectiveness to specific classes differ greatly. GLCM has a better performance in built-up area, water, and road, whereas EAPs contribute to a higher improvement in shrub and bare land. In agricultural land and forest, which already achieved a high precision, their effects are similar. Although the spatial features have a significant effect on the accuracy of some specific classes, considering the computational complexity and the limited benefit of image sharpening, the image downscaled by nearest neighbor interpolation solely based on spectral bands can already meet the requirement of regional LULC applications. The EAPs and GLCM can be integrated with spectral bands separately or together for the applications that have a specific requirement to some certain classes. The most accuracy LULC map achieved by the downscaled image by HPF with the spatial features of EAPs and GLCM as shown in Figure 8 . Our further study will focus on establishing a hierarchical classification system that aims at discriminating more vegetation species, where the 20-m bands of Sentinel-2 (e.g., the three unique red-edge bands) have more contributions, to evaluate the potential of image sharpening in classifying different crops, trees, and other vegetation species. Our further study will focus on establishing a hierarchical classification system that aims at discriminating more vegetation species, where the 20-m bands of Sentinel-2 (e.g., the three unique red-edge bands) have more contributions, to evaluate the potential of image sharpening in classifying different crops, trees, and other vegetation species.
