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The electronic thermoelectric coefficients are analyzed in the vicinity of one and two Anderson
localization thresholds in three dimensions. For a single mobility edge, we correct and extend
previous studies and find universal approximants which allow us to deduce the critical exponent for
the zero-temperature conductivity from thermoelectric measurements. In particular, we find that at
nonzero low temperatures the Seebeck coefficient and the thermoelectric efficiency can be very large
on the “insulating” side, for chemical potentials below the (zero-temperature) localization threshold.
Corrections to the leading power-law singularity in the zero-temperature conductivity are shown
to introduce nonuniversal temperature-dependent corrections to the otherwise universal functions
which describe the Seebeck coefficient, the figure of merit and the Wiedemann-Franz ratio. Next,
the thermoelectric coefficients are shown to have interesting dependences on the system size. While
the Seebeck coefficient decreases with decreasing size, the figure of merit, first decreases but then
increases, while the Wiedemann-Franz ratio first increases but then decreases as the size decreases.
Small (but finite) samples may thus have larger thermoelectric efficiencies. In the last part we study
thermoelectricity in systems with a pair of localization edges, the ubiquitous situation in random
systems near the centers of electronic energy bands. As the disorder increases, the two thresholds
approach each other, and then the Seebeck coefficient and the figure of merit increase significantly,
as expected from the general arguments of Mahan and Sofo [J. D. Mahan and J. O. Sofo, Proc.
Natl. Acad. Sci. U.S.A. 93, 7436 (1996)] for a narrow energy range of the zero-temperature metallic
behavior.
I. INTRODUCTION
Thermoelectric coolers are based on the Peltier effect,
which predicts the appearance of a heat current when
an electric current is passed through a material.1 Alter-
natively, the Seebeck effect generates an electric current
from a temperature gradient. For a recent review, see
Ref. 2. When a thermodynamic system is connected to
two electronic reservoirs, the voltage V (equal to the elec-
trochemical potential difference divided by the electron
charge e) and the temperature difference ∆T = TH −TC
between the (hot and cold, TH > TC) reservoirs drive a
charge current je and a heat current jh between them. In
the linear-response regime, the charge and heat currents
are related to the thermodynamic driving forces (i.e., the
voltage and the temperature difference) via the Onsager
matrix, which is symmetric for time-reversal invariant
systems,3,4
(
je
jh
)
=
(
L11 L12
L12 L22
)(
V
∆T/T
)
, (1)
where T is the average temperature of the reservoirs (and
of the system). The commonly observed transport prop-
erties, namely the electrical conductivity σ, the ther-
mopower (or Seebeck coefficient) S, and the electronic
heat conductivity (in the absence of charge current) κ,5
are related to the elements of the Onsager matrix as fol-
lows:
σ = L11,
S = L12/(TL11),
κ = (L11L22 − L212)/(TL11). (2)
In the presence of time-reversal symmetry, the Peltier
coefficient Π and the Seebeck coefficient S are related
via the Onsager relation,
Π = TS = L12/L11. (3)
The thermodynamic efficiency η of a heat engine which
transforms heat Q (flowing out of the hot reservoir) into
electric work W is defined as the ratio η = W/Q = P/jh,
where P = dW/dt = jeV is the electric power. This ef-
ficiency is bounded by the Carnot efficiency, η ≤ ηC =
∆T/TH = 1−TC/TH .1,2,6 Much of the research on ther-
moelectricity is aimed at finding devices with a high ef-
ficiency. For systems with time-reversal symmetry, the
maximum efficiency is given by
ηmax = ηC
√
ZT + 1− 1√
ZT + 1 + 1
, (4)
where ZT is the dimensionless figure of merit,1,2
ZT =
σS2
κ
T =
L212
L11L22 − L212
. (5)
ar
X
iv
:1
70
7.
08
28
6v
2 
 [c
on
d-
ma
t.d
is-
nn
]  
6 O
ct 
20
17
2Clearly, ηmax approaches the Carnot efficiency ηC
when ZT approaches ∞. Unfortunately, high values of
ZT are difficult to achieve, and it is said that a good ther-
moelectric device should have ZT > 3.2 In the definition
of ZT , the central part of Eq. (5), the heat conductivity
κ consists of both the electronic heat conductivity and
the phononic heat conductivity. In the present paper we
mostly concentrate on the electronic heat conductivity,
and assume sufficiently low temperatures, so that we can
ignore the phononic heat conductivity. However, see the
discussion in the last section.
Another quantity of interest is the Wiedemann-Franz
ratio,
L = κ
σT
≡ S
2
ZT
. (6)
For the electronic charge and heat conductivities in met-
als, the Sommerfeld expansion yields the universal Lorenz
value7 L0 = (pi2/3)k2B/e2. However, as we discuss below,
in many cases one encounters smaller values of L, which
may imply larger values of ZT .
Ignoring inelastic phononic effects, the electronic
linear-response coefficients Lij are obtained with
the Chester-Thellung-Kubo-Greenwood (CTKG)
formulation8–10 as
L11 =
∫ ∞
−∞
dEσ0(E)F (E),
L12 =
1
|e|
∫ ∞
−∞
dE(E − µ)σ0(E)F (E),
L22 =
1
e2
∫ ∞
−∞
dE(E − µ)2σ0(E)F (E), (7)
where
F (E) = −df(E)
dE
≡ e

kBT (1 + e)2
=
1
4kBT cosh
2(/2)
(8)
is the negative derivative of the Fermi function with re-
spect to the energy E, f(E) = (1 + e)−1, with  =
(E − µ)/kBT . Here kB is the Boltzmann constant, while
T and µ are the (common) temperature and the electro-
chemical potential of the system, respectively. Note that
µ depends on temperature, coinciding with the Fermi en-
ergy EF only at T = 0.
11 Our results are expressed in
terms of µ, and thereby this subtle point is circumvented.
In Eq. (7), σ0(E) is the zero-temperature conductivity of
the system, which contains both the electronic density of
states and the Landauer transmission through the sys-
tem.
Clearly, if σ0(E) is symmetric with respect to µ then
L12 = 0 and the Seebeck coefficient S = 0. Therefore,
the thermoelectric effect requires breaking the electron-
hole symmetry. An extreme case of such breaking arises
when µ is close to a mobility threshold Ec, such that
σ0(E) = 0 for E < Ec and σ0(E) > 0 for E > Ec. This
FIG. 1: Schematic pictures of the density of states, ρ(E),
as a function of the energy E in three dimensions for (a) a
nonrandom system, (b) with two mobility edges near the band
edges, (c) with two mobility edges near the center of the band.
led to many studies of thermoelectricity in systems which
obey the leading power-law behavior,
σ0(E) =
{
0 (for E < Ec),
A|(E − Ec)/Ec|x (for E ≥ Ec), (9)
where A is a system-dependent constant (with the di-
mensions of conductivity) and x is a universal exponent
(which depends on the dimension, d, and on the symme-
try of the system). Such behavior arises near band edges
of nonrandom systems, where the electronic density of
states vanishes in the gap outside the band,12 and near
the mobility edge of disordered electronic systems which
undergo the Anderson localization transition.13–16 In the
former case, the density of states near the band edge in
d dimensions, with a quadratic dispersion (E−Ec) ∝ k2,
yields x = (d − 2)/2 [see Fig. 1(a)]. In the absence of
electron-electron interactions, the Anderson localization
transition exists only for d > 2, and for d = 3 numerical
estimates yield x = (d−2)ν ≈ 1.5, where ν is the critical
exponent for the localization length,17
ξ = ξ0|(E − Ec)/Ec|−ν . (10)
Theoretical analyses of Eqs. (7) with Eq. (9) are pre-
sented in quite a number of papers.11,18–27 Below we
3comment on these analyses and add several new approx-
imants for the thermoelectric coefficients. In addition,
we include three new generalizations. First, we note that
Eq. (9) contains only the leading singularity in σ0(E),
very close to Ec. Irrelevant variables near the localization
fixed point introduce corrections to this leading behavior
for E > Ec, of the form
16
σ0(E) = A|(E − Ec)/Ec|x[1 + a|(E − Ec)/Ec|y + ...],
(11)
where a is the amplitude of the leading correction term
and the dots represent higher-order corrections. For the
three-dimensional Anderson localization the singular cor-
rection exponent y seems to be much larger than 1.16
Therefore, larger deviations are expected to arise from
analytic corrections, with y = 1, which may result from
nonlinear scaling fields28 and from the energy depen-
dence of the density of states. Section II presents detailed
calculations of the thermoelectric coefficients in various
regimes, including these corrections.
Second, the finite-size dependence of the Onsager co-
efficients is introduced in Sec. III. For a sample of linear
size L, Eq. (9) must be replaced by the scaling form16
σ0(E,L) = A|(E − Ec)/Ec|xF(L/ξ), (12)
where F(z) is a universal scaling function which obeys
F(u) =

1 (for u 1, E > Ec),
u−x/ν (for |u|  1),
e−u (for u 1, E < Ec).
(13)
In three dimensions the exponents are related by x/ν =
d− 2 = 1.29
Figure 2 illustrates the zero-temperature conductivity
of a finite system. The plateaus appear in the region
|(E − Ec)/Ec| < (L/ξ0)−1/ν , where L < ξ and therefore
the zero-temperature conductivity depends only on L and
not on ξ. As the system size L decreases, the width of
the plateau increases. Since on this plateau σ0 does not
depend on the energy, electron-hole symmetry is main-
tained and this region will not contribute to the Seebeck
coefficient. Below we present new explicit results for the
size dependence of the various thermoelectric coefficients
and ratios.
Third, we note that the above discussion assumed a
single mobility edge at E = Ec, so that σ0(E) is nonzero
for all energies E > Ec, as in Eq. (9). As noted in
Refs. 30, 31 and 32, in a band of a finite width, the Ander-
son localization arises in the two band tails, and therefore
the zero-temperature conductivity is nonzero only over a
finite energy range. For the nonrandom case [Fig. 1(a)],
the effects of the finite width of the energy bands was em-
phasized in Refs. 33 and 34. However, we are not aware of
any analysis of thermoelectricity with two mobility edges
at Ec1 and Ec2 [Figs. 1(b) and (c)]. For a large splitting
between the two mobility edges, Ec2 − Ec1  kBT , it
is enough to consider a single mobility edge [the func-
tion F (E) in Eqs. (7) “captures” only one mobility edge].
FIG. 2: A schematic picture of the energy dependence of the
zero-temperature conductivity in a finite system. The flat
horizontal line is broader and higher for smaller samples.
However, when the width kBT of F (E) is larger than
Ec2 − Ec1, both mobility edges should be included. If
one assumes a symmetric band around E = 0, with fully
localized states for |E| > |Ec| [Figs. 1(b) and 1(c)], then
Eq. (9) must be replaced by
σ0(E) =
{
0 (for |E| > |Ec|),
A[1− |E/Ec|]x (for |E| ≤ |Ec|). (14)
(The absolute value of E was missing in Ref. 11).35 In
Sec. IV we extend the analysis to the case of such a
narrow band. When |Ec|  kBT , the two localization
thresholds are far apart, and the results of a single thresh-
old are reproduced.
However, when |Ec| < kBT , the zero-temperature con-
ductivity is nonzero only over a narrow range, and then
we find a large thermoelectric efficiency. In the limit of a
very narrow energy range, such an increase was originally
noted by Mahan and Sofo.6,36 Since the width 2|Ec| de-
creases with increasing disorder [going from Fig. 1(b) to
1(c)], we thus find that increasing the disorder generates
more efficient thermoelectricity.37
II. THE INFINITE SYSTEM
A. General considerations
Defining
 ≡ E − µ
kBT
, z ≡ µ− Ec
kBT
, (15)
and using Eq. (11), we can rewrite Eqs. (7) as
L11 = At
x
[
K0(x, z) + at
yK0(x+ y, z) + · · ·
]
,
L12 = A
kBT
|e| t
x
[
K1(x, z) + at
yK1(x+ y, z) + · · ·
]
,
L22 = A
(
kBT
e
)2
tx
[
K2(x, z) + at
yK2(x+ y, z) + · · ·
]
,
(16)
4where
t = kBT/|Ec|. (17)
The coefficient A in Eq. (16) comes from Eq. (9) or from
Eq. (11); it is canceled in the expressions for S, ZT , and
L, which we analyze below. The coefficient a comes from
the leading correction in Eq. (11), and the dots denote
terms of order (aty)2 and higher. The functions Kn(x, z)
are defined as
Kn(x, z) =
∫ ∞
−z
dn(+ z)x
1
4 cosh2(/2)
. (18)
In terms of the integrals (18), the Seebeck coefficient S,
the figure of merit ZT , and the Wiedemann-Franz ratio,
L, take the forms
S =
kB
|e|
K1(x, z)
K0(x, z)
[
1 + aty
(
K1(x+ y, z)
K1(x, z)
− K0(x+ y, z)
K0(x, z)
)
+ · · ·
]
, (19)
ZT =
K1(x, z)
2
K0(x, z)K2(x, z)−K1(x, z)2
[
1 + aty
(
2
K1(x+ y, z)
K1(x, z)
−K0(x, z)K2(x+ y, z) +K2(x, z)K0(x+ y, z)− 2K1(x, z)K1(x+ y, z)
K0(x, z)K2(x, z)−K1(x, z)2
)
+ · · ·
]
(20)
and
L =
(
kB
e
)2
K0(x, z)K2(x, z)−K1(x, z)2
K0(x, z)2
[
1+
aty
(
K0(x, z)K2(x+ y, z) +K2(x, z)K0(x+ y, z)− 2K1(x, z)K1(x+ y, z)
K0(x, z)K2(x, z)−K1(x, z)2 − 2
K0(x+ y, z)
K0(x, z)
)
+ · · ·
]
. (21)
Using only the leading term in the zero-temperature con-
ductivity [Eq. (9)], Eqs. (19), (20), and (21) become
S =
kB
|e|
K1(x, z)
K0(x, z)
, (22)
ZT =
K1(x, z)
2
K0(x, z)K2(x, z)−K1(x, z)2 , (23)
and
L =
(
kB
e
)2
K0(x, z)K2(x, z)−K1(x, z)2
K0(x, z)2
, (24)
respectively. For a given value of the exponent x,
these are universal functions of z = (µ − Ec)/(kBT )
[Eq. (15)]. These functions are calculated numerically
and plotted in Fig. 3 for four values of x. Similar nu-
merical plots for S appeared in Refs. 11 and 23 for any
value of z, and in Refs. 26 and 27 for z ≥ 0. Ones for ZT
appeared in Refs. 25 and 27 for z > 0.
As seen in Fig. 3(a), S vanishes at positive infinite z
and increases monotonically to infinity as z → −∞. Also,
at each value of z the Seebeck coefficient increases with x.
Therefore in three dimensions we expect this coefficient
to be larger near the Anderson threshold in the random
system (x = ν ≈ 1.5), compared to its behavior near the
band edge of the normal metal, for which x = 0.5.
The figure of merit ZT [Fig. 3(b)] also vanishes at infi-
nite z and increases monotonically to infinity as z → −∞.
Although ZT increases monotonically with x for z > 0,
the lines cross at negative z and ZT decreases with in-
creasing x for large negative z. Interestingly, ZT crosses
the “desired” value of 3 already at z ≈ −0.5.
As seen in Fig. 3(c), L always approaches the Lorenz
value [L0 = (pi2/3)k2B/e2, shown in the figure by the thin
horizontal line] at large z, but it decreases with decreas-
ing x, approaching different x-dependent constants for
large negative values of z.
B. Approximations
Appendix A elaborates on the computation of the inte-
grals Kn(x, z), Eq. (18), in three regimes of z, i.e. z  1,
|z|  1, and z  −1, and uses them to obtain ana-
lytic approximations for the Onsager linear-response co-
efficients Lij . The behavior of the Seebeck coefficient S,
the figure of merit ZT , and the Wiedemann-Franz ratio
L in these regimes is discussed in the following. As can
be seen in Fig. 4, the three approximants found in the
Appendix are accurate over wide ranges of z.
1. z  1: For µ− Ec  kBT , i.e., z  1, the expansion
(A2) in powers of 1/z is equivalent to the Sommerfeld
5FIG. 3: The leading universal dependences of the Seebeck
coefficient S [in units of kB/|e|, panel (a)], the figure of merit
ZT [panel (b)], and the Wiedemann-Franz ratio L [in units
of (kB/|e|)2, panel (c)] versus z = (µ−Ec)/(kBT ), Eqs. (22),
(23) and (24), with x = 0.5 [dotted (magenta) curve], x = 1
[small-dashed (red) curve], x = 1.5 [medium-dashed (black)
curve], and x = 2 [large-dashed (blue) curve].
approximation.7 The leading term in S decays for (µ −
Ec) kBT as11,19,20,23,26,27
S ≈ kB|e|
pi2
3
x
z
=
kB
|e|
pi2
3
xkBT
µ− Ec . (25)
An accurate measurement of the decay of S for µ−Ec 
kBT can therefore yield the value of the exponent x.
26
Equation (A4) contains two leading corrections to the
leading-order Seebeck coefficient, Eq. (25). The first cor-
FIG. 4: Comparisons of the full curves from Fig. 3, with
x = 1.5 [solid (black) curves], with the various approxi-
mants (dashed lines). Each panel shows two leading terms
in Eqs. (A4), (A5), or (A6) for z  1 [larger-dashed (ma-
genta) curve] and in Eqs. (A12), (A14) or (A16) for |z|  1
[dashed (red) line], and one leading term in Eqs. (A23), (A24),
or (31) for z  −1 [dotted (blue) line].
rection, pi2x(x − 1)(x − 7)/(15z2), is universal. It arises
from the expansion of S to the second order in 1/z26
and modifies the linear temperature dependence of S by
adding a term of order T 3. Writing
3|e|
kBpi2
S = c1T + c3T
3, (26)
6one finds
c3
c21
=
pi2
15
x(x− 1)(x− 7). (27)
Interestingly, this ratio becomes negative for x > 1. Mea-
suring this ratio can yield another identification of the
exponent x. As seen in Fig. 4(a), the approximation
Eq. (A4) (at a = 0) is excellent for z > 3.
The second correction to S in Eq. (A4), ayty, that
comes from the leading correction to scaling in Eq. (11),
introduces a nonuniversal temperature dependence to the
universal amplitude (pi2/3)xkB/|e| in Eq. (25). At a fixed
chemical potential µ, this correction also implies that S is
not linear in the temperature: S ∝ T [x+ay(kBT/|Ec|)y].
(Note that the temperature dependence of µ, which is
quadratic in T , is ignored.7,11) Plotting S/T versus T
could help identify the leading correction exponent y.
More on this correction below.
The leading term in ZT decays for µ − Ec  kBT
as22,27
ZT ≈ pi
2
3
x2
z2
=
pi2
3
(
xkBT
µ− Ec
)2
. (28)
Equation (A5) contains the two leading corrections to
Eq. (28). The first (universal) correction modifies the
quadratic temperature dependence of ZT , adding a new
term of order T 4. As seen on the right-hand side of
Fig. 4(b), including this new term gives an excellent ap-
proximation for z > 3. The second correction, whose
origin is the leading correction in Eq. (11), introduces
a nonuniversal correction to the universal amplitude
pi2x2/3 in Eq. (A5), which varies with t = kBT/|Ec|.
For z  1, Eq. (A6) shows the decrease of L from
the universal Lorenz value L0. Interestingly enough, this
x-dependent expression has not appeared in the litera-
ture (even for nonrandom band edges). Unlike the x-
independent L0, this correction term, of order 1/z2 ∝ T 2,
does depend on x. Note that the correction of order aty
vanishes.
2. |z|  1: If one ignored the constraint z  1, i.e.,
kBT  µ−Ec in Eq. (25), then one would wrongly con-
clude an apparent divergence of the Seebeck coefficient
S for µ → E+c at fixed T . This led to some confusion
in early papers based on the Sommerfeld approximation
(e.g., Ref. 21). However, the situation was clarified in
Refs. 11 and 23, which showed that at the mobility edge
µ = Ec (i.e., z = 0), S approaches a finite universal value,
which follows from the leading terms in Eq. (A11):
S(z = 0) =
kB
|e|
(x+ 1)Ix+1
xIx
, (29)
where Iu is given in Eq. (A8). The left panel in Fig. 5
shows S0 = S(z = 0) versus x. The thermopower in-
creases monotonically with x at z = 0. Measuring S at
the mobility edge, µ = Ec, can thus identify the exponent
x.
FIG. 5: The x dependences of the coefficients S0 (left) and
S1 (right) (in units of kB/|e|) in Eq. (A13).
The first (universal) correction gives a linear depen-
dence on z = (µ−Ec)/(kBT ), for |z|  1; see Eq. (A13).
Similar approximations, of the form S = S0 − S1z, but
with wrong coefficients, appeared in Refs. 11, 19, and
26. Reference 20 gave a linear expression, without spec-
ifying the coefficients S0 and S1. The x dependences of
the coefficients S0 and S1, calculated from Eq. (A13),
are displayed in Fig. 5. As seen in Fig. 4(a), the linear
dependence of S on z fits the full curve reasonably well
for |z| < 1/2. Measuring the slope of this curve for small
z also yields information on the exponent x. The second
correction comes from the leading correction to scaling.
This correction introduces a small nonuniversal nonlinear
variation of S with t = kBT/|Ec|.
Similarly, ignoring the constraint kBT  µ − Ec in
Eq. (28) one would also find an apparent divergence of
ZT for µ → Ec at fixed T . However, the leading terms
in Eq. (A11) imply that at the mobility edge µ = Ec, ZT
approaches a finite universal value,
ZT (z = 0) = Z0 =
(x+ 1)2I2x+1
(x+ 2)xIx+2Ix − (x+ 1)2I2x+1
.
(30)
The left panel of Fig. 6 shows Z0 = ZT (z = 0) versus
x, Eq. (30). A few specific values were listed in Ref. 25.
As already seen in Fig. 3(b), the figure of merit increases
monotonically with x.
FIG. 6: The x-dependences of the coefficients Z0 and Z1 in
ZT ≈ Z0 + Z1z for |z|  1, Eq. (A15).
For |z|  1, Eqs. (A15) also give the leading correc-
tions to the figure of merit. The first (universal) cor-
rection practically gives a linear dependence on z =
(µ − Ec)/(kBT ), for |z|  1. Equation (A15) is used
to plot the x-dependence of Z0 and of Z1, see Fig. 6.
Note that Z1 is practically independent of x. The figure
of merit decreases monotonically with increasing z. As
7seen in Fig. 4(b), the linear dependence of ZT on z fits
the full curve (for a = 0) reasonably well for |z| < 1/2.
The second correction, which comes from the leading
correction to Eq. (11), introduces a small temperature-
dependent nonuniversal nonlinear variation of ZT with
t = kBT/|Ec|.
3. z  −1: Finally, we turn to the “insulating” side of
the mobility edge, µ < Ec. Although the Onsager coeffi-
cients (including the conductivity) vanish in this regime
at T = 0, they become nonzero for T > 0 due to the
tail of the Fermi function. This regime, which appar-
ently has not attracted much previous interest, deserves
a close inspection. Equations (A22) show that the On-
sager coefficients decay exponentially in z for z  −1.
However, as seen from Figs. 3(a) and 3(b), the Seebeck
coefficient and the figure of merit grow significantly as z
becomes more negative. Although Refs. 22 and 24 men-
tion that ZT may be large for negative z, no explicit
expression for this increase is provided.
Equations (A23) and (A24) give analytic approxima-
tions for S and ZT for z  −1. Figure 4(a) shows the
lowest-order (universal) term in Eq. (A23), which is lin-
ear in z. Clearly, this linear term represents an excellent
approximation for S for z < −3. The intercept of this
straight line with the S axis gives (1 + x). Similarly,
Fig. 4(b) shows the lowest-order (universal) term of the
figure of merit, ZT = (1 + x − z)2/(1 + x), which is
quadratic in z. This quadratic term represents an ex-
cellent approximation of ZT for z < −2. The intercept
of this parabola with the ZT -axis, equal to (1 + x), can
be used to determine the value of the exponent x. For
z  −1, Eqs. (A22) also yield
L = (kB/e)2
[
x+ 1 +O(ez, aty)], (31)
which approaches the constant limit (kB/e)
2(x + 1) [see
Fig. 3(c)].
As already stated, the nonuniversal correction of or-
der aty introduces an additional small temperature-
dependent nonlinear variation of S with t = kBT/|Ec|.
Figure 7 shows the Seebeck coefficient, Eq. (19), and the
figure of merit, Eq. (20), for several values of µ − Ec, y,
and a. Increasing the temperature increases the Seebeck
coefficient for a > 0 and decreases it for a < 0. The effect
is much stronger for larger y. For µ−Ec > 0, increasing
temperature increases ZT for a > 0 and decreases it for
a < 0. For µ−Ec ≤ 0, increasing temperature decreases
ZT for a > 0 and increases it for a < 0. Again, the effect
is much larger for larger y.
Figure 8 shows the temperature dependence of L with
a 6= 0. Interestingly, the corrections introduce a temper-
ature dependence of the Wiedemann-Franz ratio even in
regions where it was temperature independent in their
absence.
FIG. 7: (a) The Seebeck coefficient in Eq. (19) and (b) the
figure of merit, Eq. (20), versus t = kBT/|Ec| for x = 1.5,
and y = 1, with a = 0 [solid (black) curves], a = 0.05 [dashed
(red) curves], and a = −0.05 [dotted (blue) curves], as well
as for y = 2, with a = 0.01 [largest-dashed (red) curves] and
a = −0.01 [medium-dashed (blue) curves]: (µ − Ec)/|Ec| =
−1 (top), (µ − Ec)/|Ec| = 0 (middle), (µ − Ec)/|Ec| = 1
(bottom).
III. FINITE-SIZE EFFECTS
Given Eqs. (12) and (13), effects due to the finite size
of the system can be taken into account upon replacing
8FIG. 8: The Wiedemann-Franz ratio L in Eq. (21) versus
t = kBT/|Ec| for x = 1.5, y = 1, with a = 0 [solid (black)
curve], a = 0.05 [dashed (red) curve] and a = −0.05 [dotted
(blue) curve], as well as for y = 2, with a = 0.01 [largest-
dashed (red) curve] and a = −0.01 [medium-dashed (blue)
curve]. (a) (µ − Ec)/|Ec| = 0, (b) (µ − Ec)/|Ec| = 1, (c)
(µ− Ec)/|Ec| = −1.
Eq. (18) by
Kn(x, z)→ K˜n(x, z, L) = xL
∫ −z+L
−z−L
dn
1
4 cosh2(/2)
+
∫ ∞
−z+L
dn(+ z)x
1
4 cosh2(/2)
= Kn(x, z) + 
x
L
∫ −z+L
−z−L
dn
1
4 cosh2(/2)
−
∫ −z+L
−z
dn(+ z)x
1
4 cosh2(/2)
, (32)
where the exponentially small term in σ0 of the insulating
phase, which arises from finite-size effects, is neglected.
Here
L =
Ec
kBT
(
ξ0
L
)1/ν
(33)
is a dimensionless energy which is a measure of the finite-
size effects. This energy determines the width of the
plateaus in Fig. 2. Ignoring the corrections to scaling,
we obtain the Seebeck coefficient, the figure of merit, and
the Wiedemann-Franz ratio [Eqs. (21), (22), and (23)] as
S =
kB
|e|
K˜1(x, z, L)
K˜0(x, z, L)
, (34)
ZT =
K˜1(x, z, L)
2
K˜0(x, z, L)K˜2(x, z, L)− K˜1(x, z, L)2
(35)
and
L =
(
kB
e
)2
K˜0(x, z, L)K˜2(x, z, L)− K˜1(x, z, L)2
K˜0(x, z, L)2
.
(36)
At z = 0, the first term in Eq. (32) vanishes for n = 1
because the integrand is odd in , so that
K˜1(x, 0, L)−K1(x, 0) =
−
∫ L
0
d1+x(+ z)x
1
4 cosh2(/2)
, (37)
becoming more negative as L increases. In contrast, for
n = 0, 2 one has
K˜n(x, 0, L)−Kn(x, 0) =∫ L
0
d(2xL − x)n(+ z)x
1
4 cosh2(/2)
, (38)
becoming more positive as L increases. Since K˜1 de-
creases and K˜0 increases with L, the Seebeck coeffi-
cient S decreases with decreasing system size. Since both
K˜0 and K˜2 increase, while K˜1 decreases, the electronic
heat conductivity κ (proportional to K˜0K˜2 − K˜21 ) also
increases with decreasing size, and therefore the figure
of merit ZT decreases with decreasing L. The situation
is more complicated for the Wiedemann-Franz ratio L:
both numerator and denominator in Eq. (36) increase
with L, and the result for L is not monotonic.
For z  1 the finite-size corrections are very small:
The difference
K˜n(x, z, L)−Kn(x, z)
≈ xL
∫ −z+L
−z−L
dne +
∫ −z+L
−z
dn(+ z)xe (39)
is very small, of order e−z, compared to the much larger
expressions in Eq. (A2). In contrast, for z  −1 both
Kn(x, z) [Eq. (A21)] and the differences (39) for each
n = 1, 2, 3, · · · are exponentially small, of order e−|z|, and
therefore one expects significant finite-size corrections.
Using the same approximations as in Eq. (A21), we find
9K˜0(x, z, L) = e
z
[
xL(e
L − e−L) + Γ(x+ 1, L)
] ≡ K00,
K˜1(x, z, L) = e
z
{
xL[(1− L − z)eL − (1− z)e−L ] + (x+ 1− z)Γ(x+ 1, L)
} ≡ K10 −K00z,
K˜2(x, z, L) = e
z
{
xL
[(
2L − 2L + 2 + 2(L − 1)z + z2
)
eL + (xL − 2 + 2z − z2)e−L
]
+ [(x+ 1)(x+ 2)− 2(x+ 1)z + z2]Γ(x+ 1, L)
}
≡ K20 − 2K10z +K00z2, (40)
where
Γ(s, r) ≡
∫ ∞
r
dt ts−1e−t (41)
is the upper incomplete Gamma function. Note that
Γ(s+ 1, r) = sΓ(s, r) + rse−r.
Figure 9 displays the size dependence of S, ZT , and L,
for several nonpositive values of z. We show the results
only for small values of L, because the power laws are
applicable only near the transition point. As Fig. 9(a)
shows, the Seebeck coefficient S continues to decrease
with increasing L also for z  −1. An explicit cal-
culation of Eqs. (40) shows that K˜0, K˜1, K˜2, and κ all
increase with L. However, as seen in Figs. 9(b) and 9(c),
their ratios for ZT and for L are not monotonic in L.
In particular, at z = −10 the figure of merit becomes
comparable to its value for the infinite system around
L ≈ 2. For relatively large L (1 ≤ L ≤ 2) the figure
of merit increases [Fig. 9(b)] and the Wiedemann-Franz
ratio decreases [Fig. 9(c)] with decreasing size.37
Figure 10 displays S, ZT , and L versus z for several
values of the system size. As expected, for z  1 all three
quantities are almost size independent. For z  −1,
Eqs. (40) give
S =
L12
TL11
=
kB
|e|
{
xL[(1− L)eL − e−L ] + (x+ 1)Γ(x+ 1, L)
xL(e
L − e−L) + Γ(x+ 1, L)
− z
}
. (42)
The Seebeck coefficient is linear in z, with a size-
independent slope. As seen in Fig. 10(a), the magnitude
of S decreases with decreasing size.
In contrast to S, and as already seen in Fig. 9(b), ZT
exhibits a nontrivial nonmonotonic size dependence for
z < 0. For large negative z, Eqs. (5) and (40) show that
ZT =
(K10 −K00z)2
K00K20 −K210
. (43)
Numerically, this function is found to decrease with L for
small L, but then to increase for L & 1, thus explaining
the nonmonotonic size dependence of ZT . In this range,
smaller devices are more efficient.
Figure 10(c) presents the z dependence of the
Wiedemann-Franz ratio for several system sizes. Again,
there is almost no size dependence for z  1. For large
negative z the ratio L approaches the z-independent limit
L ≈ (K00K20 −K210)/K200. As can be seen in Fig. 10(c),
this value is also not monotonic in L.
IV. A BAND WITH TWO MOBILITY EDGES
As discussed in Sec. I, the case of two mobility edges
is described by inserting Eq. (14) into Eqs. (7), to obtain
L11 = At
xK0(x, E¯c, µ¯),
L12 = A
kBT
|e| t
xK1(x, E¯c, µ¯),
L22 = A
(
kBT
e
)2
txK2(x, E¯c, µ¯), (44)
where
E¯c = Ec/(kBT ), µ¯ = µ/(kBT ), (45)
(note: the chemical potential µ is now measured relative
to the center of the band, E = (Ec1 + Ec2)/2 = 0) and
Kn(x, E¯c, µ¯) =
∫ −µ¯+E¯c
−µ¯−E¯c
d
(E¯c − |+ µ¯|)xn
4 cosh(/2)
. (46)
The Seebeck coefficient S, the figure of merit ZT , and
the Wiedemann-Franz ratio L pertaining to this case, for
specific values of x, E¯c, and µ¯, are displayed in Fig. 11.
All three plots exhibit a crossover around the mobility
edges, |µ¯| ∼ ±E¯c. For |µ¯| < E¯c, S, and ZT are small,
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FIG. 9: The Seebeck coefficient S [in units of kB/|e|, panel
(a)], the figure of merit ZT [panel (b)] and the Wiedemann-
Franz ratio L [in units of (kB/|e|)2, panel (c)] as functions
of the dimensionless energy L, Eqs. (34), (35), and (36), for
x = 1.5 and z = 0 [solid (black) curve], z = −5 [small-dashed
(red) curve], and z = −10 [large-dashed (blue) curve]. Note
that L is practically independent of z for z  −1.
while L has a minimum. For |µ¯| > E¯c, |S|, and ZT in-
crease with |µ¯|, while L approaches a plateau at values
which decrease with decreasing E¯c. This latter decrease
indicates a decrease in the heat conductivity κ. As ex-
pected by Mahan and Sofo,36, this causes a fast increase
in the figure of merit.37
The dashed lines in Fig. 11(a) show the Seebeck
coefficient calculated with the single-threshold expres-
sion, Eq. (9). As might be expected, the two calcula-
tions coincide for µ < 0 in the limit Ec  kBT ; the
difference between Eq. (46) and the single-band case,
Eq. (18), becomes of order e−|µ¯|, due to the decay of
1/[4 cosh2(/2)] ≈ e−||.
When |µ¯|  E¯c, Eq. (46) can be expanded to the low-
est order in E¯c, as in
Kn(x, E¯c, µ¯) ≈ E¯x+1c (−µ¯)n/[2 cosh2(µ¯/2)]. (47)
FIG. 10: The Seebeck coefficient S [in units of kB/|e|, panel
(a)], the figure of merit ZT [panel (b)] and the Wiedemann-
Franz ratio L [in units of (kB/|e|)2, panel (c)] versus z =
(µ−Ec)/(kBT ) with x = 1.5 for L = 0 [solid (black) curve],
L = 1 [dotted (red) curve], L = 2 [dashed (blue) curve], and
L = 3 [large-dashed (magenta) curve].
With this approximation one indeed finds that the elec-
tronic heat conductivity vanishes, K0K2 − K21 = 0, and
therefore L = 0 and ZT = ∞. It should be kept in
mind that the the phononic heat conductivity should be
included in the definition of the figure of merit, in par-
ticular in this limit.37 In this regime S = −(kB/|e|)µ¯, in
full agreement with Fig. 11.
V. CONCLUSIONS AND DISCUSSION
For an isolated localization edge in an infinite system,
we have presented a detailed analysis of the universal
functions which describe various thermoelectric coeffi-
cients as functions of the distance of the mobility edge
energy, Ec, from the chemical potential, in units of kBT ,
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FIG. 11: The Seebeck coefficient S [in units of kB/|e|, panel
(a)], the figure of merit ZT [panel (b)] and the Wiedemann-
Franz ratio L [in units of (kB/|e|)2, panel (c)] versus µ¯ =
µ/(kBT ) for x = 1.5 and for E¯c = Ec/(kBT ) = 0.2 [solid
(black) line], 1 [small-dashed (red) line], 2 [medium-dashed
(blue) line], and 5 [large-dashed (magenta) line]. The larger-
dashed four curves in the plot of the Seebeck coefficient [panel
(a)] are calculated with the single-threshold expression.
z = (µ − Ec)/(kBT ). In particular, we corrected cer-
tain expressions which appeared in the earlier literature
and added several new approximants for specific values
of z = (µ − Ec)/(kBT ). We also added a new detailed
discussion on the “insulating” region z < 0, where we
find large values of the Seebeck coefficient and the figure
of merit.
In addition, we have introduced corrections to scaling,
which generate additional nonuniversal temperature de-
pendences of the various coefficients. Such corrections
may be needed when measurements move away from the
vicinity of the localization edge.
In the second part of the paper, we have introduced
finite-size effects. These results are highly relevant to
future mesoscopic thermoelectric devices. As the sys-
tem becomes smaller, we found that the Seebeck coeffi-
cient becomes smaller, but the figure of merit and the
Wiedemann-Franz ratio behave nonmonotonically with
the system size. In particular, electronic heat conductiv-
ity decreases and the figure of merit increases for smaller
systems. It would be very interesting to probe these pre-
dictions experimentally.
Surprisingly, we could not find earlier analyses of ther-
moelectricity in the common situation of a disorder-
generated narrow zero-temperature mobility range near
the center of an energy band. It turns out that disorder
enhances the thermoelectric efficiency, particularly near
the value of the disorder at which the mobility range
shrinks to zero and the system is always an insulator.
It should be emphasized that our whole paper consid-
ered only noninteracting electrons and ignored any inelas-
tic processes. The issue of inelastic processes is particu-
larly important. One way to include such processes is to
replace the size L by the inelastic length Li ∼ T−p.19,22
We leave this discussion for the future.
Although we find a large electronic figure of merit for
large negative z, i.e., deep in the insulating phase, this
result should be considered with care. First, we ignored
the phononic thermal conductivity, κph. Since this con-
ductivity should be added to κ in the denominator of
Eq. (5), it becomes important when the electronic κ be-
comes very small, which happens for large negative z. We
expect a significant decrease of our calculated ZT when
κph/κ ≥ 1.43 Secondly, at finite temperatures and deep
in the insulating regime the main mechanism for elec-
tronic conductivity is the phonon-assisted (or variable-
range) hopping.44–47 Although the mechanism described
in the present paper should dominate the charge and heat
transport at sufficiently low temperatures, there must ex-
ist a cross-over temperature, above which the transport
is dominated by the phonon-assisted (or variable-range)
hopping. This cross-over temperature depends on the
system.
Although noninteracting electronic states are fully lo-
calized in a random macroscopic two-dimensional elec-
tron gas, large localization lengths and sufficiently small
systems have recently been observed to exhibit large ther-
moelectric and electric transport.48 It may be interesting
to apply our analysis in the vicinity of such an effective
’2D metal-insulator transition’.
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Appendix A: Approximations
In this Appendix we derive approximate analytic expressions for the integrals Kn(x, z), defined in Eq. (18), and for
the Onsager coefficients. The results are used in Sec. II to obtain analytic approximants for the Seebeck coefficient,
the figure of merit, and the Wiedemann-Franz ratio.
1. Low temperatures and µ− Ec  kBT
When kBT  E − µ, i.e.,  1, the symmetric function 1/ cosh2() decays exponentially for || > 3, and the main
contributions to integrals of the form
∫∞
−z dG()/[4 cosh
2()], for an arbitrary function G() which does not change
rapidly around  = 0, come from small . On the other hand, the lower limit of the integral is large and negative,
because z = (µ− Ec)/(kBT ) 1. Therefore we can replace the lower limit of the integrals by −∞ and expand G()
in powers of . This procedure is equivalent to the Sommerfeld expansion.7 The result is∫ ∞
−z
dG()/[4 cosh2(/2)] = G(0) +
pi2
6
G
′′
(0) +
7pi4
360
G
′′′′
(0) + · · · . (A1)
For G() = n(+ z)n one finds
Kn(x, z) = z
x
(
δn,0 +
pi2
6
[
2δn,2 + 2δn,1xz
−1 + x(x− 1)δn,0z−2
]
+
7pi4
360
[
24δn,4 + 24δn,3xz
−1 + 12δn,2x(x− 1)z−2
+ 4δn,1x(x− 1)(x− 2)z−3 + δn,0x(x− 1)(x− 2)(x− 3)z−4
])
+ · · · . (A2)
The linear-response coefficients introduced in Eqs. (1), (2), and (7) become series in 1/z2,
L11 = A(tz)
x
[
1 + aty +
pi2
6
x(x− 1) 1
z2
+O[1/z4, (aty)2]
]
,
L12 = A
kBT
|e|
pi2
3
txzx−1
[
x+ a(x+ y)ty +
7pi2
30
x(x− 1)(x− 2) 1
z2
+O[1/z4, (aty)2]
]
,
L22 = A
(
kBT
e
)2
pi2
3
(tz)x
[
1 + aty +
7pi2
10
x(x− 1) 1
z2
+O[1/z4, (aty)2]
]
, (A3)
where t = kBT/|Ec|, A is the coefficient of the leading term, and a is the coefficient of the next term in the zero-
temperature conductivity, Eq. (11). The Seebeck coefficient, the figure of merit, and the Wiedemann-Franz ratio are
then given by
S =
L12
TL11
=
kB
|e|
pi2
3
1
z
[
x+
pi2
15
x(x− 1)(x− 7) 1
z2
+ ayty +O[1/z4, (aty)2]
]
, (A4)
ZT =
L212
L11L22 − L212
=
pi2x2
3z2
[
1− pi
2
15
(x2 + 8x− 14) 1
z2
+ 2
y
x
aty +O[1/z4, (aty)2]
]
, (A5)
and
L = k
2
B
e2
pi2
3
[
1 +
pi2
15
x(3x− 8) 1
z2
+O[1/z4, (aty)2]
]
. (A6)
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2. At the mobility edge: |z| = 0
At µ = Ec, i.e., z = 0 the integrals in Eqs. (18) can be calculated analytically. Expanding the integrand we find
Kn(x, 0) =
∫ ∞
0
dx+n
∞∑
m=1
(−1)mme−m =
∞∑
m=1
(−1)mm−(x+n)Γ(x+ n+ 1)
= η(x+ n)(x+ n)Γ(x+ n) = (x+ n)Ix+n (A7)
for all n+ x > −1, where Γ(u) is the Gamma function, η(u) = (1− 21−u)ζ(u) is the Dirichlet eta function,
Iu ≡ (1− 21−u)ζ(u)Γ(u), (A8)
and ζ(u) is the Riemann zeta function. At u = 1 the zeta function diverges, but the expression for Iu is continuous,
with I1 = ln 2. At times (e.g., Ref. 23), the form Iu =
∫∞
0
dxxu−1/(1 + ex) is used; however, this equality is valid
only for u > 0, while Eq. (A8) is valid for all u > −1.
3. High temperatures: |z|  1
For |z|  1 we expand Kn(x, z) in powers of z. The leading-order term comes from
∂Kn(x, z)
∂z
∣∣∣∣
z=0
= xKn−1(x, 0) = x(n+ x− 1)In+x−1. (A9)
Thus,
Kn(x, z) = Kn(x, 0) + xKn−1(x, 0)z +O(z2) = (n+ x)In+x + x(n+ x− 1)In+x−1z +O(z2), (A10)
and the Onsager coefficients [see Eqs. (1) and (7)] become
L11 = At
x
{
xIx + x(x− 1)Ix−1z + aty
[
(x+ y)Ix+y + (x+ y)(x+ y − 1)Ix+y−1z
]
+O[z2, (aty)2]
}
,
L12 = A
kBT
|e| t
x
{
(x+ 1)Ix+1 + x
2Ixz + at
y
[
(x+ y + 1)Ix+y+1 + (x+ y)
2Ix+yz
]
+O[z2, (aty)2]
}
,
L22 = A
(
kBT
e
)2
tx
{
(x+ 2)Ix+2 + x(x+ 1)Ix+1z + at
y
[
(x+ y + 2)Ix+y+2 + (x+ y)(x+ y + 1)Ix+y+1z
]
+O[z2, (aty)2]
}
. (A11)
In this regime, the leading corrections to the Seebeck coefficient S are
S ≈ kB|e|
(x+ 1)Ix+1 + x
2Ixz + at
y(x+ y + 1)Ix+y+1
xIx + x(x− 1)Ix−1z + aty(x+ y)Ix+y = S0 − S1z + S2at
y, (A12)
where
S0 =
kB
|e|
(x+ 1)Ix+1
xIx
, S1 = −kB|e|
[
x− (x
2 − 1)Ix−1Ix+1
xI2x
]
,
S2 =
kB
|e|
[
(x+ y + 1)Ix+y+1
xIx
− (x+ y)(x+ 1)Ix+yIx+1
x2I2x
]
, (A13)
with further corrections of order z2, zaty, and (aty)2, and those to the figure of merit ZT are
ZT ≈ Z0 + Z1z + Z2aty, (A14)
where
Z1 = Z0
[ 2x2Ix
(x+ 1)Ix+1
− x(x− 1)(x+ 2)Ix−1Ix+2 − x
2(x+ 1)IxIx+1
x(x+ 2)IxIx+2 − (x+ 1)2I2x+1
]
,
Z2 = Z0
{ [(x+ 2)xIx+2Ix − (x+ 1)2I2x+1][2(x+ y + 1)(x+ 1)Ix+y+1Ix+1]
[(x+ 2)xIx+2Ix − (x+ 1)2I2x+1](x+ 1)2I2x+1
− [(x+ y)(x+ 2)Ix+yIx+2 + (x+ y + 2)xIx+y+2Ix − 2(x+ y + 1)(x+ 1)Ix+y+1Ix+1]
[(x+ 2)xIx+2Ix − (x+ 1)2I2x+1]
}
, (A15)
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with Z0 given in Eq. (30). The Wiedemann-franz ratio is expanded as
L ≈ L00(x)− L1(x)z + L2aty, (A16)
where11
L00(x) =
(kB
e
)2[ (x+ 2)Ix+2
xIx
− (x+ 1)
2I2x+1
(xIx)2
]
, (A17)
while
L1(x) = 2S0S1/Z0 + (S0/Z0)2Z1, L2(x) = 2S0S2/Z0 − (S0/Z0)2Z2. (A18)
Surprisingly, in the range 0 < x < 2, L00(x) is very close to the linear approximant (kB/e)2(1.38 + 0.81x).
4. Low temperatures and µ− Ec  −kBT
When z = (µ − Ec)/(kBT ) is large and negative, the lower bound of Kn in Eq. (18) is large and positive, and
therefore the integration variable  is always very large,  1. We can then use the expansion
1
4 cosh(/2)
= e− − 2e−2 +O(e−3). (A19)
Writing
Kn(x, z) =
∫ ∞
0
du(u− z)nux(ez−u − 2e2z−2u + · · · ), (A20)
and using
∫∞
0
duuxe−mu = Γ(1 + x)/m1+x, we find
K0(x, z) = e
zΓ(1 + x)[1− ez/2x +O(e2z)],
K1(x, z) = e
zΓ(1 + x)
[
1 + x− z − ez(1 + x− 2z)/21+x +O(e2z)],
K2(x, z) = e
zΓ(1 + x)
{
(x+ 1)(x+ 2)− 2(x+ 1)z + z2 − ez[(x+ 1)(x+ 2)− 4(x+ 1)z + 4z2]/2x+2] +O(e2z)}.
(A21)
With these approximations, we arrive at
L11 = At
xez
[
Γ(1 + x)(1− ez/2x) + atyΓ(1 + x+ y)(1− ez/2x+y) +O(e2z, a2t2y)
]
,
L12 = A
kBT
|e| t
xez
[
Γ(1 + x)
(
1 + x− z − ez(1 + x− 2z)/21+x)
+ atyΓ(1 + x+ y)(1 + x+ y − z − ez(1 + x+ y − 2z)/21+x+y +O(e2z, a2t2y)
]
,
L22 = A
(
kBT
e
)2
txez
{
Γ(1 + x)[(1 + x)(2 + x)− 2(x+ 1)z + z2 − ez[(x+ 1)(x+ 2)
− 4(x+ 1)z + 4z2]/2x+2 + atyΓ(1 + x+ y)[(1 + x+ y)(2 + x+ y)
− 2(1 + x+ y)z + z2 − ez[(1 + x+ y)(2 + x+ y)− 4(1 + x+ y)z + 4z2]/2x+y+2 +O(e2z, a2t2y)
}
, (A22)
and thus
S =
kB
|e|
[
(1 + x− z) + 1 + x
2x+1
ez + ayty
Γ(1 + x+ y)
Γ(1 + x)
+O(e2z, a2t2y)
]
(A23)
and
ZT =
(1 + x− z)2
1 + x
+
(1 + x− z)[x(3 + x− z) + 2(1 + z)]
22+x(1 + x)
ez
+ aty
(1 + x− z)Γ(1 + x+ y)
(1 + x)2Γ(1 + x)
[
4 + 4x2 + x(8 + 3y + y2 − 4z)− y(−3 + z)− y2(−1 + z)− 4z
]
+O(e2z, a2t2y).
(A24)
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The expression for L is given in Eq. (31).
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