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Let p ∈ (1,N), Ω ⊂ RN a bounded W 1,p-extension domain and let μ be an upper d-Ahlfors
measure on ∂Ω with d ∈ (N − p,N). We show in the ﬁrst part that for every p ∈ [2N/
(N + 2),N) ∩ (1,N), a realization of the p-Laplace operator with (nonlinear) generalized
nonlocal Robin boundary conditions generates a (nonlinear) strongly continuous submarko-
vian semigroup on L2(Ω), and hence, the associated ﬁrst order Cauchy problem is well
posed on Lq(Ω) for every q ∈ [1,∞). In the second part we investigate existence, unique-
ness and regularity of weak solutions to the associated quasi-linear elliptic equation. More
precisely, global a priori estimates of weak solutions are obtained.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Before posing the problems investigated in this article, we need to introduce a notion of normal derivative in the weak
sense for Sobolev functions on bad domains. Let Ω ⊂ RN be a bounded domain with boundary ∂Ω . For p ∈ [1,∞), we
denote the ﬁrst order Sobolev space by
W 1,p(Ω) := {u ∈ Lp(Ω), ∇u ∈ (Lp(Ω))N}
and endow it with the norm
‖u‖W 1,p(Ω) :=
(∫
Ω
|u|p dx+
∫
Ω
|∇u|p dx
)1/p
.
Since the structure of Sobolev spaces are related to the structure of the geometry of Ω and since open subsets of RN may
have a strange geometry, then it is sometime not possible to deﬁne an outer normal vector or weak normal derivatives even
for smooth functions, therefore, we use the following notion of p-generalized normal derivative introduced by Biegert and
Warma in [7,8].
Deﬁnition 1.1 (p-Generalized normal derivative). Let p ∈ (1,∞) and let u ∈ W 1,1loc (Ω) be such that |∇u|p−2∇u · ∇v ∈ L1(Ω)
for all v ∈ C1(Ω). Let η be a Radon measure on the boundary ∂Ω . If there exists a function f ∈ L1loc(RN ) such that for all
v ∈ C1(Ω),
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Ω
|∇u|p−2∇u · ∇v dx=
∫
Ω
f v dx+
∫
∂Ω
v dη,
then we say that η is the p-generalized normal derivative of u and we denote N(|∇u|p−2∇u) := η and in this case, we say
that u is a weak solution of the quasi-linear elliptic problem{−div(|∇u|p−2∇u)= f inD ′(Ω),
N
(|∇u|p−2∇u)= η weakly on ∂Ω. (1.1)
Note that if the p-generalized normal derivative exists, then it is unique.
If Ω is smooth enough and u is also smooth, say in C1(Ω), then a simple partial integration argument shows that
N
(|∇u|p−2∇u)= |∇u|p−2 ∂u
∂ν
dσ ,
where σ is the usual Lebesgue surface measure and ∂u/∂ν denotes the normal derivation of the function u in direction of
the outer normal vector ν . Throughout the following, without any mention, we will denote
N
(|∇u|p−2∇u)= |∇u|p−2 ∂u
∂ν
dH N−1, (1.2)
where for bad domains, H N−1 stands for the restriction to ∂Ω of the (N − 1)-dimensional Hausdorff measure which
coincides with the measure σ if Ω has for example a Lipschitz boundary.
Deﬁnition 1.2. Let μ be an upper d-Ahlfors measure on ∂Ω for some d  0 (see Deﬁnition 2.9 below). For p ∈ [1,∞),
β ∈ (0,1) and u : ∂Ω → R a measurable function, we let
N pβ (u, ∂Ω,μ) :=
∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p
|x− y|βp+d dμx dμy . (1.3)
The Besov space on ∂Ω , relative to the measure μ is deﬁned as,
Bpβ(∂Ω,μ) :=
{
u ∈ Lp(∂Ω,μ), N pβ (u, ∂Ω,μ) < ∞
}
,
and we endow it with the norm
‖u‖
B
p
β (∂Ω,μ)
:= (‖u‖pLp(∂Ω,μ) +N pβ (u, ∂Ω,μ))1/p .
Throughout the remainder of this paper, we let
kβ(x, y) := |x− y|βp+d.
Let p ∈ (1,∞) and let (Bpβ(∂Ω,μ))∗ denote the dual of the reﬂexive Banach space Bpβ(∂Ω,μ).
Deﬁnition 1.3. We deﬁne an operator Θp : Bpβ(∂Ω,μ) → (Bpβ(∂Ω,μ))∗ as follows: for every u, v ∈ Bpβ(∂Ω,μ) we set
〈
Θp(u), v
〉 := ∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2
kβ(x, y)
(
u(x) − u(y))(v(x) − v(y))dμx dμy,
where 〈·,·〉 denotes the duality between Bpβ(∂Ω,μ) and (Bpβ(∂Ω,μ))∗ .
Assume that Ω is such that every function u ∈ W 1,p(Ω) has a trace which belongs to Bpβ(∂Ω,μ) (see Deﬁnition 2.10,
Theorem 2.11, Remark 3.7 and Example 5.9 for examples of domains satisfying this property). Let f ∈ L1(Ω), g ∈ L1(∂Ω,μ)
and let u ∈ W 1,p(Ω) be such that for every v ∈ W 1,p(Ω) ∩ C(Ω),∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2
kβ(x, y)
(
u(x) − u(y))(v(x) − v(y))dμx dμy +
∫
Ω
|∇u|p−2∇u · ∇v dx=
∫
Ω
f v dx+
∫
∂Ω
gv dμ.
(1.4)
Using Deﬁnitions 1.1 and 1.3, one has that every function u satisfying (1.4) is a weak solution of the quasi-linear elliptic
boundary value problem
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⎩
−
pu = f inD ′(Ω),
|∇u|p−2 ∂u
∂ν
dH N−1 + Θp(u) = g dμ weakly on ∂Ω,
(1.5)
where |∇u|p−2∂u/∂ν dH N−1 is to be understood in the sense of (1.2) and 
pu = div(|∇u|p−2∇u).
In the ﬁrst part of the present paper, we investigate the existence and regularity of solutions to the quasi-linear parabolic
equation given by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂u(t, x)
∂t
− 
pu(t, x) = 0 in R+ × Ω,
∣∣∇u(t, x)∣∣p−2 ∂u(t, x)
∂ν
dH N−1 + Θp
(
u(t, x)
)= 0 on R+ × ∂Ω,
u(0, x) = u0 in Ω,
(1.6)
where u0 ∈ Lq(Ω) (q ∈ [1,∞)) is given. We will concentrate on the critical case p < N . We show that for every
p ∈ [2N/(N + 2),N) ∩ (1,N), Eq. (1.6) has a unique strong solution, that is, there is a function u ∈ C(R+; Lq(Ω)) ∩
W 1,∞loc ((0,∞); Lq(Ω)) which satisﬁes (1.6). Hence, (1.6) corresponds to a well-posed Cauchy problem on Lq(Ω) for every
q ∈ [1,∞). Moreover, the solution u(t) = S(t)u0 where S = (S(t))t0 is a strongly continuous semigroup on Lq(Ω). Several
properties of this semigroup are also given.
The second part of the article concerns the quasi-linear elliptic boundary value problem formally given by⎧⎨
⎩
−
pu + λ|u|p−2u = f inD ′(Ω),
|∇u|p−2 ∂u
∂ν
dH N−1 + Θp(u) = g dμ weakly on ∂Ω,
(1.7)
where λ > 0 is a real number and f ∈ Lp1 (Ω), g ∈ Lq1 (∂Ω,μ) (1  p1,q1  ∞) are given functions. We show that if
p ∈ (1,N) and Ω has the W 1,p-extension property (see Deﬁnition 2.10 below), then under additional restrictions on p1,q1
and μ, Eq. (1.7) has a unique weak solution, that is, a function u ∈ W 1,p(Ω) such that for every v ∈ W 1,p(Ω) ∩ C(Ω)∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2
kβ(x, y)
(
u(x) − u(y))(v(x) − v(y))dμx dμy +
∫
Ω
|∇u|p−2∇u · ∇v dx+ λ
∫
Ω
|u|p−2uv dx
=
∫
Ω
f v dx+
∫
∂Ω
gv dμ.
We also show that the weak solution u is globally bounded on Ω . More precisely, given f1, f2 ∈ Lp1 (Ω), g1, g2 ∈ Lq1 (∂Ω,μ)
and letting u f1,g1 ,u f2,g2 be the corresponding weak solutions to (1.7), then one has the following a priori estimates
max
{‖u f1,g1 − u f2,g2‖p−1L∞(Ω),‖u f1,g1 − u f2,g2‖p−1L∞(∂Ω,μ)} C(‖ f1 − f2‖Lp1 (Ω) + ‖g1 − g2‖Lq1 (∂Ω,μ)), (1.8)
for some constant C > 0 depending only on |Ω|,μ(∂Ω),λ, p, p1 and q1. For the local boundary conditions, these a priori
estimates have been obtained in [8] and some Lp − Lq-estimates for the case f2 = g2 = 0, that is, u f2,g2 = 0 are contained
in [13].
Many authors have investigated the local Robin boundary conditions (e.g. [3,4,7,8,12,13,23,26] and the reference therein).
The heat equation with local Robin boundary conditions on arbitrary domains has been studied in [3,12] where in [3],
arbitrary measures on the boundary have been also considered. The (nonlinear) local Robin boundary conditions have been
recently investigated in [7] for p = 2. The corresponding non-autonomous problem on smooth domains has been considered
in [23]. Some well-posedness results on the space of continuous functions for local (nonlinear) and linear Robin boundary
conditions are included in [7] and [26], respectively. Existence and regularity results of weak solutions to the elliptic problem
associated with the p-Laplace operator are contained in [8,13].
The nonlocal Robin boundary conditions have got less attention at our knowledge. Most recently, Gesztesy and Mitrea
[17] have investigated the realization of the Laplace operator with nonlocal Robin boundary conditions (the linear problem)
on Lipschitz domains in another spirit. They have shown that for Lipschitz domains, this operator has a compact resolvent
on L2(Ω) and they have also shown that its (k + 1)th eigenvalue is always less than the kth eigenvalue of the Dirichlet
Laplacian.
We outline the plan of the paper as follows. In Section 2, we recall some known results on nonlinear semigroups theory,
convex analysis and Sobolev type spaces as they are needed to prove our main results. In Section 3, we investigate the
Cauchy problem (1.6). We show that it corresponds to a well-posed Cauchy problem on Lq(Ω) for every q ∈ [1,∞). Some
domination results for the semigroup governed by the solution are also given in this section. Additional results for the
particular case p = 2, that is, the linear problem, are contained in Section 4 where we show that the associated operator
has a compact resolvent on L1(Ω) and the corresponding semigroup is ultracontractive and bounded analytic on Lq(Ω) of
angle π/2 for every q ∈ [1,∞). Section 5 concerns the elliptic problem (1.7) where we show existence and uniqueness of
weak solutions. This section also includes the proof of the a priori estimates given in (1.8).
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In this section, we recall some abstract results on nonlinear semigroups, convex analysis and Sobolev type spaces. These
results are fundamental and necessary to obtain our main results. More details on maximal monotone operators and non-
linear semigroups are contained in [10,21,24] and the references therein.
Let H be a real Hilbert space with scalar product (·,·)H and let ϕ : H → (−∞,+∞] be a proper, convex and lower
semi-continuous (l.s.c.) functional with effective domain
D(ϕ) := {u ∈ H: ϕ(u) < ∞}.
Then, the subdifferential ∂ϕ of the functional ϕ is deﬁned by{
D(∂ϕ) := {u ∈ D(ϕ): ∃w ∈ H ∀v ∈ H: ϕ(v) − ϕ(u) (w, v − u)H},
∂ϕ(u) := {w ∈ H: ∀v ∈ H: ϕ(v) − ϕ(u) (w, v − u)H}.
The following classical result is due to Minty [21] (see also [10]).
Theorem 2.1. The subdifferential ∂ϕ is a maximal monotone operator. Moreover, D(ϕ) = D(∂ϕ). The operator A := −∂ϕ generates a
(nonlinear) strongly continuous semigroup (S(t))t0 on D(ϕ) in the following sense: for every u0 ∈ D(ϕ), the function u(·) = S(·)u0
is the unique strong solution of the ﬁrst order Cauchy problem⎧⎪⎪⎨
⎪⎪⎩
u ∈ C(R+; H) ∩ W 1,∞loc
(
(0,∞); H) and u(t) ∈ D(∂ϕ) a.e.,
∂u
∂t
+ ∂ϕ(u)  0 a.e. on R+,
u(0, x) = u0(x).
Let S = (S(t))t0 be a (nonlinear) semigroup on a real Hilbert lattice H .
Deﬁnition 2.2. We say that the semigroup S is order preserving, if
S(t)u  S(t)v for all t  0 whenever u, v ∈ H, u  v. (2.1)
The following abstract result contained in [11, Theorem 3.6] gives a characterization of the order preserving property in
term of the functional ϕ .
Proposition 2.3. Let ϕ : H → (−∞,+∞] be a proper, convex, l.s.c. functional on a real Hilbert lattice H with effective domain D(ϕ).
Let S = (S(t))t0 be the (nonlinear) semigroup on H generated by −∂ϕ . Then the following assertions are equivalent.
(i) The semigroup S is order preserving.
(ii) For all u, v ∈ H one has
ϕ
(
1
2
(u + u ∧ v)
)
+ ϕ
(
1
2
(v + u ∨ v)
)
 ϕ(u) + ϕ(v),
where u ∧ v := inf(u, v) and u ∨ v := sup(u, v) (see [15, p. 1] or [22, Notation]).
Remark 2.4. If D(ϕ) is a vector space, then (ii) of Proposition 2.3 is equivalent to the following: For all u, v ∈ D(ϕ) one has
u ∧ v , u ∨ v ∈ D(ϕ) and
ϕ(u ∧ v) + ϕ(u ∨ v) ϕ(u) + ϕ(v). (2.2)
Next, assume that H := L2(X,m), where X is a locally compact metric space and m is a Radon measure on X . We
introduce the notion of (nonlinear) submarkovian semigroups.
Deﬁnition 2.5. We say that the semigroup S is non-expansive on Lq(X,m) (1 q∞) if∥∥S(t)u − S(t)v∥∥q  ‖u − v‖q ∀t  0, ∀u, v ∈ L2(X,m) ∩ Lq(X,m). (2.3)
An order preserving semigroup which is non-expansive on L∞(X,m) is called submarkovian.
The (nonlinear) submarkovian property is characterized by the following result taken from [11, Theorem 3.6].
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on L2(X,m) generated by −∂ϕ . Assume that S is order preserving. Then, the following assertions are equivalent.
(i) The semigroup S is submarkovian.
(ii) For all u, v ∈ L2(X,m) and α > 0,
ϕ
(
v + gα(u, v)
)+ ϕ(u − gα(u, v)) ϕ(u) + ϕ(v), (2.4)
where
gα(u, v) := 1
2
[
(u − v + α)+ − (u − v − α)−
]
,
with u+ := sup(u,0), and u− := sup(−u,0).
We recall the domination of (nonlinear) semigroups.
Deﬁnition 2.7. Let S1 = (S1(t))t0 and S2 = (S2(t))t0 be two (nonlinear) semigroups on a real Hilbert lattice H . We say
that S1 is dominated by S2, and we write
S1  S2,
if for all u ∈ H and t  0,∣∣S1(t)u∣∣ S2(t)|u|.
The following characterization of the domination property in terms of the functionals is taken from [27, Theorem 2.8].
Theorem 2.8. Let ϕ1 , ϕ2 : H → (−∞,+∞] be two proper, convex and l.s.c. functionals on a real Hilbert lattice H. Let (S1(t))t0 and
(S2(t))t0 be the (nonlinear) semigroups on H generated by −∂ϕ1 and −∂ϕ2 , respectively. Assume that S2 is order preserving. Then
the following assertions are equivalent.
(i) The semigroup S1 is dominated by the semigroup S2 , that is, S1  S2 .
(ii) For all u ∈ D(ϕ1) and v ∈ D(ϕ2) ∩ H+ one has (|u| ∧ v) · sgn(u) ∈ D(ϕ1), |u| ∨ v ∈ D(ϕ2) and
ϕ1
((|u| ∧ v) · sgn(u))+ ϕ2(|u| ∨ v) ϕ1(u) + ϕ2(v), (2.5)
where H+ := {u ∈ H: u  0}.
We conclude this section by giving some deﬁnitions and embedding theorems for Sobolev type spaces.
Deﬁnition 2.9. Let Ω ⊂ RN be an open set, d ∈ [0,N] and μ a Borel measure on ∂Ω . We say that μ is an upper d-Ahlfors
measure, if there exists a constant C > 0 such that
μ
(
B(x, r) ∩ ∂Ω) Crd for all x ∈ ∂Ω and r ∈ (0,1].
Deﬁnition 2.10. Let Ω ⊂ RN be a bounded domain and let p ∈ [1,∞). We say that Ω has the W 1,p-extension property if
there exists a linear and continuous operator E : W 1,p(Ω) → W 1,p(RN ) such that Eu = u a.e. on Ω .
It is well known that if p ∈ (1,N), and ps = pN/(N − p), and Ω is a bounded W 1,p-extension domain, then there is a
constant C > 0 such that
‖u‖Ω,ps  C‖u‖W 1,p(Ω) for all u ∈ W 1,p(Ω). (2.6)
The proofs of the following two results are contained in the recently published paper by Biegert [6, Theorems 1.1 and 6.7].
Theorem 2.11. Let p ∈ (1,N) and let Ω ⊂ RN be a bounded domain which has the W 1,p-extension property. Let μ be an upper
d-Ahlfors measure on ∂Ω with N − p < d < N. Then for every 0 < β  1− (N − d)/p, there exists a constant C > 0 such that
‖u‖
B
p
β (∂Ω,μ)
 C‖u‖W 1,p(Ω) for all u ∈ W 1,p(Ω), (2.7)
where Bpβ(∂Ω,μ) denotes the Besov space introduced in Deﬁnition 1.2.
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operator
Tr : W 1,p(Ω) → Lqs (∂Ω,dμ) (2.8)
such that Tru = u|∂Ω for all u ∈ C(Ω) ∩ W 1,p(Ω).
Note that Theorem 2.11 has been ﬁrst obtained by Wallin [25] for the domain bounded by the von Koch curve (also
known as the snowﬂake). Later, Danielli et al. [14] proved Theorems 2.11 and 2.12 for (ε − δ)-domains (see [19] for the
deﬁnition) and general upper d-Ahlfors measure on ∂Ω . Biegert result is more general since if N > 2, a bounded W 1,p-
extension domain is not necessary (ε − δ). An example of such a domain can be found in [18].
3. The parabolic problem
Throughout this section, for p ∈ (1,∞), we assume that Ω ⊂ RN is a bounded W 1,p(Ω)-extension domain, and μ is an
upper d-Ahlfors measure on the boundary ∂Ω with d ∈ (N − p,N) ∩ (0,N). We set p0 := 2N/(N + 2) and β denotes any
real number satisfying 0 < β  1− (N − d)/p.
We deﬁne the functional JΘp : L2(Ω) → [0,+∞] by
JΘp (u) =
{
1
p
∫
Ω
|∇u|p dx+ 1p
∫
∂Ω
∫
∂Ω
|u(x)−u(y)|p
kβ (x,y)
dμx dμy, if u ∈ W 1,p(Ω),
+∞ otherwise,
(3.1)
where we recall that kβ(x, y) := |x− y|βp+d . We have the following result.
Theorem 3.1. Let p ∈ [p0,N) ∩ (1,N). Then the functional JΘp is proper, convex and l.s.c. on L2(Ω).
Proof. Since p ∈ [p0,N) ∩ (1,N), we have that W 1,p(Ω) is continuously embedded into L2(Ω). It is clear that JΘp is
proper and convex. We show that it is lower semi-continuous. Let un ∈ W 1,p(Ω) be a sequence which converges to a
function u ∈ L2(Ω). If
lim inf
n→∞ JΘp (un) = +∞,
there is nothing to prove. Suppose that lim infn→∞ JΘp (un) < +∞. Take any subsequence of un which we also denote by un ,
such that limn→∞ JΘp (un) = const. Then {∇un} is a bounded sequence in (Lp(Ω))N . By uniform convexity of Lp(Ω), then
possibly by passing to a subsequence, we may assume that {∇un} converges weakly to some U in (Lp(Ω))N .
• Case p0  p < 2. Since the injection of L2(Ω) into Lp(Ω) is continuous and un converges to u in L2(Ω), it follows that
un converges to u in Lp(Ω) as well. Since ∇ is a closed operator on Lp(Ω), we get U = ∇u. Hence, un converges weakly
to u in W 1,p(Ω).
• Case 2 p < N . Since the injection of Lp(Ω) into L2(Ω) is continuous, it follows that {∇un} also converges weakly to U
in (L2(Ω))N . Hence, U = ∇u, where we have used the fact that ∇ is a closed operator on L2(Ω). Since Ω is assumed to
have the W 1,p-extension property, then iterating the Sobolev inequality several times, we get that un is also a bounded
sequence in Lp(Ω) and therefore, after a subsequence if necessary, we may assume that un converges weakly to u in
Lp(Ω). We have shown that un converges weakly to u in W 1,p(Ω).
Since by Theorem 2.11 the trace operator is continuous from W 1,p(Ω) into Bpβ(∂Ω,μ) and un converges weakly to u ∈
W 1,p(Ω), we have that un|∂Ω also converges weakly to u|∂Ω in Bpβ(∂Ω,μ). Finally, using the fact that the norm function
in any Banach space is weakly lower semi-continuous, we obtain,
JΘp (u) lim infn→∞ JΘp (un),
and this completes the proof. 
Next, we compute the subdifferential of the functional JΘp .
Lemma 3.2. Let ∂ JΘp be the single value subdifferential of the functional JΘp . Let f ∈ L2(Ω) and u ∈ W 1,p(Ω). Then, f ∈ ∂ JΘp (u)
if and only if⎧⎨
⎩
−
pu = f inD ′(Ω),
|∇u|p−2 ∂u dH N−1 + Θp(u) = 0 weakly on ∂Ω,
(3.2)∂ν
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〈Θpu, v〉 =
∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2
kβ(x, y)
(
u(x) − u(y))(v(x) − v(y))dμx dμy .
Proof. Let u ∈ W 1,p(Ω) and f ∈ L2(Ω). Assume that f ∈ ∂ JΘp (u). Then by the deﬁnition of the subdifferential, for every
v ∈ W 1,p(Ω),∫
Ω
f (v − u)dx JΘp (v) − JΘp (u) =
1
p
∫
Ω
(|∇v|p − |∇u|p)dx
+ 1
p
∫
∂Ω
∫
∂Ω
|v(x) − v(y)|p − |u(x) − u(y)|p
kβ(x, y)
dμx dμy . (3.3)
Let w ∈ W 1,p(Ω) and t ∈ [0,1] be ﬁxed. Letting v := tw + (1− t)u ∈ W 1,p(Ω) in (3.3), dividing by t and taking the limit as
t ↓ 0+ , we get∫
Ω
f (w − u)dx
∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2
kβ(x, y)
(
u(x) − u(y))((w − u)(x) − (w − u)(y))dμx dμy
+
∫
Ω
|∇u|p−2∇u · ∇(w − u)dx. (3.4)
Letting w = u ± ϕ with ϕ ∈ W 1,p(Ω) ∩ C(Ω) in (3.4), we obtain that for every ϕ ∈ W 1,p(Ω) ∩ C(Ω),∫
Ω
f ϕ dx=
∫
Ω
|∇u|p−2∇u · ∇ϕ dx+
∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2
kβ(x, y)
(
u(x) − u(y))(ϕ(x) − ϕ(y))dμx dμy . (3.5)
Using Deﬁnition 1.1, Eq. (3.5) means that one has (3.2).
To show the converse, let u ∈ W 1,p(Ω), f ∈ L2(Ω) and assume that u is a weak solution to Eq. (3.2). Let v ∈ W 1,p(Ω)
be arbitrary. Then
JΘp (v) − JΘp (u) =
1
p
∫
∂Ω
∫
∂Ω
|v(x) − v(y)|p − |u(x) − u(y)|p
kβ(x, y)
dμx dμy + 1
p
∫
Ω
(|∇v|p − |∇u|p)dx

∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2
kβ(x, y)
(
u(x) − u(y))((v − u)(x) − (v − u)(y))dμx dμy
+
∫
Ω
|∇u|p−2∇u · ∇(v − u)dx, (3.6)
where we have used the fact that for every a,b ∈ RN and p ∈ (1,∞),
1
p
(|a|p − |b|p) |b|p−2b(a− b).
It follows from (3.6) and the deﬁnition of weak solutions to Eq. (3.2) that for every (v − u) ∈ W 1,p(Ω) ∩ C(Ω),
JΘp (v) − JΘp (u)
∫
Ω
f (v − u)dx.
It is easy to see that this last inequality remains true for every v ∈ W 1,p(Ω). Hence, f ∈ ∂ JΘp (u) and this completes the
proof. 
The preceding lemma shows that the single value subdifferential of the functional JΘp is given by⎧⎨
⎩ D(∂ JΘp ) =
{
u ∈ W 1,p(Ω), 
pu ∈ L2(Ω), |∇u|p−2 ∂u
∂ν
dH N−1 + Θp(u) = 0 weakly on ∂Ω
}
,
∂ JΘp (u) = −
pu.
(3.7)
We have the following result which may be of interest on its own.
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Assume that U := Int(D(F )) = ∅. Then the following assertions are equivalent.
(i) For all (x0, x1), (y0, y1) ∈ R2 with (x0 − y0)(x1 − y1) < 0,
F (x0, y1) + F (y0, x1) F (x0, x1) + F (y0, y1). (3.8)
(ii) ∂
2 F
∂x0∂x1
 0 onD ′(U ) and
∀(x0, x1), (y0, y1) ∈ D(F ) with (x0 − y0)(x1 − y1) < 0; (x0, y1), (y0, x1) ∈ D(F ). (3.9)
Proof. (i) ⇒ (ii): Assume that (i) holds. Let h,k ∈ (0,∞) and ϕ ∈ D(R2) with ϕ  0 and supp(ϕ) ⊂ U . Using (3.8) with
(x0, x1) ∈ R2, (y0, y1) = (x0 − th, x1 + tk), t  0, we obtain
F (x0, x1 + tk) + F (x0 − th, x1) F (x0, x1) + F (x0 − th, x1 + tk). (3.10)
Since F is continuous on U , if (x0, x1) ∈ supp(ϕ) and if 0< t < dist(supp(ϕ),∂U )2‖(h,k)‖ , then one has (x0 − th, x1 + tk) ∈ U . Therefore,
multiplying (3.10) by ϕ(x0, x1) and integrating over R2, we obtain after a suitable change of variables,∫
R2
F (x0, x1)
[
ϕ(x0, x1 − tk) + ϕ(x0 + th, x1) − ϕ(x0, x1) − ϕ(x0 + th, x1 − tk)
]
dx0 dx1  0.
Dividing by t2 and taking the limit as t → 0+ , we get∫
U
F (x0, x1)
∂2ϕ
∂x0∂x1
(x0, x1)dx0 dx1  0.
Hence, ∂
2 F
∂x0∂x1
 0 on D ′(U ). Let (x0, x1), (y0, y1) ∈ D(F ) with (x0 − y0)(x1 − y1) < 0. It follows from (3.8) that
(x0, y1)(y0, x1) ∈ D(F ) and we have shown (ii).
(ii) ⇒ (i): After standard technics of regularization, we may assume that F is of class C1 on U and therefore, one has
(3.8) for (x0, x1), (y0, y1) ∈ U with (x0 − y0)(x1 − y1) < 0. If (x0, x1), (y0, y1) ∈ D(F ), using the convexity of F and (3.9) we
obtain that for t ∈ (0,1),(
t(y0 − x0) + x0, t(y1 − x1) + x1
)
,
(
t(x0 − y0) + y0, t(x1 − y1) + y1
) ∈ U .
Hence,
F
(
t(y0 − x0) + x0, t(x1 − y1) + y1
)+ F (t(x0 − y0) + y0, t(y1 − x1) + x1)
 F
(
t(y0 − x0) + x0, t(y1 − x1) + x1
)+ F (t(x0 − y0) + y0, t(x1 − y1) + y1).
Since all these functions of t are convex, l.s.c. and ﬁnite on [0,1], it follows that they are continuous on [0,1]. Taking the
limit of the preceding inequality as t → 0+ , we obtain (3.8) and this completes the proof. 
Now we are ready to state and prove the well-posedness of the Cauchy problem (1.6).
Theorem 3.4. Let p ∈ [p0,N) ∩ (1,N). Then, the operator AΘp := −∂ JΘp generates a strongly continuous submarkovian semigroup
SΘp on L
2(Ω). Consequently, the Cauchy problem (1.6) is well posed on Lq(Ω) for every q ∈ [1,+∞).
Proof. Let p ∈ [p0,N) ∩ (1,N). Since W 1,p(Ω) is dense in L2(Ω) and JΘp is proper, convex and l.s.c. on L2(Ω) (see Theo-
rem 3.1), it follows from Theorem 2.1 that AΘp generates a strongly continuous (nonlinear) semigroup SΘp on L
2(Ω). Hence,
for every u0 ∈ L2(Ω), the function u(·) := SΘp (·)u0 is the unique strong solution of the Cauchy problem⎧⎪⎪⎨
⎪⎪⎩
u ∈ C(R+; L2(Ω))∩ W 1,∞loc ((0,∞); L2(Ω)) and u(t) ∈ D(∂ JΘp ) a.e.,
∂u
∂t
+ ∂ JΘp (u) = 0 a.e. on R+,
u(0, x) = u0(x).
(3.11)
(a) We show that the semigroup is order preserving. Since D( JΘp ) = W 1,p(Ω) which is a vector space, it suﬃces to
verify that (2.2) is satisﬁed. Let u, v ∈ W 1,p(Ω). Then, it is clear that u ∧ v , u ∨ v ∈ W 1,p(Ω). Moreover,
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Ω
∣∣∇(u ∧ v)∣∣p dx= ∫
{uv}
|∇u|p dx+
∫
{u>v}
|∇v|p dx, (3.12)
and ∫
Ω
∣∣∇(u ∨ v)∣∣p dx= ∫
{uv}
|∇v|p dx+
∫
{u>v}
|∇u|p dx. (3.13)
Combining (3.12) and (3.13), we get∫
Ω
∣∣∇(u ∧ v)∣∣p dx+ ∫
Ω
∣∣∇(u ∨ v)∣∣p dx= ∫
Ω
|∇u|p dx+
∫
Ω
|∇v|p dx. (3.14)
Now, let
B(x, y,u) := |u(x) − u(y)|
p
kβ(x, y)
and set
A := {x ∈ ∂Ω: u(x) v(x)} and Ac = ∂Ω \ A := {x ∈ ∂Ω: u(x) > v(x)}.
Then, we have∫
∂Ω
∫
∂Ω
B(x, y,u ∧ v)dμx dμy +
∫
∂Ω
∫
∂Ω
B(x, y,u ∨ v)dμx dμy
=
∫
A
∫
A
|u(x) − u(y)|p + |v(x) − v(y)|p
kβ(x, y)
dμx dμy +
∫
Ac
∫
Ac
|v(x) − v(y)|p + |u(x) − u(y)|p
kβ(x, y)
dμx dμy
+
∫
Ac
∫
A
|u(x) − v(y)|p + |v(x) − u(y)|p
kβ(x, y)
dμx dμy +
∫
A
∫
Ac
|v(x) − u(y)|p + |u(x) − v(y)|p
kβ(x, y)
dμx dμy . (3.15)
Deﬁne the functional F : R2 → [0,∞) by F (t, s) := |t − s|p . It is clear that F satisﬁes the hypothesis of Lemma 3.3. Since
p > 1,
∂2F
∂t∂s
= −p(p − 1)|t − s|p−2(sgn(t − s))2  0.
It is then readily seen that Lemma 3.3(ii) is satisﬁed. Applying this lemma, we get that on A × Ac and on Ac × A,∣∣u(x) − v(y)∣∣p + ∣∣v(x) − u(y)∣∣p  ∣∣u(x) − u(y)∣∣p + ∣∣v(x) − v(y)∣∣p . (3.16)
It follows from (3.16) and (3.15) that∫
∂Ω
∫
∂Ω
B(x, y,u ∧ v)dμx dμy +
∫
∂Ω
∫
∂Ω
B(x, y,u ∨ v)dμx dμy 
∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p + |v(x) − v(y)|p
kβ(x, y)
dμx dμy .
(3.17)
Finally, combining (3.14) and (3.17), we get
JΘp (u ∧ v) + JΘp (u ∨ v) JΘp (u) + JΘp (v).
Hence, the semigroup is order preserving.
(b) It remains to show that the semigroup is non-expansive on L∞(Ω). For this we verify that (2.4) is satisﬁed. For α > 0
and u, v ∈ L2(Ω) we let
gα(u, v) := 1
2
[
(u − v + α)+ − (u − v − α)−
]
.
If u or v does not belong to W 1,p(Ω), there is nothing to prove. Hence, we may assume that u, v ∈ W 1,p(Ω).
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Ω
∣∣∇(v + gα(u, v))∣∣p dx=
∫
{|u−v|α}
|∇u|p dx+
∫
{u−v<−α}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣
p
dx+
∫
{u−v>α}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣
p
dx (3.18)
and ∫
Ω
∣∣∇(u − gα(u, v))∣∣p dx=
∫
{|u−v|α}
|∇v|p dx+
∫
{u−v<−α}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣
p
dx+
∫
{u−v>α}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣
p
dx. (3.19)
Combining (3.18) and (3.19) and using the fact that the functional u → ∫A |∇u|p dx is convex for every measurable set
A ⊂ Ω , we obtain∫
Ω
∣∣∇(v + gα(u, v))∣∣p dx+
∫
Ω
∣∣∇(u − gα(u, v))∣∣p dx
∫
Ω
|∇u|p dx+
∫
Ω
|∇v|p dx. (3.20)
• Now we investigate the terms not involving gradients. For α > 0 we set
λ := 1{u =v} gα(u, v)
u − v .
A direct calculation shows that λ ∈ [0,1]. Moreover,
u − gα(u, v) = λv + (1− λ)u and v + gα(u, v) = λu + (1− λ)v.
Using the convexity of B(x, y, ·), we obtain∫
∂Ω
∫
∂Ω
B
(
x, y,u − gα(u, v)
)
dμx dμy =
∫
∂Ω
∫
∂Ω
B
(
x, y, λv + (1− λ)u)dμx dμy

∫
∂Ω
∫
∂Ω
λB(x, y, v)dμx dμy +
∫
∂Ω
∫
∂Ω
(1− λ)B(x, y,u)dμx dμy (3.21)
and ∫
∂Ω
∫
∂Ω
B
(
x, y, v + gα(u, v)
)
dμx dμy =
∫
∂Ω
∫
∂Ω
B
(
x, y, λu + (1− λ)v)dμx dμy

∫
∂Ω
∫
∂Ω
λB(x, y,u)dμx dμy +
∫
∂Ω
(1− λ)B(x, y, v)dμx dμy . (3.22)
Combining (3.21) and (3.22) gives∫
∂Ω
∫
∂Ω
B
(
x, y,u − gα(u, v)
)
dμx dμy +
∫
∂Ω
∫
∂Ω
B
(
x, v + gα(u, v)
)
dμx dμy

∫
∂Ω
∫
∂Ω
B(x, y,u)dμx dμy +
∫
∂Ω
∫
∂Ω
B(x, y, v)dμx dμy . (3.23)
Finally, it follows from (3.20) and (3.23) that
JΘp
(
u − gα(u, v)
)+ JΘp (v + gα(u, v)) JΘp (u) + JΘp (v).
Hence, SΘp is non-expansive on L
∞(Ω) and it is submarkovian. Since JΘp is nonnegative, it follows from [11, Theorem 2.4]
and the duality argument given in [5, p. 21] that SΘp can be extended to a strongly continuous, non-expansive semigroup on
Lq(Ω) for every q ∈ [1,∞) and to a non-expansive semigroup on L∞(Ω), and each of such semigroups is order preserving.
Hence, the Cauchy problem (1.6) is well posed in Lq(Ω) for every q ∈ [1,∞). 
Next, for p ∈ [p0,∞) ∩ (1,∞), we deﬁne the functionals J D,p, JN ,p : L2(Ω) → [0,+∞] by
J D,p(u) =
{
1
p
∫
Ω
|∇u|p dx, if u ∈ W 1,p0 (Ω),
+∞ otherwise,
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JN ,p(u) =
{ 1
p
∫
Ω
|∇u|p dx, if u ∈ W 1,p(Ω),
+∞ otherwise.
It is well known that J D,p and JN ,p are proper, convex and l.s.c. functionals on L2(Ω). Let SD,p and SN ,p be the semi-
groups on L2(Ω) generated by the operators AD,p := −∂ J D,p and AN ,p := −∂ JN ,p , respectively. In fact, AD,p and AN ,p
are realizations of the p-Laplace operator with Dirichlet and Neumann boundary conditions, respectively.
Let B : ∂Ω × R → [0,+∞] satisfy the following assumptions:⎧⎪⎪⎨
⎪⎪⎩
B(·, t) ∈ L1(∂Ω,dμ) for all t ∈ R;
B(x, ·) is differentiable, even and convex for μ-a.e. x ∈ ∂Ω;
B(x,0) = 0 for μ-a.e. x ∈ ∂Ω;
B(x,2t) C B(x, t) for all x ∈ ∂Ω and t ∈ R.
(3.24)
Let
V :=
{
u ∈ W 1,p(Ω):
∫
∂Ω
B(x,u)dμ < ∞
}
. (3.25)
Then V endowed with the norm
‖u‖V := ‖u‖W 1,p(Ω) + ‖u‖B,μ
is a reﬂexive Banach space, where,
‖u‖B,μ := inf
{
k > 0:
∫
∂Ω
B(x,u/k)dμ 1
}
.
Let the functional J R,p : L2(Ω) → [0,+∞] be deﬁned by
J R,p(u) =
{ 1
p
∫
Ω
|∇u|p dx+ ∫
∂Ω
B(x,u)dμ, if u ∈V ,
+∞ otherwise.
By [9, Section 3] (see also [7, Theorem 3.1] for the case p = 2), J R,p is proper, convex and l.s.c. The operator AR,p := −∂ J R,p
is a realization of the p-Laplace operator with generalized (nonlinear) local Robin boundary conditions, that is, if u ∈V and
f ∈ L2(Ω), then f ∈ ∂ J R,p(u) if and only if u is a weak solution of the quasi-linear elliptic problem⎧⎨
⎩
−
pu = f inD ′(Ω),
|∇u|p−2 ∂u
∂ν
dH N−1 + β(x,u)dμ = 0 weakly on ∂Ω. (3.26)
Here, β(x, ·) denotes the subdifferential of the functional B(x, ·) and by a weak solution of (3.26), we means a function
u ∈V such that for every v ∈V ∩ C(Ω),∫
Ω
|∇u|p−2∇u · ∇v dx+
∫
∂Ω
β(x,u)v dμ =
∫
Ω
f v dx.
We denote by SR,p the semigroup on L2(Ω) generated by AR,p .
Theorem 3.5. The semigroup SD,p is dominated by SR,p which is also dominated by SN ,p , i.e.,
SD,p  SR,p  SN ,p .
Proof. (a) First we show that SD,p  SR,p . Let u ∈ W 1,p0 (Ω) and let v ∈V be a nonnegative function. Then, it is clear that
(|u| ∧ v) sgn(u) ∈ W 1,p0 (Ω) and |u| ∨ v ∈V . Using the fact that u = 0 μ-a.e. on ∂Ω (see [8]), we obtain
J D,p
((|u| ∧ v) sgn(u))+ J R,p(|u| ∨ v)
= 1
p
∫
{|u|v}
|∇u|p dx+ 1
p
∫
{|u|v}
|∇v|p dx+
∫
{|u|v}
B(x, v)dμ + 1
p
∫
{|u|>v}
|∇v|p dx+ 1
p
∫
{|u|>v}
|∇u|p dx
= 1
p
∫
Ω
|∇u|p dx+ 1
p
∫
Ω
|∇v|p dx+
∫
{|u|v}
B(x, v)dμ J D,p(u) + J R,p(v).
By Theorem 2.8, SD,p  SR,p .
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(|u| ∧ v) sgn(u) ∈V and |u| ∨ v ∈ W 1,p(Ω). Proceeding as in part (a) and using the fact that B(x, ·) is monotone and even,
we get
J R,p
((|u| ∧ v) sgn(u))+ JN ,p(|u| ∨ v)= 1
p
∫
Ω
|∇u|p dx+ 1
p
∫
Ω
|∇v|p dx+
∫
{|u|v}
B(x,u)dμ +
∫
{|u|>v}
B(x, v)dμ
 1
p
∫
Ω
|∇u|p dx+ 1
p
∫
Ω
|∇v|p dx+
∫
{|u|v}
B(x,u)dμ +
∫
{|u|>v}
B(x,u)dμ
 J R,p(u) + JN ,p(v).
Hence, SD,p  SR,p and the proof is ﬁnished. 
The linear case of the preceding theorem (that is p = 2 and β(x, t) = α(x)t) has been ﬁrst proved in [4]. The following is
the corresponding result for the semigroup SΘp .
Theorem 3.6. Let p ∈ [p0,N) ∩ (1,N). Then the following hold.
(a) The semigroup SD,p is dominated by the semigroup SΘp , that it, SD,p  SΘp .
(b) The semigroup SΘp is not dominated by SN ,p , that is, SΘp  SN ,p .
Proof. Let p ∈ [p0,N) ∩ (1,N).
(a) Let u ∈ W 1,p0 (Ω) and let v ∈ W 1,p(Ω) be a nonnegative function. Proceeding as in the proof of Theorem 3.5 part (a),
we easily get
J D,p
((|u| ∧ v) sgn(u))+ JΘp (|u| ∨ v) J D,p(u) + JΘp (v).
Therefore SD,p is dominated by SΘp .
(b) Let u ≡ 1 ∈ W 1,p(Ω) and let 0 v(x) 1 be a function in W 1,p(Ω) such that∫
∂Ω
∫
∂Ω
B(x, y, v)dμx dμy > 0. (3.27)
Then it is clear that (|u| ∧ v) sgn(u) = v ∈ W 1,p(Ω) and |u| ∨ v = u = 1 ∈ W 1,p(Ω). Since JΘp (1) = JN ,p(1) = 0, we
have
JΘp
((|u| ∧ v) sgn(u))+ JN ,p(|u| ∨ v)= JΘp (v) + JN ,p(1) = JΘp (v)
and
JΘp (u) + JN ,p(v) = JΘp (1) + JN ,p(v) = JN ,p(v).
It follows from (3.27) that
JΘp (v) :=
1
p
∫
Ω
|∇v|p dx+ 1
p
∫
∂Ω
∫
∂Ω
B(x, y, v)dμx dμy >
1
p
∫
Ω
|∇v|p dx= JN ,p(v).
By Theorem 2.8, SΘp is not dominated by SN ,p and the proof is ﬁnished. 
We conclude this section by noticing that one may assume less regularity on Ω than the W 1,p-extension property and
obtains the results of this section.
Remark 3.7. Let Ω ⊂ RN be a bounded domain and let μ be an upper d-Ahlfors measure on ∂Ω for some d ∈ (0,N]. Assume
that every function u ∈ W 1,p(Ω) has a trace which belongs to Bpβ(∂Ω,μ) for some β ∈ (0,1) and that the trace operator
is continuous. Then the results of this section hold with some minor changes. Example of domains in R2 having the above
mentioned property and are not W 1,p-extension domains are included in [1] where in this case μ can be taken to be the
so called self-similar measure which is an upper d-Ahlfors measure.
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Let Ω ⊂ RN be a bounded domain which has the W 1,2-extension property. Let μ be an upper d-Ahlfors measure on ∂Ω
with d ∈ (N − 2,N) ∩ (0,N) and let 0 < β  1− (N − d)/2 be a real number.
Consider the bilinear symmetric form AΘ on L2(Ω) with domain W 1,2(Ω) deﬁned by
AΘ(u, v) :=
∫
Ω
∇u · ∇v dx+
∫
∂Ω
∫
∂Ω
(u(x) − u(y))(v(x) − v(y))
|x− y|2β+d dμx dμy . (4.1)
Using Theorem 2.11, it is easy to see that the form AΘ is closed. Let 
Θ be the closed self-adjoint operator on L2(Ω)
associated with the form AΘ in the sense that{
D(
Θ) :=
{
u ∈ L2(Ω), ∃w ∈ L2(Ω), ∀v ∈ W 1,2(Ω), AΘ(u, v) = (v,w)L2(Ω)
}
,

Θu := −w.
(4.2)
The following result can be proved easily.
Lemma 4.1. The operators 
Θ and AΘ2 coincide.
Let (et
Θ )t0 be the strongly continuous submarkovian semigroup generated by 
Θ on L2(Ω), that is, for every t  0,
et
Θ = SΘ2 (t). Recall that, since (et
Θ )t0 is submarkovian, then it can be extended to consistent contraction semigroups
on Lq(Ω) for every q ∈ [1,∞] and each of such semigroups is strongly continuous if q ∈ [1,∞). We denote the generator of
the semigroup on Lq(Ω) by 
qΘ and the associated semigroup by (e
t
qΘ )t0.
Theorem 4.2. The operator 
Θ has a compact resolvent on L2(Ω) and the semigroup (et
Θ )t0 is ultracontactive. Moreover the
semigroup (et

q
Θ )t0 is compact and bounded analytic of angle π/2 on Lq(Ω) for every q ∈ [1,∞).
Proof. Since W 1,2(Ω) ↪→ L2N/(N−2)(Ω) (see (2.6)), then the injection of W 1,2(Ω) into L2(Ω) is compact. This shows that
the operator 
Θ has a compact resolvent and hence, the semigroup on L2(Ω) is compact. Next, using the same continuous
embedding, it is easy to see that there exists a constant C > 0 such that if ps := 2N/(N − 2),
‖u‖2Ω,ps  C
(
AΘ(u,u) + ‖u‖2Ω,2
)
for all u ∈ D(AΘ) = W 1,2(Ω). (4.3)
By [22, Theorem 6.4], (4.3) implies that for every t > 0, the operator et
Θ maps L2(Ω) into L∞(Ω), that is, the semigroup
(et
Θ )t0 is ultracontractive. More precisely, one has that there is a constant C > 0 such that for every 0 < t  1,∥∥et
Θ u∥∥
Ω,∞  Ct
−N/4‖u‖Ω,2 for all u ∈ L2(Ω). (4.4)
The ultracontractivity implies that (et

1
Θ )t0 is compact on L1(Ω) and therefore, 
1Θ has a compact resolvent on L
1(Ω).
By [15, Theorem 1.6.4], this implies that (et

q
Θ )t0 is compact and hence, 

q
Θ has a compact resolvent on L
q(Ω) for
every q ∈ [1,∞]. The ultracontractivity, that is, (4.4) also implies that (et
Θ )t0 has a kernel K (t, x, y) which satisﬁes the
estimates:
0 K (t, x, y) Ct−N/2 for all 0< t  1 and a.e. (x, y) ∈ Ω × Ω.
Following [2, Section 2], one obtains that in fact the kernel satisﬁes the Gaussian estimates, that is, there exist two constants
C, δ > 0 such that
0 K (t, x, y) Ct−N/2e−
|x−y|2
4δt for all 0 < t  1 and a.e. (x, y) ∈ Ω × Ω. (4.5)
Now, by [22, Corollary 7.5], (4.5) implies that the semigroup (et

q
Θ )t0 is bounded analytic of angle π/2 on Lq(Ω) for every
q ∈ [1,∞) and this completes the proof. 
We conclude this section by the following remark.
Remark 4.3. One can compare the eigenvalues of the operators 
D,2 and 
Θ . More precisely, if λΘ,k and λD,k denote the
kth eigenvalue (k ∈ N) of the operators 
Θ and 
D,2, respectively, then
0 < λΘ,k+1 < λD,k. (4.6)
This beautiful result has been recently obtained by Gesztesy and Mitrea [17] on Lipschitz domains and μ = σ (the usual
Lebesgue surface measure on ∂Ω). Their proof should also work for extension domains and for general measures. Since it is
not the goal of this article, we do not go into details. We conjecture that it will not be possible to compare (as in (4.6)) the
eigenvalues of the operators 
Θ and 
N ,2 even if both have a compact resolvent.
A.V. Santiago, M. Warma / J. Math. Anal. Appl. 372 (2010) 120–139 1335. The elliptic problem
Let p ∈ (1,N), Ω ⊂ RN a bounded W 1,p(Ω)-extension domain, μ an upper d-Ahlfors measure on ∂Ω with N − p <
d < N , and β any real number satisfying 0 < β  1 − (N − d)/p. We consider the quasi-linear elliptic boundary value
problem formally given by⎧⎨
⎩
−
pu + λ|u|p−2u = f in Ω,
|∇u|p−2 ∂u
∂ν
dH N−1 + Θp(u) = g dμ on ∂Ω,
(5.1)
where f ∈ Lp1 (Ω) and g ∈ Lq1 (∂Ω,μ) for 1 p1,q1 ∞ and λ > 0 is a real number.
Deﬁnition 5.1. A function u ∈ W 1,p(Ω) is said to be a weak solution of (5.1) if
AΘp (u, v) =
∫
Ω
f v dx+
∫
∂Ω
gv dμ, (5.2)
for every v ∈ W 1,p(Ω) ∩ C(Ω), where for u, v ∈ W 1,p(Ω),
AΘp (u, v) :=
∫
Ω
|∇u|p−2∇u · ∇v dx+ λ
∫
Ω
|u|p−2uv dx
+
∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2(u(x) − u(y))(v(x) − v(y))
|x− y|βp+d dμx dμy . (5.3)
The following inequalities taken from [8] will be useful.
Lemma 5.2. Let a,b ∈ RN and p ∈ (1,∞). Then, there exists a constant cˆp > 0 such that(|a|p−2a− |b|p−2b)(a− b) cˆp(|a| + |b|)p−2|a− b|2  0. (5.4)
If p ∈ [2,∞), then there exists a constant cp ∈ (0,1] such that(|a|p−2a− |b|p−2b)(a− b) cp|a− b|p. (5.5)
Moreover, (5.5) implies that∣∣|a|p−2a − |b|p−2b∣∣ cp|a− b|p−1. (5.6)
We have the following result.
Lemma 5.3. Let 1 < p < N. Then the mapping AΘp deﬁned in (5.3) is a nonlinear form. Moreover, it is hemicontinuous, strictly
monotone and coercive.
Proof. It is clear that for every u ∈ W 1,p(Ω), AΘp (u, ·) is linear. Let u, v ∈ W 1,p(Ω). Then using the classical Hölder
inequality and (2.7), we obtain∣∣AΘp (u, v)∣∣ ‖∇u‖p−1Ω,p‖∇v‖Ω,p + λ‖u‖p−1p,Ω ‖v‖Ω,p
+
( ∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p
kβ(x, y)
dμx dμy
) p−1
p
( ∫
∂Ω
∫
∂Ω
|v(x) − v(y)|p
kβ(x, y)
dμx dμy
) 1
p
 C‖u‖p−1
W 1,p(Ω)
· ‖v‖W 1,p(Ω), (5.7)
where C is a constant which is independent of u and v . Hence, AΘp (u, ·) ∈ (W 1,p(Ω))∗ . Since the norm function in any
Banach space is continuous, it follows that for all u, v,w ∈ W 1,p(Ω),
limAΘp (u + tw, v) =AΘp (u, v).
t↓0
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AΘp (u,u − v) −AΘp (v,u − v) > 0 for all u, v ∈ W 1,p(Ω), u = v.
Hence, AΘp is strictly monotone. Finally, it is clear that for every u ∈ W 1,p(Ω),
AΘp (u,u) :=
∫
Ω
|∇u|p dx+ λ
∫
Ω
|u|p dx+
∫
∂Ω
∫
∂Ω
B(x, y,u)dμx dμy min{1, λ}‖u‖pW 1,p(Ω).
Hence,
lim‖u‖W 1,p (Ω)→∞
AΘp (u,u)
‖u‖W 1,p(Ω)
= +∞
and this shows that AΘp is coercive and this completes the proof. 
Before showing existence and uniqueness of weak solutions, we introduce the following space.
Deﬁnition 5.4. For r, s ∈ [1,∞) or r = s = ∞, we deﬁne the Banach space
Xr,s(Ω,μ) := {( f , g), f ∈ Lr(Ω), g ∈ Ls(∂Ω,μ)},
and we endow it with the norm∥∥( f , g)∥∥
Xr,s(Ω,μ)
:= ‖ f ‖Ω,r + ‖g‖∂Ω,s if 1 r, s < ∞,
and ∥∥( f , g)∥∥
X∞,∞(Ω,μ) :=max
{‖ f ‖Ω,∞,‖g‖∂Ω,∞}.
We will simply denote ‖( f , g)‖Xr,s(Ω,μ) := |||( f , g)|||r,s .
Throughout the remainder of this article, for 1< p < N , we let
ps := Np
N − p , qs =
dp
N − p , ph := p
′
s =
Np
N(p − 1) + p , qh := q
′
s =
Nd
N(d − 1) + p . (5.8)
Lemma 5.5. Let 1 < p < N, p1  ph and q1  qh. Then, for every ( f , g) ∈ Xp1,q1 (Ω,μ), Problem (5.1) has a unique weak solution.
Proof. Let 〈·,·〉 denote the duality between W 1,p(Ω) and (W 1,p(Ω))∗ . By Lemma 5.3, for each u ∈ W 1,p(Ω), there exists
AΘp (u) ∈ (W 1,p(Ω))∗ such that for every v ∈ W 1,p(Ω),
AΘp (u, v) =
〈
AΘp (u), v
〉
.
This deﬁnes an operator AΘp : W 1,p(Ω) → (W 1,p(Ω))∗ which by Lemma 5.3 again is strictly monotone, coercive, continu-
ous and (5.7) shows that it is also bounded. It follows from Browder’s theorem [16, Theorem 5.3.22] that AΘp (W
1,p(Ω)) =
(W 1,p(Ω))∗ . Therefore, for every h ∈ (W 1,p(Ω))∗ , there is u ∈ W 1,p(Ω) such that AΘp (u) = h, that is, for every v ∈
W 1,p(Ω),〈
AΘp (u), v
〉=AΘp (u, v) = 〈h, v〉.
Since AΘp is strictly monotone, it follows that the solution u is unique. Let p1  ph and q1  qh . It follows from (2.8)
and the fact that Ω is bounded and μ(∂Ω) < ∞ that for every ( f , g) ∈ Xp1,q1 (Ω,μ), the mapping W 1,p(Ω) → R, v →∫
Ω
f v dx+ ∫
∂Ω
gv dμ belongs to (W 1,p(Ω))∗ and this completes the proof. 
Next, we give some properties of the operator solution constructed in the proof of the preceding lemma.
Lemma 5.6. Let 2  p < N, p1  ph,q1  qh and let AΘp : W 1,p(Ω) → (W 1,p(Ω))∗ be the continuous, surjective and bounded
operator constructed in the proof of the preceding lemma. Then AΘp has an inverse and its inverse A
−1
Θp
: (W 1,p(Ω))∗ → W 1,p(Ω)
is continuous and bounded, and from Xp1,q1 (Ω,μ) into Xps,qs (Ω,μ). Moreover, A−1Θp : Xp1,q1 (Ω,μ) → W 1,p(Ω) ∩ Xr,s(Ω,μ) is
compact for every r ∈ (1, ps) and s ∈ (1,qs).
A.V. Santiago, M. Warma / J. Math. Anal. Appl. 372 (2010) 120–139 135Proof. Let 2 p < N . Since by Lemma 5.3, AΘp is strictly monotone, it follows that AΘp is injective and therefore bijective.
Hence, it has an inverse A−1Θp . Let u, v ∈ W 1,p(Ω). Using (5.5) we get〈
AΘp (u) − AΘp (v),u − v
〉=AΘp (u,u − v) −AΘp (u,u − v) cp
∫
Ω
∣∣∇(u − v)∣∣p dx+ λcp
∫
Ω
|u − v|p dx
+ cp
∫
∂Ω
∫
∂Ω
|(u − v)(x) − (u − v)(y)|p
kβ(x, y)
dμx dμy
 C‖u − v‖p
W 1,p(Ω)
, (5.9)
for some constant C > 0. It follows from (5.9) that
‖u − v‖p−1
W 1,p(Ω)
 C
∥∥AΘp (u) − AΘp (v)∥∥(W 1,p(Ω))∗ .
Letting u := A−1Θp (F ) and v := A−1Θp (G), the preceding inequality implies that∥∥A−1Θp (F ) − A−1Θp (G)∥∥p−1W 1,p(Ω)  C‖F − G‖(W 1,p(Ω))∗ . (5.10)
Hence, A−1Θp : (W 1,p(Ω))∗ → W 1,p(Ω) is continuous and bounded. Let p1  ph := p′s and q1  qh := q′s . Since W 1,p(Ω) ↪→
Xps,qs (Ω,μ), then by duality, Xph,qh (Ω,μ) ↪→ (W 1,p(Ω))∗ . Since Ω is bounded and μ(∂Ω) < ∞, it follows that
Xph,qh (Ω,μ) ↪→ Xp1,q1 (Ω,μ). Hence, (5.10) implies that∣∣∣∣∣∣A−1Θp (F ) − A−1Θp (G)∣∣∣∣∣∣p−1ps,qs  C∥∥A−1Θp (F ) − A−1Θp (G)∥∥p−1W 1,p(Ω)  C1‖F − G‖(W 1,p(Ω))∗
 C2|||F − G|||ph,qh  C3|||F − G|||p1,q1 .
This shows that A−1Θp : Xp1,q1 (Ω,μ) → Xps,qs (Ω,μ) is continuous and bounded.
Now, let 1 < r < ps and 1 < s < qs . Since the injection W 1,p(Ω) ↪→ Xr,s(Ω,μ) is compact, then by duality, the in-
jection Xr
′,s′ (Ω,μ) ↪→ (W 1,p(Ω))∗ is compact for every r′ > p′s = ph and s′ > q′s = qh . This, together with the fact that
A−1Θp : (W
1,p(Ω))∗ → W 1,p(Ω) is continuous and bounded, imply that A−1Θp : Xp1,q1 (Ω,μ) → W 1,p(Ω) is compact for every
p1 > ph and q1 > qh .
It remains to show that A−1Θp is also compact as a map into X
r,s(Ω,μ) for every r ∈ (1, ps) and s ∈ (1,qs). Since A−1Θp
is bounded, we have to show that the image of every bounded set B ⊂ Xp1,q1 (Ω,μ) is relatively compact in Xr,s(Ω,μ)
for every r ∈ (1, ps) and s ∈ (1,qs). Let un be a sequence in A−1Θp (B). Let Fn = AΘp (un) ∈B. Since B is bounded, then the
sequence Fn is bounded. Since A
−1
Θp
is compact as a map into W 1,p(Ω), it follows that there is a subsequence Fnk such
that A−1Θp (Fnk ) → u ∈ W 1,p(Ω). We may assume that un = A−1Θp (Fn) → u in W 1,p(Ω) and hence, in Xp,p(Ω,μ). It remains
to show that un → u in Xr,s(Ω,μ). Let r ∈ [p, ps) and s ∈ [p,qs). Since Un := (un,un|∂Ω) is bounded in Xps,qs (Ω,μ), a
standard interpolation inequality shows that there exists τ ∈ (0,1) such that
|||Un − Um|||r,s  |||Un − Um|||τp,p|||Un − Um|||1−τps,qs  C |||Un − Um|||τp,p .
As Un converges in Xp,p(Ω,μ), it follows from the preceding inequality that Un is a Cauchy sequence in Xr,s(Ω,μ) and
therefore converges in Xr,s(Ω,μ). Hence, A−1Θp : Xp1,q1 (Ω,μ) → W 1,p(Ω) ∩ Xr,s(Ω,μ) is compact for every r ∈ [p, ps) and
s ∈ [p,qs). The case r, s ∈ (1, p) follows from the fact that Xp,p(Ω,μ) ↪→ Xr,s(Ω,μ) and the proof is ﬁnished. 
The following is the main result of this section.
Theorem 5.7. Let 2 p < N, p1 > N/p and q1 > pd/(p2 − p(N − d)). Let ( f1, g1), ( f2, g2) ∈ Xp1,q1 (Ω,μ). Let u, v ∈ W 1,p(Ω)
be such that for every ϕ ∈ W 1,p(Ω),
AΘp (u,ϕ) −AΘp (v,ϕ) =
∫
Ω
( f1 − f2)ϕ dx+
∫
∂Ω
(g1 − g2)ϕ dμ.
Then there is a constant C > 0 depending only on p, p1,q1,N, |Ω| and μ(∂Ω) such that
max
{‖u − v‖p−1∞,Ω,‖u − v‖p−1∞,∂Ω} C(‖ f1 − f2‖p1,Ω + ‖g1 − g2‖q2,∂Ω). (5.11)
The proof of the preceding theorem is based on the following abstract result which can be proved by following line by
line the proofs of [8, Lemmas 4.4 and 4.5].
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for some r > p and s > p. LetV be a reﬂexive Banach space which is continuously embedded into W 1,p(Ω) and letA :V ×V → R
be a nonlinear form which is monotone and hemicontinuous. Assume that there is a constant C > 0 such that for every u ∈V ,
C‖u‖p
W 1,p(Ω)
A (u,u). (5.12)
Moreover, suppose that there exist some constants C , C1  0 such that, for every k 0 and all u, v ∈V ,
CA (wk,wk)A (u,wk) −A (v,wk) C1‖wk‖W 1,p(Ω)|||χAk |||p2,q2 , (5.13)
where p2 ∈ [1, r/(p − 1)), q2 ∈ [1, s/(p − 1)) and for a real number k 0,
wk :=
(|u − v| − k)+ sgn(u − v) and Ak := {x ∈ Ω: ∣∣(u − v)(x)∣∣ k}.
Then, there exists a constant C2  0 (independent of C1) such that
max
{‖u − v‖p−1L∞(Ω),‖u − v‖p−1L∞(∂Ω,μ)} C2 · C1. (5.14)
Proof of Theorem 5.7. Let 2  p < N . Since Ω ⊂ RN is a bounded W 1,p-extension domain and μ is an upper d-Ahlfors
measure on ∂Ω with N − p < d < N , it follows from (2.6) and (2.8) that W 1,p(Ω) ↪→ Xps,qs (Ω,μ) with ps > p and qs > p
given in (5.8). By Lemma 5.3, AΘp : W 1,p(Ω)× W 1,p(Ω) → R is a nonlinear form which is hemicontinuous and monotone.
It is clear that for every u ∈ W 1,p(Ω), AΘp (u,u)min{1, λ}‖u‖pW 1,p(Ω) , hence (5.12) of Lemma 5.8 is satisﬁed. Let u, v ∈
W 1,p(Ω), k 0 a real number and set
w := u − v, wk :=
(|u − v| − k)+ sgn(u − v) and Ak := {x ∈ Ω: ∣∣w(x)∣∣ k}.
Let p1 > N/p and q1 > pd/(p2 − p(N − d)). Let p2,q2 ∈ [1,∞] be such that 1/p1 + 1/p2 + 1/ps = 1 and 1/q1 + 1/q2 +
1/qs = 1. A direct calculation shows that p2 < ps/(p − 1) and q2 < qs/(p − 1). Since wk = 0 on Ω \ Ak , using the Hölder
inequality we get
AΘp (u,wk) −AΘp (v,wk) =
∫
Ak∩Ω
( f1 − f2)wk dx+
∫
Ak∩∂Ω
(g1 − g2)wk dμ
 C
∣∣∣∣∣∣( f1 − f2, g1 − g2)∣∣∣∣∣∣p1,q1‖wk‖W 1,p(Ω)|||χAk |||p2,q2 ,
where C = C(p, p1,q1,N, |Ω|,μ(∂Ω)) > 0. Hence,
AΘp (u,wk) −AΘp (v,wk) C1‖wk‖W 1,p(Ω)|||χAk |||p2,q2 ,
with
C1 := C
∣∣∣∣∣∣( f1 − f2, g1 − g2)∣∣∣∣∣∣p1,q1 . (5.15)
Next, we show that there is a constant C˜ > 0 such that
AΘp (u,wk) −AΘp (v,wk) C˜AΘp (wk,wk).
Let Bk := Ak ∩ ∂Ω . Since wk = 0 on Ω \ Ak and ∇wk = χAk∇w , we have
AΘp (u,wk) −AΘp (v,wk) =
∫
Ak∩Ω
(|∇u|p−2∇u − |∇v|p−2∇v) · ∇(u − v)dx+ λ ∫
Ak∩Ω
(|u|p−2u − |v|p−2v)wk dx
+
∫
Bk
∫
Bk
|u(x) − u(y)|p−2(u(x) − u(y))
kβ(x, y)
(
wk(x) − wk(y)
)
dμx dμy
−
∫
B
∫
B
|v(x) − v(y)|p−2(v(x) − v(y))
kβ(x, y)
(
wk(x) − wk(y)
)
dμx dμy .k k
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AΘp (u,wk) −AΘp (v,wk) cp
∫
Ak∩Ω
|∇wk|p dx+ λcp
∫
Ak∩Ω
|wk|p dx+ cp
∫
Bk
∫
Bk
|wk(x) − wk(y)|p
kβ(x, y)
dμx dμy
+ λ
∫
Ak∩Ω
(|u|p−2uwk − |v|p−2vwk − cp|wk|p)dx
+
∫
Bk
∫
Bk
|u(x) − u(y)|p−2(u(x) − u(y))(wk(x) − wk(y))
kβ(x, y)
dμx dμy
−
∫
Bk
∫
Bk
|v(x) − v(y)|p−2(v(x) − v(y))(wk(x) − wk(y))
kβ(x, y)
dμx dμy
− cp
∫
Bk
∫
Bk
|wk(x) − wk(y)|p
kβ(x, y)
dμx dμy . (5.16)
Since |u − v| k on Ak , it follows from (5.6) that on Ak ,∣∣|u|p−2u − |v|p−2v∣∣ cp|u − v|p−1  cp∣∣|u − v| − k∣∣p−1 = cp|wk|p−1.
Therefore
|u|p−2uwk − |v|p−2vwk − cp|wk|p  0 on Ak. (5.17)
Let
Ik :=
∫
Bk
∫
Bk
|u(x) − u(y)|p−2(u(x) − u(y))(wk(x) − wk(y))
kβ(x, y)
dμx dμy,
and
IIk :=
∫
Bk
∫
Bk
|v(x) − v(y)|p−2(v(x) − v(y))(wk(x) − wk(y))
kβ(x, y)
dμx dμy .
It is clear that Ak = A+k ∩ A−k with
A+k :=
{
x ∈ Ω: w(x) := u(x) − v(x) k} and A−k := {x ∈ Ω: w(x) := u(x) − v(x)−k}.
Set B+k := A+k ∩ ∂Ω and B−k := A−k ∩ ∂Ω . Let U := u(x) − u(y) and V := v(x) − v(y). We claim that on Bk × Bk ,
|U |p−2U(wk(x) − wk(y))− |V |p−2V wk(x) − wk(y) − cp∣∣wk(x) − wk(y)∣∣p  0. (5.18)
Since wk = u − v − k 0 on B+k , we get on B+k × B+k ,∣∣|U |p−2U − |V |p−2V ∣∣ cp|U − V |p−1 = cp∣∣((u − v)(x) − k)− ((u − v)(y) − k)∣∣p−1  cp∣∣wk(x) − wk(y)∣∣p−1.
Therefore, (5.18) holds on B+k × B+k . Since wk = u − v + k 0 on B−k , we get on B−k × B−k ,∣∣|U |p−2U − |V |p−2V ∣∣ cp|U − V |p−1 = cp∣∣((u − v)(x) + k)− ((u − v)(y) + k)∣∣p−1  cp∣∣wk(x) − wk(y)∣∣p−1,
and then (5.18) also holds on B−k × B−k . On B+k × B−k , we have∣∣|U |p−2U − |V |p−2V ∣∣ cp|U − V |p−1 = cp∣∣((u − v)(x) − k)− ((u − v)(y) + k)+ 2k∣∣p−1
 cp
∣∣((u − v)(x) − k)− ((u − v)(y) + k)∣∣p−1 = cp∣∣wk(x) − wk(y)∣∣p−1.
This shows that (5.18) holds on B+k × B−k . Finally, on B−k × B+k ,∣∣|U |p−2U − |V |p−2V ∣∣ cp|U − V |p−1 = cp∣∣((u − v)(x) + k)− ((u − v)(y) − k)− 2k∣∣p−1
 cp
∣∣((u − v)(x) + k)− ((u − v)(y) − k)∣∣p−1 = cp∣∣wk(x) − wk(y)∣∣p−1.
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Ik − IIk − cp
∫
Bk
∫
Bk
|wk(x) − wk(y)|p
kβ(x, y)
dμx dμy  0. (5.19)
It follows from (5.16), (5.17) and (5.19) that
AΘp (u,wk) −AΘp (v,wk) cpAΘp (wk,wk).
We have shown that all the conditions of Lemma 5.8 are satisﬁed. Therefore, there is a constant C2  0 independent of C1
(where C1 is given in (5.15)), such that
max
{‖u − v‖p−1L∞(Ω),‖u − v‖p−1L∞(∂Ω,μ)} C2 · C1 = C ∣∣∣∣∣∣( f1 − f2, g1 − g2)∣∣∣∣∣∣p1,q1 ,
and the proof is ﬁnished. 
Next, we give examples of domains and measures.
Example 5.9.
(a) Let Ω ⊂ RN be a bounded Lipschitz domain. Then it is well known that Ω has the W 1,p-extension property and for
every p ∈ (1,N),
W 1,p ↪→ Bpβ(∂Ω,σ ) ↪→ L
p(N−1)
N−p (Ω,σ ),
where σ denotes the usual Lebesgue surface measure on ∂Ω which is an upper (N − 1)-Ahlfors measure. Therefore all
the assumptions in the previous sections are satisﬁed.
(b) Let Ω ⊂ RN be a bounded (ε, δ)-domain and assume that its boundary is a d-set for some d ∈ (0,N] in the sense that
there exist a Borel measure μ on ∂Ω and constants C2 > C1 > 0 such that
C1r
d μ
(
∂Ω ∩ B(x; r)) C2rd for all x ∈ ∂Ω and r ∈ (0,1]. (5.20)
By [20], ∂Ω is a d-set if and only if (5.20) holds with μ =H d , that is, the restriction to ∂Ω of the d-dimensional Haus-
dorff measure. Therefore H d is an upper d-Ahlfors measure. Since (ε, δ)-domains have the W 1,p-extension property
and both Theorems 2.11 and 2.12 hold, then all the assumptions are satisﬁed for such domains with μ =H d .
In particular, if Ω ⊂ R2 is the domain bounded by the von Koch curve, then by [19], it is an (ε, δ)-domain and by [25],
its boundary is a d-set with d := ln(4)/ ln(3) being the Hausdorff dimension of ∂Ω .
To conclude the paper, we mention that we can also deal with the following more general boundary conditions and
obtain the same results presented in this article.
Remark 5.10. Let p ∈ (1,N) and let Ω ⊂ RN be a bounded W 1,p-extension domain. Let μ be an upper d-Ahlfors measure
on ∂Ω with d ∈ (N − p,N) and let 0 < δ  1 − (N − d)/p be a real number. Let B : ∂Ω × R → R satisfy all the conditions
in (3.24) and let V be the reﬂexive Banach space deﬁned in (3.25). Deﬁne the functional J B : L2(Ω) → [0,∞] with effective
domain V by
J B(u) =
{
1
p
∫
Ω
|∇u|p dx+ 1p
∫
∂Ω
∫
∂Ω
|u(x)−u(y)|p
kδ(x,y)
dμx dμy +
∫
∂Ω
B(x,u)dμ, if u ∈V ,
+∞ otherwise.
Combining Theorem 3.1 and [8, Section 3], one obtains easily that the functional J B is proper, convex and l.s.c. Moreover,
its single value subdifferential is given by: if f ∈ L2(Ω) and u ∈ V , then f ∈ ∂ J B(u) if and only if u is a weak solution of
the quasi-linear elliptic problem⎧⎨
⎩
−
pu = f inD ′(Ω),
|∇u|p−2 ∂u
∂ν
dH N−1 + Θp(u) + β(x,u)dμ = 0 weakly on ∂Ω.
(5.21)
Here, β(x, ·) is the subdifferential of the functional B(x, ·) and by a weak solution of (5.21), we mean a function u ∈V such
that for every v ∈V ∩ C(Ω),
AB(u, v) =
∫
f v dx, (5.22)Ω
A.V. Santiago, M. Warma / J. Math. Anal. Appl. 372 (2010) 120–139 139where for u, v ∈V ,
AB(u, v) :=
∫
Ω
|∇u|p−2∇u · ∇v dx+
∫
∂Ω
β(x,u)v dμ
+
∫
∂Ω
∫
∂Ω
|u(x) − u(y)|p−2(u(x) − u(y))(v(x) − v(y))
|x− y|δp+d dμx dμy .
All the results of Sections 3 and 5 hold with J B and AB with the exception of Theorem 5.7 where one needs to assume an
extra growth condition on β as the one included in [7, Deﬁnition 4.1].
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