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A new performance measurement and management framework based on value and risk is proposed. The proposed frame-
work is applied to the modelling and evaluation of the a priori performance evaluation of manufacturing processes and
to deciding on their alternatives. For this reason, it consistently integrates concepts relevant to objectives, activity, and
risk in a single framework comprising a conceptual value/risk model, and it conceptualises the idea of value- and risk-
based performance management in a process context. In addition, a methodological framework is developed to provide
guidelines for the decision-makers or performance evaluators of the processes. To facilitate the performance measurement
and management process, this latter framework is organised in four phases: context establishment, performance
modelling, performance assessment, and decision-making. Each phase of the framework is then instrumented with state-
of-the-art quantitative analysis tools and methods. For process design and evaluation, the deliverable of the value- and
risk-based performance measurement and management system (VR-PMS) is a set of ranked solutions (i.e. alternative
business processes) evaluated against the developed value and risk indicators. The proposed VR-PMS is illustrated with
a case study from discrete parts manufacturing but is indeed applicable to a wide range of processes or systems.
Keywords: performance management; value management; risk management; process modelling; objectives modelling;
discrete event simulation and decision-making support
1. Introduction
Performance measurement and management (PMM) has been posing daunting challenges to companies in terms of
meeting multiple stakeholder objectives for several decades (Globerson 1985). Often, companies are able to meet some
objectives but at the expense of others. However, it is not an easy task for companies to meet all of their objectives
simultaneously. The issue is complicated further when two or more conﬂicting objectives are required to be met at the
same time, e.g. improving the quality of the product while reducing cost and time objectives. Yet companies are forced
to do this owing to ﬁerce competition in an era of globalisation.
Moreover, PMM and the context in which it operates are continuously evolving (Bititci et al. 2011). New business
trends bring forward new performance concepts that ultimately shape the PMM systems (Shah 2012). However, major
developments in the PMM discipline started in the late 1970s with dissatisfaction with traditional backward-looking
accounting systems (Nudurupati et al. 2011). During this period, some authors and practitioners have questioned the
veracity of ﬁnancial-based performance measures and demanded a broader view of performance measures in the face of
new trends that took place during this period (Kaplan 1984). As a result, new aspects, mostly non-ﬁnancial such as ﬂex-
ibility (Slack 1983), time (Stalk 1988), or quality and customer satisfaction (Deming 1982), appeared in the performance
measurement arena. These developments turned the PM discipline into a multi-dimensional one (Skinner 1973; Hayes
and Abernathy 1980) that led to the introduction of integrated and balanced approaches for PMM (Johnson and Kaplan
1987; Kaplan and Norton 1992). More recently, several new performance measures have been emerging such as agility,
reactivity, and even innovation and interoperability.
In response to the multi-dimensional nature of performance, many integrated approaches were developed. The
most widely known among such approaches is the Balanced Scorecard (BSC) approach (Kaplan and Norton 1992,
1996, 2004). In addition, other such approaches that gained popularity include ECOGRAI (Bitton 1990; Ducq and Val-
lespir 2005), SMART (Lynch and Cross 1992), and Performance Prism (Neely, Adam, and Kennerley 2002).
Meanwhile, ﬁnancial-based performance measurement systems such as activity-based costing (Bharara and Lee 1996;
Brimson 1997), EVA (Stern, Stewart, and Chew 1995) and theory of constraints (TOC) (Goldratt 1990, 1999) continued
to evolve and tried to offset the inadequacy of the cost-based systems. More recently, speciﬁc frameworks have been
developed for the supply chain (Chan and Qi 2003; Gunasekaran, Patel, and McGaughey 2004; Gunasekaran and Kobu
2007; Berrah and Vernadat 2011).
In short, each of the PMM approaches developed so far has both relative strengths and weaknesses. A thorough
review and analysis of the existing performance measurement and management system (PMS) approaches and methods
reveal that none can globally handle the relevant established performance concepts, i.e. multi-dimensionality, multiple
stakeholder perspective, and performance at multiple levels. In addition, risk management is not part of any PMS.
Despite the fact that risk is the sole element affecting organisational performance, it is still managed independently of
the integrated PMM discipline. The importance of risk to be part of the integrated PMS has been realised too, recently
(Cokins 2012). Furthermore, there is little guidance for choosing and implementing performance measures (Shah et al.
2012). In addition, the PMSs most often ignore the consolidation of performance measures to facilitate decision-making.
Inter-criteria/measure interaction is generally the ignored aspect in PMM approaches.
Moreover, the existing PMSs are designed for intra-organisational setup and can hardly be applied to the inter-organ-
isational conﬁguration (Shah 2012). The changing nature of business trends, such as collaboration across continents, net-
working of business entities, green supply chains, sustainability issues and so on, are being changing the very landscape
of the PMSs, hence making the existing PMM approaches too restrictive or even inadequate (Bititci et al. 2011).
In view of the current PMM issues, we concentrate our research on the development of a generic approach based on
four dimensions: Cost, Beneﬁts, Value, and Risk. Cost is about the price or total cost of the system, product, process, or
project being evaluated. Beneﬁts are the potential gains for the organisation. Value is the degree of satisfaction of the
stakeholders and especially ‘customers’. It is computed as the aggregation of elementary performance indicators relevant
for the objective(s) to be satisﬁed. Risk represents an estimation of the global risk of infringing the achievement of the
objective(s). It is also computed as an aggregation of elementary risk values associated with risk factors faced by the
system, product, process, or project. Cost and beneﬁts are essential to accept or reject a project or system at ﬁrst approx-
imation. Value and risk must be optimised once it is accepted and/or can be criteria to abandon the project or system
later on at the second approximation if found to be beyond acceptable bounds.
For the sake of conciseness, the paper is restricted to the (value, risk) pair, which is the most innovative, while the
cost/beneﬁt aspects have been largely covered in the literature for years. Thus, an original process-centred value and risk-
based performance management framework (VR-PMS) is proposed. The idea of process-centred PMS comes from the
need to get rid of the archaic conception of organisation, which considers a ﬁrm as a black box in which investments ﬂow
in, activities happen inside to deliver products or services, and which is controlled on the basis of income statements, bal-
ance sheets, and market evaluations. To resolve this issue, a process-centred approach should be devised which considers
an organisation as nothing but a bundle of inter-connected activities and decisions (Meyer 2003). These activities incur
cost as a result of decisions taken and create value for stakeholders but, at the same time, they are exposed to external as
well as internal risks. Furthermore, numerous authors advocate the use of a process centric approach towards PMM
(Kueng 2000; Chan and Qi 2003; Meyer 2003; Folan and Browne 2005; Acar, Kadipasaoglu, and Schipperijn 2010).
However, a full and consistent process-oriented integrated PMS has still to be proposed.
The VR-PMS approach combines, in a uniﬁed framework, fundamental ideas from the value-focused thinking (VFT)
method of Keeney (1996) for objectives modelling, the risk-assessment approach of Larson and Kusiak (1996) for mod-
elling and estimating risk, and the information aggregation approach for industrial performance management of Berrah,
Mauris, and Vernadat 2006 and Clivillé, Berrah, and Mauris 2007.
2. Value- and risk-based PMM system (VR-PMS)
A value- and risk-based approach to PMM using objectives modelling, process modelling, and simulation methodologies
should come out into an effective PMS because it can address many of the deﬁciencies highlighted in Section 1. Value
as a performance indicator reﬂects the satisfaction of multiple stakeholders. It therefore enhances the ability of a
decision-maker to act consistently and reduce their cognitive load by normalising multiple, heterogeneous, and conﬂict-
ing performance measures into a single measure. Similarly, the risk indicator combines various risks of diverse nature
into a single normalised measure. To provide an overall solution, value and risk are evaluated in an integrated way
employing objectives modelling, modiﬁed process modelling, and discrete-event simulation techniques in the framework
of VR-PMS.
To this end, VR-PMS is equipped with two frameworks: structural and methodological. The structural framework
covers the theoretical aspects of the PMM process by integrating and modelling the relevant performance concepts via a
conceptual value–risk model. The methodological framework, on the other hand, provides guidelines for value and risk
quantiﬁcation of a process in line with stakeholder expectations.
2.1 VR-PMS structural framework
The structural framework of VR-PMS models three views of a process related to objectives, activities, and risks at
various abstraction levels. The resulting generic models are then mapped into a combined conceptual value/risk model,
which provides the mechanism to facilitate the understanding of the value creation and preservation of a business
process.
2.1.1 Objectives model
The ﬁrst step in building a conceptual value model for a process is to identify a set of objectives Oi (i = 1,..., n), appro-
priate for the process considered, and to deﬁne performance measures Mi (i = 1,..., n) in order to measure the degree to
which these objectives are met. For this purpose, the objectives model inspired by the value-focused thinking framework
(VFT) of Keeney (1996) is applied. It provides a structured approach to elicit objectives from stakeholder values usually
expressed in the form of qualitative objective statements. The identiﬁed fundamental objectives are reﬁned from higher
levels to lower levels in a hierarchical structure employing the VFT principles.
The reﬁned objectives on the lower side of the hierarchical structure are quantiﬁable, and hence, performance
measures can be deﬁned for each of them. The deﬁned performance measures form the basis for assessment of alterna-
tive processes when VR-PMS is used as a decision-support system. Otherwise, they provide useful information about
the process performance. The lower-level objectives, and hence the normalised performance measures (i.e. elementary
performance expressions), are then aggregated by means of aggregation operators, ultimately leading to the global
process performance.
2.1.2 Activity model
Objectives are realised by means of activities that ultimately create value for the stakeholders and, therefore, are central
to a process-oriented PMS. For this purpose, they are required to be modelled. The IDEF0 method is commonly used to
model activities. It describes an activity in terms of inputs, controls, outputs, and mechanisms (Figure 1). To transform
an input into an output, an organisation consumes various resources called mechanisms. However, to ensure the effec-
tiveness and efﬁciency of this transformation, it is subject to controls for monitoring and control.
From the IDEF0 formulation of an activity, a generic activity model (Figure 2) can be developed for a value model.
To this end, additional generic attributes of an activity in the context of performance assessment, namely, cost, time,
and quality, are deﬁned. To make the activity model for value creation operational, an activity carrying a certain degree
of quality (for instance, maturity, recoverability, performance) consumes cost and time and produces deliverable(s). This
deliverable is the interim value in the value perspective whose magnitude is measured with reference to the associated
objectives. Additionally, the effectiveness and efﬁciency of the activity to produce the interim value are subject to cost,
resource, and scheduling models as well as to operating policies, which govern the transformation process of the activity
model.
However, the activity is subject to uncertainties in the form of risk factors that may affect its value creation capabil-
ity. Therefore, a risk model is included to account for the risks.
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Figure 1. IDEF0 activity diagram.
2.1.3 Risk model
Uncertainties reside ‘internally’ and ‘externally’ to the activity in the form of risk factors (Salah 2005), which probably
trigger the occurrence of risk events whose occurrence can affect the activity progress towards the objective attainment
(Figure 3).
To identify risk events and the corresponding risk factors, an objective-driven approach is used. The identiﬁed risks
are then assessed qualitatively with the help of the activity model using failure mode and effect analysis (FMEA)
method and prioritised for further quantitative assessment in the process simulation environment.
To this end, Larson and Kusiak’s risk–assessment approach (1996) is relevant, since it is activity-based and can be
carried out in the same context, i.e. used for process value assessment. This approach parameterises risk using Kaplan
and Garrick’s (1981) deﬁnition of risk, as expressed by Equation (1):
R^ ¼ ðS;P;CÞ ð1Þ
where R^, S, P and C represent the estimated risk, risk scenario, likelihood, and consequence, respectively.
The underlying assumption for an activity-based risk assessment is that each activity in a process is exposed to risk
factors RFi, (i = 1,..., n) and thus can trigger one to many risk events, which in turn can affect the attainment of process
objectives (as illustrated in Figure 4).
To calculate the global risk for an individual activity, all risks of diverse nature are identiﬁed and modelled
separately as expressed by Equation (2).
Rish of activity i ¼ pijðCijq þ Cijc þ Cijtþ; . . .Þ ð2Þ
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Figure 4. Activity exposure to risk factors.
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Figure 2. Activity model in a performance perspective.
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Figure 3. Risk factor and objective relationships.
 
where,
Pij Probability of a risk event j on activity i
Cij
q, Cij
c, Cij
t Impact on quality, cost, and time objectives, respectively
Therefore, the global risk for an individual activity i subject to j risk events j is given by Equation (3):
Ri ¼
Xj
j¼1
dijðPij  CijÞ ð3Þ
where,
dij The importance of risk j on activity i
Cij The impact of risk j on activity i
The global risk R(pk)of the process path Pk in a process P is calculated by aggregating global risks of activities in
path Pk using Equation (4).
RðpkÞ ¼
X
8i2pk
Ri ¼
X
8i2pk
XJ
j¼1
dijðPij  CijÞ ð4Þ
And the probabilities Pr (Pk) of the path set (or scenario) must verify Equation (5):
XK
k¼1
PrðPkÞ ¼ 1 ð5Þ
So, the expected risk of the process P made of K path sets is given by Equation (6):
EðRpÞ ¼
XK
K¼1
PrðpkÞ
X
8i2pk
Xj
j¼1
dijðPij  CijÞ
!
ð6Þ
Equation (6) calculates the expected risk of the whole process, P.
2.1.4 Combined conceptual value/risk model
Having deﬁned the generic candidate models, they are mapped to form a combined conceptual value–risk model. For
this purpose, an ontological analysis has been carried out to deﬁne desirable properties for a complete and clear concep-
tual value–risk model (Shah 2012). In addition, the activity model has been chosen as the primary model to integrate all
the desirable properties of the conceptual value/risk model because the activity is the common element to all three can-
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Figure 5. Tetrahedral relationships of value, risk, activity, and objectives.
didate models. Thereafter, a tetrahedral structure is proposed to depict the candidate model relationships with the value
model as shown in Figure 5.
Figure 5 clearly shows that the (Value, Risk) pair depends on the objective(s) to be achieved. If the objective is
changed, the activity will be different, and the expression of the associated value and potential risks will be different.
Based on the relationships established in Figure 5, a conceptual value–risk model is proposed as an adaptation of
the IDEF0 activity diagram as depicted in Figure 6. The ﬁgure represents an atomic unit of the conceptual value–risk
model detailing the fundamental elements and concepts required to value and risk modelling in the process context. To
represent objectives and risks on the activity model, the upper right and lower sides of the activity construct are clipped
to model risks and objectives, respectively.
The outputs construct in Figure 6 is the interim value li and the interim risk ri created by the activity. The interim
value in the context of manufacturing can be a change in the morphology of an unﬁnished or ﬁnished work-piece or
information creation from inspection. Similarly, the interim risk ri could be the non-conformity of the created feature to
the speciﬁcation or non-functional objective dissatisfaction such as cost overrun or schedule risk for the activity.
To judge whether the interim value/risk is created or dissipated, it can be obtained by comparing them with the
assigned objectives (functional and non-functional ones). The magnitude of the interim value/risk can then be evaluated
through value judgements solicited from the business user or process assessor in a systematic manner thanks to several
questions as explained in the literature (Bana e Costa, de Corte, and Vansnick 2003). In a decision context, these ques-
tions help to determine the preferences and strengths of preferences of the assessor regarding the interim value/risk of
several alternatives, which are then transformed into elementary performance expressions (e.g. value and risk functions)
employing the theory of preferences (or utility theory).
To obtain the overall value and risk of a process (Figure 7), the interim values and risks obtained in the form of
value and risk functions are then aggregated as shown in Equations (7) and (8).
Global Value ¼ Fðl1; l2; . . . ; lnÞ ð7Þ
and
Global Risk ¼ Rðr1; r2; . . . ; rnÞ ð8Þ
where both F and R represent the Choquet Integral aggregation functions in the framework of VR-PMS.
2.2 VR-PMS methodological framework
The methodological framework of VR-PMS consists of four phases to deal with the performance management of a pro-
cess (it could also be a system or a project):
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Figure 6. Conceptual value–risk model.
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Figure 7. Value-creation process in the presence of risks.
(1) context establishment;
(2) performance modelling;
(3) performance assessment;
(4) decision-making via multi-criteria aggregation.
Figure 8 shows the four phases of the methodological framework and the corresponding tools and techniques used
in each phase of the framework.
Each phase of the methodological framework is explained and illustrated with an example in subsequent sections.
For this purpose, a case study is used and ﬁrst presented in the next section.
2.3 Case-study presentation
The methodology is illustrated on a case study about a manufacturing company that designs and fabricates product on
make-to-order (MTO) basis.
2.3.1 Reference product
In this case study, the company produces mechanical locators as a reference product. This is a work-holding device that
is placed in a modular ﬁxture to locate a work-piece during machining process. Figure 9 shows the mechanical locator
in the loaded and unloaded conﬁguration.
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Figure 8. Methodological framework of VR-PMS.
To validate the VR-PMS method for value and risk assessment of manufacturing processes under a different set of
demands, different manufacturing scenarios have been developed and illustrated (Shah 2012). However, this paper
presents only one manufacturing scenario in the case of process design and selection of the best alternative.
2.3.2 Manufacturing scenario
The company understudy receives an order of N mechanical locators with a lead time of T weeks. Owing to the short
lead time, the client compromises to some extent on the technical performance of the product and, therefore, orders
low-quality (LQ) mechanical locators. The high (HQ) and low quality (LQ) of a product can be measured by the
satisfaction index (q) detailed in (Anselmetti 2008). In addition, the price P is ﬁxed for each mechanical locator for the
deﬁned quality level.
To manufacture and deliver the product, the company purchases springs and bolts from the market while the three
other parts, namely axle, body, and cap, are machined at the facility. All the purchased parts are assumed to be available
whenever needed.
In the case of non-delivery within the agreed lead time, the company can ask for due-date tolerance, already deﬁned
in the contract. If the due date passes, then the company is subject to a penalty cost of $2 per unit time tardy up to 5
days. Failing to provide the product in that period of time will lead to cancellation of the product with a backlog cost
of $10 for N mechanical parts.
2.4 Application of the methodological framework to the manufacturing scenario
Having deﬁned the scenario, the methodological framework of VR-PMS is applied to assess the performance of the
manufacturing scenario in terms of value and risk on the basis of the conceptual value-risk model. The four phases of
the framework are detailed in the following sections.
2.4.1 Context establishment (phase 1)
The ﬁrst phase of the method deals with the identiﬁcation of the application domain, which can be manufacturing, sup-
ply-chain processes, logistic processes, or any administrative processes. The application domain for the current case
study is the manufacturing ﬁeld. Concerning the manufacturing objectives as well as the risk appetite, tolerance, and cri-
teria, they are usually mentioned in the contract with the customer. Moreover, the roles and responsibilities are assigned
to deal with the scenario.
The aim of the phase is to identify the stakeholders and their value/concern objects. Indeed, the value creation
objects in a given scenario are different to different stakeholders; for instance, performance may be relevant to process
owner and customer while compliance quality may be to manager and customer and safety and security as well as oper-
ating conditions may be to operators. For this reason, the expectations and the values thereof of the stakeholders vary in
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Figure 9. Mechanical locator conﬁgurations: free (left) and loaded (right).
the scenario. For the purpose of simplicity, the safety and security aspects of the multiple stakeholder perspective are
omitted, and the case study focuses on only three main stakeholders: the company, the employee, and the customer, and
their respective values and concerns.
2.4.2 Performance modelling phase (phase 2)
This phase is concerned with integrating objectives and risks in the framework of the process model. It determines
value-driven performance measures using the objectives model, facilitates activity deﬁnition to realise the objectives,
models the identiﬁed activities, identiﬁes risks via an objective-driven approach, and assesses qualitatively the identiﬁed
risks in the process context with regard to risk-management scope.
2.4.2.1 Objectives modelling (step 2a). Value-driven objectives are qualitative statements reﬂecting stakeholder
expectations. Based on the principles deﬁned in the objectives model of the conceptual value-risk model, the overall
fundamental objective is broken down into lower-level objectives and structured into a strict hierarchy.
For the case study at hand, the overall fundamental objective is ﬁxed to be ‘order satisfaction’. Asking the question:
what do you mean by that for each fundamental objective, brings forward lower-level objectives. For the order-satisfac-
tion objective, they can be low price, high quality, and on-time delivery for the customer (labelled C in Figure 10), low
cost and customer satisfaction for the manufacturer (labelled M in Figure 10), and satisfactory working conditions for
the operators (labelled O in Figure 10). The same question is repeated for each of the fundamental objectives until no
more reﬁned and quantiﬁable objectives are determined, which are then structured into a hierarchy as shown in
Figure 10.
Many objectives in Figure 10 are self-explanatory. However, some explanations are appropriate. The employee job
satisfaction, in the current scenario, refers to the satisfactory working conditions in terms of workload and afﬁliation of
the employees, particularly the operators on the shop ﬂoor of the company. Moreover, the compliance objective can be
drilled down into individual features fi compliant with the speciﬁcations. Furthermore, responsiveness as a dimension of
high quality speciﬁes ﬂexibility and availability of the process. Because the current scenario considers one product and
one customer, this aspect of high quality, therefore, becomes less relevant.
From the lowest tier of the objectives hierarchy, performance measures are elicited (Figure 11). The importance of
the performance measures in the framework of VR-PMS is to use them as tools for the evaluation and assessment of
alternative processes.
Since Figure 11 links the process values (i.e. stakeholder expectations) with the performance measures (PMs) via
fundamental objectives, it does not describe the mechanism on how these PMs contribute to the process value. To make
the process value creation operational, they are linked to activities as the latter are required for realising the objectives.
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Figure 10. Fundamental objectives hierarchy.
2.4.2.2 Activity modelling (step 2b). Process modelling in the current context is the identiﬁcation and representation of
activities to support the realisation of objectives. For this purpose, the current case study relies on the methodology pro-
posed by Sormaz and Khoshnevis (2003) to identify activities and alterative process plans for the mechanical locator.
The methodology decomposes the product into geometrical features (e.g. F1 to F8 for axle part as shown in Figure 12).
Feature F 0i in Figure 12 represents the unﬁnished feature that requires further manufacturing operation in order to be
complete. Process candidates are then selected for each decomposed feature using inquiries to the appropriate knowledge
base of the manufacturing processes.
Having determined the alternative process plans, they are then evaluated against the performance measures derived
from the objectives model (cf. Figure 11), but before that, they are transformed into conceptual process plan models,
which serve two purposes: information collection (functional data such as activities) prior to simulation on one hand
and providing context for risk assessment on the other hand. Figure 13 depicts a conceptual process plan model.
Figure 12. Axle part geometry and tolerances.
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Figure 11. Performance-measures tree (value tree).
 
To model objectives into the process plan model, it is sufﬁcient to associate the functional objectives with each
activity in the process plan model. For instance, in Figure 12, two functional objectives in the form of concentricity
requirements (speciﬁcations and ) and for the features F1 and F4 of the axle part have been identiﬁed. Thus, these
objectives are assigned to the corresponding responsible activities such as ‘Turn F1’ and ‘Turn F4’ of the manufacturing
process plan model (cf. Figure 13). Concerning the non-functional objectives such as time and cost, they are usually
determined in a global way for the whole process via estimation or a simulation experiment.
2.4.2.3 Risk modelling (step 3b). In the process perspective, risk stems from the uncertainty regarding the ability of the
process to deliver ‘the value proposition’, and the consequences thereof. To account for the risk in the manufacturing
processes, VR-PMS proposes a two-pronged strategy: objective-driven risk identiﬁcation and activity-based approach to
risk assessment.
(i) Objective-driven approach to risk identiﬁcation
The general approach to risk identiﬁcation starts with objectives identiﬁcation (Moeller 2007; Narasimhan and Talluri
2009). The main idea behind this approach is that risk factors are obstacles to objectives attainment; in other words,
objectives capture desirable conditions, whereas risk factors (i.e. obstacles) capture the undesirable conditions (Van
Lamsweerde and Letier 2000). An assertion that obstructs the objective attainment is sufﬁcient to identify the relevant
risk events.
To determine risks employing the objective-driven approach for the running example, a risk hierarchy similar to the
fundamental objectives hierarchy is developed. The approach starts by ﬁrst deﬁning a global risk such as ‘failure to sat-
isfy the order’ for a given manufacturing process. The lower-level risks are the inverse mirrors of the fundamental
objectives hierarchy, for instance schedule risk corresponds to on-time delivery objective, cost overrun to cost objective,
and performance risk corresponds to high quality.
Figure 13. Manufacturing process plan for the axle part.
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Figure 14. Schedule risk hierarchy.
Since the ‘on-time delivery’ is the critical objective in the current scenario, it requires further analysis. For this rea-
son, the schedule risk is reﬁned further using the principles of the modiﬁed risk model of VR-PMS. The question ‘What
do you mean by that’ determines lower-level schedule risks such as order-processing delay, manufacturing delay, and
delivery delay, as shown in Figure 14.
Since the focus is more on the manufacturing processes, the order processing and logistic delays are excluded from
further investigation. The manufacturing delay is further reﬁned to operation time-estimation error, quality failures, and
disruptions in the process execution (cf. Figure 14).
The risk model depends on the likelihood and impact of the identiﬁed risk events. It is therefore important to deter-
mine these two parameters. To calculate the impact of a risk event on a schedule and other fundamental objectives, the
contract agreement is consulted. As for the delay, the impact function for the current study y = f (x) is calculated as: y =
a. ebx, where ‘a’ and ‘b’ are the coefﬁcients and x is the dependent variable indicating the range that exceeds the due
date. Similarly, the cost-impact function is calculated assuming a quadratic function (i.e. per unit cost overrun x has an
impact x2). For the quality failure impact, the FMEA technique severity scale is used.
The probability of a risk event can be determined only by putting the risk into the context which is provided by the
activity model.
(ii) Activity-based approach to risk assessment
The identiﬁed risks cannot be assessed until the contextual information is not available. Because the process model
contains sufﬁcient information regarding the execution of the activities, and the environment thereof, they are therefore
consulted when analysing a particular risk. For instance, without knowing the type of machine/tool as well as the opera-
tor to be employed to machine a critical feature of a part, it is difﬁcult to know whether the risk event may be triggered
or not, and hence risk assessment cannot be performed. Before proceeding to a risk analysis, the identiﬁed risks are ﬁrst
related to the activities by developing an activity/risk matrix as shown in Table 1.
For instance, the risk event ‘Failure to adjust in the modular ﬁxture’ can originate if the operation ‘Turn F4-B’ of
the Body process plan is not carried out per speciﬁcation requirement. Similarly, all the activities of the process plan are
linked to the identiﬁed risks. Since the activity execution environment (i.e. operating conditions, operator, or machine
and tool) is known through the process plan model, it is therefore reasonable to estimate the likelihood and detection
parameters for risk analysis in the FMEA table. For instance, if a critical objective is assigned to an error-prone activity,
the risk event is then more likely to occur, as compared with an error-free and robust activity. The risks are then
assessed qualitatively in the process FMEA table as shown in Table 2.
The critical risks in terms of RPN in the FMEA table are then incorporated in the process model for quantitative
assessment.
Table 1. Excerpt of the Activity/Risk Matrix.
Risks Failure to adjust in the modular ﬁxture Axel/body assembly failure Duration estimation error
Activities
Turn F4_B  
Turn (F6, F6′)_C  
Part F8_A
Unfinished
part 
Resources
Activity i Activity i X
Inspection
Ok
Scrap
Specification
Inspection
Figure 15. Objective-oriented risk-aware process model.
 
2.4.3 Risk integration in the process model
The integration of risk in the process model to build a risk-aware business process model is aimed at assessing the criti-
cal risks of the FMEA table quantitatively in the simulation environment. All the risks identiﬁed and analysed in the
FMEA exercise can be included in the process model for further investigation. However, it is practically insigniﬁcant.
Only high-proﬁle risks should be selected and assessed in the process model. Figure 15 depicts a risk-aware process
model.
2.5 Performance assessment phase (phase 3)
To quantitatively assess the performance of the process, the current approach employs discrete-event simulation tech-
niques. In the process-centred PMS, discrete-event simulation seems to be an appropriate method, since it offers a great
potential in analysing processes (Bosilj-Vuksic et al. 2007). Its major application is to predict and analyse process
performances without the process being actually implemented. For this reason, it has proven to be a well-established
decision-making tool in engineering ofﬁces and among process practitioners.
Furthermore, a process model is a prerequisite to conduct simulation experiments. However, the process model alone
is inadequate to provide a complete model for simulation experimentation. Simulation variables (parameters/factors and
instructions) in addition to the process model are needed, which makes the process model executable. To this end, the
current methodology divides the assessment phase into the following sections.
2.5.1 Input-data collection
The input-data generation step is concerned with the requirements gathering phase of the process simulation model
under study and is divided into two broad categories:
(1) functional data generation, which represents the activities of the process;
(2) input variables or factors.
Functional data generation refers to the conceptual modelling stage of Robinson’s (2004) framework. It involves the
real-world abstraction of processes as well as their inputs, outputs, and associated objectives. To this end, the current
methodology relies on a performance modelling phase whose deliverable, the objective-oriented risk aware process
model, provides such data.
Regarding the input variables, VR-PMS employs many devices to collect them. Shah et al. (2012) suggest dividing
the input variables into categories based on their nature and application area in the simulation experiments. Tables 3–5
identify the input parameters for a discrete-event simulation model.
Table 3. Run parameters for simulation model.
Parameter types Categories Value
Part arrival law NA EXPO()
Parts/arrival Batches Number of units/arrivals
Replications NA 10
Replication length 1000 products
Warm-up period XXX time units
Process trigger NA Customer order
Table 2. Excerpt of the FMEA table for schedule risk.
Process Failure mode Causes (Risk factors) Effects P C D RPN
Activity i Duration estimation error Unavailable information Uncertain Lead time 5 7 6 210
Wrong information
Incomplete information
Wrong belief
To facilitate the input variables for the process plan, the latter is divided into different categories such as value-add-
ing activities (operations), non-value-adding activities (such as machine and tool setups), quality-control-related activities
(e.g. inspection), and resource-speciﬁc activities (i.e. capability of machines, machine speed factor) as shown in Table 4.
Moreover, the scenario-speciﬁc data (Table 5) can be obtained from the contract agreement between the supplier and
the customer. This sort of data represents the process goals, objectives, and constraints.
Evaluation methods: Having deﬁned the parameters for the simulation model, the next step is to select the perfor-
mance measures against which the simulation models are evaluated. These measures have already been derived using
the objectives model of the conceptual value–risk model. However, the calculation method needs to be developed. For
the sake of simplicity, the current case study considers only four performance measures as deﬁned in Table 6.
Similarly, the evaluation methods for risk measures are determined (Table 7).
Table 7. Risk-measures evaluation methods.
Risk measures Evaluation methods
Schedule risk (R1) Rc (PPk) = ∑
n
i = 1 Pi (Ci > duedate)
⁄ C(x)
Cost overrun (R2) Rc (PPk) = ∑
n
i = 1 Pi (Ci > UB)
⁄ C(x)
Performance risk (R3) Rq (PPk) = ∑
n
i = 1 Pi (Qi > Speciﬁcation)
⁄ C
Table 4. Process plan parameters for simulation model.
Parameter types Categories Value
Operations Operation times TRIA()
Inspection Inspection type Manual
Inspection time NORM()
No. of inspections 1 to many
Setup Setup time NORM()
No. of setups 1 to many
Machine Speciﬁc Capability of machines CP = 1 to 1.67
Machine speed factor (msf ) 0 < msf ≤ 1
Table 5. Scenario parameters for simulation model.
Parameter types Categories Value
Order quantity NA D units
Objectives/constraints Product cost P $
Quality level Satisfaction index
Lead-time T minutes
Table 6. Performance-measures evaluation methods.
Performance measures Evaluation methods
Manufacturing cycle time (C1)
Tm ¼
PN
i¼1
tiactivity
Manufacturing total cost (C2)
Cm ¼
PN
i¼1
Ci activity
Process yield (C3) (1– scrap parts / total parts)
pr. step 1 (1– scrap parts / total parts)pr. step 2
Employee/operator satisfaction (C4) Length of time an employee work (in terms of workload)
2.5.2 Simulation model and experimentation
By deﬁning a valid process model and the corresponding input variables, the model can now be translated into a simula-
tion model. This translation involves two major activities in the context of discrete-event simulation: model coding and
input variable (or parameters) feeding. The former refers to the translation of the conceptual model into a computer-sim-
ulation model, whereas the input variable feeding is the incorporation of the parameters and the preliminary data into
the simulation model. Additionally, the parameters for performance measures are also fed into the simulation model. In
the context of VR-PMS, the experimentation stage involves the transformation of an objective-oriented risk-aware pro-
cess model into an executable computer-simulation model.
The developed model is veriﬁed and validated. Thereafter, a design of experiment, which includes activities such as
determination of length of simulation, the number of runs (also called replications), and the manner of initialisation (i.e.
warm period), is devised.
2.5.3 Output data collection and analysis
With the deﬁnition of operational simulation models (or simulated process plan alternatives) and performance and risk
measures, the process plans are now ready to be simulated in the simulation environment for the purpose of perfor-
mance assessment. To this end, the discrete-event simulation software Rockwell Arena V13.5 has been used.
In the current scenario, the process plans simulation is run for 10 independent replications of each process plan
(PP1, PP2, and PP3). In each replication run, the process plan and scenario-related parameters as described in Tables 3–
5 are loaded into the simulation model. The output of the simulation experiments, i.e. performance and risk measures
deﬁned already in the objectives model of VR-PMS, are collected and presented in Table 8 after statistical analysis
using Output Analyser of the ARENA software.
The performance measures issued out of the simulation experiments can then be used as input to the value and risk
function construction phase of the VR-PMS.
2.6 Decision-making via multi-criteria aggregation (phase 4)
Simulation experiments provide performance measures in quantitative terms. Performing selection among alternative
process plans solely based on performance measures does not provide any insight. It is always desirable to consider
multiple evaluation criteria methods when deciding among alternative solutions. For this purpose, VR-PMS employs
ﬁrst the MACBETH method to commensurate the PMs and then consolidates them using the Choquet integral aggrega-
tion operator.
2.6.1 MACBETH
MACBETH (Measuring Attractiveness by a Categorical Based Evaluation TecHnique) is a multi-criteria decision-analy-
sis approach used to determine value functions from PMs and then aggregate them to obtain a global score (Bana e
Costa, Corte, and Vansnick 2005; Clivillé, Berrah, and Mauris 2007). The strength of MACBETH lies in its structured
approach towards information solicitation and its transformation into a value function employing principles of the theory
 Table 8. Simulation results for process plan models.
C1 C2 C3 C3 R1 R2 R3
PP1 18.3 14.2 0.98 0.90 0.00574 5.3 0.145
PP2 19.6 12.14 0.97 0.93 0.08 0.95 0.132
PP3 23.6 11.9 0.87 0.67 6.31 0.08 0.244
Table 9. Value and risk functions for a manufacturing scenario.
C1 C2 C3 C4 R1 R2 R3
PP1 0.9 0.6 0.89 0.33 0.1 1.0 0.22
PP2 0.6 0.5 0.78 0.17 0.2 0.29 0.11
PP3 –0.2 0.2 0.44 1.0 1.0 0.14 0.44
of measurement. The transformation of ordinal information (i.e. preference) into cardinal (i.e. strength of preference) to
build a value function (interval scale) is carried out to analyse and evaluate different courses of actions.
The method requires only qualitative judgements about differences of values to help the assessor in quantifying the
relative attractiveness of performance measures from a set X = {c1,c2, ... cn} over a set of alternatives A = {a1,a2, ... al}
and assigning a real number v(c) to each criterion ci of C while employing a verbal scale such as {null, very weak, weak,
moderate, strong, very strong, extreme}. Because the method relies on the weighted mean to aggregate value and risk
functions, which is often not the case in real-life examples where criteria may interact, VR-PMS uses MACBETH only
for the construction of value and risk functions. To this end, the assessor pre-orders the alternative process plans for each
criterion on the basis of their preferences (from left to right) and strengths of preferences as shown in Equation (9).
C1 ! Good >1 PP1 >2 PP2 >4 Neutral >1 PP3
C2 ! Good >2 PP3 >1 PP2 >2 PP1 >1 Neutral
C3 ! Good >1 PP1 >1 PP2 >2 PP3 >3 Neutral
C4 ! Good >0 PP3 >4 PP1 >1 PP2 >1 Neutral
ð9Þ
From this preferential information modelling, value and risk functions are determined for performance measure ci
between alternatives ak and ai via the M-MACBETH software while employing Equation (10).
vki  vli ¼ h:a ð10Þ
where h represents the strength of preference, which can take any value ranging from 0 to 6 (0 and 6 correspond to null
and extreme strength of preference, respectively), and a is a coefﬁcient to meet the condition vki 2 ½0; 1. Therefore, the
strength of preference for each measure for a set of process alternatives gives a system of equations. Solving this system
of equations provides value and risk functions for each measure. The output of the MACBETH method for the deﬁned
performance and risk measures of the current example is shown in Table 9.
Once the value and risk functions for the respective performance measure and risk measure are determined, they are
then aggregated independently with the help of the Choquet integral to form value and risk indicators.
2.6.2 Choquet integral
The Choquet integral (CI) is a multi-criteria decision method (MCDM) in its own right. It has been demonstrated how
it can be used as an information aggregation mechanisms to compute performance indicators from performance
measures (Berrah, Mauris, and Vernadat 2004, 2006). However, in the framework of VR-PMS, it is used only to aggre-
gate the value and risk functions computed using the MACBETH method. For the performance measures C = {c1, c2 ...
cn} and alternative A = {a1, a2 ... an}, the a of A and c of C can be associated with a proﬁle xai ¼ ðxac1 ; xac2 . . . xacnÞ where
xi
a represents a partial score of measure i in alternative a on a scale of [0,1].
To model the interdependencies among the performance measures, CI integral relies on Choquet capacities or fuzzy
measures, which are deﬁned as:
Let P(C) denote the power set of C, then a discrete fuzzy measure of C is a set function u: P(C) ! [0,1] satisfying
the axioms: (i) u (;) = 0, u(C) = 1 and (ii) u(C) > u (C0) if C0 is a subset of C. The ﬁrst axiom refers to the boundary
condition, while the second one refers to monotonicity.
The discrete CI of x = {x1, x2 ... xn} with respect to u is then deﬁned as (Grabisch and Labreuche 2009):
CuðxÞ ¼
Xn
i¼1
ðxi  xi1:UðC0Þ ð11Þ
Equation (11) represents the discrete CI of x with respect to the fuzzy measure l. The value (.) in subscripts
represents a permutation operator such that: 0  xð1Þ  xð2Þ  . . .  xðnÞ  1.
However, the current study employs the 2-additive CI, a special case of CI, where pairwise interactions among
criteria are considered. This type of CI can be deﬁned by Equation (12) as:
Cu; ðxÞ ¼
Xn
i¼1
ViXi  12
Xn
i¼1
Iijjxi  xjj ð12Þ
where Cu models vectors of value and risk functions, vi denotes a Shapley index (with
Pn
i¼1 vi ¼ 1) that represents the
importance of criterion i relative to all other criteria, and Iij represents the interaction between criteria (ci, cj), ranging in
[–1,1].
For the running example, the mathematical model of Equation (12) is used to obtain the global scores, i.e. global
value and risk indicators, which are presented in Table 10.
Based on the global value indicator, the alternative process plans can be ranked as:
PP1 > PP2 > PP3
However, the ranking of alternative process plans on the basis of the global risk indicator is:
PP2 > PP1 > PP3
Therefore, it is up to the DM to decide whether they prefer a more valuable process plan with some risk compared
with a process plan with lower process value but lesser risk.
3. Conclusion and future work
The work reported in this paper has proposed and described a new performance measurement and management
approach, called VR-PMS. It is based on the (value, risk) pair, deﬁned in both methodological and theoretical terms,
and instrumented with quantitative analysis methods and tools. The theoretical aspects of this PMM have been
addressed by developing a conceptual value/risk model. It integrates objectives, activity, and risk models of any business
process and deﬁnes their relationships with one another. Concerning the methodological aspects, VR-PMS proposes
step-by-step guidelines to the performance evaluator or practitioner of the business process in order to tackle the perfor-
mance measurement and management of the process. It has been applied to the context of a priori performance evalua-
tion in manufacturing engineering. It can be equally applied to performance assessment of a system, project, or product.
The proposed method, as revealed in the paper, takes into account two global dimensions of performance: value and
risk. The former dimension models quantitatively the ‘stakeholders’ satisfaction as an aggregation of performance mea-
sures derived from stakeholder’s values/expectations with regard to the system, product, or process, whereas the latter
determines qualitatively and quantitatively the overall risk associated with the system, product, or process, in other
words, the concerns of the stakeholders in the given context.
An interesting area that remains to be explored is the extension of the framework to the concept of tolerable level of
risk and tolerance on value. Having ﬁxed a maximum level of risk and a minimum level of acceptable value, there
could be situations in which the user can accept a lower value than the minimum threshold ﬁxed if the risk is really
under control (and if the cost is still proﬁtable). Conversely, to what extent can a higher value but with a signiﬁcantly
higher risk be accepted? In addition, determining these minimum and maximum levels of risk and value as well as toler-
ances on these levels would also be interesting questions to investigate. Finally, the proposed method will be extended
to include the cost and beneﬁts dimensions in order to make it a complete global performance management framework
based on cost, beneﬁts, value, and risk (CBVR).
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