In this paper we consider the parabolic-elliptic Patlak-Keller-Segel models in T d with d = 2, 3 with the additional effect of advection by a large shear flow. Without the shear flow, the model is L 1 critical in two dimensions with critical mass 8π; solutions with mass less than 8π are global and solutions with mass larger than 8π with finite second moment, all blow up in finite time. In three dimensions, the model is L 3/2 critical and L 1 supercritical; there exists solutions with arbitrarily small mass which blow up in finite time arbitrarily fast. We show that the additional shear flow, if it is chosen sufficiently large, suppresses one dimension of the dynamics and hence can suppress blow-up. In two dimensions, the problem becomes effectively L 1 subcritical and so all solutions are global in time (if the shear flow is chosen large). In three dimensions, the problem is effectively L 1 critical, and solutions with mass less than 8π are global in time (and for all mass larger than 8π, there exists solutions which blow up in finite time).
Introduction
Consider the parabolic-elliptic Patlak-Keller-Segel model in T d with the additional effect of a large shear flow    ∂ t n + Au∂ x n + ∇ · (n∇c) = ∆n −∆c = n −n n(t = 0, x, y) = n in (x, y),
wheren denotes the average of n. If d = 3, then we denote y = (y 1 , y 2 ). Here, u = u(y) if d = 2 and u = u(y 1 ) if d = 3, is a fixed, C 3 function with at most finitely many non-degenerate critical points. In the case A = 0, this system is one of the fundamental models for the study of aggregation via chemotaxis of certain microorganisms; see e.g. [40, 34, 32, 30] . The quantity n denotes the density of microorganisms, which are executing a random walk with a bias up the gradient of the chemo-attractant c. The second equation describes the quasi-static equilibriation and production of the chemo-attractant by the microorganisms. Patlak-Keller-Segel and its variations have received considerable mathematical attention over the years, for example, see the review [32] or some of the representative works [20, 33, 39, 12, 29, 13, 17, 16, 14, 15] and the references therein. The case A = 0 models the microorganisms suspended in a shear flow: the elliptic equation −∆c = n −n arises as the formal limit as ǫ → 0 of the advection-diffusion equation
under the assumption that ǫA ≪ 1. In particular, (1.1) requires that the time-scale of equilibriation of c is faster than the transport due to the shear flow.
One of the most well-known features of (1.1) is that it is L 1 critical in two dimensions and is L 3/2 critical in three dimensions. For any reasonable notion of solution, the L 1 norm of the density is conserved, M := n(t) L 1 = n in L 1 (for (1.1), this is the mass). There is also the free energy, for which (1.1) (with A = 0) is formally a gradient flow with respect to the L 2 Wasserstein metric:
In R 2 , the conservation of mass and dissipation of the free energy (the latter is a logarithmically subcritical quantity) can be used to prove that if n in L 1 ≤ 8π, then solutions exist for all time (see e.g. [17, 16, 15] ). All solutions with finite second moment and n in L 1 > 8π are known to blow up in finite time [33, 39, 17] . On T 2 , some similar results are known [43] . On R 3 , since (1.1) is super-critical with respect to the controlled quantities, significantly less is understood. Solutions which are initially small in L 3/2 are known to exist globally and it is known that there exists blow-up solutions with arbitrarily small mass [22] .
In [35] it was shown that if, instead of a shear flow, one has Au · ∇n where u is relaxation-enhancing -a generalization of weakly mixing introduced in [21] -then for each smooth initial datum, one can choose A large enough so that the solution to (1.1) does not blow-up in finite time. Such velocity fields are very good mixers, and this ensures that any non-constant density configuration undergoes a large growth of gradients, and hence a large dissipation. The effect at work is then an enhanced dissipation. This effect has been studied previously in a variety of contexts, such as [21, 48, 3, 47, 5, 4] , in the physics literature [38, 41, 25, 37, 11] , and in control theory [2, 1] ; a closely related effect was also studied in [26] .
Mixing due to a shear flow is quite different from that due to a relaxation-enhancing or weakly mixing flow. In particular, data which is independent of x does not mix at all, and so one must separate the evolution of the zero (or low if x ∈ R) frequencies in x from the non-zero frequencies, which is the decomposition into the nullspace of the transport operator and its orthogonal complement. Enhanced dissipation due to shear flow was shown in [9, 6, 7, 8, 10 ] to be important for understanding the stability of the Couette flow in the 2D and 3D Navier-Stokes equations at high Reynolds number. For example, [6, 7, 8] show that the enhanced dissipation can suppress 3D effects and simplify the dynamics to be essentially 2D. It is intuitive then to expect that a large shear flow can also in some sense suppress one dimension in (1.1) and hence make 2D L 1 subcritical and 3D L 1 critical. This is essentially what we prove for u ∈ C 3 with finitely many non-degenerate critical points (the relevance of these hypotheses are discussed after the statements). Theorem 1. Let u ∈ C 3 (T) have finitely many, non-degenerate critical points and let n in ∈ H 1 (T 2 )∩L ∞ (T 2 ) be arbitrary. There exists an A 0 = A 0 (u, n in H 1 , n in L ∞ ) such that if A > A 0 then the solution to (1.1) is global in time.
Remark 1.1. Theorem 1 extends to the cylindrical domain T × R provided u ′ is bounded uniformly away from zero near y → ±∞.
It is clear that Theorem 1 cannot hold in 3D. Indeed, consider any solution to the 3D problem which is constant in the x direction: n(t, x, y 1 , y 2 ) = n(t, y 1 , y 2 ). This solution will solve (1.1) on T 2 with A = 0 and hence the 8π critical mass will still apply. Our next result shows that for A large the third dimension is suppressed and 8π is indeed the critical mass for (1.1) in T × R 2 and T 3 . As this setting is effectively critical, Theorem 2 is harder to prove than Theorem 1 (which is effectively subcritical, as [35] ).
Theorem 2. (a) Let u ∈ C
3 (T) have finitely many, non-degenerate critical points and let n in ∈ H 1 (T 3 ) ∩ L ∞ (T 3 ) be arbitrary such that n in L 1 < 8π and for some q > 0, there holds n in (x) ≥ q > 0 for all x ∈ T 3 . Then there exists an A 0 = A 0 (u, n in H 1 , n in L ∞ , n in L 1 , q) such that if A > A 0 then the solution to (1.1) is global in time.
(b) Suppose u ∈ C 3 (R) have finitely many, non-degenerate critical points and u ′ is bounded uniformly away from zero near infinity. Let n in ∈ H 1 (T × R 2 ) ∩ L ∞ (T × R 2 ) be arbitrary such that n in L 1 < 8π and I[n in ] := n in (x, y) |y| 2 dxdy < ∞. Consider the problem    ∂ t n + Au(y 1 )∂ x n + ∇ · (∇cn) = ∆n, −∆c = n, n(·, 0) = n 0 .
(1.3)
Then, there exists an A 0 = A 0 (u, n in L ∞ , n in H 1 , n in L 1 , I[n in ]), such that if A > A 0 then the solution is global in time.
Remark 1.2. It is not clear whether or not one could expect Theorem 2 to hold also in the case n in L 1 = 8π as in R 2 [16] .
Let us now briefly discuss the proofs of Theorems 1 and 2. By re-scaling time t → A −1 t, the system (1.1) is equivalent to      ∂ t n + u∂ x n + 1 A (∇ · (n∇c) − ∆n) = 0 −∆c = n −n n(t = 0, x, y) = n in (x, y),
For our purposes, it is convenient to use the form (1.4). In [4] , enhanced dissipation was studied for the passive scalar equation
Among other things, it was shown in [4] that for u satisfying the hypotheses of Theorems 1 and 2, there exists someǫ > 0 such that
The technique employed in [4] is an energy method known as hypocoercivity, see e.g. the text [46] for an overview or [23, 24, 28, 27, 26] and the references therein. In the proof of Theorem 1 we will couple such hypocoercivity energy estimates to H 1 energy estimates for the zero-in-x frequency as well as to L p estimates on (1.1), similar to the estimates in [33, 17, 18] , which do not see the advection term. In the proof of Theorem 2, the x-independent system is now formally L 1 critical, and hence in order to get results for mass up to 8π, we need to employ the free energy in a manner similar to [17] . However, the two-dimensional free energy is not a monotonically dissipated quantity for (1.1), and hence we need to also couple an estimate on the 2D free energy to the other energy estimates we make and control the errors using the enhanced dissipation. This is particularly tricky if one is interested in the result on T × R 2 . Enhanced dissipation (or something similar) was studied via hypocoercivity also in [26, 3, 4] , however, to the authors' knowledge, this is the first work that uses hypocoercivity to obtain enhanced dissipation estimates for nonlinear problems. We remark that the Fourier analysis methods used in [8, 10 ] also apply to (1.1) in the specific case u(y) = y and y ∈ R. This approach is much simpler than the hypocoercivity methods we employ, however, the hypocoercivity methods allow us to study a much wider variety of shear flows.
Notations

Miscellaneous
The constants B below are universal constants which have no dependence on any quantities, except perhaps u and M . On the contrary, the dependence of the constants C ... on various quantities involving n in is more important and will be made a little more explicit. Given quantities X, Y , if there exists a constant B such that X ≤ BY , we often write X Y . We will moreover use the notation x := (1 + |x| 2 ) 1/2 .
Fourier Analysis
Most of the time, we consider the Fourier transform only in the x variable, and denoting it and its inverse as
Define the following orthogonal projections:
for "zero frequency" and "non-zero frequency". For any measurable function m(ξ), we define the Fourier multiplier m(∇)f := (m(ξ)f (ξ)) ∨ .
Functional spaces
The norm for the L p space is denoted as || · || p or || · || L p (·) :
with natural adjustment when p is ∞. If we need to emphasize the ambient space, we use the second notation, i.e., ||n = || L p (T×R 2 ) . Otherwise, we use the first notation for the sake of simplicity. The Sobolev norm || · || H s is defined as follow:
For a function of space and time f = f (t, x), we use the following space-time norms:
2 Proof of Theorem 1
Outline of the proof
In this section, we prove Theorem 1. The enhanced dissipation does not act in the nullspace of the advection term, and hence it is reasonable to decompose the solution as follows
and,
As in [4] , it is convenient to consider (2.2) after applying the Fourier transform only in x. Applying to both sides of (2.2) we have,
where L k , N L k are defined as follows:
Here, the L refers to "linear with respect to the nonzero frequencies" and N L refers to "nonlinear with respect to the nonzero frequencies". For constants C ED , C L 2 , CḢ 1 , and C ∞ determined by the proof, define T ⋆ to be the end-point of the largest interval [0, T ⋆ ] such that the following hypotheses hold for all T ≤ T ⋆ :
(1) Nonzero mode L 2 tḢ 1
x,y estimate:
(2) Nonzero mode enhanced dissipation estimate:
where c is a small constant depending only on u.
(3) Uniform in time estimates on the zero mode:
∞ estimate of the whole solution:
Moreover, in order to simplify the exposition, we introduce the following constant:
Remark 2.1. In the above, C ED is first chosen depending only on u. Then, C L 2 is chosen depending only on the initial data n in (and C ED ). Then C ∞ is chosen depending only on n in , C L 2 , and C ED . Finally, CḢ 1 depends on n in , C ED , C L 2 , and C ∞ . Then, A is chosen large depending on all of these parameters.
We will refer to the hypotheses (2.5a), (2.5b), (2.5c), and (2.5d) together as the bootstrap hypotheses, denoted as (H). Notice that by local well-posedness of mild solutions, the quantities on the left-hand sides of (2.5a), (2.5b), (2.5c), and (2.5d) take values continuously in time. Moreover, the inequalities are all satisfied with the 4's replaced by 2's for t sufficiently small. By the standard continuation criteria for (1.1), the solution exists and remains smooth on an interval (0, t 0 ], with t 0 > T ⋆ such that t 0 − T ⋆ can be taken to depend only on n(T ⋆ ) L 2 . By continuity, the following proposition shows that the solution is global and satisfies the a priori estimates (H) for all time.
Proposition 1. For all n in and u, there exists an A 0 (u, n in H 1 , n in L ∞ ) such that if A > A 0 then the following conclusions, referred to as (C), hold on the interval [0, T ⋆ ]:
The remainder of the section is dedicated to proving Proposition 1. We first point out that there is a uniform upper bound on n(t) L 2 over the initial time layer t ≤ δA for a sufficiently small δ depending only on n in L 2 (as such we can always choose A > δ −1 ). This is an immediate consequence of the standard local existence theory of (1.1) via the time-rescaling used in (1.4), however, we include a brief sketch of the a priori estimate for completeness. Proposition 2 and standard higher regularity theory for (1.1) (see e.g. [33] ) imply that (2.7d) holds over the time interval 0 ≤ t ≤ δA.
sufficiently small such that for t ≤ δA, the following estimate holds,
(2.8)
Proof. The time derivative of the L 2 norm of n − n is estimated as follows, using a Gagliardo-NirenbergSobolev inequality,
The desired estimate follows (note that M n in L 2 ).
Enhanced dissipation estimate, (2.7b)
Proposition 2 implies that (2.7b) holds trivially on a time-scale like t A 1/2 log A. In order to deduce the enhanced dissipation effect for longer times, we use the hypocoercivity technique of [4] , which builds on the earlier work of [26, 3] . As outlined in [46] , hypocoercivity techinques are based on finding an energy which extracts the fact that the quadratic quantity
In [4] and here this is done via the following energies, defined k-by-k,
Here α, β, and γ are k-dependent constants (and hence should be interpreted as Fourier multipliers) satisfying
where ǫ α , ǫ β , and ǫ γ are small constants depending only on u chosen in [4] . Among other things, these are chosen such that 8β 2 ≤ αγ. Notice that in [4] for treating general situations one must also take α, β, and γ to be y-dependent, however, as suggested by [3] , this is not necessary to treat shear flows with non-degenerate critical points with y ∈ T or y ∈ R. The parameters ǫ α , ǫ β , and ǫ γ are tuned such that, 12) and hence
As a result, Φ k (t) is equivalent to the H 1 norm of n k but with constants that depend on A and k. The primary step in the results of [4] is that for u(y) satisfying the hypotheses in (1), then for the passive scalar equation on T 2 ,
] satisfies the following differential inequality for some small constantǫ independent of k, A (but depending on u):
The primary step in the proof of (2.7b) is the analogous statement (though summed over all k due to the nonlinearity).
Proposition 3.
There exists a small constant c > 0 depending only on u such that, under the bootstrap hypotheses and for A sufficiently large, there holds
(2.14)
By (2.13), it follows that
Remark 1. Propositions 2 and 3 together imply (2.7b). Indeed, for A sufficiently large:
We first compute the time derivative of Φ k [n(t)].
Proposition 4. Forǫ sufficiently small depending only on u, there holds, 16) where N k refers to the negative terms. Recall that L k , N L k are defined in (2.4b,2.4a).
Proof. The estimates from the linear terms (that is, the terms arising from the passive scalar equation (1.5)) are made in [4] and are omitted for the sake of brevity. The extra terms from the Keller-Segel nonlinearity in (1.4) are immediate.
The remainder of the section is devoted to controlling L and N L by the negative terms in (2.16).
Estimate on the L terms in (2.16)
These terms are linear in the k-th mode, and it accordingly makes sense to estimate these terms k-by-k. In this section we prove that for A sufficiently large,
We begin by estimating the L 1 k term in (2.16). Integrating by parts and using Lemma A.1, Lemma A.2, and the bootstrap hypotheses, we have, for any fixed constant B ≥ 1,
Therefore, we can choose B sufficiently large, and then A sufficiently large, such that the following holds:
and hence by the definition of N k , this is consistent with (2.17) . Turn next to L α k in (2.16), which we divide into the following four contributions:
For the L α k,1 term, we have the following by the bootstrap hypotheses, for any fixed B ≥ 1:
Recalling the definition N k from (2.16), it follows that by choosing B, then A, sufficiently large, we can control this term consistent with (2.17). The L α k,0 term is treated in the same manner; we omit the details for brevity.
Next, we estimate the second term L α k,2 in (2.18). Using Lemma A.2, we have the following for any B ≥ 1:
Hence, by the bootstrap hypotheses and the definition of N k , it follows we can choose B large and then A large to control this term consistent with (2.17) .
As above, it follows we can choose B large and then A large to control this term consistent with (2.17).
Next, turn to the L β k term in (2.16), which we divide into two contributions:
By analogy with the α terms, the first term in (2.19) is further decomposed via 
By the bootstrap hypotheses and by choosing B, then A, large enough, this term is controlled consistent with (2.17). The L β k,10 term is treated in the same manner; we omit the details for the sake of brevity.
For the L β k,12 term in (2.20), using Lemma A.2, we have that for some fixed B ≥ 1, the following holds,
As above, by the bootstrap hypotheses, for B and A sufficiently large, this term is controlled consistent with (2.17). Consider next L β k,13 in (2.20), which we integrate by parts and further sub-divide as:
, by Lemma A.1 and the definition of β, we have the following for a large constant B ≥ 1,
Therefore, by the bootstrap hypotheses, for B, then A, large, this term is controlled consistent with (2.17). Using Lemma A.1 and the definition of β, the L β k,132 term in (2.21) is handled as follows for a large constant B ≥ 1:
Therefore, by the bootstrap hypotheses (in particular, (2.5c)), for B and A sufficiently large, this is consistent with (2.17). Turn next to L β k,2 , which we sub-divide as follows:
term, we use the following straightforward estimate for a constant B ≥ 1:
This is consistent with ( Finally, we estimate L γ k in (2.16). We first sub-divide into four parts:
The second term in (2.24) is estimated as follows for a fixed constant B ≥ 1,
As above, this is consistent with (2.17) by the bootstrap hypotheses and B,A large. The term L γ k,0 is treated similarly, hence, we omit the details for the sake of brevity. The term L γ k,2 in (2.24) is similar. Indeed, by Lemma A.2, we have for B ≥ 1 large,
As usual, this is consistent with (2.17) by the bootstrap hypotheses and B,A large. The L γ k,3 term in (2.24), is estimated slightly differently; using Lemma A.1, we have for B ≥ 1 large,
This is consistent with (2.17) by the bootstrap hypotheses and B,A large. This completes the proof of (2.17), and hence, under the bootstrap hypotheses, the contributions of the L terms in (2.16) is absorbed by the N k terms for A chosen sufficiently large.
Estimate on N L terms
As these terms are nonlinear in non-zero frequencies, it is more natural to consider all of the frequencies at once. For the N L 1 k term in (2.16), writing,
By first choosing B large relative to the implicit constant, and then choosing A large (relative to constants and B), these terms are absorbed by the negative terms in (2.16). For the N L α k term in (2.16), we use (A.3) and the bootstrap hypotheses to deduce (using the definition of α; recall that α is a Fourier multiplier in x),
and choosing A large, these terms are absorbed by the negative terms in (2.16). There are two terms in N L β k in (2.16); we estimate the first as follows (using that β(k) |k| −1 and defines a self-adjoint operator, Lemma A.3, and that u does not depend on x):
Choosing A large, these terms are absorbed by the negative terms in (2.16). For the second term in N L β k we use
, and that u does not depend on x, we have,
yielding terms which are absorbed by the negative terms in (2.16) for A sufficiently large. The treatment of N L β k,2 is similar to (2.25), hence it is omitted for the sake of brevity. Turn finally to term N L γ k in (2.16) associated with γ:
Then we use γ(∂ x ) = ǫ γ A 1/2 |∂ x | −3/2 , interpolation, and Lemma A.3 to deduce the following bound for
Hence, for B chosen large, then A chosen large, we may absorb these contributions in the negative terms in (2.16).
Next we estimate the
Hence, for A chosen large, we may absorb these contributions in the negative terms in (2.16) . This finishes the estimate of the N L terms.
Nonzero mode
The nonzero mode L 
By the Gagliardo-Nirenberg-Sobolev inequality, we obtain
2 , which implies the following (possibly adjusting B),
By (2.5b), the time integral of
Hence, by applying (2.5a), integrating (2.28), and choosing A large, there holds
As a result, we have proved (2.7a).
Zero mode estimate (2.7c)
First, by non-negativity, note that 
Recall the following Nash inequality on T, under the assumption that T ρdx = 0:
Hence,
Therefore,
Define the following quantity G to be the time integral of the terms in the {·}:
By the bootstrap hypotheses, there holds 0
Choosing A large relative to ||n in || 6 H 1 and universal constants, we have
This completes the estimate on n 0 2 , which implies the first estimate in conclusion (2.7c).
Next, we use (2.32) to estimate ||∂ y n 0 || 2 2 . From (1.1) and Minkowski's integral inequality, we have for some B > 0,
Using (A.3) in the above estimate (2.33), we have for some B (possibly adjusted from above),
(2.34)
Analogously to (2.31), we define
By the bootstrap hypothesis (2.5a),(2.5b) and (2.5d) and choosing A large, there holds:
Therefore, from (2.34), we have for some B > 0 (using also ∂ y n 0 2 n 0 1/2 2
2 ).
Integrating and applying (2.35) implies the following:
Hence, by choosing C
, we complete the proof of (2.7c).
L ∞ uniform control (2.7d)
By the bootstrap hypothesis (2.5b) and (2.5c), it follows that ||n|| 2 2
As the L 2 norm is subcritical for 2D Patlak-Keller-Segel, it is standard (see e.g. [33, 36, 18] and the references therein) that this implies a uniform-in-time L ∞ bound which depends only on n L ∞ (0,T⋆;L 2 ) . Therefore, by choosing C ∞ appropriately, we have (2.7d):
This completes the proof of Proposition 1 and hence Theorem 1.
3 Proof of Theorem 2 in the case T 3 Next we turn to the 3D case. Heuristically, we expect the problem to be effectively L 1 critical with critical mass 8π. As in e.g. [17] , we will need to use the free energy to obtain such a precise control.
Basic setting and bootstrap
Consider the Patlak-Keller-Segel equation with advection on
where (x, y 1 , y 2 ) ∈ T 3 . We use the notation
As above, the bootstrap argument is applied to prove Theorem 2. For constants C ED , C L 2 , CḢ 1 , C ∞ determined by the proof, define T ⋆ to be the end-point of the largest interval [0, T ⋆ ] such that the following hypotheses hold for all T ≤ T ⋆ :
x,y estimates:
where c is a small number independent of A; (3) Zero mode time independent estimate:
x,y estimate of the whole solution:
As in the two-dimensional case, we introduce the following constant:
Here C ED just depends on the properties of the shear flow u. C L 2 just depends on the initial data n in , C ∞ depends on n in and C L 2 , and CḢ 1 depends on n in , C L 2 and C ∞ . Recall that we assume that the data is initially bounded strictly away from zero from below:
As in §2, by local well-posedness of mild solutions, the quantities on the left-hand sides of (3.2a), (3.2b), (3.2c), and (3.2d) take values continuously in time. Moreover, the inequalities are all satisfied with the 4's replaced by 2's for t sufficiently small. By the standard continuation criteria for (1.1), the solution exists and remains smooth on an interval (0, t 0 ], with t 0 > T ⋆ such that t 0 − T ⋆ can be taken to depend only on n(T ⋆ ) L 2 . By continuity, the following proposition shows that the solution is global and satisfies the a priori estimates (H) for all time. (1)
The main new difficulty in the 3D case arises in the proof of (4.4c): even if non-zero modes could be neglected entirely, the evolution of n 0 would be given by the L 1 critical parabolic-elliptic Patlak-KellerSegel. In [17] , the free energy, together with the logarithmic Hardy-Littlewood-Sobolev inequality (see e.g. [19] ), was applied to prove global existence up to the critical mass. Similarly, here we will estimate the 2D free energy of n 0 (no longer a conserved quantity) and apply the 2D logarithmic Hardy-Littlewood-Sobolev inequality on n 0 . We are met with a small difficulty in estimating the effect of non-zero frequencies on the free energy in regions of low density; to help deal with this, we utilize a pointwise lower bound on the solution (See Lemma 3.1 below).
Estimate on the zero mode (3.5c)
The idea of the proof is to exploit the fact that the shear flow strongly damps the nonzero frequencies. Hence, even though the equation (3.1) is posed on T 3 , we can approximate the evolution as the classical Keller-Segel equation in T 2 with a rapidly decaying perturbation (∇ · (∇c = n = )) 0 coming from the nonzero modes.
First we derive an exponentially decreasing lower bound for n.
Lemma 3.1. Under the bootstrap hypotheses (H) and (3.4), there holds the following pointwise lower bound on the solution for all t ∈ [0,
Proof. The equation (3.1) implies that at the point (x min (t), y min (t)) where the minimum in space of the solution is achieved, the following inequality is satisfied:
which implies that
Combining this differential inequality with (3.4), this yields
which completes the lemma.
Next, we study the classical 2D free energy of n 0 on T 2 :
Lemma 3.2. Under the bootstrap hypotheses (H) and (3.4), for A sufficiently large, there holds the following uniform bound on t ∈ [0, T * ],
Proof. By applying the hypothesis (3.2b,3.2d), Minkowski's integral inequality, and (3.6), the time derivative of F [n 0 ] can be estimated as follows
Note that for A sufficiently large yields:
Combining (3.9) and (3.10) yields the uniform time (3.8).
Next, we use (3.8) to get a bound on the entropy: Lemma 3.3. If (3.8) holds and A is chosen large enough, there exists a constant C L log L (n in ) such that
Proof. The following logarithmic Hardy-Littlewood-Sobolev inequality on a compact manifold is needed:
12)
where d(x, y) is the distance on the Riemannian manifold.
Let y ∈ T 2 be fixed. Define the cut-off function ϕ y (z) ∈ C ∞ such that
supp(∇ϕ y (z)) ⊂B(y, 1/4)\B(y, 1/8).
By extending n 0 (z) and c 0 (z) periodically to R 2 , we can rewrite the equation −∆c 0 = n 0 − n on T 2 such that it is posed on R 2 :
Using the fundamental solution of the Laplacian on R 2 :
log |y − z|(n 0 (z) − n)ϕ y (z)dz − 1 π |y−z|≤ 1 4 ∇ z · (log |y − z|∇ z ϕ y (z))c 0 (z)dz + 1 2π |y−z|≤ 1 4 log |y − z|∆ z ϕ y (z)c 0 (z)dz.
Due to the support of ϕ y , we can identify the above with an analogous integral on T 2 with |y − z| replaced by d(y, z). Therefore, we have the following estimate on the interaction energy,
log d(y, z)(n 0 (y) − n)(n 0 (z) − n)ϕ y (z)dzdy + 1 2π
log d(y, z)dzdy
The 2nd, 3rd, 4th, 5th terms in the last line are bounded below by −BM 2 for some constant B > 0. The 6th and 7th terms are bounded below by −BM ||c 0 || L 1 for some constant B > 0, using the fact that ∇ z · (log |y − z|∇ z ϕ y (z)) and log |y − z|∆ z ϕ y (z) are bounded in the region 
The calculation above hence implies the following for some constant B > 0,
Combining this estimate with (3.8) yields
Applying (3.12) in the above estimate, we obtain
which results in
. As x log x is bounded below, this implies the following for a suitable constant C L log L depending only on the initial data due to y ∈ T 2 :
This completes the proof of the lemma.
Enhanced dissipation estimate, (3.5b)
There are only a few differences with §2.2, which we focus on below. Analogous to §2.2, we define the energy Φ[n] on the torus T 3 as follows:
Here α, β, and γ are chosen as in (2.11). Analogously, we have 15) and hence
Our goal in this section is to prove the following proposition:
Proposition 6. There exists a small constant c > 0 depending only on u such that, under the bootstrap hypotheses and for A sufficiently large depending only on u, n in H 1 and n in ∞ , there holds
(3.17)
Remark 2. Same as in the proof of Theorem 1, Proposition 6 implies (3.5b).
On T 3 , the analogue of estimate (2.16) holds.
Proposition 7. Forǫ sufficiently small depending only on u, there holds, 19) where N k refers to the negative terms. Recall that L k , N L k are defined in (2.4b,2.4a).
Proof. The first term in
The second term,
The third term, the term involving β, can be treated as follows:
Using that
(recall, this is ensured in [4] ), the corresponding terms in (3.21) and (3.22) absorb the last two terms. Other terms are treated as in §2. 2 and [4] . Finally, for the term
Combining the above terms yields the result.
As in §2.2, the remainder of the section is devoted to controlling L and N L by the negative terms in (3.19). (3.19) In this section we prove that for A sufficiently large,
Estimate on the L terms in
We begin by estimating the L 1 k term in (3.19) . Using (A.4) and the bootstrap hypotheses (H), we have, for any fixed constant B ≥ 1,
Therefore, by the bootstrap hypotheses, we can choose B sufficiently large, and then A sufficiently large, such that the following holds:
which is consistent with (3.23).
We turn next to L α k in (3.19), which we divide into the following:
The treatment of the L 
Hence, by the bootstrap hypotheses and the definition of N k , it follows we can choose B large and then A large to control this term consistent with (3.23). Similarly, for L α k,3 in (3.24), by (A.4) and the hypothesis (3.2c), we have that
As above,it follows we can choose B large and then A large to control this term consistent with (3.23).
Next, turn to the L β k term in (3.19), which we divide into two contributions:
(3.25)
The first term in (3.25) is further decomposed via
The treatment of the L β k,10 and L β k,11 terms are analogous to the treatment in §2.2 and are hence we omitted for the sake of brevity. For the L β k,12 term in (3.26), we first estimate,
, we use (A.5), the definition of β, and the bootstrap hypotheses to deduce,
A .
Hence, we may choose B large and then A large to make these terms consistent with (3.23). Next we turn to L β k,122 in (3.27). Applying integration by parts, (A.5), the definition of β and the bootstrap hypotheses, we have
Hence, we may choose B large and then A large to make these terms consistent with (3.23). Consider next L β k,13 in (3.26), which we integrate by parts and further sub-divide as:
, by (A.4), the definition of β and the bootstrap hypotheses, we have the following for a large constant B ≥ 1
Therefore, for B, then A, large, this term is controlled consistent with (3.23). Using (A.4), the L β k,132 term in (3.28) is handled as follows for a large constant B ≥ 1:
(3.29)
Therefore, by the bootstrap hypotheses, for B and A sufficiently large, this is consistent with (3.23). Turn next to L β k,2 in (3.25), which we sub-divide as follows:
The L 
As above, this is consistent with (3.23) by the bootstrap hypotheses and B,A large. The L β k,20 term is treated in the same way, so we skip the details for the sake of brevity. The L β k,23 term can be estimated in the same manner as L β k,132 above (3.29) and hence is omitted for brevity. This completes the treatment of the L β k term in (3.19) .
Finally, we estimate L γ k in (3.19). We first sub-divide:
(3.31)
The first and second term in (3.31) are estimated as in §2.2; we omit the details for brevity. For L γ k,2 in (3.31), by (A.5) and the hypotheses, we have for B ≥ 1 large,
As usual, this is consistent with (3.23) by the bootstrap hypotheses and B,A large. The L γ k,3 term in (3.31), is estimated slightly differently; using (A.4) and the hypotheses, we have for B ≥ 1 large,
this is consistent with (3.23) by the bootstrap hypotheses and B,A large. This completes the proof of (3.23), and hence, under the bootstrap hypotheses, the contributions of the L terms in (3.19 ) is absorbed by the N k terms for A chosen sufficiently large.
Estimate on N L terms
The treatment of these terms is essentially the same as §2. 
Applying (A.5) (together with the bootstrap hypotheses), gives the following for any constant B > 1,
By first choosing B big, and then choosing A large (relative to constants and B), these terms are absorbed by the negative terms in (3.19) . As the other terms are similarly analogous, we omit the details for the sake of brevity. 
Nonzero mode
(3.32)
Note that, due to the bootstrap hypothesis (3.2b), there holds x,y estimate:
As a result, we have proven (3.5a).
Remainder of the proof of Theorem 2 in the case T 3
The remaining steps in the proof of Proposition 5 are the proofs of (3.5c) and (3.5d). Since L 2 is subcritical in 3D, the proof of (3.5d) follows as in §2.5 by standard methods. The proof of (3.5c) is a slightly easier variation of the arguments carried out in §4.2. These arguments are carried out below and hence are not repeated here. This completes the proof of Proposition 5 and hence also Theorem 2 in the T 3 case.
Proof of Theorem 2 in the case
The main difference between §4 and §3 is that we can no longer propagate a lower bound on the solution, which makes an estimate on the free energy more delicate. Here, we instead use an approximate free energy for which it is easier to make estimates on the effect of low densities.
Basic setting and bootstrap argument
In this section, we analyse the equation:
in the space T × R 2 . Note that the equation for c is slightly different in R 2 . The basic idea behind the proof of the main theorem is the same as §3, however, we cannot use the true 2D free energy, and instead make a more complicated estimate on an approximate free energy. For constants C ′ s determined by the proof, define T ⋆ to be the end-point of the largest interval [0, T ⋆ ] such that the following hypotheses hold for all
where c is a small number depending only on u (in particular, independent of A); (3) Zero mode uniform in time estimate:
3)
The constant C ED depends only on u. The constant C L 2 depends only on the initial data n in . The constant C ∞ depends on n in and C L 2 . Finally, the constant CḢ 1 depends on n in , C L 2 and C ∞ . As in §2 and §3, the proof of Theorem 2 (b) is completed by the following proposition.
Proposition 8. For all n in and u, there exists an A 0 ( n in H 1 , ||n in || ∞ ) such that if A > A 0 then the following conclusions, referred to as (C), hold on the interval [0,
The remaining part of this section is organized as follows: in section 3.2, we prove the estimate on the zeroth mode (4.4c); in section 3.3, we give some remark about the proof of (4.4a),(4.4b) and (4.4d).
Estimate on the zero mode (4.4c)
For the case y ∈ R 2 , it is not clear how to estimate the contribution to d dt F from the non-zero frequencies at small values of n 0 . The idea is to find a new (approximate) free energy which is better adapted. We use the following as the new approximate free energy:
where Γ is defined as
The Γ function is chosen such that it matches log when n 0 is large but is bounded from below when n 0 is small. Here, we have replaced the function log(1 + (n 0 − 1)) by its degree two Taylor expansion centered at 1 when n 0 < 1 and use the original log function when n 0 ≥ 1. Next, we apply a sequence of lemmas to prove that under the bootstrap hypothesis (4.2a), (4.2b) and (4.2d), the conclusion on the zero-mode (4.4c) is true given A sufficiently large. The first is the following. 
Furthermore, the following quantity is bounded:
Proof. Taking the time derivative of F Γ [n 0 (t)] yields
The proof of the lemma is completed once we show that the term T 0 is non-positive and the term T = is controlled in an appropriate way. Using the definition of Γ, we have,
Notice the following inequality:
which implies,
Completing a square using the 2nd, 3rd, 4th terms in the last line yields
Now the key is to prove that the term n0<1 ∇n 0 · ∇c 0 dy in (4.10) is negative. We want to integrate by parts to use the relation −∆c 0 = n 0 and the divergence theorem, however, the level set of a smooth function is not necessarily a smooth sub-manifold. We recall the Sard theorem and the inverse image theorem of differential topology:
(that is, k times continuously differentiable), where k ≥ max{n − m + 1, 1}. Let X denote the critical set of f, which is the set of points x ∈ R n at which the Jacobian matrix of f has rank < m. 
is a regular value of f; this means that f has rank q at every point of f −1 (y). (Therefore q ≤ n) Then the subset f −1 (y) is a C r submanifold of R n of codimension q.
Since the solution n(t) is C ∞ for t ∈ (0, T ⋆ ], if one is not a regular value for n 0 , by Sard's theorem and the inverse image theorem, we may find a sequence of K j such that K j ր 1 and that the level set {n 0 = K j } smooth. Therefore, we may integrate by parts:
As we have |∇ y n 0 · ∇ y c 0 | ∈ L 1 by the Lebesgue dominated convergence theorem we deduce that n0<1 ∇ y n 0 · ∇ y c 0 dy ≤ 0. Therefore, we deduce from (4.10) that,
This finishes the treatment of T 0 in (4.9). Now we come to the treatment of the T = in (4.9). The idea is to use the negative terms in (4.11) and the fast decay from the bootstrap hypotheses to control part of the influence from T = . By Young's inequality, we estimate T = as follows:
(4.12)
Finally, the ||∇ y c 0 || L 4 (R 2 ) in the last line is estimated using the Hardy-Littlewood-Sobolev inequality:
Combining (4.9), (4.11), (4.12) and (4.13) yields (4.7). Estimate (4.8) follows from the fact that the function Γ is bounded from below. This finishes the proof of Lemma 4.1.
Lemma 4.2. For A sufficiently large, the approximate free energy is bounded via the following
Moreover, there is a constant C L log L which depends only on F Γ [n 0 (0)] and M such that the following holds independent of time:
Proof. By an argument similar to the 2D case, we have that ||n 0 || L 1 (T×R 2 ) = M is preserved. Next, we estimate the right-hand side of (4.7). By Minkowski's inequality, and applying the elliptic estimate (A.5), we have
(4.16) By (2.5b), the time integral of this contribution can be made arbitrarily small by choosing A sufficiently large. Next, we estimate the second term on the right hand side of (4.7). Combining Minkowski's integral inequality, Hölder's inequality, and the Gagliardo-Nirenberg-Sobolev inequality, we obtain 
(4.18)
It follows from the hypotheses (4.2b),(4.2c) and (4.2d), that the time integral of the right hand side of (4.18) can be made arbitrarily small by choosing A large relative to the quantities ||n in || 2 , ||n in || H 1 , C 2,∞ , and hence (4.14) follows. A uniform in time bound on the free energy (4.14) can be translated to a uniform in time bound on the entropy (4.15) by using the logarithmic Hardy-Littlewood-Sobolev inequality, which we recall here (see e.g. [19] ):
Theorem 4 (Logarithmic Hardy-Littlewood-Sobolev Inequality). For all M > 0, there exists a constant C(M ) such that for all be a nonnegative functions in f ∈ L 1 (R 2 ) such that f log f and f log(1 + |x| 2 ) belong to L 1 (R 2 ). If R 2 f dx = M , then Applying the Nash inequality
in the estimate (4.25), we obtain Applying an argument similar to the one used in Section 2.4 to deduce (2.32), by choosing A sufficiently large implies (n − K) 2 + dy ≤ C(n in ). Recall the following classical inequality (see e.g. [33, 18] )
where the implicit constant is independent of K and M . The inequality (4.20) hence follows.
Next, we prove the higher regularity estimate (4.2c) using (4.20) . Applying an argument similar to the one used in Section 2.4 to prove (2.32), choosing A sufficiently large implies that ||∇ y n 0 || which is independent of A and CḢ 1 . Note that we still have the freedom to pick our CḢ 1 , and we choose it such that C 2Ḣ A Appendix
A.1 ∇c estimates
We have applied various estimates on ∇c 0 , ∇c = ; while all are standard, we sketch the proofs here for the readers' convenience.
Lemma A.1. In the two-dimensional case, the following estimate holds for uniformly for all k ∈ Z \ {0} and (k 2 − ∂ yy ) c k = n k :
Proof. By the Gagliardo-Nirenberg-Sobolev inequality, This completes the proof of the lemma.
Lemma A.2. In the two-dimensional case, the following estimate on ∇c 0 holds:
Proof. By the fundamental theorem of calculus, ∂ y c L ∞ (T) ≤ ∂ yy c 0 L 1 (T) , and hence the lemma follows.
Lemma A.3. In the two-dimensional case, the following elliptic estimate holds:
Proof. By Morrey's inequality, there holds for any p > 2,
The lemma follows from the Calderon-Zygmund inequality and the lack of low frequencies.
In the 3-dimensional case, we need the following lemmas.
Lemma A.4. In the 3-dimensional case, the following mode by mode estimates are true:
(A.4)
Proof. From the Gagliardo-Nirenberg-Sobolev inequality,
from which the result follows.
Other than the lemma above, we need the following 3D elliptic estimates.
Lemma A.5. In the three-dimensional case, the following elliptic estimates are true:
n 0 − n L 3 (T 2 ) .
(A.5)
Proof. The first two inequalities follow from Morrey's inequality and the Calderon-Zygmund inequality, as above. Similarly, as does the last inequality. The third inequality follows from a standard argument: optimizing over the choice of R we have, 
