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1. Introduction
The notion of weakly mixing set (of all orders) was recently introduced for dynamical systems by Blanchard and Huang
in [5]. The main motivation was that every map with positive topological entropy contains such a set which is non-trivial.
They were also able to relate it to the notion of chaotic set introduced by Xiong and Yang almost 20 years ago [20].
But while the deﬁnition is analogous to the case of maps (i.e. when the whole space is a weakly mixing set), dynamical
properties are much harder to understand. For example, it is well known that transitivity of f × f , that is weak mixing of
order 2, immediately implies weak mixing of all orders [10] (i.e. transitivity of any ﬁnite product f × · · · × f ). This is no
longer true for sets as shown by [18, Example 1.3] (see also [19]) that is, for every n  2 there exists a system containing
a subset which is weakly mixing of order n but not order n + 1. This shows that dynamics over weakly mixing sets can be
much richer than the one observed for weakly mixing transformations. The notion of weakly mixing sets always involves
complicated dynamics, for example weakly mixing set always contains a scrambled set (implies chaos in the sense of Li and
Yorke) and systems with bounded topological sequence entropy cannot contain non-trivial weakly mixing subsets.
Our work (and motivation) is somewhere at the border of two directions of study. First of them investigates recurrent
properties of sets. A good example here is [1] by Akin, where the author considered various kinds of sets with recurrence
including so-called uniformly mixed set (property a little stronger in its formulation than weak mixing of all orders). Second
approach tries to relate properties of some objects in the hyperspace for characterization of (X, f ). This direction is strongly
motivated by the famous paper by Bauer and Sigmund [2] where they studied relations between systems (X, f ) and (2X , F ),
where F : A → f (A). It is also noteworthy that [2] considered the case of the hyperspace M(X) of probability measures,
which while not considered here, seems to be an interesting topic for further investigations.
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mixing subsets (of order n for any positive integer n 2) introduced and discussed in [18,19]. In Section 3 we introduce the
concept of transitive sets of higher degrees and prove that weak mixing (of subsets) has a stronger form of transitivity. In
Section 4 we study the structure of these sets in the hyperspace and use them to characterize the minimality, transitivity,
weak mixing and total transitivity of a map. In the last two sections we focus on the properties of weakly mixing sets in
the case of systems or factors with positive topological entropy, in particular, entropy capacity of such sets.
2. Preliminaries
Denote by N (N0, Z, R, respectively) the set of all positive integers (non-negative integers, integers, real numbers,
respectively). We say that a nonempty set X is totally disconnected if the only connected subsets of X are singletons. By a
Cantor set we mean a perfect totally disconnected set.
Throughout this paper, by a (topological) dynamical system we mean a pair (X, f ), where (X,d) is a compact metric
space and f : X → X is a continuous map. If X is a singleton then we say that (X, f ) is trivial; if f is a homeomorphism
or surjection then we say that (X, f ) is invertible or surjective, respectively; if ∅ = K ⊆ X is a compact subset satisfying
f (K ) ⊆ K then we say that (K , f ) is a subsystem of (X, f ).
2.1. Basic notions in topological dynamics
Let (X, f ) be a dynamical system and ∅ = A ⊆ X , x ∈ X . The set Orb+(A, f ) =⋃n∈N0 f n(A) is said to be the positive orbit
of A under f and Orb(A, f ) =⋃n∈Z f n(A) is the orbit of A under f when (X, f ) is invertible. Obviously, both (Orb+(A, f ), f )
and (Orb(A, f ), f ) (when (X, f ) is invertible) form subsystems of (X, f ). We will write for short Orb+(x, f ) = Orb+({x}, f )
and Orb(x, f ) = Orb({x}, f ).
We say that x is a ﬁxed point of (X, f ) if f (x) = x; a periodic point of (X, f ) if f n(x) = x for some n ∈ N; a recurrent
point of (X, f ) if there exists {k1 < k2 < · · ·} ⊆ N such that f kn (x) → x as n → ∞; a transitive point of (X, f ) if Orb+(x, f ) is
dense in X . Denote by Per(X, f ) (Rec(X, f ) and Tran(X, f ), respectively) the set of all periodic points (recurrent points and
transitive points, respectively) of (X, f ). Recall that (X, f ) is transitive if f −n(U ) ∩ V = ∅ for some n ∈ N whenever U and
V are both nonempty open subsets of X ; minimal if Tran(X, f ) = X . Elements of a minimal subsystem are called minimal
points or uniformly recurrent points.
Remark 1. It is well known (and not very hard to verify) that:
(1.1) Rec(X, f ) = Rec(X, f n) for each n 2.
(1.2) If (X, f ) is transitive then f (X) = X and either X is perfect (by a perfect set we mean a nonempty compact set without
isolated points) or there is a periodic point x of (X, f ) such that X = Orb+(x, f ).
(1.3) If f (X) = X or X is perfect, then Tran(X, f ) ⊆ Rec(X, f ) and (X, f ) is transitive if and only if Tran(X, f ) is a dense
Gδ subset of X , if and only if Tran(X, f ) = ∅.
(1.4) (X, f ) is minimal if and only if for each nonempty open subset U of X there exists n ∈ N such that ⋃ni=0 f −i(U ) = X ,
if and only if Tran(X, f ) = Rec(X, f ) = X , in particular, if (X, f ) is minimal then it is transitive.
Let (X, f ) be a dynamical system, n  2 and ∅ = A ⊆ X . Denote A(n) = {(x1, . . . , xn): x1, . . . , xn ∈ A} and n(A) =
{(x1, . . . , xn) ∈ A(n): x1 = · · · = xn}. The map f (n) is induced on X (n) by the formula f (n)(x1, . . . , xn) = ( f (x1), . . . , f (xn)).
We say that (x, y) ∈ X (2) is proximal if lim infn→∞ d( f n(x), f n(y)) = 0. If every pair from X (2) is proximal, then we
say that (X, f ) is proximal. It is well known (e.g. see [3, Proposition 2.2] and [13]) that (X, f ) is proximal if and only if
(X, f ) has a ﬁxed point which is the unique minimal subset of (X, f ) (observe that though [3] considered only the case of
f (X) = X , the above fact holds also when f (X) ⊂ X ).
Given a topological space X , we denote by 2X the hyperspace of all nonempty compact subsets of X . If (X,d) is a
compact metric space then 2X endowed with the Hausdorff metric Hd induced by d is also a compact metric space. The
family
{〈U1, . . . ,Un〉: U1, . . . ,Un are nonempty open subsets of X, n ∈ N}
forms a basis for a topology of 2X called the Vietoris topology, where
〈S1, . . . , Sn〉 .=
{
K ∈ 2X : K ⊆
n⋃
i=1
Si and K ∩ Si = ∅ for all i = 1, . . . ,n
}
is deﬁned for arbitrary nonempty subsets S1, . . . , Sn ⊆ X . It is well known that the Hausdorff topology (the topology induced
by the Hausdorff metric Hd) and the Vietoris topology for 2X coincide [15, Theorem 3.1].
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The covers we are dealing with in this article are always ﬁnite and open. Let (X, f ) be a dynamical system. Given two
covers C = {C1, . . . ,Ck} and D = {D1, . . . , Dl} deﬁne their reﬁnement as C ∨ D = {Ci ∩ D j: i = 1, . . . ,k, j = 1, . . . , l, Ci ∩
D j = ∅}. We also deﬁne f −n(C ) = { f −n(Ci): i = 1, . . . ,k} for each n ∈ N0. Now let U be a cover of X and ∅ = K ⊆ X .
For any A ⊆ X let r(U , A) denote the minimum among the cardinalities of subsets of U that cover A and r(U |π) =
supy∈Y r(U ,π−1(y)) where π : X → Y is a continuous surjection. The topological entropy of K is given by htop( f , K ) =
suphtop( f ,U , K ), where, the supremum is taken over all covers U of X and
htop( f ,U , K ) = limsup
n→∞
1
n
log r
(
n−1∨
i=0
f −i(U ), K
)
.
Note that if K is a ﬁnite set then htop( f , K ) = 0. In the special case K = X , htop( f , X) is called the topological entropy of
(X, f ). We will then simply write htop( f ) = htop( f , X) and htop( f ,U ) = htop( f ,U , X).
Recall that, for n ∈ N and δ > 0, E ⊆ X is said to be (n, δ)-separated for f if, whenever x1, x2 ∈ E and x1 = x2,
d( f i(x1), f i(x2)) > δ for some i ∈ {0,1, . . . ,n − 1}. Denote by S fK (n, δ) the maximal cardinality of (n, δ)-separated set for
f contained in K . It is well known that
htop( f , K ) = lim
δ→0 limsupn→∞
1
n
log S fK (n, δ).
We say that π : (X, f ) → (Y , g) is a factor map (between dynamical systems (X, f ) and (Y , g)) if π : X → Y is a continuous
surjection with π ◦ f = g ◦π . Fix a factor map π : (X, f ) → (Y , g) and an open cover U of X . The topological entropy of the
cover U with respect to π is deﬁned as
htop( f ,U |π) = lim
n→∞
1
n
logC(n,U |π) = inf
n∈N
1
n
logC(n,U |π),
where C(n,U |π) = r(∨n−1i=0 f −i(U )|π). Recall that the existence of the limit and the second identity follow from the fact
that {logC(n,U |π)}n∈N is a sub-additive sequence. The topological entropy of (X, f ) with respect to π (also named the relative
topological entropy) is given by htop( f , X |π) = suphtop( f ,U |π) where the supremum taken over all covers of X .
2.3. Transitive sets and weakly mixing sets
In this subsection we recall the concepts of transitive sets and weakly mixing sets and some basic properties of them
(refer to [18] for a more detailed exposition).
Let (X, f ) be a dynamical system and A, B nonempty subsets of X . Put N(A, B) = {n ∈ N: f n(A) ∩ B = ∅}. Observe that
N(A, B) = {n ∈ N: A ∩ f −n(B) = ∅}. If A = {x}, we will simply write N(x, B) instead of N({x}, B).
Let ∅ = K ⊆ X , n  2. We say that K is non-trivial if it contains at least two points; is a transitive set (with respect to
(X, f )) if for each pair of open subsets (U , V ) of X intersecting K we have N(V ∩ K ,U ) = ∅; is a weakly mixing set of order
n if K (n) is a transitive set of (X (n), f (n)); is a weakly mixing set of all orders or simply a weakly mixing set if K is a weakly
mixing set of order m for each m 2.
While the deﬁnition is analogous to the case of maps (i.e. the case when X is weakly mixing), dynamical properties
of weak mixing sets are much harder to manage. We remark here that it was proved in [18] that for n = 2 there exists a
dynamical system containing a set which is weakly mixing of order n but not order n + 1. Later, this result was extended
in [19] to the case of arbitrary n  2. Basic properties of transitive sets and weakly mixing sets were investigated by the
authors in [18,19]. For the reader’s convenience we summarize some of them below and will use these properties without
any further reference.
Remark 2. Let (X, f ) be a dynamical system and ∅ = A, A1, A2 ⊆ X . Then
(2.1) x ∈ Rec(X, f ) if and only if {x} is a transitive set, if and only if {x} is a weakly mixing set of order 2, if and only if {x}
is a weakly mixing set.
(2.2) (X, f ) is transitive if and only if X is a transitive set.
(2.3) A is a transitive set if and only if N(V ∩ A,U ) is inﬁnite for each pair of open subsets (U , V ) intersecting A, if and
only if A is a transitive set.
(2.4) If A is a transitive set then (Orb+(A, f ), f ) is transitive and A ∩ Tran(Orb+(A, f ), f ) is a dense Gδ subset of A.
(2.5) If A is a non-trivial weakly mixing set of order 2 then A contains no isolated points.
(2.6) If A ⊆ Tran(X, f ) ∩ Rec(X, f ) then A is a transitive set.
(2.7) If π : (X, f ) → (Y , S) is a factor map and A is a transitive set then π(A) ⊆ Y is also a transitive set.
(2.8) Assume that A1 and A2 are disjoint nonempty open subsets of A1 ∪ A2. Then A1 ∪ A2 is a transitive set if and only if
both A1 and A2 are transitive sets and Orb
+(A1, f ) = Orb+(A2, f ).
1770 P. Oprocha, G.H. Zhang / Topology and its Applications 159 (2012) 1767–17773. Transitive sets of higher degrees
In this section, following the ideas from [18], we introduce the concept of transitive sets of higher degrees and prove
that weak mixing (of subsets) has a stronger form of transitivity (named total transitivity).
Deﬁnition 3. Let (X, f ) be a dynamical system, ∅ = A ⊆ X and k ∈ N. We say that A is a transitive set of degree k if it is a
transitive set of (X, f k); a totally transitive set if it is a transitive set of degree n for every n ∈ N.
Proposition 4. Let (X, f ) be a dynamical system and ∅ = A ⊆ X, k ∈ N. If A is a transitive set of degree k then (Orb+(A, f ), f ) is
transitive.
Proof. Write for short A1 = Orb+(A, f ), Ak = Orb+(A, f k) and let U and V be nonempty open subsets of A1. Observe
that A1 =⋃k−1i=0 f i(Ak), so there exist i, j ∈ {0,1, . . . ,k − 1} such that f −i(U ) ∩ Ak = ∅ and f − j(V ) ∩ Ak = ∅. As A is a
transitive set of degree k, by (2.4) dynamical system (Ak, f k) is transitive and so f −kn( f −i(U )) ∩ f − j(V ) = ∅ (equivalently,
f −(kn+i− j)(U ) ∩ V = ∅) for some n ∈ N. Thus (A1, f ) must be transitive. This ﬁnishes our proof. 
Remark 5. It is easy to construct a transitive dynamical system (X, f ) such that (X, f k) is not transitive for some k ∈ N,
that is, X is a transitive set, whereas, it is not a transitive set of degree k.
Inspired by [16, Theorem 3.8], we relate weak mixing of sets with their transitivity of higher degrees.
Theorem 6. Let (X, f ) be a dynamical system and let ∅ = A ⊆ X be a weakly mixing set of order 2. Then A is totally transitive.
Proof. If A is a singleton, say A = {z}, then z is recurrent for f , and for every integer k > 0 by (1.1) it is also recurrent
for f k , i.e. A is a transitive set for f k and so there is nothing to prove.
Let us assume that A contains at least two points, let U and V be open subsets of X intersecting A and k > 0. We are
going to show that f lk(U ∩ A)∩ V = ∅ for some l ∈ N. Since A is weakly mixing of order 2 there are x1 ∈ U ∩ A, y1 ∈ V ∩ A
and s1 > 0 so that f s1 (x1) ∈ V , f s1 (y1) ∈ V . If s1 = 0 (mod k) then we are done by setting l = s1/k, so suppose conversely
that this does not hold. We will perform an inductive construction.
First, assume that for some m  k − 1 there is ym ∈ V ∩ A and s1, . . . , sm ∈ N such that f s j (ym) ∈ V and reminders
r j = s j (mod k) form a strictly increasing sequence 0 < r1 < · · · < rm . There is a nonempty open subset W ⊆ V intersect-
ing A such that f s j (W ) ⊆ V for j = 1, . . . ,m. By weak mixing there are xm+1 ∈ U ∩ A, ym+1 ∈ V ∩ A and t > 0 so that
f t(xm+1) ∈ W , f t(ym+1) ∈ W . Note that f j(xm+1) ∈ V for j = t, t+ s1, . . . , t+ sm , and so if any of these numbers is divisible
by k then we are done. Otherwise, let us enumerate them, say s′1, . . . , s′m+1, with respect to increasing values of reminders
r′j = s′j (mod k). Since t = 0 (mod k), we see that r′j form an increasing sequence in N.
Since we can proceed with our construction when the number of obtained reminders is less than k, we must get r′1 = 0
at some step and in that case f s
′
1 (U ∩ A) ∩ V = ∅ which ends our proof by setting l = s′1/k (here, r′1 and s′1 are the indices
after enumeration). The proof is completed. 
It is known that each totally transitive dynamical system with dense periodic points or even with a smaller amount of
periodicity is weakly mixing [10,14] (see also [6,16]). Then in the context of sets the following natural question arises.
Question 1.With some kind of periodicity, does total transitivity of a non-trivial set imply its weak mixing?
4. Structure of transitive and weakly mixing sets in the hyperspace
In this section we shall study the structure of transitive, totally transitive and weakly mixing sets in the hyperspace 2X .
It turns out that all considered classes of sets are nonempty Gδ subset of the hyperspace. As an application, we provide an
equivalent characterization of minimality, transitivity, weak mixing and total transitivity.
Let (X, f ) be a dynamical system and n  2. Denote by 2TS(X, f ) (2TSn (X, f ), 2TTS(X, f ), 2WMn (X, f ) and 2WM(X, f ),
respectively) the set of all nonempty closed transitive sets (transitive sets of degree n, totally transitive sets, weakly mixing
sets of order n and weakly mixing sets, respectively) of (X, f ). Using Theorem 6 we immediately obtain inclusions:
2TS(X, f ) ⊇ 2TSn (X, f )
(= 2TS(X, f n))
⊇ 2TTS(X, f ) ⊇ 2WM2 (X, f )
⊇ 2WM(X, f ) ⊇ {{x}: x ∈ Rec(X, f )} = ∅. (1)
Now, let us study the further relations between these sets.
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open subsets W1, . . . ,Wk of X such that
()E for each i = 1, . . . ,k, diam(Wi) <  and E ∈ 〈W1, . . . ,Wk〉,
()E
⋂n
l=1 N(Wil ∩ E,W jl ) = ∅ for any i1, j1, . . . , in, jn ∈ {1, . . . ,k}.
Note that in the names of the above conditions subscript E is related to the name of the sets involved.
Lemma 7. In the notations as above, 2WMn, (X, f ) is open in 2
X .
Proof. Let E ∈ 2WMn, (X, f ) with W1, . . . ,Wk satisfying ()E and ()E . Then for any i1, j1, . . . , in, jn ∈ {1, . . . ,k} there exist
m(i1, j1, . . . , in, jn) ∈ N, 1(i1, j1, . . . , in, jn) > 0 and {xl(i1, j1, . . . , in, jn): l = 1, . . . ,n} ⊆ E with
B
(
xl(i1, j1, . . . , in, jn), 1(i1, j1, . . . , in, jn)
)⊆ Wil ∩ f −m(i1, j1,...,in, jn)(W jl ),
where B(z, δ) denotes the open ball in X with center z and radius δ. Moreover, there exists 2 > 0 such that if F ∈ 2X
satisﬁes Hd(E, F ) < 2 then F ∈ 〈W1, . . . ,Wk〉. Now we set
δ = min
{
min
i1, j1,...,in, jn∈{1,...,k}
1(i1, j1, . . . , in, jn), 2
}
> 0.
Take any F ∈ 2X such that Hd(E, F ) < δ. Then F ∈ 〈W1, . . . ,Wk〉 and additionally, by the above constructions, when
i1, j1, . . . , in, jn ∈ {1, . . . ,k}, then xl(i1, j1, . . . , in, jn) ∈ E and Hd(E, F ) < δ  ε1(i1, j1, . . . , in, jn). This gives
∅ = F ∩ B(xl(i1, j1, . . . , in, jn), 1(i1, j1, . . . , in, jn))⊆ (F ∩ Wil ) ∩ f −m(i1, j1,...,in, jn)(W jl )
for l = 1, . . . ,n. We have just proved that if E ∈ 2WMn, (X, f ) then so does its small neighborhood in 2X which ends the
proof. 
Theorem 8. Let (X, f ) be a dynamical system and n  2. Then 2TS(X, f ), 2TSn (X, f ), 2TTS(X, f ), 2WMn (X, f ) and 2WM(X, f ) are all
nonempty Gδ subsets of 2X .
Proof. Observe that 2TSn (X, f ) = 2TS(X, f n), 2TTS(X, f ) =
⋂
m2 2
TS
m (X, f ) and 2
WM(X, f ) =⋂m2 2WMm (X, f ). Then we only
need to prove that both 2TS(X, f ) and 2WMn (X, f ) are nonempty Gδ subsets of 2
X . We are going to prove it by claiming
2TS(X, f ) =
⋂
m∈N
2WM
1, 1m
(X, f ) and 2WMn (X, f ) =
⋂
m∈N
2WM
n, 1m
(X, f ). (2)
Both proofs are very similar, so we will prove the latter identity of (2), leaving the ﬁrst one to the reader.
For each E ∈ 2WMn (X, f ) and m ∈ N, let W1, . . . ,Wk be any open subsets of X so that ()E holds and W1 ∩ E =∅, . . . ,Wk ∩ E = ∅ (such a ﬁnite family exists obviously). But E is a weakly mixing set of order n and so simply by the
deﬁnition we get ()E . This proves the inclusion ⊆.
For the proof of the converse inclusion, let F ∈⋂m∈N 2WMn, 1m (X, f ) and U1, V1, . . . ,Un, Vn be open subsets of X intersect-
ing F , let say xi ∈ Ui ∩ F and yi ∈ Vi ∩ F , i = 1, . . . ,n. Then there exists M ∈ N such that B(xi, 2M ) ⊆ Ui and B(yi, 2M ) ⊆ Vi ,
i = 1, . . . ,n. As F ∈ 2WM
n, 1M
(X, f ), there exist open subsets W1, . . . ,Wk of X such that ()F and ()F hold, in particular
xi ∈ Wpi and yi ∈ Wqi for some indices pi , qi . Then Wpi ⊆ Ui and Wqi ∩ E ⊆ Vi ∩ E , i = 1, . . . ,n, and so
n⋂
i=1
N(Vi ∩ E,Ui) ⊇
n⋂
i=1
N(Wqi ∩ E,Wpi ) = ∅,
which proves that F is a weakly mixing set of order n. We obtained that the inclusion ⊇ also holds and so the proof is
ﬁnished. 
It is interesting that some dynamical properties can be expressed in terms of the structure of considered subsets of 2X .
The following two theorems highlight these connections.
Theorem 9. Let (X, f ) be a dynamical system and m 2. Then
(9.1) 2TS(X, f ) is a singleton if and only if 2TSm (X, f ) is a singleton, if and only if 2
TTS(X, f ) is a singleton, if and only if 2WMm (X, f )
is a singleton, if and only if 2WM(X, f ) is a singleton, if and only if Rec(X, f ) is a singleton. If any of the above conditions holds
then (X, f ) is proximal.
1772 P. Oprocha, G.H. Zhang / Topology and its Applications 159 (2012) 1767–1777(9.2) 2TS(X, f ) is a dense subset of 2X if and only if (X, f ) is transitive, if and only if X ∈ 2TS(X, f ).
(9.3) 2TS(X, f ) = 2X if and only if (X, f ) is minimal.
(9.4) (X, f ) is totally transitive, i.e. (X, f n) is transitive for each n ∈ N, if and only if 2TTS(X, f ) is dense in 2X , if and only if X ∈ 2TTS .
Proof. (9.1): Assume that Rec(X, f ) = {x}. Then x is a ﬁxed point of (X, f ) which is its unique minimal subset, since if M is
a minimal subset of (X, f ) then M ⊆ Rec(X, f ). This is well known that it equivalently means that (X, f ) is proximal (e.g.
see [3, Proposition 2.2]). Now, if A ∈ 2TS(X, f ) then (Orb+(A, f ), f ) is transitive, and so Orb+(A, f ) = {x} by (1.2) and (1.3),
thus also A = {x}. The proof is ﬁnished by inclusions established by (1).
(9.2): It is enough to prove that 2TS(X, f ) is a dense subset of 2X if and only if (X, f ) is transitive, since the last
equivalence easily follows from these two. First, if (X, f ) is transitive then, by (1.3), Tran(X, f ) is a dense Gδ subset of X
and Tran(X, f ) ⊆ Rec(X, f ), thus {K ∈ 2X : K ⊆ Tran(X, f )} is a dense subset of 2X , which automatically gives that 2TS(X, f )
is a dense subset of 2X .
Conversely, assume that 2TS(X, f ) is a dense subset of 2X . If U and V are nonempty open subsets of X , then there is
K ∈ 〈U , V 〉 ∩ 2TS(X, f ). Then f m(U ∩ K ) ∩ V = ∅ for some m > 0 which shows that (X, f ) is transitive.
(9.3): If (X, f ) is minimal then by the same argument as in the proof of (9.2) we get 2TS(X, f ) = 2X .
For the proof of the converse implication, assume that 2TS(X, f ) = 2X . By (9.2), (X, f ) is transitive. If (X, f ) is not
minimal then Tran(X, f ) = ∅ and X \ Tran(X, f ) = ∅, let say x1 ∈ Tran(X, f ) and x2 ∈ X \ Tran(X, f ). By the assumptions
{x1, x2} is a transitive set and so Orb+(x2, f ) = Orb+(x1, f ) = X (using (2.8)). A contradiction to the selection of x1 and x2.
(9.4): Since 2TTS(X, f ) ⊆ 2TSn (X, f ) for every n  2, by (9.2) it remains to prove that X ∈ 2TTS implies the density of
2TTS(X, f ) in 2X .
If X ∈ 2TTS(X, f ) ⊆ 2TSn (X, f ) then again by (9.2) we see that 2TSn (X, f ) is dense in 2X for every n  2. But then, by
Theorem 8 it is residual in 2X . This implies that
⋂∞
n=2 2TSn (X, f ) is residual and so dense in 2X , since 2X is a compact
metric space. But
⋂∞
n=2 2TSn (X, f ) = 2TTS(X, f ), and so the subset 2TTS(X, f ) is dense in 2X . This ends our proof. 
Remark 10. There are many known examples of transitive systems possessing a ﬁxed point as its unique minimal subset
(that is a proximal dynamical system) with positive topological entropy [11] (or even more complex chaotic dynamics [17]).
In particular, by (9.2) there exists a proximal (X, f ) such that 2TS(X, f ) is a dense subset of 2X (compare it with (9.1)).
Theorem 11. The following conditions are equivalent:
(11.1) 2WM(X, f ) is a dense subset of 2X ,
(11.2) 2WMn (X, f ) is a dense subset of 2
X for some n 2,
(11.3) (X, f ) is weakly mixing,
(11.4) X ∈ 2WM2 (X, f ),
(11.5) X ∈ 2WM(X, f ).
Proof. Implication (11.1) ⇒ (11.2) follows just by the deﬁnition. It is also known that if (X (2), f (2)) is transitive then so is
(X (n), f (n)) for every n 2. This gives equivalence of (11.3), (11.4) and (11.5). When 2WMn (X, f ) is a dense subset of 2X for
some n  2 then for every nonempty open sets U1,U2, V1, V2 of X there is a weakly mixing set A of order 2 such that
A ∈ 〈U1,U2, V1, V2〉. In particular, there is k > 0 such that f k(Ui) ∩ Vi ⊇ f k(Ui ∩ A) ∩ Vi = ∅ for i = 1,2. In other words,
(X, f ) is weakly mixing, and so we obtain (11.2) ⇒ (11.3).
It remains to prove (11.5) ⇒ (11.1). Assume that X ∈ 2WM(X, f ) and that X has at least two points. Then X is perfect.
Fix any nonempty open sets W1, . . . ,Wt , where t > 1. There are nonempty open sets W ′1, . . . ,W ′t such that W ′i ⊆ Wi . For
i = 1, . . . , t , choose a point xi ∈ W ′i . Put A1 = {x1, . . . , xt}.
Now assume that Ak = {y1, . . . , ys} is constructed for some k  1. For any function φ : {1, . . . , s} → {1, . . . , s} there are
zφi ∈ B(yi, 1k ) ∩
⋃t
j=1 W ′j \ Ak and mφ ∈ N such that f mφ (zφi ) ∈ B(yφ(i), 1k ) ∩
⋃t
j=1 W ′j . Denote Ak+1 =
⋃
φ{zφ1 , . . . , zφs } ∪ Ak .
Eventually, by the inductive construction we obtain an increasing family of ﬁnite sets A1 ⊆ A2 ⊆ · · · such that for any distinct
points p1, . . . , pn,q1, . . . ,qn from Ak there are z1, . . . , zn ∈ Ak+1 and m > 0 such that zi ∈ B(pi, 1k ) and f m(zi) ∈ B(qi, 1k ) for
i = 1, . . . ,n.
Denote A =⋃∞k=1 Ak and observe that A has no isolated points. Then for every open sets U1, . . . ,Un, V1, . . . , Vn inter-
secting A there is k > 0 such that there are distinct points p1, . . . , pn,q1, . . . ,qn ∈ Ak with pi ∈ Ui , qi ∈ Vi . There is also an
integer s > 0 such that B(pi,
1
s ) ⊆ Ui , B(qi, 1s ) ⊆ Vi for i = 1, . . . ,n. But pi,qi ∈ Ak+s and so by the inductive construction
there are zi ∈ B(pi, 1k ) ∩ A and m > 0 such that f m(zi) ∈ B(qi, 1k ) for i = 1, . . . ,n. This proves that A is a weakly mixing set.
Additionally A ∩ W ′i = ∅ for i = 1, . . . ,n and
A =
∞⋃
k=1
Ak ⊆
t⋃
j=1
W ′j =
t⋃
j=1
W ′j.
Thus A ∈ 〈W ′1, . . . ,W ′t〉 ⊆ 〈W1, . . . ,Wt〉 and so 2WM(X, f ) is dense in 2X . 
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While relative topological entropy is deﬁned in some sense globally over ﬁbers, it is supported by ﬁbers itself. Namely,
if π : (X, f ) → (Y , g) is a factor map then by [8, Theorem 3] we have
htop( f , X |π) = sup
y∈Y
htop
(
f ,π−1(y)
)
. (3)
Then it seems quite intuitive that results of [21] can be localized in ﬁbers. Furthermore, we can extend them following the
lines of research undertaken in [5]. See [4,12] for some related results.
But ﬁrst we must recall the notion of a chaotic set.
Deﬁnition 12. Let (X, f ) be a dynamical system, {p1 < p2 < · · ·} ⊆ N0 and E ⊆ X . A set ∅ = C ⊆ X is said to be chaotic
in E ( for f ) with respect to {pi}∞i=1, if for any subset A ⊆ C and any continuous map F : A → E there exists a sub-sequence{qi}∞i=1 ⊆ {pi}∞i=1 such that limi→∞ f qi (x) = F (x) for every x ∈ A.
In the above deﬁnition if the sequence {pi}∞i=1 is not important or follows from the context, we will simply say that C is
chaotic in E .
Remark 13. Fix (X, f ) and ∅ = C ⊆ X , ∅ = E1 ⊆ E2 ⊆ X .
(13.1) If C is chaotic in E2 (with respect to some sequence) then C is chaotic in E1 (with respect to the same sequence).
(13.2) If E2 is chaotic in C (with respect to some sequence) then E1 is chaotic in C (with respect to the same sequence).
(13.3) Repeating the ﬁrst part of the proof of [5, Proposition 4.2], it is easy to check that if C does not contain isolated
points and is chaotic in C (with respect to some sequence) then it is a non-trivial weakly mixing set.
(13.4) By [5, Proposition 4.2], when f : X → X is surjective and C is a closed set which is not a singleton, then C is a
weakly mixing set if and only if there exist Cantor sets C1 ⊆ C2 ⊆ · · · ⊆ C such that, if we denote B .=⋃∞i=1 Ci , then
B = C and B is chaotic in C (though most of results in [5] are obtained in the setting of homeomorphisms, just after
the proof of [5, Theorem 4.5] it is also remarked that in fact [5, Proposition 4.2] holds also for surjective maps).
We say that K is an entropy set (with respect to dynamical system (X, f )) if K is non-trivial and htop( f ,U ) > 0 whenever
U is a cover of X satisfying K \ U = ∅ for each U ∈ U .
Now we can extend the equality in (3) as follows.
Lemma 14. Let π : (X, f ) → (Y , g) be a factor map between invertible dynamical systems. Then
htop( f , X |π) = sup
{
htop( f ,C): C is a set chaotic in C contained in a ﬁber
}
= sup{htop( f , S): S is a weakly mixing set contained in a ﬁber}
= sup{htop( f , E): E is a closed weakly mixing entropy set contained in a ﬁber}.
Proof. The proof slightly extends ideas from [7]. By (3), it suﬃces to prove the ﬁrst and the third equalities.
We shall prove the third equality ﬁrst. Let μ be an ergodic f -invariant Borel probability measure over X . By the vari-
ational principle concerning relative topological and measure-theoretic entropy we only need to prove that hμ( f , X |π) is
less than the right-hand side of the third equality. Without loss of generality, we may assume hμ( f , X |π) > 0. Denote by
π1 : (X,BX ,μ, f ) → (Z ,Z, ν,h) the Pinsker factor of (X,BX ,μ, f ) with respect to (Y ,BY ,πμ, g), where BX and BY are
Borel σ -algebras of X and Y , respectively, and let μ = ∫Z μz dν(z) be the disintegration of μ over ν . Then
(14.1) supp(μz), the support of μz , is an entropy set for ν-a.e. z ∈ Z and
(14.2) hμ( f , X |π) infE∈Z,ν(E)=0 supz∈Z\E htop( f , supp(μz)).
Additionally supp(μz) is a weakly mixing set for ν-a.e. z ∈ Z (see the proof of [12, Theorem 4.6]). Combining all these facts
we obtain the third equality.
It remains to prove the ﬁrst equality. With the help of the third equality, we shall prove it by claiming that for each
non-trivial closed weakly mixing set A there exists a set C such that C is chaotic in C and C = A (observe that htop( f ,C) =
htop( f ,C) always holds). In fact, if A is a non-trivial closed weakly mixing set then by (13.4) there exists a set C ⊆ A such
that C is chaotic in A (hence, chaotic in C , by (13.1)) and C = A. The proof is ﬁnished. 
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htop( f , X |π) = sup
{
htop( f ,C): C is a set chaotic in C contained in a ﬁber
}
= sup{htop( f , S): S is a weakly mixing set contained in a ﬁber}
= sup{htop( f , E): E is a closed weakly mixing entropy set contained in a ﬁber}.
Proof. By main results in [8] (especially, [8, Theorem 5]) we may assume that (X, f ) is surjective because factor entropy is
supported on invariant part of f (and so restriction to that part does not change the value of htop( f , X |π)).
Next let (X, σ f ) be the left shift homeomorphism on the inverse limit with the single bounding map f , that is X =
{(x0, x1, . . .): xi = f (xi+1), i ∈ N0} and σ f (x0, x1, . . .) = ( f (x0), x0, . . .). The projection η on the ﬁrst coordinate is an open
factor map between (X, σ f ) and (X, f ). It is known that η preserves topological entropy of subsets (e.g. see [9, Lemmas 5.6
and 5.9] and [12, Lemma 5.1]), i.e.
htop(σ f , A) = htop
(
f , η(A)
)
for every ∅ = A ⊆ X, (4)
and just by the deﬁnition η transforms ﬁbres of the factor π ◦η map onto ﬁbres of π . We can also represent π ◦η = η′ ◦π ′
where η′ is the factor map between (Y, σg) and (Y , g) and π ′(x0, x1, . . .) = (π(x0),π(x1), . . .). Now, we may apply (4) to
(X, σ f ) and apply Lemma 14 to the factor map π ′ obtaining
htop( f , X |π) = htop(σ f ,X|π ◦ η)
(
by the deﬁnitions and (4)
)
= htop
(
σ f ,X|η′ ◦ π ′
)
= htop
(
σ f ,X|π ′
)
(the same reasoning as above)
= sup{htop(σ f , E): E is a closed weakly mixing entropy set contained in a ﬁber of π ′}.
From the deﬁnition, it is direct to verify that if E ⊆ X is a weakly mixing entropy set, then the same properties hold for
η(E), provided that η(E) is not a singleton. Then by equalities htop(σ f , E) = htop( f , η(E)) and π ◦ η = η′ ◦ π ′ we see that
sup
{
htop(σ f , E): E is a closed weakly mixing entropy set contained in a ﬁber of π
′}
 sup
{
htop(σ f , E): E is a closed weakly mixing entropy set contained in a ﬁber of η
′ ◦ π ′}
= sup{htop(σ f , E): E is a closed weakly mixing entropy set contained in a ﬁber of π ◦ η}
= sup{htop( f , η(E)): E is a closed weakly mixing entropy set contained in a ﬁber of π ◦ η}
 sup
{
htop( f , E): E is a closed weakly mixing entropy set contained in a ﬁber of π
}
,
which gives desired property for weakly mixing entropy sets. The equality for chaotic sets C follows the same arguments as
in the proof of Lemma 14, and the equality for weakly mixing sets S follows trivially from the above arguments. 
The following fact can be found in [19]:
Lemma 16. Let π : (Y × G, f ) → (Y , g), (y, s) → y be a factor map between invertible dynamical systems where G is a topological
graph. Then for any y ∈ Y , the ﬁber {y} × G does not contain a non-trivial weakly mixing set of order 4 with respect to (Y × G, f ).
Corollary 17. Let π : (Y × G, f ) → (Y , g), (y, s) → y be a factor map between invertible dynamical systems where G is a topological
graph. Then htop( f , Y × G) = htop(g, Y ).
Proof. If htop( f , Y × G) > htop(g, Y ) then some ﬁber must contain a non-trivial weakly mixing subset with respect to
(Y × G, f ) by Lemma 14. Such a situation is impossible by Lemma 16. This ends the proof. 
We don’t know if in general case the supremum in the ﬁrst equality in Theorem 15 can be taken over a smaller class
consisting only of closed chaotic sets. However, at least in some cases it is possible.
Proposition 18. Let (X, f ) be a weakly mixing with positive topological entropy. If for any α < htop( f , X) there is δ > 0 such that
limsupn→∞ 1n log S
f
U (n, δ) > α for each nonempty open set U , then
htop( f , X) = sup
{
htop( f ,C): C is a Cantor set chaotic in X
}
.
Furthermore, in the above situation, for every β < htop( f , X), the set of Cantor chaotic sets C in X with htop( f ,C) > β is dense in 2X .
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mixing set, and so by (13.2) and (13.4) there are Cantor sets C1 ⊆ C2 ⊆ · · · chaotic in X such that C .=⋃∞n=1 Cn is dense
in X . Fix any nonempty open sets U1, . . . ,Uk and ε > 0. Removing few ﬁrst elements in the sequence we may assume
that C1 ∩ Ui = ∅ for every i. Subsets of chaotic set are chaotic, so we can assume that C1 ∈ 〈U1, . . . ,Uk〉. Fix any point
z ∈ C1 ∩ U1. The set X is a weakly mixing set, so it is perfect. Then there is a sequence of nonempty open sets {Vn}∞n=1
such that Vi ∩ C1 = ∅, Vi ∩ V j = ∅ for i = j and Vn → {z} as n → ∞, where the limit is taken in 2X . We may also assume
that all Vi are contained in U1. Observe that, by our assumptions, there is δ > 0 such that for an increasing sequence ni
and (ni, δ)-separated (and so ﬁnite) sets Ai ⊆ Vi one has that limi→∞ 1ni log#Ai > htop( f , X) − ε (as usual #Ai denotes the
cardinality of Ai). The set C is dense in X , so by continuity of f there is a set Di ⊆ Vi ∩ C which is (ni, δ2 )-separated and
#Di  #Ai . There is also a Cantor set Ei such that Di ⊆ Ei ⊆ Vi ∩ C . Then Ei ∩ E j = ∅ for i = j and furthermore Ei → {z} as
i → ∞. This implies that the set D = C1 ∪⋃∞i=1 Ei is closed and additionally
D ⊆ C1 ∪
∞⋃
i=1
Vi ⊆ C1 ∪ U1 ⊆
k⋃
i=1
Ui .
But C1 intersects each Ui and so does D . We obtain that D ∈ 〈U1, . . . ,Uk〉,
htop( f , D) lim
i→∞
1
ni
log#Ai > htop( f , X) − ε
and furthermore D is chaotic in X as a subset of C . It is also obvious that D has no isolated points, so it only remains to
show that it is totally disconnected. Assume that L ⊆ D is a connected set. If L ∩ Ei = ∅ for some i then L ⊆ Ei as otherwise
there is an open set W such that L ∩ Ei = L ∩ W and so W and L \ Ei form decomposition of L into two open sets. This
shows that L ⊆ C1 or L ⊆ Ei for some i, which gives #L = 1 since Cantor sets are totally disconnected.
This shows that Cantor sets with entropy capacity at least htop( f , X)− ε are dense in 2X . To ﬁnish the proof it is enough
to apply the fact that when htop( f , X) = ∞ then for every M > 0 there is δ > 0 such that
limsup
n→∞
1
n
log S fV i (n, δ) > M
for every i repeating all other arguments without any change. 
Observe that when f is topologically exact (i.e. for every nonempty open set U there is n > 0 such that f n(U ) = X )
assumptions of Proposition 18 are fulﬁlled. Namely, given δ > 0 for any nonempty open set U there is k > 0 such that
limsup
n→∞
1
n
log S fU (n, δ) = limsup
n→∞
1
n
log S fX (n − k, δ).
Another example fulﬁlling the assumptions of Proposition 18 is any minimal weakly mixing system with positive topological
entropy.
6. Sets with high local entropy
In this section, we discuss some situations when sets with high local entropy capacity exist in the dynamics.
Deﬁnition 19. Let (X, f ) be a dynamical system and ∅ = E ⊆ A ⊆ X . We say that E has full local (entropy) capacity relatively
to A, if for any open set U either E ∩ U = ∅ or htop( f , E ∩ U ) = htop( f , A). If E has full local capacity relatively to X , then
for short we shall say that E has full local capacity.
Theorem 20. Let (X, f ) be a dynamical system and ∅ = A ⊆ X be a closed weakly mixing set. Then the following conditions are
equivalent:
(20.1) htop( f ,U ∩ A) = htop( f , A) for every open set U intersecting A.
(20.2) For every open set U intersecting A there is a closed set E ⊆ U ∩ A such that htop( f , E) = htop( f , A).
(20.3) The set of closed weakly mixing subsets of A with full local capacity (relatively to A) is dense in the hyperspace 2A .
Proof. The equivalence of (20.1) ⇔ (20.2) is obvious.
To prove (20.3) ⇒ (20.2) ﬁx any open set U intersecting A. By the assumption of (20.3) there is a closed weakly mixing
set E ∈ 〈U 〉 ∩ 2A = 〈U ∩ A〉 such that htop( f , E) = htop( f , A). We have just proved (20.2), since by the deﬁnition E ⊆ U ∩ A.
It remains to prove (20.2) ⇒ (20.3). Fix any nonempty open sets U1, . . . ,Us and assume that Ui ∩ A = ∅ for every
i and denote l0 = s. For i = 1, . . . , l0 ﬁx nonempty open sets W (0)i such that W (0)i ⊆ Ui and W (0)i ∩ A = ∅. Since A is
weakly mixing, there is a ﬁnite set F (0) ⊆ A and k ∈ N such that F (0) ∈ 〈W (0), . . . ,W (0)〉 and f k(F (0) ∩ W (0)) ∩ W (0) = ∅1 l0 i j
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htop( f , E
(0)
i ) = htop( f , A).
Next, assume that sets D0 ⊆ D1 ⊆ · · · ⊆ Dn ∈ 〈W (0)1 , . . . ,W (0)l0 〉 ∩ 2A have already been constructed for some n  0. Let
W (n+1)1 , . . . ,W
(n+1)
ln+1 be a cover of the compact set Dn (by balls intersecting Dn) with diameter less than
1
n+1 and assume
additionally that for every i = 1, . . . , ln+1 there is 1  j  s such that W (n+1)i ⊆ W (0)j . Since Dn is a subset of A and A is
weakly mixing, there is a ﬁnite set F (n+1) ⊆ A and k > n such that F (n+1) ∈ 〈W (n+1)1 , . . . ,W (n+1)ln+1 〉 and f k(F (n+1) ∩W
(n+1)
i )∩
W (n+1)j = ∅ for i, j = 1, . . . , ln+1. There are also closed sets E(n+1)i ⊆ W (n+1)i ∩ A such that htop( f , E(n+1)i ) = htop( f , A).
Denote Dn+1 = Dn ∪ F (n+1) ∪⋃ln+1i=1 E(n+1)i . By the construction Dn+1 ∈ 〈W (0)1 , . . . ,W (0)l0 〉 ∩ 2A .
Applying the above inductive construction, eventually we obtain a sequence
D0 ⊆ D1 ⊆ · · · ∈
〈
W (0)1 , . . . ,W
(0)
l0
〉∩ 2A
with the properties sketched above. Denote D =⋃∞n=0 Dn and observe that
D ∈ 〈W (0)1 , . . . ,W (0)l0 〉∩ 2A ⊆ 〈W (0)1 , . . . ,W (0)l0 〉∩ 2A ⊆ 〈U1, . . . ,Us〉 ∩ 2A .
Additionally, if we ﬁx any open sets V1, . . . , Vs intersecting D , then there are n ∈ N0 and indices ji such that W (n)ji ⊆ Vi .
This, by the deﬁnition of the set F (n) , shows that D indeed, is a weakly mixing set. But additionally, E(n)ji ⊆ W
(n)
ji
∩D ⊆ Vi ∩D
which shows that D also has full local capacity. This ﬁnishes our proof. 
Question 2. Is the set of closed weakly mixing subsets with full local capacity from Theorem 20 residual in the hyperspace 2A?
As a direct consequence of Theorem 20 we obtain the following.
Corollary 21. Assume that (X, f ) is weakly mixing. If sets with full entropy htop( f , X) are dense in 2X then the set of closed weakly
mixing subsets with full local capacity is also dense in 2X .
It was proved in [5, Corollary 7.8] that if an invertible dynamical system (X, f ) is uniquely ergodic (i.e. there exists exactly
one f -invariant Borel probability measure over X ) with htop( f , X) > 0 then entropy sets with maximal capacity htop( f , X)
is a residual subset of the set of all entropy sets. Corollary 21 is another result of this kind. Note that we have the following
two facts:
(21.1) If (X, f ) is minimal then by (1.4) it is easy to check that sets with full entropy are dense in 2X . If it is also weakly
mixing then the assumptions of Corollary 21 are fulﬁlled.
(21.2) It is not hard to verify that the assumptions of Corollary 21 are fulﬁlled by any topologically exact map, for example
the standard tent map on the unit interval.
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