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Collisional activation has played an essential role in the development of mass 
spectrometry/mass spectrometry (MS/MS). It was the first activation method to be em- 
ployed and continues to be by far the most widely used. As instrumentation for MS/MS has 
evolved it has been found that collisional activation can be effected under a remarkably wide 
range of conditions for a wide range of ions. It is fair to conclude from the growth of MS/MS 
over the past fifteen years that collisional activation has been spectacularly successful. 
However, it has limitations. As a community, we have learned much over the years 
regarding these limitations both from empirical and fundamental points of view. This 
overview provides background on the development of collisional activation and discusses 
the importance of the interaction potential and timing on mechanisms for energy transfer. 
Parts of the discussion is devoted to changing reference frames from the laboratory to the 
center of mass to simplify visualizing what is possible and what is probable in collisional 
activation. (J Am Sot Mass Spectrom 1992, 3, 599-614) 
T his overview is based on a presentation made at the 1991 Sanibel meeting on ion activation and dissociation. The objective of that presentation 
was to provide a summary of the important mecha- 
nisms of collisional activation (CA) of polyatomic ions 
as it is currently effected. This overview shares that 
objective. The reader is also encouraged to refer to 
previous reviews [l-9] for mom detailed coverage of 
various aspects of the topic. Because most interest in 
CA of polyatomic ions derives from its role in mass 
spectrometry/mass spectrometry (MS/MS), this dis 
cussion is given from an analytical perspective and is 
aimed at the practitioner of MS/MS. It should be 
explicitly recognized that the appearance of the MS/MS 
spectrum is only partly determined by the activation 
method and the dissociation behavior of the ion. Con- 
straints imposed by the instrumentation (collection 
efficiencies, time frames, detector response, etc.) also 
play important roles. In practice, it is often difficult to 
either correct or fully account for instrumental effects 
when comparing MS/MS spectra obtained under dif- 
ferent CA conditions or from different instruments. 
Despite their importance, it is beyond the scope of this 
review to cover either t&molecular dissociation or 
instrumental discrimination effects. Nevertheless, if the 
objective of this review is met, the reader will appreci- 
ate both what is possible and what is probable in terms 
of CA. This understanding facilitates the interpretation 
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of differences in MS/MS spectra acquired under dif- 
ferent conditions or with different instruments. 
The overview begins by defining the scope of the 
discussion and follows with a little history. An exhaus- 
tive review is not intended; the goal here is to give a 
feel for where we have been and how we have come to 
our current broad range of conditions that lead to CA. 
Then some analytical considerations are addressed in 
terms of activation method “figures of merit” to see 
how CA measures up. A minimal amount of the un- 
derlying physics is then introduced into the discussion. 
These sections will not be particularly useful for the 
devotee of collision theory, but they may be the most 
valuable part of the discussion for many readers. The 
objective here is to provide sufficient background to 
understand the language and issues of the CA litera- 
ture. This background is then followed by a review of 
the major CA methods so far identified along with 
illustrative data drawn from the literature. The bulk of 
the discussion is devoted to single collision events. In 
practice, however, most MS/MS experiments are car- 
ried out under multiple collision conditions. This situ- 
ation is therefore discussed, probably much too briefly, 
at the end of the overview, along with some musings 
on the prospects of CA in the challenges it faces for 
high mass ions. 
Scope 
Colhsional activation is almost always mentioned along 
with collision-induced dissociation (CID) or the equiv- 
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alent term, collisionaliy activated decomposition 
(CAD). In doing so, the assumption is LWGJI~~ made 
that CID proceeds in two steps, namely, collisional 
activation. 
Q + ,,I; + N -+ I$ + N’ (1) 
where Q is the change is kinetic energy of the system, 
m t; and N are the precursor ion and target in their 
precollision states, and nz; : and N’ are the colhsion 
par!ners in their postcollrsron states, followed some 
time later by unimolecular dissociation., 
where nrz and m, are products of the unimolecular 
dissociation of YIP; ‘. CID need not proceed in two 
steps, however. A so-called stripping mechanism, 
whereby a part of the ion is tom away or knocked off 
in the course of the collision, might also prevail. In 
such a mechanism, collision and dissociation cannot be 
divorced so that CID would be more properly written 
as 
Q + m; t N -+ nz: + ttz[, t N' 
The stripping mechanism is almost never invoked to 
explain CID spectra of polyatomic ions. Why not? For 
one reason, virtually all CID spectra are consistent 
with having involved unimolecular distiiciation. For 
example, CID spectra of radical cations are, as a rule, 
qualitatively similar to the corresponding mass spectra 
from the neutral counterpart foliowing electron ioniza- 
tion or photoionization, neither of which can involve 
an analogous stripping mechanism. Furthermore, it 
would be difficult to rationalize how dissociations in- 
volving comp!ex rearrangements, which are often ob- 
served in C!D spectra, could arise from a stripping 
mechanisn. in short, there is no clear evidence that 
CID effected under the conditions used in today’s 
tandem mtss spectrometers proceeds to any significant 
extent via a stripping mechanism. Virtually a!1 of the 
CID data, however, are consistent with the hvo-step 
mechanism. For these rea.sons, the discussion is re- 
stricted here to the reaction in eq 1, although the 
possibility for a stripping mechanism under some con- 
ditions is nzcognized. 
In fact* a wide variety of reactions can occur under 
conditions often used to effect CA. Under certain con- 
ditions, they may compete with CA, and the 
products of these recactinns sometimes, though not 
always, appear in CID spectra. These include, for 
example, ion-molecule reactions and charge-changing 
reactions. T&W reactions are not directly addressed 
here, although many of the generahzatiora presented 
for the reaction in eq 4 apply to any ion-target reaction. 
History of CA in Analytical Mass 
Spectrometry 
Collisional activation has a iong history in mass sp”- 
trometry. In fact, in the eadiest mass spectra Thomson 
observed signals that arose from CID [lo], although 
Aston was the first to identify the process [ll]. The 
evolution of CA as an ion structural tool, however, can 
be traced directly to work published in 1968 from the 
laboratories of McLafferty [12] and Jennings 1131 (with 
due respect to a few prior CID studies [14-161). Much 
of the ensuing work was devoted to developing CA as 
a tool for distinguishing isomeric ion structures. 
McLafferty’s group largely pioneered this application 
and performed many of the seminal studies af keV 
energy CA [17-191. The work from the laboratory of 
Beynon and Cooks on various aspects of gaseous coBi- 
sions was also highly influential [20-231. Certainly the 
most significant factor in the growth of interest in CA 
came as MS/MS was recognized as a powerful tooi for 
mixture analysis. Cooks and co-workers were particu- 
larly prominent in the promotion of MS/MS in crude 
mixture analysis with the combination of chemical 
ionization and a BE geometry mass spectrometer 124, 
251. In the late 1970s commercial instruments de- 
signed for MS/MS and CA became available. 
Until the advent of the triple quadrupole instru- 
ment for analytical MS/MS, as described by Yost and 
Enke in the late 1970s [26, 271, all CA experiments 
were carried out on sector mass SpecWometers. Virtu- 
ally all work involved collision energies in the keV 
range, small atomic or diatomic targets such as helium, 
argon, or nitrogen, precursor ion masses less than 4OQ 
u, and target pressures sufficient to give one to ten 
collisions. The advent of the triple quadrupoIe mass 
spectrometer extended CA conditions into the labora- 
tory collision energy range of 1 to 100 eV. The qualita- 
tive differences observed in CID spectra acquired with 
sector instruments and with triple quadrupole instru- 
ments generated interest in the underlying mecha- 
nisms of CA at low collision energies. Particularly 
noteworthy contributions to our understanding of Cz4 
at low collision energies were made by Douglas and 
Dawson [6,28-301 in the early 1980s. 
A new wrinkle in CA conditions was added in 1982 
when CA in an ion cyclotron resonance instrument 
was first executed by Cody and Freiser [31]. These 
experiments employed low coliision energies, like the 
triple quadrupole instruments, but the path lengths 
available in the trapping instrument were orders of 
magnitude longer, as was the time betWeen collisions. 
An even greater extension of CA conditions came with 
its appiifation in the quadrupole ion trap operated 
with helium bath gas at 1 mtorr, first described by 
Louris et al. in 1987 f321. The typical ion trap experi- 
ment employs collision energies less than I.§ eV, but 
the number of ion-hehum cx&sians can extend up to 
IO? The dynamics associated with each individual 
cdlision in the trapping instnunen b are not expected 
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to differ from those associated with the collision in a 
beam experiment invohing the same targets and colli- 
sion energies. However, the significantly different 
technologies require rather different CA conditions, 
which ultimately affect the CID spectra. 
This capsule history makes no pretense at providing 
a balanced or comprehensive account of the develop- 
ment of CA in MS/MS. gather, the purpose here is to 
point out the remarkable growth in the ways in which 
CA is effected. Life was farrly simple through most of 
the 1970s when keV collisions ( < 10 per ion) with inert 
gases and relatively small ions were the rule. Today, 
CA encomp3sses laboratory co&sion energies over the 
range of c 1 eV to 10” eV t105-106 eV can be accessed 
for highly ch3rged ions in a sector instrument), co& 
sionnumberr3ngingfrom1 to106,andbothinert3nd 
reactive target gases. Coilisid 3ctivation expfzri- 
merits are carried out today with secturs, hybrids fsec- 
torquadrupole combiitions~, multiple quadrupo@s, 
both magnetic and electrodynamic icn traps, and other 
mass analyzer combinations. Added to this diversity is 
the range in precursor ion masses Cand charges) that 
can now be subj&ed to CA thanks to the dramatic 
developments in ionization methods over tin past 
decade. Little wonder that the role of CA in determin- 
ing CID spectra is still not fully understood. There is 
so much to understand! 
Ana~ytkal Consideration 
Collisional activation is a means to an end. The end is 
the CID spectrum Because most anatytical applica- 
tions of CA are focused on ion structure, it is of 
particular importance that the CID spectrum reflect the 
structure of the precursor ion The CID spectrum for a 
given precursor ion is determined by a number of 
facto* in&ding the time frame of the experiment, 
rn&ument31 discrimination effects, p3rent ion internal 
e~erg-- distribution after collision. and, in some cases, 
the partitioning of enera- within the ion. Some of these 
parameters are directly affected by the activation 
methud. The analytical utility of any activation method 
can be assessed by considering its characteristics with 
respect to 3 set of figures of merit: 
1. Details of the energy transfer distribution 
2. Variability of the energy transfer distribution 
3. Extent to which the reaction can be driven 
4. Mechanism 
The natore uf the coU~1 energy transfer distri- 
butions P,( ~1, plays a m3jor roIe in the qu3htative 
appearance of the CID spectrum. Ur&r some CA 
cfmditiuns, for ex3mpte, products from cothsions re- 
quiring Q values of X0 eV can appear along with thse 
involving Q values of < 1 eV. Under other condi- 
tions, the width of P,(E) may be < 1 eV. To under- 
stand differences in CID spectra acquired under dif- 
ferent conditions, it is therefore necessary to consider 
changes in P,(Q) with collision conditions and possible 
instrumental effects. A number of studies h3ve been 
performed to determine the details of PC(E) under 
different CA conditions [33-381. For this discussion, it 
suffices to recognize that P,( LS) is relatively broad at alI 
but the lowest of collision energies and that it becomes 
broader as ths colhsion energy incre3ses. At the high- 
est collision energies accessible in tod3y’s sector tan- 
dem m3s.s spe&ometers, the diatr&Won is pe&ed 3t 
a most probable value of a few em vofEs aA 
shows a long high energy taii &end~~ CR& to m 
terls of electron volts, at least for reIative@ smaH 888, 
The c3ellsitivity of P,( f 1 to experhn@ CollcEitiQll 
has important imphcations for the anafyst. On the one 
hand, high sensitivity can make reproducibility prob- 
lematic [39, 401. On the other hand, changes in CID 
spectra due to changes in PC4 L 1 can enhance the capa- 
bility of CA to distinguish ion structures 1411. Qn 
balance, it is high+ desirable to be able to v3ry the 
e~rgy transfer distribution (and pretenrbly in a known 
fashion). Several approaches have been used in ar&yt- 
ical applications of CA. A widely used approach is to 
operate under multiple collision conditions. This is 3 
crude but very simple way to increase the total amount 
of energy depo&ed into the system. Experiments c3n 
be more readiiy interpreted and reproduced, however, 
when they are performed under conditions where only 
single colIisions are likety [401, 
P$el is most sms&ive to ch3nges in rx%iiion. eneqp 
at low ~~lhsion energies. D&so&t& of precvBor ions 
as a function of internai energy c3n therefore be fat- 
lowed, at least qualitatively, by cohecting CTD speetm 
as a function of collision energy. This apl3roach has 
been referred to as energy resolved tn3ss spoCtrometry 
(EFtMS} [41-44). At high co&&n energies, large r&a- 
tive changes in collision energy become incre.&ngfy 
difficult to achieve, and, furthermore, P,( 6) tends TV be 
very broad. Cooks and co-workers” however, have 
shown that portions of the P,( 4 1 distribution at a fixed 
colkisiun energy can be sampled by collecting produ&s 
at selected scattering angles. This technique is referred 
to as angle resolved m3ss spectrornetry (ARMS) f38, 
41,45-471. Interpretation of ARMS data is compli@ed 
by the spread in product ion angular distribution due 
to energy released upon dissociation [3t%, 4% 4f%-511. 
However, the physical phenonenon on which ARMS 
isbasedfseebelow~h3vebeendemonstm tt?dtotxmE 
for polyatomk ions under the relevant CA co&ith%~ 
[52-S], and the tr3ddpe has been demonstrated to 
be usehal in distinguishing isome& ion stru&um% 
3mong OtheP things w-a. 
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law relationship 
I= &)pn~ (4) 
where 1 is the precursor ion signal after addition of the 
collision gas, n is the target gas number density, and 1 
is the path length. (The product nl is often referred to 
as “target thickness”.) The cross section, CT, is for the 
sum of all loss processes for the precursor ion. This 
includes CID, scattering, and charge transfer to the 
target. The cross section for CID, I+~~, for any given 
ion depends on P,(E), the precursor ion internal en- 
ergy content prior to collision, and the relevant inter- 
nal energy dependent rate constants for dissociation. 
In practice, flc,o ranges from 10 to 100 K for most 
ions, at least those of modest size. CA is therefore 
nonselective and is characterized by relatively large 
cross sections for a remarkably wide range of ions. It is 
also of practical importance that in beam-type instru- 
ments, target thickness is easily varied over many 
orders of magnitude by varying target gas pressure. In 
ion-trapping instruments, both target gas number den- 
sity and path length can be varied to alter target 
thickness. For most other activation methods, either 
the cross section for activation is relatively small (e.g., 
photodissociation), or it is difficult to provide large 
cases in which the form of excitation has a significant 
effect on the products that appear in the MS/MS 
spectrum [64], suggesting nonstatistical behavior. As 
discussed below, CA can deposit energy in all forms, 
depending on conditions. 
From the generalizations made so far, CA as an 
activation method can be described as universal and 
easy to implement. A relatively broad distribution of 
energies is deposited into the ion upon collision, par- 
ticularly at high collision energies. This distribution is 
sensitive to collision energy, particularly at low colli- 
sion energies. Portions of the distribution can be sam- 
pled by collecting product ions at selected scattering 
angles. Collisional activation may involve rapid energy 
deposition under single collision conditions and at 
short interaction times, or it might be a relatively slow 
process, as in multiple collisions or collisions involving 
the formation of a collision complex. For any given 
ion-target collision, a variety of energy transfer me&- 
nisms are possible. The likelihood for each depends on 
collision conditions and the nature of the collision 
partners. The remainder of this discussion is devoted 
to the mechanistic questions and relates the major 
mechanisms so far identified as being important in the 
CA of polyatomic ions. 
number densities of activating agent (e.g., electron 
excitation), or both. Collisional activation has been a Frames of Reference 
mainstay for analytical MS/MS largely because it is so 
easy to implement and because it is effective for a 
wide range of ions. 
The mechanism by which energy is imparted into a 
precursor ion can also significantly affect the MS/MS 
spectrum. An important mechanistic question is, Can 
chemistry occur during the activation process? If the 
activation step takes place within a vibrational period, 
the ion cannot rearrange or otherwise react during the 
activation step. However, if activation proceeds in 
stepwise fashion, as in multiple colhsions or multipho- 
ton excitation [63], and the time between activation 
steps is long relative to vibration, reactions can occur 
during the activation process. Under single collision 
conditions, CA almost always occurs on the period of 
one vibration or less. Only at collision energies of a 
few electron volts or less and with targets of relatively 
To this point we have used the term laboratory collision 
enerffy in describing CA. We must now change our 
frame of reference to make the dynamics of CA much 
easier to visualize. For most MS/MS experiments, the 
target gas is assumed to be at rest, and the laboratory 
collision energy is simply taken as the kinetic energy 
of the ion. The precollision fast projectile-resting tar- 
get situation is shown schematically in Figure la, which 
indicates the position ( X marks the spot) and velocity 
of the center of mass (corn) of the collision partners, 
v COm. This is how we see the collision, as we, like the 
high polarizability is the likelihood fir the formation - 
of a long-lived complex high. In such a case, chemistry 
Lab frame pre-cdlision 
can occur even under single collision conditions. 
Another mechanistic question is, In what form 
-electronic, vibrational, or rotational-is energy intro- 
duced into the precursor ion? If all ions behaved sta- 
tistically-that is, if energy could transfer freely b ___________ 
among all degrees of freedom prior to 
dissociation--this question would not be important. 
--S 
Many ions apparently do tend to behave sta&ically. 
In these cases, regardless of what form of energy is 
initially introduced into the ion, dissociation comes 
predominantly from excited vibrational states of the 
electronic ground state. However, there have been 
Figure 1. Cartoon depictions of the precollision (a) and postcol- 
lision (b) fast ion-resting target situation viewed in the labora- 
tory frame of reference. 
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target, are (approximately) at rest. The center of mass 
of the two collision partners is simply the point in 
space at which the mechanical moments of the two 
collision partners are equal and opposite: 
between internal and translational modes of the colli- 
sional partners and is equal to the relative kinetic 
energy of the collision partners, KE,,, given by 
=r, = $n,(r;1)' + +N(r',)' 
QRr - R,,) + N(R, - RN) = 0 (5) 
where R,,R,, and R, are the instantaneous position 
vectors of the center of mass, of mt, and of N, respec- 
tively, in the laboratory frame of reference. Solving for 
R, and differentiating with respect to time gives v,,,, 
the velocity vector for the center of mass: 
vconl zz R’, = 
m,R’, + NR’, 
mP + N (6) 
where r; and r’u are the ion and target velocities in the 
center-of-mass reference frame. These velocities can be 
expressed as 
NV,, 
r’ = R’P - R: = R’P - v,,, = ~ 
P mp + N (8) 
r X 
- mpv,, = R’N - R; = R)N - vc,, = - 
mP •t N (9) 
The numerator is the total linear momentum, which is 
constant in the absence of an external field, and the 
denominator is the total mass, which is also conserved. 
Thus “corn is constant, both in magnitude vC_ and in 
direction. The outcome of the collision is constrained 
by the conservation laws. For a binary collision in the 
absence of an external field, the collision partners are 
constrained to the plane defined by the initial velocity 
vectors, and the motion of the center of mass is con- 
served. In the laboratory frame of reference, the mo- 
tions of the post collision products are superimposed 
on the motion of the center of mass of the collision 
pair. This is illustrated in Figure lb, which shows one 
possible collision outcome. Note that the magnitude 
and direction of v,, are unchanged. Since this must 
be so, we can factor this motion out to give a clearer 
picture of the outcome of the collision. This is equiva- 
lent to “sitting” on the center of mass of the system 
and watching the collision partners approach each other 
from opposite directions prior to collision and recede 
from each other, again in opposite directions, after 
they have interacted. The pre- and postcollision cases 
depicted in Figure 1 are shown in Figure 2 in the frame 
of reference of the center of mass. 
where vmI = (Rb - Rh) and the expression obtained 
for vcom has been incorporated. Substituting for rb and 
rh, KErel can therefore be expressed as 
v.‘.l (10) 
The net exchange between internal energy and kinetic 
energy is reflected in Q, the change in the kinetic 
energy of the system. Equation 10 applies both before 
and after the collision, so that Q is given by 
where vi and V~ are the pre- and postcollision relative 
velocities of the collision partners, respectively, and 
m,N/(m, + N) is the reduced mass of the system. 
The maximum value of Q is obtained when the second 
term of eq 11 is zero, that is, when the collision 
partners “stick together.” Q_, therefore, is given by 
We know that the total energy of the system must 
be conserved and that the kinetic energy of the center 
of mass of the system is conserved. The difference, 
therefore, is the maximum energy that can be converted 
Q,,, = ($&,uf) (12) 
which is, of course, equal to KE,. Note that in the fast 
ion-stationary target situation depicted in Figure la, 
fmpv,F is simply the laboratory collision energy, KEIab 
which leads to the commonly encountered expression 
=,I = Qmx = (13) 
\I l3 _* Figure 2 depicts a hypothetical center-of-mass refer- ence frame precollision situation in which the ion ap- 
Figure 2. Cartoon depiction of the same collision shown in proaches from the left and the target approaches from 
Figure 1 viewed in the center-of-mass frame of reference. the right. What constraints are placed on the postcolli- 
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sion velocities of the collision partners by the conserva- 
tion laws? For an elastic collision (Q = 0), all of the 
possible postcollision velocities of the ion and the 
target can be visualized by rotating Figure 2 by 360” 
about the center of mass. Circles are thereby inscribed 
for the possible postcollision velocities of the ion and 
target, respectively, as shown in Figure 3. These circles 
are referred to as the elastic circles for the ion and the 
target. Figure 3 is an example of what is referred to as 
a Newton velocity diagram 12, 651. For an inelastic 
collision (Q < 0), the postcollision velocity vectors of 
the ion and the target can fall anywhere inside the 
respective elastic circles provided they conserve mo- 
mentum in doing so. That is, their momentum vectors 
must remain equal and opposite. Conversely, for a 
superelastic collision (Q > 0), the postcollision velocity 
vectors fall outside the respective elastic circles, again 
with momentum conservation. In all three cases, the 
angle between the incoming and outgoing velocity 
vectors is the so-called center-of-mass scattering angle, 
0 corn. Both f&m and the laboratory scattering angle, 
8 lab j are depicted in Figure 3 for an inelastic collision, 
that is, one in which the postcollision velocity vectors 
fall within the respective elastic circles, involving for- 
ward scattering 
The Newton velocity diagram for the ion serves as a 
very useful template for presenting ion scattering data. 
A complication to scattering diagrams associated with 
CID, however, stems from the fact that product ion 
velocity and angular distribution must be monitored 
rather than those of the precursor ion, and the product 
ion velocity distribution is affected by kinetic energy 
released in dissociation [38, 39, 48-511. Kinetic energy 
Elastic N 
180’ 0” 
release introduces a spread in velocities that may, in 
some cases, dominate the spread from precursor ion 
scattering. It is therefore easier to evaluate collision 
dynamics of CID for dissociations with relatively smali 
releases of kinetic energy upon dissociation and, in 
particular, for dissociations in which the product ion is 
much more massive than the neutral product. This is 
simply due to the fact that a much smaller spread in 
velocities is introduced into the heavier fragment from 
kinetic energy release than into the lighter fragment. 
The Newton velocity diagram illustrated in Figure 3 
applies to what is sometimes called the “elastic limit” 
wherein the full mass of the precursor ion is involved 
in the collision. Some CA data have been interpreted 
as arising from a mechanism in which the target inter- 
acts with only a portion of the ion, the remainder of 
the ion playing the role of a spectator. This situation is 
referred to as the “binary limit.” The elastic circle 
describing the binary limit can be determined from 
mP, N, ui, and the mass of the portion of the ion that 
undergoes collision [28, 49, 66, 671. The relative kinetic 
energy in the binary limit is given by 
KE,,,(binary) = K&b h’ 
mp + N(m,/m,) 
(14) 
where m, is the mass of the portion of the ion that 
undergoes elastic collision with the target. When the 
elastic circle that applies to a binary limit for any 
fraction of the precursor ion mass is plotted on the 
circle for the elastic limit, it always falls within the 
elastic limit and the “ion portion” target center-of-mass 
lies on the forward scattering side of the “full ion” 
target center of mass (i.e., the 0” side). 
Unfortunately, only a very few instruments have 
been built to allow the scattering diagram applicable to 
the CID of a polyatomic ion to be constructed [67771]. 
Product ions must be collected as a function of mass, 
scattering angle, and kinetic energy from a well-de- 
fined scattering center and from a collision involving a 
well-defied KE,,. Certainly no analytical MS/MS in- 
struments can provide these capabilities. Why bother, 
then, with introducing the scattering diagram? Because 
some detailed chemical physics experiments have been 
performed involving polyatomic ion-target collisions 
that are highly revealing about the nature of the inter- 
actions, and they are most readily understood from the 
scattering diagrams. In particular, the recent work of 
Shukla and Futrell is designed to approach the prob- 
lem of CA mechanism from the point of view of 
scattering dynamics 169, 71-741. Their highly relevant 
findings are usually presented as ion intensity con- 
tours in scattering diagrams. 
Figure 3. The Newton velocity diagram for the collision part- 
ners depicted in Figure 2. Pre and postcollision velocity vectors Scattering and the Interaction Potential 
for mP and N (6, rbr, r;ui, and r&,, respectively) are shown for 
an inelastic collision involving forward scattering at a nonzero 
scattering angle. 
The elastic circle of the scattering diagram serves as 
the “canvas” to display the results of a collision exper- 
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iment. Where the products actually fall on the diagram 
is determined (provided kinetic energy released in the 
dissociation is relatively small) by what happens at the 
scattering center, the center of mass of the system. In 
the frame of reference of the center of mass, the two 
collision partners approach from opposite directions, 
each with some kinetic energy. They recede from the 
center of mass after collision with a change in direc- 
tion, if scattering occurs, and with changes in kinetic 
energy if the collision is either inelastic or superelastic. 
Where the products fall on the scattering diagram can 
provide important information about the nature of the 
ion-target collision. As indicated above, products that 
fall outside the elastic circle arise from a superelastic 
collision, and those that fall inside the elastic circle 
result from an inelastic collision. The angular distribu- 
tion of the products can be used, in some cases, to 
correlate CD with the “closeness” of collision and in 
others to show that energy transfer proceeds through a 
long-lived collision complex. This section is intended 
to mustrate, in descriptive fashion only, how this infor- 
mation can be derived from the scattering diagram. 
interaction potential, for example, can be dependent on 
the relative orientation of the collision partners. For 
our purposes it is sufficient to generalize that, at least 
qualitatively, the shape of the interaction potential for 
polyatomic ion-neutral collisions is similar to that for 
atomic collisions; that is, the collision partners repel at 
short distances and attract at long distances, the long- 
term attraction dominated by ion-dipole and ion-in- 
duced dipole terms. 
We are accustomed to seeing interaction potentials 
plotted as in Figure 4, but it is perhaps easier to 
visualize scattering due to the interaction potential by 
viewing a three-dimensional representation of the in- 
teraction potential shown in Figure 5. (Note that the 
repulsive part of the potential is truncated at an arbi- 
trary value.) Figure 5b, a tilted version of Figure 5a, 
shows precursor ion trajectories at three “impact pa- 
rameters.” The impact parameter b, an important vari- 
able in collision physics, is defined as the distance of 
closest approach of the two collision partners in the 
absence of an interaction potential. The significance of 
the impact parameter is that it can be used to calculate 
the classical trajectories of the ion and the target if mP, 
N, V(r), and KE,, are known. For our purposes, we 
simply note that small impact parameter collisions 
sample the repulsive part of the potential, whereas 
large impact parameter collisions tend to sample the 
long-range attractive part of the potential. It is also 
noteworthy that the impact parameter is proportional 
to the so-called reduced scattering angle [38, 49, 75, 
Of fundamental importance for any two-body colli- 
sion is, of course, the potential energy as a function of 
the separation of the collision partners. A two-dimen- 
sional depiction of a generalized interaction potential 
is shown in Figure 4 for an atomic ion-atomic target 
system. This particular potential was plotted from an 
interaction potential of the form 
V(r) = Aemr’ - &UT-~ (15) 
a 
where r represents the distance between rnc and N. 
The first term in the expression represents the short- 
range screened coulombic repulsion (A = 7000 eV, 
I = 3.7 A-‘), and the second term represents the long 
range ion-induced dipole attraction (polarizabilitv, cx 
= 6” A3). Other curve’s, which may apply for the ion 
and the target in different electronic states, are not 
shown in Figure 4. Furthermore, even for ground-state 
collision partners, the situation is much more complex b 
for polyatomic ion-polyatomic neutral collisions. -The 
V(rXeV) 
0 
i/f---- 
-1 - 
0.1 4) 
Figure 4. A two-dimensional plot of an interaction potential, 
V(r), for an ion-target system as a function of ion-target sqmra- 
tion, r. 
Figure 5. (a) A three-dimensional representation of an interac- 
tion potential. Note that V(r) is truncated at M arbitrary value 
on the repulsive part of the surface. The potential energy of 
interaction is here assumed to be d function of only the inter- 
molecular separation r and is illustrated as a function of trajecto- 
ries in the collision plane defined by the initial velocity vectors. 
(b) A tilted version of Figure 5a showing trajectories for three 
increasingly large impact parameters, b,-b3. 
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761, that is, 
b a (KE,,, %J1 
and that for small Q and small t&,,, 
shall see, the ion and the target may stick together long 
enough to give a full rotation or more (scattering 
angles greater than 360”). This is simply the orbiting 
collision situation encountered with thermal energy 
and “near thermal” energy ion-molecule reactions. 
The ability to select some impact parameters from the 
entire range of impact parameters in acquiring MS/MS 
spectra is the basis for ARMS [38, 39, 45-471 in which 
certain values of elab (typically < 2”) are selected at 
fixed KE Lilb. 
The trajectories shown in Figure 5b illustrate direct 
backscattering (b,), forward scattering due to a posi- 
tive deflection from the repulsive part of the potential 
(b,), and forward scattering due to negative deflection 
from the attractive part of the potential (b,). Note that 
to conserve momentum, the trajectory of the target 
Inot shown) in each case must be symmetrical with 
that of the ion with respect to 180” rotation about the 
scattering center. It is also important to recognize that 
with a potential that is attractive at some values of r 
and repulsive at others, deflection can occur from 
either part of the potential. By convention, scattering 
from the repulsive part of the potential is referred to as 
positive deflection and that from the attractive part is 
called negative deflection. Experimentally, we cannot 
distinguish between positive and negative deflection. 
However, the relative importance of positive versus 
negative deflection is highly dependent on conditions 
and V(r). We can therefore anticipate the circum- 
stances under which positive or negative deflection 
should dominate. As a rule, negative deflection in- 
creases with the absolute value of the “well depth,” 
the minimum value of V(r), and increases as ICE,,, 
decreases. Negative deflection is therefore maximized 
at low collision energies and with “sticky” (polariz- 
able) targets. This is illustrated in the approximate 
expression for the classical rainbow angle, BRcom, the 
maximum negative deflection, 
e 
c(wel1 depth) 
accml = 
KE,, 
(18) 
where the constant c is on the order of 2 [77]. For 
example, consider two MS/MS experiments with a 
precursor of mP = 200 u. If we use helium as the 
target, the well depth will be on the order of 0.1 eV. At 
a KE,,, of 5000 eV, oRcorn would be roughly O.l”, so 
that ions scattered beyond this value can be attributed 
to collisions involving interaction on the repulsive part 
of the potential. If we were to use ammonia as the 
target, the well depth would probably be on the order 
of 1 eV [78]. At a KE,, of 20 eV, B,, would exceed 
45”. It is clear, therefore, that at low collision energies, 
significant scattering from the attractive part of the 
potential can occur with sticky targets. Indeed, as we 
To this point we have indicated how the conservation 
laws place certain limits on the outcome of a binary 
collision, and we have changed our frame of reference 
to that of the center of mass of the system to clearly see 
what is possible. We have also discussed the interaction 
potential and its effect on where products are likely to 
fall at different impact parameters and at different 
collision energies, that is, to enable discussion of what 
is probable. We now introduce the importance of tim- 
ing in collisional energy transfer. The time over which 
the ion and the target interact, the so-called interaction 
time, plays a major role in determining the nature 
(vibrational versus electronic) and mechanism of exci- 
tation. The role of timing is ordinarily presented within 
the context of “Massey’s adiabatic criterion” [79] as 
discussed below. 
In qualitative terms, Massey’s adiabatic criterion 
states that the probability for energy transfer into a 
particular mode is maximized when the interaction 
time is roughly equal to the mode’s effective period of 
motion. This is often couched in terms of the Massey 
parameter, fJ7, where f, is the interaction time and 7 
is the effective period of motion. The interaction time 
is normally determined as an interaction distance (usu- 
ally taken as 4-10 8, [80]) divided by the relative 
velocity of the collision partners. At Massey parame- 
ters much greater than 1, the collision is very slow 
relative to the effective period of motion so that the 
ion-target system can adjust adiabatically, that is, 
without a change in state, to the perturbation. In this 
case, a transition is unlikely. At Massey parameters 
much less than 1, the interaction is too short for the 
internal motion, again resulting in little likelihood for 
excitation. The coupling of translation with an internal 
motion is therefore maximized near “resonance,” that 
is, when the forces induced by the collision are chang- 
ing on the same time frame as that of the internal 
motion. 
Within the context of the Massey adiabatic criterion, 
the relative velocity at which the probability for an 
inelastic transition is maximized is approximated by 
(19) 
where R is the effective distance of interaction, h is 
Plan&s constant, and AE is the energy difference 
between states [SO]. (It is important to recognize that 
the values of a and AE for a transition between two 
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electronic states may differ when the transition takes 
place at long separations, wherein the state levels are 
little perturbed by the collision, versus when the tran- 
sition takes place at an avoided crossing between the 
states brought close together in the collision complex 
[l].) In instances in which radiationless transitions be- 
tween electronic states is rapid (T = lo-l5 s), umpX falls 
in the lo4 eV collision energy range for relatively small 
mP and in the hundreds of thousands to low millions 
of electron volts for the more massive ions (772, > 1000 
u> commonly encountered today. This is illustrated in 
Figure 6a, which shows a plot of the KE,, correspond- 
ing to vmax as a function of ll~~ for an excitation (AE) 
of 2 eV and an effective distance of interaction of 10 A. 
It is clearly apparent that in the fast ion-stationary 
target situation relevant to most MS/MS instruments, 
laboratory kinetic energies fall well short of those that 
maximize the probability for electronic excitation of 
this sort. There is, however, an exponential drop-off of 
cross section as the ion velocity falls below v,,, so 
that, at least for smaller precursor ions, fast electronic 
transitions can occur with low but nonzero probability 
in the kiloelectron-volt collision energy range. For di- 
rect excitation of vibrational modes (T = 10~‘4-10-‘3 
s), the laboratory collision energy at the vmax for AE = 
0.1 eV with a = 10 8, as a function of mP is shown in 
Figure 6b. The range of laboratory collision energies in 
this case falls within the range accessible to many 
analytical tandem mass spectrometers. However, en- 
Figure 6. Lo -log plots of KE,,, at v,,,,,, as determined from eq 
13 for a = 10 w , as a function of mp. (a) AE = 2 eV; (b) AE = 0.1 
eV. 
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ergy transfers of a few tenths of an electron volt cannot 
account for most CID (see below). 
Mechanisms of Collisional Activation 
A variety of mechanisms are possible for the transfer 
of energy from translation (T) to internal modes in 
polyatomic ion-neutral target collisions under the 
range of conditions used in today’s tandem mass spec- 
trometers. Most of these mechanisms were described 
in the seminal paper by Durup [l], in which the 
mechanisms of CID of diatomic ions received heavy 
emphasis. In this section we classify CA mechanisms 
based on the nature of excitation-vibrational (V), 
electronic (E), and combined vibrational-electronic. 
(Rotation is grouped with vibration.) Each mechanism 
is discussed and, in some cases, illustrated with data 
taken from the literature presented in the form of the 
Newton velocity diagram described earlier. 
T+V 
Complex formation. The most efficient form of transla- 
tional energy-to-internal energy conversion is via the 
formation of a long-lived complex between the ion and 
the target (Durup’s “process 3’9. Orlando et al. have 
exploited this characteristic of complex formation in 
their use of endothermic ion-molecule reactions to ef- 
fect CID of peptides [81]. Once the ion and the target 
undergo a capture collision (i.e., they “stick” together), 
all of the KE,, is present in the complex. To fit our 
working picture of CID as a two-step process, the 
complex must break up into the ion and the target 
once again before the ion dissociates. (However, the 
complex may dissociate into other primary products. 
In this case, we might call the process an ion-molecule 
reaction to differentiate it from a reaction that simply 
adds energy into the precursor. In the former case, 
dissociation reflects precursor ion structure, whereas in 
the latter case, dissociation reflects the structure of the 
ion-target complex.) The fraction of KErel that eventu- 
ally finds itself in the precursor ion tends to increase 
with the lifetime of the ion-target complex, with the 
total number of degrees of freedom of the complex, 
and with the fraction of the total number of degrees of 
freedom of the complex present in the ion. The lifetime 
of the complex increases with the ion-target well depth 
and the number of degrees of freedom in the complex 
and decreases rapidly with KE,, [ 821. Experimentally, 
therefore, complex formation is maximized by use of a 
polarizable (sticky) polyatomic target and very low 
KE,,. The latter condition constitutes the major draw- 
back to the use of complex formation for CA under 
single-collision conditions in that, although the effi- 
ciency (Q/KE,,) is high, KE, is ordinarily very low. 
Under the conditions necessary for complex forma- 
tion, the classical rainbow angle can be very large 
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(> 360”), and because the target interacts with the 
entire ion, the elastic limit applies to the product ions. 
No experimental Newton diagrams have yet been re- 
ported for CA via complex formation, but one for an 
ion-molecule reaction can serve to illustrate some of 
the points just mentioned. Figure 7 shows a Newton 
velocity diagram for the product ion 02DC from the 
reaction of 0: + D, at KE, = 2.76 eV. Note that the 
product ion distribution is symmetric with respect to 
reflection about the line passing through the center of 
mass and 90” and -90” deflection [84]. The high effi- 
ciency and the symmetric distribution are both consis- 
tent with the formation of a long-lived complex, one 
that could rotate at least 360” prior to breakup. In 
terms of the interaction potential of Figure 5, we can 
envision this situation as a large impact parameter 
trajectory showing negative deflection to the point that 
the arrow bends completely around the center of mass. 
The high efficiency associated with complex forma- 
tion is hardly surprising when viewed as a unimolecu- 
lar energy redistribution situation. Energy deposited 
into a bond is known to significantly dissipate 
throughout a molecule within tens of vibrations [65]. 
How can we reconcile the Massey criterion with the 
increase in efficiency with lifetime? Highest efficiencies 
are observed when the ion and target are in intimate 
contact for rotational periods yet vibrational energy 
transfer is efficient. There is reaIly no discrepancy here 
when it is recognized that the ion and target “colhde” 
many times at vibrational frequencies during the life of 
the orbiting complex. The Massey parameter for each 
“collision” is quite favorable (t,/~ = 1). Complex for- 
mation can therefore be regarded as the precursor ion 
undergoing multiple collisions with the same target. 
Impulsive collision. A particularly important mecha- 
nism for CA, perhaps the most important over a wide 
O,+, + D, ---> O,D+ + D. 
K.E.,,, = 2.16 eV 
h 
190” 
range of commonly encountered MS/MS conditions, is 
the so-called impulsive or binary collision mechanism 
[28,49,66, 67,831 referred to as “process 2” in Durup’s 
paper [I]. This mechanism involves an elastic collision 
between the target (or part of the target) and part of 
the ion with some of the recoil energy distributed into 
vibration. The repulsive part of the potential is sam- 
pled, resulting in momentum transfer (scattering). 
Product ions are therefore expected to show a signifi- 
cant off-axis component, which, at constant impact 
parameter, decreases as KE,, increases (see Equation 
16). Product ion velocities in the purely impulsive 
mechanism are bounded by the binary limit (see 
above). Shukla, Futrell, and co-workers have shown 
several Newton velocity diagrams of polyatomic ion 
CID that are consistent with the impulsive mechanism 
(involving positive deflection from the repulsive part 
of the interaction potential, Figure 5). Figure 8 shows, 
for example, a portion of the Newton diagram for 
CH,CO+ from ionized acetone colliding with argon at 
KG, = 123 eV [74]. The product ions show predomi- 
nantly forward scattering with a cone of scattered 
intensity centered between e,,,,, = l-4”. This behavior 
-nonzero angle forward scattering-has proved to be 
the rule in most of the studies reported to date by 
Futrell and associates at KE,, in excess of several tens 
of volts up to hundreds of volts. These observations, 
and many others [l, 28, 38, 49, 52, 69, 86-911, indicate 
that impulsive collisions play an important role in CID 
over a large range of conditions. It is worth noting that 
the stripping mechanism mentioned earlier is also 
bounded by the binary limit. Product ions from a 
stripping mechanism would therefore be expected to 
fall within the same region of the Newton diagram as 
those from the impulsive collision. Their distinction 
may seem subtle-fragmentation during the course of 
collision (stripping) versus delayed unimolecular frag- 
mentation (impulsive mechanism for CA)-but the 
effect on the CID spectrum is important. As indicated 
above, although the stripping mechanism cannot be 
ruled out under all conditions, the preponderance of 
CID data suggests that fragmentation occurs sign& 
cantly after collision. 
- 
CHICOCH,+. + Ar ---> CH,CO+ + CHj + Ar 
Figure 7. Newton diagram for the 07D+ product ion from the 
K.E.,, = 123 eV 
Q=-6eV 
CM 
r&&on 0: + D, 4 O;D++ D at KE,, =2.76 eV. Product ion Figure 8. A portion of the Newton velocity diagram for the 
velocity contours are shown plotted on an inelastic circle of CH,CO’ product ion from ionized acetone colliding with argon 
Q = -2.0 eV for reference. (Adapted from ref 83.) at KE,, = 123 eV. (Adapted from ref 72.) 
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The efficiency, Q/KE,, of the impulsive mecha- 
nism is typically much lower than that of complex 
formation. For one reason, the energy available for 
conversion into internal energy is smaller in the binary 
limit than in the elastic limit. Furthermore, only a 
single collision occurs in the impulsive mechanism, in 
contrast with the multiple collisions possible within a 
single complex formation event. However, KE,, can 
be orders of magnitude higher. In fact, the impulsive 
collision mechanism is the only mechanism involving 
vibrational excitation of the electronic ground state 
that can account for energy transfers in excess of 4 or 5 
eV in a single collision, at least for mP < 200 u. It is 
also noteworthy Lbat the impulsive mechanism is rela- 
tively insensitive to timing at collision times on the 
order of a vibrational period and shorter. Since energy 
transfer does not take place by the direct excitation of a 
periodic motion but rather takes place by indirect 
excitation via an elastic collision, the impulsive mecha- 
nism becomes probable once the collision time is on 
the order of, and shorter than, the period of vibration. 
The impulsive mechanism is therefore likely over a 
wide range of MS/MS conditions and for a wide range 
of m,,. Derrick and co-workers, for example, have 
interpreted the CA data acquired for kiloelectron-volt 
KE,,, precursor ions of mp = 10’ u in collisions with 
helium as arising from impulsive collisions [87-891. 
The impulsive mechanism may account, at least in 
part, for much of the ARMS data mentioned above. 
The trend in increasing energy deposition into the 
precursor ion when product ions are selected at in- 
creasing laboratory scattering angles is consistent with 
sampling smaller impact parameter collisions. Al- 
though the impulsive mechanism requires a small b 
collision with part of the ion, the phenomenon of 
scattering does not necessarily imply that the impul- 
sive mechanism is responsible. If the ion and the target 
behave as rigid structures, the collision would be elas- 
tic, at least vibrationally. Energy transfer could occur 
electronically, however, via curve crossing (see below). 
The postcollision precursor ion distributions for these 
two possibilities are bounded by the binary and elastic 
limits, respectively. Both mechanisms are expected to 
be important under some conditions. The relative im- 
portance of these mechanisms for collisional scattering 
over the range of CA conditions used in today’s tan- 
dem mass spectrometers, however, is still poorly char- 
acterized. 
Direct induction of vibration. Another classification of 
vibrational excitation is that induced by rapidly chang- 
ing polarization forces during the collision, resulting in 
the excitation of one or more of the precursor ion 
vibrational modes. Such a mechanism is expected to be 
sensitive to timing because it involves direct excitation 
and is bounded by the elastic limit because it involves 
interaction of the entire ion with the target. It is also 
expected to be a large impact parameter mechanism. 
Russek described such a mechanism 1921 to explain, in 
part, the CID behavior of HeH+. Because it is a long- 
range interaction, very little momentum transfer is 
expected. Energy transfers, however, are limited to a 
few vibrational quanta. The contribution of such a 
mechanism to CID of polyatomic ions is therefore 
probably limited to precursor ions already close to the 
dissociation limit. As indicated at the end of the dis- 
cussion about timing, this type of mechanism cannot 
account for most CID observed in MS/MS. 
TdE 
Vertical excitation. Dump referred to this mechanism 
as “process 1” in which a vertical electronic transition 
occurs from a large impact parameter collision. Negli- 
gible scatter is expected, and the difference in elec- 
tronic energy levels changes insignificantly during the 
collision. The A E term in eq 19 is therefore the spacing 
of the relevant electronic levels for a vertical Franck- 
Condon transition at infinite ion-target separation. We 
would expect products from this mechanism to be 
greatly forward scattered and bounded by the elastic 
limit. This process is expected to be important only at 
short interaction times (lo-l4 s or less). In most MS/MS 
experiments with present-day instrumentation, inter- 
action times tend to be longer than 10P’* s, particu- 
larly for mP values greater than a few hundred mass 
units. As illustrated in the discussion about timing, the 
relative velocity at which the cross section for a 2 eV 
transition is maximized at precursor ion kinetic ener- 
gies is significantly higher than most tandem mass 
spectrometers can provide. There is essentially no ex- 
perimental evidence to indicate how important this 
mechanism is for the CID of large polyatomic ions in 
today’s tandem mass spectrometers. Based on the 
Massey criterion, it can be ruled out over a wide range 
of conditions. However, it may be important for very 
light precursor ions (m, < 50 u) in the kiloelectron-volt 
collision energy range and is known to be so in the 
case of some diatomic ions [Z]. 
Curve crossing. The mechanism most frequently cred- 
ited for electronic transitions in the CA of polyatomics 
is the curve-crossing mechanism, wherein a net transi- 
tion occurs at an avoided crossing along the ion-target 
coordinate. Figure 9 illustrates this situation. A reac- 
tion coordinate for the precursor ion is shown in one 
dimension, and the ion-target coordinate is shown 
orthogonal to it. Two electronic states of the precursor 
ion are shown which “cross” at some point along the 
ion-target coordinate. Timing is particularly important 
in this mechanism in that the collision must be slow 
enough to allow a transition to the upper state but fast 
enough to avoid crossing back down to the lower state 
as the ion and target recede from each other. The rate 
of change of the ion-target distance at the crossing 
point is therefore key. The Massey criterion applies 
here, the A E term being the difference in energies of 
the two states at the avoided crossing. 
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Figure 9. Schematic interaction potentials illustrating the 
curvecrossing mechanism for collisional activation. (Adapted 
from ref 4.) 
The curve-crossing mechanism is expected to be 
more probable at lower relative velocities than the 
vertical excitation mechanism due to the smaller value 
of AE. It is also a smaller impact parameter process. 
Although both are bounded by the elastic limit, it is 
generally not possible to predict to what extent scatter- 
ing will accompany curve crossing (whereas negligible 
scattering occurs for vertical excitation). Scattering as- 
sociated with a given crossing will be determined by 
its location on the potential surface and the collision 
energy. Reid has recently described several studies 
involving “scatter profiling,” a technique that allows 
the collisional scattering distribution to be extracted 
from the experimentally observed product ion angular 
distribution, for several small cations at kiloelectron- 
volt KE,,, [53-57). The data presented so far appear to 
be consistent with scattering arising from curve cross- 
ing; that is, the product ion angular distributions ap- 
pear to be consistent with scattering involving the 
entire precursor ion [57]. 
The curve-crossing mechanism is normally associ- 
ated with fast interactions (high collision energies). A 
particularly interesting example of curve crossing on 
the repulsive part of the potential at low collision 
energies, however, comes from the elegant work of 
Futrell and co-workers on the CID of ionized acetone 
[72,73]. At a KE,,, of 1.58 eV with helium as the target, 
the Newton diagram of Figure 10 was acquired for the 
CH&O’ product ion from ionized acetone. Two max- 
ima were observed on the backscattered side of the 
diagram at Q values of +2.2 eV and -1.3 eV, respec- 
tively. The signal observed at the Q value of 2.2 eV 
arises from a superelastic collision, a rather unusual 
source of CID. These workers have made a convincing 
case that this signal arises from the depopulation upon 
collision of a long-lived excited electronic state of ion- 
ized acetone present in the precursor ion beam. The 
J Am !bc Mass Spectrom 1992,X, 599-614 
CH&!OCH,+ + He --> CH,CO* + CHj + He 
K.E.,,, = 1.58 eV 
I I 
6xlO’cmls 
Figure 10. The Newton velocity diagram for the CH,CO+ 
product ion resulting from collisions of ionized acetone with 
helium at KE,, = 1.58 eV. (Adapted from ref 74.) 
signal at Q = -1.3 eV represents the promotion of 
acetone ions in the ground electronic state (but with 
about 1 eV of vibrational energy) into the excited state 
with subsequent dissociation. As required by micro- 
scopic reversibility, both processes occur over the same 
surface, which, in this case, involves a direct head-on 
(very small impact parameter) collision. Timing is very 
important in these reactions as they are no longer 
observed to be major reaction channels as the collision 
energy is raised further. The dynamics shift over to the 
mechanism (probably impulsive) responsible for the 
sea ttering diagram of Figure 8. 
The acetone results, and those recently obtained for 
ionized nitromethane [93] and benzene [94], are inter- 
esting in that T + E and E + T conversions due to 
curve crossing are observed at low collision energies 
(long t,). Historically, the curve-crossing mechanism 
was believed to dominate at high collision energies 
(short f,) due to Massey parameter considerations. 
These results indicate, however, that at least when 
“isolated” electronic states are involved, electronic 
transitions can occur at longer interaction times. The 
extent to which similar behavior might be observed for 
other types of ions of analytical interest, such as proto- 
nated species and negative ions, is currently unknown 
and constitutes an interesting line of investigation. 
Combined T + E, V 
Curve crossing + impulsive collision. Of course, vibra- 
tional excitation can accompany direct electronic exci- 
tation when an excited electronic state is populated in 
excited vibrational states due to the vertical nature of 
the transition. Furthermore, if radiationless transitions 
are fast, energy initially present in electron motion can 
find its way into vibration of the electronic ground 
state. These are regarded here as indirect T 4 V mech- 
anisms. This category is concerned with direct vibra- 
tional excitation proceeding in concert with an elec- 
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tronic transition. Such a combined mechanism results 
in what Durup referred to as an “oblique” or nonverti- 
cal transition. Such a transition can result from curve 
crossing to an excited electronic state in concert with 
an impulsive collision. This situation was alluded to 
briefly earlier and would be expected from curve 
crossing on the repulsive part of the potential for an 
ion that does not behave like a rigid structure. Various 
combinations of energy partitioning among the colli- 
sion partners can occur. The ion may undergo both 
vibrational excitation and electronic excitation, the ion 
may be vibrationally excited while the target is pro- 
moted to an excited electronic state, and so on. 
An oblique trausition is possible over the range of 
conditions that both impulsive and curve-crossing 
mechanisms are likely. Recent ARMS data, for exam- 
ple, give evidence for both electronic and direct vibra- 
tional excitation in collisions resulting in nonzero scat- 
tering angles at kiloelectron-volt collision energies [38]. 
The contribution from electronic excitation appeared to 
decrease as the collision energy decreased. In light of 
the recent results for the “nonstatistical” ions obtained 
by Futrell and colleagues, however, oblique transitions 
may occur both at long and at short interaction times, 
depending on timing requirements for the electronic 
transitions. 
Summary of mechanisms. In pulling together the dis- 
cussion about mechanisms we must first consider the 
issue of how to characterize collision conditions. Fre- 
quently we speak in terms of KElab for convenience. 
Sometimes we speak (more correctly) in terms of KE,, 
because we recognize the constraints imposed by the 
conservation laws. KE,, however, indicates only what 
is possible, in terms of energy transfer; it says nothing 
about what mechanism or mechanisms and what effi- 
ciencies are likely. It would be more informative, there- 
fore, to relate both KE,, and t, 1951. We might also 
need to know, however, the number of degrees of 
freedom of the ion-target pair, the target polarizability, 
whether or not the ion behaves statistically, and so on. 
These characteristics are specific to the ion-target pair. 
We must therefore recognize that we ace forced to 
paint with a very broad brush when we characterize 
single collision CA with KE, and t,. 
Collisional activation can proceed with sticky tar- 
gets at low KE,, and long t, via complex formation. 
At t, values on the order of a vibrational period and 
shorter, the impulsive mechanism appears to be im- 
portant over the entire range of KE,, accessible in 
today’s tandem mass spectrometers. Curve crossing 
associated with low impact parameter collisions can 
also occur for ions with isolated electronic states at t, 
on the order of a vibration. For fast electronic transi- 
tions, curve crossing is expected to be most important 
at t, less than vibrational periods, which normally 
implies relatively large KE,,,. Vertical electronic excita- 
tion is also possible at short t,, but relative velocities 
necessary to maximize the probability for this process 
are not accessible with present-day MS/MS instru- 
ments. The combined curve-crossing-impulsive colli- 
sion mechanism resulting in “oblique” transitions can 
occur over the range of conditions that the individual 
mechanisms overlap. 
Target Eficts 
Other than mentioning the use of “sticky” targets for 
complex formation and the role of target mass in 
determining KE,, we have said very little about the 
nature of the target on the dynamics of CID of poly- 
atomic ions. This is due, in pact, to the fact that 
different target effects may apply to each mechanism. 
The topic would constitute a rather lengthy story in 
itself. However, the main reason is that very little is 
known about the detailed role of the target on the 
dynamics of CID, at least not enough to be able to 
draw a reasonably complete picture. That is not to say 
that target effects in MS/MS have not been the focus 
of study. Indeed, a number of studies have been re- 
ported on the role of the target in energy deposition, 
scattering, charge exchange, and the like [28,33,38,86, 
96-1041 over a wide range of collision conditions. They 
have been very useful in establishing which targets to 
use under various CA conditions from the analytical 
standpoint. For example, light targets with relatively 
high ionization potentials, usually helium, are used in 
kiloelectron-volt KE, CA of small to moderately sized 
precursor ions to minimize charge exchange and scat- 
tering. Relatively heavy, high ionization potential, 
atomic targets (e.g., Ac, Xe) ace used in electron-volt 
KE,, collisions to minimize charge transfer and ion- 
molecule reactions and to maximize KE,,. However, 
target effects have typically been studied by acquiring 
CID spectra, which are usually not sensitive to CA 
mechanism, particularly if the ion behaves statistically. 
CID spectra have been useful in cases where P,(e) 
reflects mechanism [3X] but scattering data would, in 
general, provide more direct information than CID 
spectra alone. 
Multiple Collisions 
Most analytical applications of MS/MS employ CA 
conditions that make multiple collisions likely. In 
beam-type instruments, for example, a trade-off is 
made between fragmentation efficiency and collection 
efficiency to maximize MS/MS efficiency [27]. The 
reader is referred to several studies that have focused 
on multiple collisions in MS/MS [28, 99-1081. The 
dynamics for a discrete collision have been empha- 
sized here, and they also apply under multiple colli- 
sion conditions. However, as mentioned in the section 
on analytical considerations, the use of multiple colli- 
sions often extends the time period over which energy 
is added to the ion into the time frame where chem- 
istry (e.g., rearrangements) can occur. In some cases, 
this can be avoided by use of high collision energies, 
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but in triple quadrupole instruments and, in particu- 
lar, in ion-trapping instruments, relatively long inter- 
vals (on the order of microseconds or longer) transpire 
between collisions. Rearrangement of the precursor ion 
between collisions can occur under these circum- 
stances [109], and that can lead to erroneous conclu- 
sions regarding the structure of the precursor ion. 
The problem of rearrangement occurring prior to 
fragmentation in ion structural studies has long been 
recognized [108-1111. It is also widely recognized that 
this situation can be exacerbated by the use of multiple 
low energy activation events separated in time by up 
to microseconds, as in many multiple collision CA 
experiments. Why, then are multiple collision condi- 
tions used so extensively? For one reason, precursor 
ion rearrangements during ion activation do not ad- 
versely affect many analytical applications. Further- 
more, most of the even-electron precursor ions typi- 
cally formed from the newer ionization methods used 
in analytical applications probably do not rearrange as 
readily as odd-electron precursor ions. The main rea- 
son, however, is a practical one: product ion yields and 
energy deposition into the precursor ion are greater 
under multiple collision conditions than under single 
collision conditions. For precursor ions of all sizes, it 
has been observed repeatedly that product ion yields, 
up to a point, and overall energy deposition are en- 
hanced under multiple collision conditions. These ben- 
efits usually outweigh the disadvantages associated 
with slow activation. 
The issue of multiple versus single collision condi- 
tions is particularly relevant in the challenging area of 
MS/MS of high mass ions (rnp > 1000 u). A widely 
perceived weakness of CA as an activation method for 
high mass ions, at least in the fast ion-resting target 
situation, derives from eq 7. The fraction N/( N + m,) 
becomes increasingly small as mP increases, thereby 
reducing KE,,. (It should also be recognized that the 
relative velocity of the collision partners, and hence t,, 
also decreases, thereby influencing the dynamics.) Part 
of the motivation behind the study of alternative acti- 
vation methods is to increase KE,, either by using 
light projectiles to bombard the ion (e.g., electrons 
[112-1161 or photons [63, 117-1201) or by increasing 
the mass of the target (e.g., a solid surface [121-1251). 
An approach to increase KE,,, in CA by bombarding 
the ion with fast atoms-that is, a slow ion-fast neu- 
tral approach-has also been proposed [126]. Each of 
these approaches has its “figures of merit” and may 
prove to be valuable for high mass ions. However, it is 
still too early to give up on CA using relatively slow 
targets. In doing so, the advantage of ready variability 
of target thickness is lost. Let us therefore consider 
what direction might seem to be fruitful in making CA 
with a slow target work for high mass ions. 
One approach to increasing KE,, in the fast 
ion-slow target scenario is to increase KE,,,. This is, of 
course, a brute strength approach and might require 
expensive and hazardous ion acceleration equipment. 
A further drawback to this approach is the decreasing 
efficiency of CA with KE,,,. It has been universally 
observed that efficiency, Q/KE,,, decreases monotoni- 
cally with KE,,,. Therefore, diminishing returns accrue 
from increasing collision energy. The use of megaelec- 
tron-volt laboratory collision energies under single col- 
lision conditions, an alternative on one extreme, there- 
fore, does not appear to be an attractive approach for 
either practical or fundamental reasons. An approach 
on the other extreme would be to use many high 
efficiency collisions of low KE,,. The use of multiple 
collisions at electron-volt KE,,, is a step in this direc- 
tion. Collisional activation in the quadrupole ion trap 
is perhaps the most extreme example of this type of 
CA in MS/MS instruments currently in use. Taking 
the concept further, a high temperature oven might be 
imagined-that is, a slow ionPslow target situation. 
Although not a part of an MS/MS experiment, Bus- 
man et al. have shown heating in an electrospray 
ionization source to be quite effective at dissociating 
high mass multiply charged proteins [127]. Any 
molecule can be dissociated by gas-phase “heating,” 
which is what CA is. Collisional activation is most 
efficient at low KE rel, but many collisions are needed. 
Current MS/MS instruments do not allow for this 
oven scenario between stages of MS/MS, although the 
quadrupole ion trap probably comes closest. Research 
in this direction, therefore, might hold promise for CA 
of high mass ions. Of course, ample opportunity for 
chemistry (including possible rearrangements) would 
be available in this approach. Perhaps the major chal- 
lenge would be in extracting useful structural informa- 
tion from the experiment rather than in inducing frag- 
mentation. 
Collisional Activation: Prospects 
Collisional activation was the first activation method 
used for MS/MS, and it is still by far the most widely 
used method. Significant effort has gone into the study 
of other activation methods, and many of them present 
advantages over CA in some respects. Some of these 
methods have clear benefits over CA in specific appli- 
cations. However, it seems unlikely that any alternate 
activation method will soon supplant CA in analytical 
MS/MS. Overall, its figures of merit are superior to 
those of other approaches in most analytical scenarios. 
Perhaps the major failing of CA, as it is currently 
employed, comes in its ineffectiveness in dissociating 
high mass ions and ions with particularly high barriers 
for dissociation. There may be other approaches, how- 
ever, ones that may require new types of instrumenta- 
tion, that will make CA more effective for these ions. 
In any case, CA will remain with us for the foreseeable 
future. Our understanding of CA has improved dra- 
matically since the 1968 papers that initiated interest in 
it among organic mass spectrometrists. However, much 
has yet to be learned about target effects, and the 
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relative importance of the various mechanisms for 
many of the kinds of precursor ions formed by “soft” 
ionization methods. For this reason, research into the 
dynamics of CA of polyatomic ions remains particu- 
larly relevant to the progress of organic mass spec- 
trometry. 
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