I. Introduction
One of the most important problems in solving nonlinear equations is the construction of the initial conditions which provide rapid convergence of numerical algorithm. In this paper we present two methods Durand -Kerner and Börsch -Supan, which have some initial new conditions to ensure convergence of methods for solving algebraic equations. The stated initial conditions are of practical importance since they are computationally verifiable, they depend only on the coefficients of a given polynomial, its degree n and initial approximations to polynomial roots. [1] One of the main problems in the solution of equations of the form f(z) = 0 is the construction of the initial conditions which offer guaranteed convergence of numerical algorithms. These initial conditions include an initial approximation z (0) to the root of f with which starts the implementation of the algorithm to generate the sequence   
II. The Simultaneous Methods
In this paper we present two methods that provide improved conditions and fast convergence. These methods are: Durand -Kerner and Börsch -Supan. These conditions depend only on the coefficients of the given polynomial 
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If the correction term of iterative method 1.1 has the form
for which conditions (1) -(3) hold and
1 ,, n zz  are the initial approximations to the polynomial roots, in [5] proved that this method is convergent if there is a real number (0,1)   such that satisfies the following inequalities::
III. The Durand -Kerner Method
One of the most useful simultaneous methods for solving a polynomial is the Durand -Kerner (Weierstrass) method expressed as follows: 
IV. The Börsch-Supan Method
The Börsch -Supan method is a simultaneous method, which is determined by the iterative formula   After these tests, we see that the OpenMP platform is quite suitable for the execution of these methods because the time consumed is smaller compared with the sequential time.
VI. Conclusions
After we made some necessary tests we concluded that:
By testing these two simultaneous methods we see that the OpenMP platform is more qualitative than the sequential execution. As seen on the platform OpenMP implemented in our algorithms, their performance increases and this happens in the same drive hardware, with the same parameters, just exploiting parallelism and increasing the use of all potential multithread processor.
OpenMP is well adapted to intensive computing. We parallelized the Durand -Kerner algorithm and Börsch -Supan algorithm for polynomial roots -finding and we obtained encouraging results. Indeed, the experimental study confirms that our program determines the same roots than the sequential version for high
