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1. Introduccio´n
Los modelos de oligopolios mixtos han sido muy estudiados u´ltimamente en la literatura. En
contraste con un oligopolio cla´sico, un oligopolio mixto cuenta con al menos un agente especial,
adema´s de los agentes comunes que maximizan su utilidad neta. Este agente especial opera con una
funcio´n objetivo diferente a la de utilidad neta. Muchos de estos modelos incluyen un agente que
maximiza el beneficio social (ve´ase [1]-[5]). Una funcio´n de ingresos por trabajador remplaza a la
funcio´n de utilidad neta en otros trabajos (cf. [6]-[9]). En los trabajos [10] y [11] examinan el tercer
tipo de oligopolio mixto donde uno de los agentes busca maximizar la combinacio´n convexa de las
funciones de beneficio social y utilidad neta.
La mayor´ıa de los trabajos arriba mencionados estudian los oligopolios mixtos bajo los enfoques
cla´sicos de Cournot, Hotelling o Stackelberg ([12] y [13]). No obstante, hoy en d´ıa, el concepto
de equilibrio con variaciones conjeturadas (CVE por sus siglas en ingle´s) introducido por Bowley
[14] y Frisch [15] como otra posible solucio´n en juegos esta´ticos es cada vez ma´s utilizado. Este
concepto establece que los jugadores se comportan de la siguiente manera: cada agente escoge su
mejor estrategia suponiendo que las estrategias de sus oponentes son una conjetura de su propia
estrategia. Por ejemplo, como Laitner ([16]) dijo, “Aunque las firmas tomen la decisio´n de sus
volu´menes simulta´neamente, cambios de planes siempre son posibles antes de que la produccio´n
comience”. En otras palabras, al contrario del enfoque de Cournot-Nash, aqu´ı cada firma supone
que los cambios en sus volu´menes de produccio´n afectaran las decisiones de sus oponentes. Esta
anticipacio´n (o variacio´n conjeturada) es lo que compone el nu´cleo de la toma de decisiones con
variaciones conjeturadas (o equilibrio con variaciones conjeturadas).
Como se divulga en [17] y [18], el concepto de equilibrio con variaciones conjeturadas ha sido
tema controversial de diversas disputas conceptuales (ve´ase [19]). Sin embargo, los economistas han
hecho un uso masivo de una u otra forma del CVE para predecir el resultado de un comportamiento
no cooperativo en muchas a´reas de la economı´a. La literatura sobre conjeturas variaciones se ha
centrado principalmente en juegos de dos jugadores (cf. [17]), ya que aparecen muchas dificultades
conceptuales si el nu´mero de agentes es mayor a dos (ve´ase [17], [20]).
Con el fin de lidiar con este obsta´culo conceptual que aparece en los juegos de mu´ltiples juga-
dores, Bulavsky en [21] dio un enfoque completamente nuevo. En lugar de asumir la equivalencia
(simetr´ıa) de los jugadores en el oligopolio se supone que cada jugador hace conjeturas no respecto
a la respuesta (o´ptima) de los otros jugadores, sino ma´s bien, sobre las variaciones en el precio del
mercado respecto a las variaciones (infinitesimales) de su volumen de produccio´n. Conociendo las
conjeturas de sus oponentes (llamados coeficientes de influencia), cada agente entra en un proce-
dimiento de verificacio´n para comprobar si su coeficiente de influencia es consistente con el de los
dema´s jugadores.
En los trabajos [20] y [22], los resultados de [21] fueron extendidos para duopolio y oligopolio
mixtos, respectivamente. En ambos trabajos, el concepto de equilibrio exterior fue definido como
un equilibrio con variaciones conjeturadas (CVE) con los coeficientes de influencia dados de ma-
nera exo´gena. Se establecieron teoremas de existencia y unicidad para este tipo de CVE, para ser
usados como piedra angular para el concepto de equilibrio interior, que esta´ dado como un equi-
librio exterior con conjeturas (coeficientes de influencia) consistentes. El criterio de consistencia,
el procedimiento de verificacio´n de los coeficientes de influencia, y teoremas de existencia para el
equilibrio interior tambie´n fueron formulados y demostrados en [20] y [22].
En [23] y en [27], los resultados descritos arriba fueron extendidos para el caso de un duopolio
parcialmente mixto, es decir, donde la compan˜´ıa pu´blica, al igual que en [10] y [11], maximiza la
combinacio´n convexa de las funciones de beneficio social y utilidad neta con un para´metro 0 < β ≤ 1.
Realizaron experimentos nume´ricos con un modelo de un mercado de electricidad (con datos saca-
dos de [24]), con y sin una compan˜´ıa pu´blica entre los agentes, que mostraron la importancia del
CVE para los consumidores.
El objetivo de esta tesis es investigar esto con ma´s detalle. Cuando el para´metro β de la com-
3
binacio´n convexa tiende a 1, es decir, cuando el modelo tiende a un duopolio mixto donde la firma
pu´blica maximiza u´nicamente el beneficio social, aparecen dos resultados muy interesantes. Prime-
ro, para la compan˜´ıa privada, el equilibrio consistente con variaciones conjeturadas sugiere mejores
ganancias que con el equilibrio cla´sico de Cournot. Segundo, existe un valor del para´metro β de
la combinacio´n convexa para el cual la ganancia para la compan˜´ıa privada es la misma para am-
bos equilibrios antes mencionados. Entonces, si suponemos que la compan˜´ıa pu´blica es socialmente
responsable y utiliza la pol´ıtica de subsidios para motivar econo´micamente a la firma privada de
cambiar el equilibrio de Cournot por el equilibrio de CCVE o, de otra forma, compensar mone-
tariamente a la poblacio´n por el precio ma´s elevado que aparece en el equilibrio de Cournot en
comparacio´n con el equilibrio de CCVE. Pero eligiendo el valor del para´metro de la combinacio´n
convexa β de tal manera que las ganancias para la compan˜´ıa privada sean iguales para ambos
equilibrios (Cournot y CCVE) la firma pu´blica no tiene que pagar subsidios ni a la firma privada
ni a la poblacio´n. A este valor del para´metro β le llamamos grado de socializacio´n o´ptimo para
la firma pu´blica.
Como en los trabajos [23] y [27], comparaciones entre los equilibrios de CCVE, Cournot y com-
petencia perfecta existen en diversas publicaciones, pero hasta ahora so´lo se hab´ıan realizado de
manera experimental. Esta´ es la motivacio´n principal de esta tesis, realizar por primera vez una
comparacio´n teo´rica entre estos tres equilibrios.
Finalmente, el resto de la tesis se compone de la siguiente manera: En la seccio´n 2 formulamos
el modelo y los dos tipos de equilibrio a considerar (exterior e interior), el teorema de existencia y
unicidad del equilibrio exterior para cualquier par de coeficientes de influencia factibles, la fo´rmula
para la derivada del precio p del equilibrio con respecto a la variable de la demanda activa D, el cri-
terio de consistencia y el teorema de existencia del equilibrio interior. En la seccio´n 3 estudiamos el
importante caso particular de la demanda como una funcio´n lineal: analizamos el comportamiento
del u´nico equilibrio interior respecto al para´metro de la combinacio´n convexa β y lo comparamos
con los equilibrios exteriores correspondientes a las conjeturas de Cournot y competencia perfecta
para finalmente formular el criterio de optimalidad de este para´metro. En la seccio´n 4 se muestran
y explican algunos resultados de experimentos nume´ricos (con datos sacados de [24]). En la seccio´n
5 se hallan las demostraciones correspondientes a los teoremas de cada seccio´n. Finalmente, las
conclusiones, trabajo a futuro y referencias se encuentran al final de este trabajo.
2. Equilibrio Consistente con Variaciones Conjeturadas en
un Duopolio Mixto de Estructura Especial
2.1. Especificacio´n del Modelo
Consideremos dos productores en un mercado de duopolio mixto de un bien homoge´neo (ve´ase [27])
con funciones de costo fi(qi), i = 0, 1, donde qi es la produccio´n del productor i. Consideraremos
tambie´n la demanda de dos tipos: la demanda pasiva G(p) y la demanda activa D que no depende
del precio p y es no negativa.
Relacionaremos el equilibrio entre la demanda y los suministros para el precio p con la siguiente
ecuacio´n de balance
q0 + q1 = G(p) +D. (1)
Para el modelo asumiremos las siguientes suposiciones.
A1. La funcio´n de demanda pasiva G(p) esta´ definida para los precios p ∈ (0,+∞), es continua-
mente diferenciable y no creciente con G′(p) ≤ 0.
A2. Para cada i = 0, 1, la funcio´n de costos fi(qi) es cuadra´tica, es decir,
fi(qi) =
1
2
aiq
2
i + biqi (2)
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donde
ai, bi > 0, i = 0, 1.
Tambie´n, asumiremos que
b0 ≤ b1. (3)
El productor i = 1 es privado y elige su volumen de produccio´n q1 maximizando su funcio´n de
utilidad neta
π1(p, q1) = p · q1 − f1(q1). (4)
El productor i = 0, llamado pu´blico, selecciona su volumen de produccio´n q0 maximizando la
funcio´n que es la combinacio´n convexa de la funcio´n de beneficio social y utilidad neta
S(p, q0, q1) = β
 q0+q1∫
0
p(x)dx− p · q1 − f0(q0)
+ (1− β)(p · q0 − f0(q0)), (5)
donde 0 < β ≤ 1.
Ahora diremos que cada agente, tanto el pu´blico como el privado, asumen que las decisiones de sus
volu´menes de produccio´n afectaran el precio p. En este caso la condicio´n necesaria de optimalidad
de primer orden para el agente pu´blico (i = 0) toma la siguiente forma
∂S
∂q0
= p+ [(1− β)q0 − βq1] ∂p
∂q0
− f ′0(q0)
{
= 0 si q0 > 0
≤ 0 si q0 = 0
(6)
y para el agente privado (i = 1)
∂π1
∂q1
= p+ q1
∂p
∂q1
− f ′1(q1)
{
= 0 si q1 > 0
≤ 0 si q1 = 0
. (7)
Para describir el comportamiento de los agentes necesitamos evaluar el comportamiento de la de-
rivada
∂p
∂qi
= −νi antes de la dependencia de p sobre qi. Introduciremos el signo negativo con el
objetivo de poder trabajar con los valores no negativos de νi. La dependencia p respecto a qi debe
probar (al menos localmente) concavidad del beneficio del i-e´simo agente en funcio´n de su propia
produccio´n qi. De otra manera no podemos garantizar que el beneficio sea maximizado. Como he-
mos supuesto que las funciones de costo fi(qi) son cuadra´ticas y estrictamente convexas, entonces,
para la concavidad de la funcio´n π1(q1) es suficiente obtener la concavidad del producto p · q1. Si
asumimos que el coeficiente νi (al cual de ahora en adelante nos referiremos como coeficiente de
influencia del i-e´simo agente) es no negativo y constante, entonces, la dependencia local de la
utilidad neta π1(q1) respecto al volumen de produccio´n η1 tiene la forma
[p− ν1 (η1 − q1)] η1 − f1(η1) (8)
y la condicio´n (7) para η1 = q1 se reescribe de la siguiente manera{
p = ν1q1 + a1q1 + b1 si q1 > 0
p ≤ b1 si q1 = 0
(9)
y se usara´ como la condicio´n suficiente.
Similarmente, las conjeturas de la dependencia local de la funcio´n de beneficio de la compan˜´ıa
pu´blica (i = 0) respecto a su volumen de produccio´n η0 esta´ dada de la siguiente forma
β
 η0+q1∫
0
p(x)dx− [p− ν0 (η0 − q0)] q1 − f0(η0)
+ (1− β) {[p− ν0(η0 − q0)] η0 − f0(η0)} (10)
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lo que permite escribir la condicio´n de optimalidad de primer orden para η0 = q0 de la siguiente
manera: {
p = ν0 [(1− β)q0 − βq1] + a0q0 + b0 si q0 > 0
p ≤ −βν0q1 + b0 si q0 = 0
(11)
y tambie´n se usara´ como condicio´n suficiente.
Si las conjeturas de los agentes son dadas de manera exo´gena como en trabajos de Bulavsky y
Kalashnikov ([25], [26]), entonces, los valores νi, en general, dependen del volumen de produccio´n
del agente i y del precio del mercado, es decir, son funciones de qi y p, pero puede ser que νi
dependa tambie´n del volumen total del mercado. Sin embargo, en este trabajo usaremos el enfoque
propuesto por Bulavsky ([21]), donde las conjeturas νi esta´n incluidas en el equilibrio y son deter-
minadas simulta´neamente con el precio p y los volu´menes de produccio´n qi. En el u´ltimo caso, los
coeficientes de influencia son para´metros escalares determinados so´lo por el equilibrio. Ma´s adelante
tal equilibrio es descrito por el vector (p, q0, q1, ν0, ν1) y se llama interior.
2.2. Equilibrio Exterior
Para poder proseguir lo anterior necesitamos definir otra nocio´n de equilibrio llamado exterior ([21])
con coeficientes de influencia νi ≥ 0, i = 0, 1, dados de forma exo´gena.
Definicio´n 1. El vector (p, q0, q1) se llama equilibrio exterior para los coeficientes de influencia
(ν0, ν1), si el mercado es balanceado, es decir, la condicio´n (1) se satisface, y para cada agente las
condiciones (9) y (11) son va´lidas.
A continuacio´n, vamos a considerar so´lo el caso en el que el conjunto de productores esta´ fijo, es
decir, no depende de los valores de los coeficientes de influencia νi. Para eso suponemos lo siguiente:
A3. Para el precio p0 = b1, la siguiente desigualdad se cumple:
p0 − b0
a0
< G(p0). (12)
La suposicio´n anterior, junto con las suposiciones A1 y A2, garantiza que para todos los valores
no negativos de ν1 y ν0 existe una solucio´n o´ptima para las condiciones (9) y (11) que satisface la
ecuacio´n de balance (1), es decir, un equilibrio exterior. Adema´s, las condiciones (1), (9) y (11) se
cumplen simulta´neamente si y solo si p > p0, esto es, si y solo si los volu´menes de produccio´n qi
son positivos. En efecto, si p > p0, entonces, la desigualdad p ≤ b1 dada por (9) y p ≤ −βν0q1 + b0
dada por (11) no son posibles, lo que implica que qi > 0, i = 0, 1. Si los volu´menes de produccio´n
qi > 0, i = 0, 1, entonces, por las condiciones dadas por (9) tenemos que p = q1ν1 + a1q1 + b1, lo
que implica que p > b1 = p0.
Nota. Las demostraciones de los teoremas se encuentran anexadas al final de este cap´ıtulo.
Teorema 1. Con las suposiciones A1, A2 y A3, y para cuales quiera D, ν0, ν1 ≥ 0, existe un u´nico
equilibrio exterior (p∗, q∗0 , q
∗
1) que depende continuamente de los para´metros (D, ν0, ν1). El precio
del equilibrio p∗ = p∗(D, ν0, ν1) como funcio´n de estos para´metros es diferenciable respecto a D y
νi, i = 0, 1. Adema´s, p
∗(D, ν0, ν1) > p0 y
∂p∗
∂D
=
1
1
(1− β)ν0 + a0 +
ν0 + a0
(1− β)ν0 + a0
(
1
ν1 + a1
)
−G′(p∗)
. (13)
Nota. La demostracio´n del Teorema 1 esta´ publicada en [28], pero por la importancia de los pasos
y las formulas de la demostracio´n para los resultados de esta tesis, presentamos la demostracio´n
completa.
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2.3. Equilibrio Interior
Para poder describir el equilibrio interior, primero describiremos el procedimiento de verificacio´n
de los coeficientes de influencia νi como fue descrito por Bulavsky [21]. Supongamos que tenemos
un equilibrio exterior (p, q0, q1) que ocurrio´ para algunos ν0, ν1 y D. Uno de los productores,
digamos el k, temporalmente cambia su comportamiento abstenie´ndose de maximizar sus ganancias
y hace pequen˜as variaciones sobre su volumen de produccio´n qk. En te´rminos matema´ticos esto es
equivalente a restringir los agentes al subconjunto i 6= k con la produccio´n qk substra´ıda de la
demanda activa.
La variacio´n del volumen de produccio´n del agente k es equivalente a la variacio´n de la demanda
activa en la forma Dk = D−qk. Si consideramos que estas variaciones son infinitesimales, entonces,
el agente k puede estimar la derivada del precio del equilibrio con respecto a la demanda activa, es
decir, su coeficiente de influencia.
Al aplicar la formula (13) del Teorema 1 al ca´lculo de las derivadas hay que recordar que el
agente k esta´ temporalmente ausente del modelo en equilibrio, por lo tanto hay que excluir del
denominador los te´rminos relacionados con el ı´ndice i = k. Teniendo esto en cuenta, tenemos el
siguiente criterio:
Criterio de Consistencia. Dado un equilibrio exterior (p, q0, q1), los coeficientes de influencia νk,
k = 0, 1, se llaman consistentes si las siguientes ecuaciones se cumplen:
ν0 =
1
1
ν1 + a1
−G′(p)
(14)
ν1 =
1
1
(1− β)ν0 + a0 −G
′(p)
(15)
Nota. Si todos los agentes maximizan su produccio´n como compan˜´ıas privadas, entonces, las for-
mulas (14) y (15) se reducen a una u´nica fo´rmula:
νi =
1
1
ν1−i + a1−i
−G′(p)
, i = 0, 1.
(16)
Ahora podemos definir con detalle que es un equilibrio interior.
Definicio´n 2. El vector (p, q0, q1, ν0, ν1), donde νk ≥ 0, k = 0, 1, es un equilibrio interior si el
vector (p, q0, q1) es un equilibrio exterior para los coeficientes de influencia νk, k = 0, 1, y el criterio
de consistencia se satisface para todo νk, k = 0, 1.
Teorema 2. Con las suposiciones A1, A2 y A3, existe un equilibrio interior.
Dentro de la demostracio´n del teorema anterior introducimos un para´metro τ ∈ (−∞, 0] de manera
que τ = G′(p) y las ecuaciones (14) y (15) se reescriben de la siguiente forma:
ν0 =
1
1
ν1 + a1
− τ
(17)
ν1 =
1
1
(1− β)ν0 + a0 − τ
(18)
y formularemos el siguiente teorema:
Teorema 3. Para cualquier τ ∈ (−∞, 0] existe una solucio´n u´nica (ν0(τ), ν1(τ)), del sistema de
ecuaciones (17)-(18), que es continuamente diferenciable respecto a τ . Ma´s au´n, νi(τ)→ 0 cuando
τ → −∞, i = 0, 1, y νi(τ) es estrictamente creciente respecto a τ .
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Nota. Las formulaciones de los Teoremas 2 y 3 (sin demostraciones) esta´n publicadas en [27].
Adema´s, para demostrar el Teorema 2 se hace uso del Teorema 3, por lo que el Teorema 3 es
demostrado en el anexo antes que el Teorema 2.
Corolario 1. Para la funcio´n lineal de la demanda G(p) = −Kp + T , donde K > 0, T > 0, para
cada β ∈ (0, 1] existe u´nico equilibrio interior (p∗(β), q∗0(β), q∗1(β), ν∗0 (β), ν∗1 (β)).
3. Caso Particular: La Demanda como Funcio´n Lineal
Consideremos para nuestro modelo el caso particular cuando la demanda G(p) es una funcio´n lineal,
es decir,
G(p) = −Kp+ T, (19)
donde K > 0, T > 0, e investigaremos el comportamiento respecto al para´metro β para cada
uno de los tres equilibrios: equilibrio consistente con variaciones conjeturadas (equilibrio interior),
equilibrio de Cournot y equilibrio de competencia perfecta (equilibrios exteriores).
3.1. Equilibrio Consistente con Variaciones Conjeturadas
Ya que para cada β ∈ (0, 1], por el Corolario 1, existe un u´nico equilibrio interior, lo siguiente es
analizar su comportamiento.
Teorema 4. Para la funcio´n lineal de la demanda G(p) descrita por (19) el precio p∗(β), los
volu´menes de produccio´n q∗i (β), i = 0, 1, y los coeficientes de influencia ν
∗
i (β), i = 0, 1, del equilibrio
interior, as´ı como el volumen total del mercado G∗(β) = q∗0(β) + q
∗
1(β), son funciones continua-
mente diferencibles respecto a β, β ∈ (0, 1]. Ma´s aun, q∗0(β) y G∗(β) son estrictamente crecientes y
p∗(β), ν∗0 (β), ν
∗
1 (β) y q
∗
1(β) son estrictamente decrecientes respecto a β, β ∈ (0, 1].
3.2. Equilibrio de Cournot
Ahora, vamos a analizar el comportamiento respecto al para´metro β del equilibrio exterior de
nuestro modelo correspondiente a la conjetura de Cournot.
La conjetura de Cournot, es decir, ωi =
∂G
∂qi
= 1, i = 0, 1, para nuestro modelo en el caso de la
funcio´n de la demanda lineal descrita en (19), corresponde a la siguiente conjetura (coeficientes
de influencia): νi =
∂p
∂qi
= − 1
G′(p)
=
1
K
, i = 0, 1. Para cada β ∈ (0, 1], por el Teorema 1,
existe un u´nico equilibrio exterior correspondiente a la conjetura de Cournot, el cual notaremos por
(pc, qc0, q
c
1) = (p
c(β), qc0(β), q
c
1(β)).
Teorema 5. Para la funcio´n lineal de la demanda, el precio pc(β) y los volu´menes de produccio´n
qci (β), i = 0, 1, del equilibrio de Cournot, (p
c(β), qc0(β), q
c
1(β)), son funciones continuamente dife-
renciables respecto a β, β ∈ (0, 1]. Ma´s aun, pc(β) y qc1(β) son estrictamente decrecientes y qc0(β)
es estrictamente creciente respecto a β, β ∈ (0, 1].
Es fa´cil comprobar que el equilibrio de Cournot, dentro de nuestro modelo no satisface el criterio
de consistencia, es decir, no coincide con el equilibrio interior.
3.3. Equilibrio de Competencia Perfecta
Ahora, vamos a analizar el comportamiento respecto al para´metro β del equilibrio exterior de
nuestro modelo correspondiente a la conjetura de competencia perfecta.
La conjetura de competencia perfecta, es decir, ωi =
∂G
∂qi
= 0, i = 0, 1, para nuestro modelo en
el caso de la funcio´n de la demanda lineal descrita en (19), corresponde a la siguiente conjetura
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(coeficientes de influencia): νi =
∂p
∂qi
= 0, i = 0, 1. Para cada β ∈ (0, 1], por el Teorema 1, existe un
u´nico equilibrio exterior correspondiente a la conjetura de competencia perfecta, el cual notaremos
por (pcp, qcp0 , q
cp
1 ) = (p
cp(β), qcp0 (β), q
cp
1 (β)).
Teorema 6. Para la funcio´n lineal de la demanda, el precio pcp(β) y los volu´menes de produccio´n
qcpi (β), i = 0, 1, del equilibrio de competencia perfecta, (p
cp(β), qcp0 (β), q
cp
1 (β)), son constantes
respecto a β y esta´n dados por las formulas:
pcp =
a0b1 + a1b0 + a0a1(T +D)
a0 + a1 + a0a1K
, (20)
qcp0 =
a1 (G(b0) +D) + (b1 − b0)
a0 + a1 + a0a1K
(21)
qcp1 =
a0 (G(b1) +D)− (b1 − b0)
a0 + a1 + a0a1K
(22)
Es fa´cil comprobar que el equilibrio de competencia perfecta, dentro de nuestro modelo no satisface
el criterio de consistencia, es decir, no coincide con el equilibrio interior.
3.4. Comparacio´n del Equilibrio Consistente con Variaciones Conjetura-
das con los Equilibrios de Cournot y de Competencia Perfecta
Ya hemos visto tres tipos de equilibrio para nuestro modelo, entonces, es natural pensar en com-
pararlos.
Teorema 7. Para las funciones de precio de los equilibrios de Consistencia con Variaciones Con-
jeturadas, p∗(β), de Cournot, pc(β), y de competencia perfecta, pcp, las siguientes desigualdades se
cumplen:
pcp < l´ım
β→0
p∗(β) (23)
y
p∗(β) < pc(β) para todo β ∈ (0, 1]. (24)
3.5. Criterio de Optimalidad para β
Para establecer el criterio para elegir un valor o´ptimo del para´metro β vamos a analizar el com-
portamiento de la funcio´n de utilidad neta del productor privado en los equilibrios de CCVE y
Cournot.
Dado que la funcio´n π1(p, q1) descrita por (4) es continuamente diferenciable respecto a p y q1,
para los modelos de Consistencia con Variaciones Conjeturadas y Cournot podemos considerar las
funciones
π∗1(β) = p
∗(β)q∗1(β)−
1
2
a1q
∗
1(β)
2 − b1q∗1(β). (25)
del equilibrio interior, y
πc1(β) = p
c(β)qc1(β)−
1
2
a1q
c
1(β)
2 − b1qc1(β). (26)
del equilibrio exterior, como funciones continuamente diferenciables respecto a β, β ∈ (0, 1].
Teorema 8. Las funciones π∗1(β) y π
c
1(β) son estrictamente decreciente respecto a β, β ∈ (0, 1].
Adema´s, se cumplen las siguientes desigualdades:
π∗1(1) > π
c
1(1) (27)
y
l´ım
β→0
π∗1(β) < l´ım
β→0
πc1(β). (28)
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De la demostracio´n del Teorema anterior se sigue que existe un valor β ∈ (0, 1) tal que
π∗1(β) = π
c
1(β). Suponemos ahora que la firma pu´blica es socialmente responsable y utiliza la
pol´ıtica de subsidios para motivar a la firma privada de cambiar del equilibrio de Cournot al equili-
brio de CCVE o pagar subsidios a la poblacio´n para compensar el precio ma´s elevado del equilibrio
de Cournot. Sin embargo, la eleccio´n de este para´metro β permite que la empresa pu´blica no tenga
que pagar subsidios a la empresa privada ni a la poblacio´n. Bajo esta idea introducimos la siguiente
definicio´n:
Definicio´n 3. El valor del para´metro β ∈ (0, 1) para el cual se cumple que π∗1(β) = πc1(β) es
llamado grado de socializacio´n o´ptimo.
Del Teorema 8, se sigue inmediatamente que para el modelo de Duopolio considerado en esta tesis
siempre podemos encontrar un grado de socializacio´n o´ptimo para la firma pu´blica.
4. Resultados nume´ricos
En esta seccio´n nos basamos en los resultados de los experimentos nume´ricos aplicados a un ejemplo
sacado del trabajo de Liu [24]. A continuacio´n, describimos a detalles los experimentos:
La funcio´n inversa de la demanda esta´ dada por
p(G,D) = 50− 0.02(G+D) = 50− 0.02(q0 + q1). (29)
Despejando G+D de la ecuacio´n anterior obtenemos la expresio´n para la funcio´n de la demanda:
G(p) +D = −50p+ 2500. (30)
Las funciones de costos de los agentes son cuadra´ticas y esta´n dadas por (2), donde los valores de
ai y bi son como se muestran en la Tabla 1:
Tabla 1
Agente i bi ai
0 2.0 0.02
1 1.75 0.0175
2 3.25 0.00834
Calculamos y comparamos entre s´ı los tres tipos de equilibrio: equilibrio consistente con variaciones
conjeturadas (CCVE), equilibrio de Cournot y equilibrio de competencia perfecta. Los coeficientes
de influencia se determinan para el CCVE mediante las formulas obtenidas en este trabajo [(14) y
(15)], para el equilibrio de Cournot los coeficientes de influencia esta´n dados por la igualdad:
νci =
∂p
∂qi
= − 1
G′(p)
= 0.02,
y para el equilibrio de competencia perfecta tienen el valor:
νcpi =
∂p
∂qi
= 0.
Partiendo de los datos de la Tabla 1, procedemos a realizar los experimentos nume´ricos para los
tres casos siguientes:
Experimento 1: La firma i = 0 es pu´blica y la firma i = 2 es privada.
Experimento 2: La firma i = 0 es pu´blica y la firma i = 1 es privada.
Experimento 3: La firma i = 2 es pu´blica y la firma i = 1 es privada.
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Dentro de cada caso manejaremos la siguiente notacio´n para los tres modelos:
Cournot: Modelo de Cournot.
CCVE: Modelo de CCVE.
CP: Modelo de competencia perfecta.
Experimento 1
En este caso, la firma i = 0 es pu´blica y la firma i = 2 es privada, de tal manera que la firma pu´blica
es ma´s fuerte que la firma privada, es decir, se cumple que b0 ≤ b1 (supuesto A2). Los resultados
nume´ricos de este experimento se muestran en la Tabla 2.
En los resultados de la Tabla 2 vemos que los valores de las variables se comportan tal y como
fueros descritas en los teoremas de las secciones anteriores.
Los resultados nume´ricos muestran que para los grados de socializacio´n 0 < β ≤ 0.55, los produc-
tores privados ganan ma´s en el equilibrio de Cournot que en el de CCVE, pero para 0.60 ≤ β ≤ 1,
ganan ma´s en el equilibrio de CCVE que en el de Cournot. Entonces, el grado de socializacio´n
o´ptimo esta´ dentro del intervalo 0.55 < βoptimo < 0.60. Ma´s aun, se puede encontrar fa´cilmente
que βoptimo = 0.55262, y el equilibrio interior correspondiente a este grado de socializacio´n es:
(p∗, q∗0 , q
∗
1 , ν
∗
0 , ν
∗
1 ) = (18.073, 829.53, 766.82, 0.009830, 0.010991).
En las secciones anteriores hicimos uso del supuestoA2. En los siguientes dos experimentos vamos a
considerar el caso cuando esta suposicio´n no se cumple para ver como se comporta nuestro modelo.
Experimento 2
En este caso, la firma i = 0 es pu´blica y la firma i = 1 es privada, de tal manera que la firma pu´blica
es ma´s de´bil que la firma privada. Los resultados nume´ricos de este experimento se muestran en la
Tabla 3.
En los resultados de la Tabla 3 vemos que los valores de las variables tambie´n se comportan segu´n
los teoremas de las secciones anteriores, a pesar de que no se cumple A2.
Para este segundo caso tenemos que βoptimo = 0.62905, y el equilibrio interior correspondiente a
este valor es: (p∗, q∗0 , q
∗
1 , ν
∗
0 , ν
∗
1 ) = (19.458, 905.37, 621.72, 0.01175, 0.01098).
Experimento 3
En este caso, la firma i = 2 es pu´blica y la firma i = 1 es privada, de tal manera que la firma
pu´blica ahora es mucho ma´s de´bil que la firma privada en comparacio´n con el experimento anterior
y de nuevo vemos que las variables se comportan segu´n nuestro modelo. Los resultados nume´ricos
de este experimento se muestran en la Tabla 4.
Para este tercer caso tenemos que βoptimo = 0.80324, y el equilibrio interior correspondiente a este
valor es: (p∗, q∗0 , q
∗
1 , ν
∗
0 , ν
∗
1 ) = (13.329, 1358.7, 474.81, 0.010988, 0.006886).
De los resultados de los experimentos podemos observar que mientras ma´s de´bil sea la firma pu´blica
con respecto a la firma privada el grado de socializacio´n o´ptimo estara´ ma´s cercano a 1.
5. Conclusiones y trabajo futuro
En los mercados de oligopolio los modelos de Cournot y competencia perfecta siempre se han visto
como dos casos extremos, siendo Cournot el mejor modelo para los productores y competencia
perfecta el mejor modelo para los consumidores, mientras que el modelo de CCVE representa un
caso intermedio (y ma´s realista) entre los modelos de Cournot y competencia perfecta.
Analizando y comparando el comportamiento de los modelos de CCVE, Cournot y competencia
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Tabla 2
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.05
ω0 1.0 0.50330 0.0
ω2 1.0 0.59645 0.0
p 23.865358 20.378004 13.595420
q0 579.302246 636.044983 579.770996
q2 727.429749 845.054749 1240.458008
G 1306.731934 1481.099731 1820.229004
π0 10164.514648 8740.533203 5017.960938
π2 12789.652344 11496.231445 6416.529297
β = 0.10
ω0 1.0 0.50225 0.0
ω2 1.0 0.59215 0.0
p 23.562273 20.158798 13.595420
q0 605.151123 654.270691 579.770996
q2 716.735107 837.789490 1240.458008
G 1321.886230 1492.060181 1820.229004
π0 11133.738281 9826.311523 6674.577637
π2 12416.351563 11239.126953 6416.529297
β = 0.15
ω0 1.0 0.50115 0.0
ω2 1.0 0.58775 0.0
p 23.252075 19.937328 13.595420
q0 631.606628 672.719421 579.770996
q2 705.789551 830.414124 1240.458008
G 1337.396240 1503.133545 1820.229004
π0 12116.625977 10930.390625 8331.194336
π2 12040.016602 10981.812500 6416.529297
β = 0.20
ω0 1.0 0.49980 0.0
ω2 1.0 0.58325 0.0
p 22.934513 19.712687 13.595420
q0 658.690308 691.428467 579.770996
q2 694.584106 822.937134 1240.458008
G 1353.274414 1514.365601 1820.229004
π0 13113.334961 12052.929688 9987.811523
π2 11660.745117 10723.725586 6416.529297
β = 0.25
ω0 1.0 0.49870 0.0
ω2 1.0 0.57870 0.0
p 22.609318 19.486879 13.595420
q0 686.424683 710.318787 579.770996
q2 683.109314 815.337402 1240.458008
G 1369.533936 1525.656250 1820.229004
π0 14124.014648 13194.797852 11644.427734
π2 11278.648438 10466.422852 6416.529297
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Tabla 2
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.30
ω0 1.0 0.49755 0.0
ω2 1.0 0.57410 0.0
p 22.276215 19.258823 13.595420
q0 714.833801 729.436218 579.770996
q2 671.355469 807.622681 1240.458008
G 1386.189209 1537.058838 1820.229004
π0 15148.811523 14356.088867 13301.045898
π2 10893.858398 10209.187500 6416.529297
β = 0.35
ω0 1.0 0.49640 0.0
ω2 1.0 0.56940 0.0
p 21.934910 19.028534 13.595420
q0 743.942322 748.781677 579.770996
q2 659.312256 799.791504 1240.458008
G 1403.254639 1548.573242 1820.229004
π0 16187.853516 15537.192383 14957.663086
π2 10506.521484 9952.127930 6416.529297
β = 0.40
ω0 1.0 0.49520 0.0
ω2 1.0 0.56465 0.0
p 21.585094 18.796032 13.595420
q0 773.776428 768.355835 579.770996
q2 646.964750 791.842590 1240.458008
G 1420.745117 1560.198486 1820.229004
π0 17241.253906 16738.500000 16614.279297
π2 10116.801758 9695.359375 6416.529297
β = 0.45
ω0 1.0 0.49400 0.0
ω2 1.0 0.55975 0.0
p 21.226450 18.561337 13.595420
q0 804.363708 788.158936 579.770996
q2 634.313721 783.774353 1240.458008
G 1438.677490 1571.933350 1820.229004
π0 18309.119141 17960.404297 18270.896484
π2 9724.893555 9438.992188 6416.529297
β = 0.50
ω0 1.0 0.49275 0.0
ω2 1.0 0.55480 0.0
p 20.858637 18.324474 13.595420
q0 835.733032 808.190979 579.770996
q2 621.335083 775.585388 1240.458008
G 1457.068115 1583.776367 1820.229004
π0 19391.527344 19203.304688 19927.513672
π2 9331.004883 9183.150391 6416.529297
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Tabla 2
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.55
ω0 1.0 0.49145 0.0
ω2 1.0 0.54975 0.0
p 20.481298 18.085476 13.595420
q0 867.914673 828.451721 579.770996
q2 608.020447 767.274414 1240.458008
G 1475.935059 1595.726074 1820.229004
π0 20488.546875 20467.601563 21584.130859
π2 8935.378906 8927.959961 6416.529297
β = 0.60
ω0 1.0 0.49015 0.0
ω2 1.0 0.54460 0.0
p 20.094059 17.844379 13.595420
q0 900.940674 848.940613 579.770996
q2 594.356384 758.840332 1240.458008
G 1495.297119 1607.781006 1820.229004
π0 21600.214844 21753.697266 23240.748047
π2 8538.282227 8673.556641 6416.529297
β = 0.65
ω0 1.0 0.48865 0.0
ω2 1.0 0.53910 0.0
p 19.696526 17.599619 13.595420
q0 934.844666 869.604187 579.770996
q2 580.329041 750.414917 1240.458008
G 1515.173706 1620.019043 1820.229004
π0 22726.542969 23062.382813 24897.365234
π2 8140.016113 8419.947266 6416.529297
β = 0.70
ω0 1.0 0.48730 0.0
ω2 1.0 0.53385 0.0
p 19.288280 17.354864 13.595420
q0 969.662231 890.555664 579.770996
q2 565.923828 741.701050 1240.458008
G 1535.586060 1632.256714 1820.229004
π0 23867.517578 24393.306641 26553.982422
π2 7740.919922 8167.590332 6416.529297
β = 0.75
ω0 1.0 0.48590 0.0
ω2 1.0 0.52850 0.0
p 18.868885 17.108099 13.595420
q0 1005.430603 911.731628 579.770996
q2 551.125122 732.863464 1240.458008
G 1556.555664 1644.595093 1820.229004
π0 25023.082031 25747.185547 28210.599609
π2 7341.368652 7916.434082 6416.529297
14
Tabla 2
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.80
ω0 1.0 0.48450 0.0
ω2 1.0 0.52300 0.0
p 18.437878 16.859377 13.595420
q0 1042.189575 933.129150 579.770996
q2 535.916626 723.901917 1240.458008
G 1578.106201 1657.031006 1820.229004
π0 26193.148438 27124.439453 29867.216797
π2 6941.784668 7666.632324 6416.529297
β = 0.85
ω0 1.0 0.48300 0.0
ω2 1.0 0.51740 0.0
p 17.994768 16.608765 13.595420
q0 1079.980591 954.745117 579.770996
q2 520.581189 714.816650 1240.458008
G 1600.261719 1669.561768 1820.229004
π0 27377.578125 28525.478516 31523.833984
π2 6542.637695 7418.352539 6416.529297
β = 0.90
ω0 1.0 0.48150 0.0
ω2 1.0 0.51175 0.0
p 17.539038 16.356333 13.595420
q0 1118.847656 976.575562 579.770996
q2 504.200348 705.607971 1240.458008
G 1623.047974 1682.183594 1820.229004
π0 28576.185547 29950.718750 33180.453125
π2 6144.448730 7171.762207 6416.529297
β = 0.95
ω0 1.0 0.47995 0.0
ω2 1.0 0.50590 0.0
p 17.070143 16.102160 13.595420
q0 1158.837769 998.615601 579.770996
q2 487.654999 696.276367 1240.458008
G 1646.492798 1694.891968 1820.229004
π0 29788.724609 31400.570313 34837.070313
π2 5747.804688 6927.035645 6416.529297
β = 1.0
ω0 1.0 0.47835 0.0
ω2 1.0 0.50000 0.0
p 16.587503 15.846337 13.595420
q0 1200.000122 1020.859924 579.770996
q2 470.624695 686.823181 1240.458008
G 1670.624756 1707.683105 1820.229004
π0 31014.878906 32875.441406 36493.683594
π2 5353.354980 6684.358887 6416.529297
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Tabla 3
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.05
ω0 1.0 0.5976 0.0
ω2 1.0 0.6105 0.0
p 25.236515 22.581360 17.181818
q0 611.867249 669.774109 759.090942
q2 626.307068 701.157898 881.818176
G 1238.174316 1370.932007 1640.909180
π0 11240.384766 10238.616211 7108.481445
π2 11277.490234 10304.376953 6804.028809
β = 0.10
ω0 1.0 0.59685 0.0
ω2 1.0 0.60580 0.0
p 24.924370 22.332933 17.181818
q0 635.798340 688.364746 759.090942
q2 617.983215 694.988586 881.818176
G 1253.781494 1383.353271 1640.909180
π0 12104.848633 11171.680664 8454.772461
π2 10979.717773 10078.574219 6804.028809
β = 0.15
ω0 1.0 0.59605 0.0
ω2 1.0 0.60100 0.0
p 24.604256 22.080667 17.181818
q0 660.340454 707.267517 759.090942
q2 609.446838 688.699036 881.818176
G 1269.787354 1395.966553 1640.909180
π0 12984.548828 12123.214844 9801.064453
π2 10678.481445 9851.530273 6804.028809
β = 0.20
ω0 1.0 0.59525 0.0
ω2 1.0 0.59610 0.0
p 24.275862 21.824505 17.181818
q0 685.517273 726.488342 759.090942
q2 600.689636 682.286316 881.818176
G 1286.206909 1408.774658 1640.909180
π0 13879.805664 13093.710938 11147.355469
π2 10373.805541 9623.306641 6804.028809
β = 0.25
ω0 1.0 0.59445 0.0
ω2 1.0 0.59110 0.0
p 23.938864 21.564388 17.181818
q0 711.353699 746.033264 759.090942
q2 591.703064 675.747375 881.818176
G 1303.056763 1421.780640 1640.909180
π0 14790.943359 14083.678711 12493.647461
π2 10065.734375 9393.968750 6804.028809
16
Tabla 3
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.30
ω0 1.0 0.59360 0.0
ω2 1.0 0.58600 0.0
p 23.592920 21.300257 17.181818
q0 737.876099 765.908203 759.090942
q2 582.477905 669.078857 881.818176
G 1320.354004 1434.987061 1640.909180
π0 15718.292969 15093.635742 13839.938477
π2 9754.314453 9163.581055 6804.028809
β = 0.35
ω0 1.0 0.59275 0.0
ω2 1.0 0.58075 0.0
p 23.237667 21.032061 17.181818
q0 765.112122 786.119385 759.090942
q2 573.004456 662.277649 881.818176
G 1338.116577 1448.396973 1640.909180
π0 16662.177734 16124.123047 15186.230469
π2 9439.605469 8932.225586 6804.028809
β = 0.40
ω0 1.0 0.59185 0.0
ω2 1.0 0.57535 0.0
p 22.872726 20.759743 17.181818
q0 793.090942 806.672607 759.090942
q2 563.272705 655.340332 881.818176
G 1356.363647 1462.012939 1640.909180
π0 17622.927734 17175.691406 16532.521484
π2 9121.689453 8699.980469 6804.028809
β = 0.45
ω0 1.0 0.59095 0.0
ω2 1.0 0.56990 0.0
p 22.497696 20.483252 17.181818
q0 821.843384 827.573914 759.090942
q2 553.271912 648.263550 881.818176
G 1375.115234 1475.837402 1640.909180
π0 18600.869141 18248.904297 17878.814453
π2 8800.656250 8466.934570 6804.028809
β = 0.50
ω0 1.0 0.59000 0.0
ω2 1.0 0.56425 0.0
p 22.112148 20.202539 17.181818
q0 851.401917 848.829346 759.090942
q2 542.990601 641.043823 881.818176
G 1394.392578 1489.873169 1640.909180
π0 19596.324219 19344.347656 19225.105469
π2 8476.324219 8233.186523 6804.028809
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Tabla 3
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.55
ω0 1.0 0.58905 0.0
ω2 1.0 0.55850 0.0
p 21.715639 19.917557 17.181818
q0 881.801025 870.444519 759.090942
q2 532.417053 633.677490 881.818176
G 1414.218018 1504.122070 1640.909180
π0 20609.611328 20462.613281 20571.396484
π2 8149.702637 7998.833984 6804.028809
β = 0.60
ω0 1.0 0.58805 0.0
ω2 1.0 0.55260 0.0
p 21.307692 19.628265 17.181818
q0 913.076965 892.425537 759.090942
q2 521.538452 626.161255 881.818176
G 1434.615479 1518.586792 1640.909180
π0 21641.044922 21604.316406 21917.689453
π2 7820.067383 7763.995117 6804.028809
β = 0.65
ω0 1.0 0.58695 0.0
ω2 1.0 0.54645 0.0
p 20.887804 19.334238 17.181818
q0 945.268372 914.766052 759.090942
q2 510.341431 618.521973 881.818176
G 1455.609863 1533.288086 1640.909180
π0 22690.923828 22770.126953 23263.980469
π2 7487.891113 7528.754883 6804.028809
β = 0.70
ω0 1.0 0.58590 0.0
ω2 1.0 0.54030 0.0
p 20.455444 19.036318 17.181818
q0 978.415894 937.495850 759.090942
q2 498.811859 610.688232 881.818176
G 1477.227783 1548.184082 1640.909180
π0 23759.539063 23960.613281 24610.271484
π2 7153.381348 7293.324707 6804.028809
β = 0.75
ω0 1.0 0.58485 0.0
ω2 1.0 0.53400 0.0
p 20.010050 18.733961 17.181818
q0 1012.562927 960.608276 759.090942
q2 486.934662 602.693542 881.818176
G 1499.497559 1563.301758 1640.909180
π0 24847.169922 25176.449219 25956.564453
π2 6816.779297 7057.777832 6804.028809
18
Tabla 3
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.80
ω0 1.0 0.58375 0.0
ω2 1.0 0.52755 0.0
p 19.551020 18.427143 17.181818
q0 1047.755249 984.108337 759.090942
q2 474.693848 594.534424 881.818176
G 1522.449097 1578.642822 1640.909180
π0 25954.074219 26418.306641 27302.855469
π2 6478.359863 6822.262695 6804.028809
β = 0.85
ω0 1.0 0.58260 0.0
ω2 1.0 0.52090 0.0
p 19.077719 18.115847 17.181818
q0 1084.041626 1008.000488 759.090942
q2 462.072510 586.207275 881.818176
G 1546.114136 1594.207764 1640.909180
π0 27080.482422 27686.869141 28649.148438
π2 6138.441406 6586.937500 6804.028809
β = 0.90
ω0 1.0 0.58145 0.0
ω2 1.0 0.51410 0.0
p 18.589472 17.800058 17.181818
q0 1121.473755 1032.288574 759.090942
q2 449.052582 577.708496 881.818176
G 1570.526367 1609.997070 1640.909180
π0 28226.607422 28982.841797 29995.439453
π2 5797.386230 6351.967773 6804.028809
β = 0.95
ω0 1.0 0.58020 0.0
ω2 1.0 0.50715 0.0
p 18.085560 17.479778 17.181818
q0 1160.107056 1056.976440 759.090942
q2 435.614929 569.034668 881.818176
G 1595.721924 1626.011108 1640.909180
π0 29392.613281 30306.937500 31341.730469
π2 5455.610352 6117.535156 6804.028809
β = 1.0
ω0 1.0 0.57895 0.0
ω2 1.0 0.50000 0.0
p 17.565216 17.155014 17.181818
q0 1200.000122 1082.066895 759.090942
q2 421.739105 560.182312 881.818176
G 1621.739258 1642.249268 1640.909180
π0 30578.642578 31659.882813 32688.021484
π2 5113.585938 5883.829590 6804.028809
19
Tabla 4
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.05
ω0 1.0 0.57730 0.0
ω2 1.0 0.49115 0.0
p 23.352148 19.603029 13.167710
q0 756.335266 866.452209 1189.173828
q2 576.057312 653.396240 652.440613
G 1332.392578 1519.848389 1841.614502
π0 13706.178711 12193.504883 7592.712891
π2 9540.458008 7929.494141 3724.688721
β = 0.10
ω0 1.0 0.57590 0.0
ω2 1.0 0.48325 0.0
p 22.918531 19.237989 13.167710
q0 789.579346 894.331604 1189.173828
q2 564.494202 643.768982 652.440613
G 1354.073486 1538.100586 1841.614502
π0 14763.654297 13329.030273 9288.485352
π2 9161.292969 7631.888184 3724.688721
β = 0.15
ω0 1.0 0.57445 0.0
ω2 1.0 0.47510 0.0
p 22.470568 18.865875 13.167710
q0 823.923157 922.834656 1189.173828
q2 552.548462 633.871582 652.440613
G 1376.471680 1556.706299 1841.614502
π0 15847.480469 14494.601563 10984.256836
π2 8777.657227 7333.576660 3724.688721
β = 0.20
ω0 1.0 0.57290 0.0
ω2 1.0 0.46675 0.0
p 22.007536 18.486591 13.167710
q0 859.422363 951.976013 1189.173828
q2 540.200989 623.694336 652.440613
G 1399.623291 1575.670410 1841.614502
π0 16958.544922 15691.247070 12680.029297
π2 8389.741211 7034.814453 3724.688721
β = 0.25
ω0 1.0 0.57135 0.0
ω2 1.0 0.45810 0.0
p 21.528660 18.100050 13.167710
q0 896.135986 981.770264 1189.173828
q2 527.430908 613.227173 652.440613
G 1423.566895 1594.997437 1841.614502
π0 18097.763672 16920.029297 14375.800781
π2 7997.771973 6735.878906 3724.688721
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Tabla 4
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.30
ω0 1.0 0.56970 0.0
ω2 1.0 0.44925 0.0
p 21.033115 17.706175 13.167710
q0 934.127747 1012.231628 1189.173828
q2 514.216431 602.459534 652.440613
G 1448.344238 1614.691162 1841.614502
π0 19266.085938 18182.044922 16071.573242
π2 7602.032715 6437.071777 3724.688721
β = 0.35
ω0 1.0 0.56800 0.0
ω2 1.0 0.44015 0.0
p 20.520016 17.304901 13.167710
q0 973.465454 1043.374146 1189.173828
q2 500.533752 591.380737 652.440613
G 1473.999268 1634.754883 1841.614502
π0 20464.484375 19478.417969 17767.345703
π2 7202.853516 6138.721191 3724.688721
β = 0.40
ω0 1.0 0.56625 0.0
ω2 1.0 0.43075 0.0
p 19.988411 16.896181 13.167710
q0 1014.221863 1075.211426 1189.173828
q2 486.357635 579.979675 652.440613
G 1500.579468 1655.191162 1841.614502
π0 21693.962891 20810.306641 19463.117188
π2 6800.632813 5841.183594 3724.688721
β = 0.45
ω0 1.0 0.56435 0.0
ω2 1.0 0.42095 0.0
p 19.437281 16.479219 13.167710
q0 1056.475098 1107.760742 1189.173828
q2 471.660828 568.278259 652.440613
G 1528.135986 1676.039063 1841.614502
π0 22955.556641 22178.644531 21158.890625
π2 6395.837891 5544.568359 3724.688721
β = 0.50
ω0 1.0 0.56250 0.0
ω2 1.0 0.41105 0.0
p 18.865530 16.055681 13.167710
q0 1100.309326 1141.023315 1189.173828
q2 456.414124 556.192444 652.440613
G 1556.723389 1697.215820 1841.614502
π0 24250.316406 23585.226563 22854.662109
π2 5989.023438 5249.898926 3724.688721
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Tabla 4
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.55
ω0 1.0 0.56055 0.0
ω2 1.0 0.40085 0.0
p 18.271980 15.624649 13.167710
q0 1145.814941 1175.017334 1189.173828
q2 440.586151 543.750122 652.440613
G 1586.401123 1718.767456 1841.614502
π0 25579.326172 2503.943359 24550.435547
π2 5580.839355 4957.280273 3724.688721
β = 0.60
ω0 1.0 0.55850 0.0
ω2 1.0 0.39030 0.0
p 17.655359 15.186154 13.167710
q0 1193.089111 1209.753052 1189.173828
q2 424.142914 530.939270 652.440613
G 1617.232056 1740.692383 1841.614502
π0 26943.681641 26517.054688 26246.207031
π2 5172.044922 4667.187500 3724.688721
β = 0.65
ω0 1.0 0.55640 0.0
ω2 1.0 0.37950 0.0
p 17.014296 14.740260 13.167710
q0 1242.237305 1245.239380 1189.173828
q2 407.047882 517.747620 652.440613
G 1649.285156 1762.987061 1841.614502
π0 28344.494141 28044.837891 27941.980469
π2 4763.529297 4380.128418 3724.688721
β = 0.70
ω0 1.0 0.55420 0.0
ω2 1.0 0.36835 0.0
p 16.347307 14.287062 13.167710
q0 1293.373169 1281.483887 1189.173828
q2 389.261536 504.163025 652.440613
G 1682.634766 1785.646973 1841.614502
π0 29782.888672 29615.587891 29637.751953
π2 4356.330566 4096.645020 3724.688721
β = 0.75
ω0 1.0 0.55190 0.0
ω2 1.0 0.35690 0.0
p 15.652787 13.826693 13.167710
q0 1346.619629 1318.492188 1189.173828
q2 370.740997 490.173065 652.440613
G 1717.360596 1808.665283 1841.614502
π0 31259.984375 31230.599609 31333.525391
π2 3951.655518 3817.310059 3724.688721
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Tabla 4
ωi = −G′(p)νi
Cournot CCVE CP
β = 0.80
ω0 1.0 0.54955 0.0
ω2 1.0 0.34505 0.0
p 14.928997 13.359329 13.167710
q0 1402.110229 1356.268066 1189.173828
q2 351.439911 475.765594 652.440613
G 1753.550171 1832.033691 1841.614502
π0 32776.894531 32891.179688 33029.296875
π2 3550.912842 3542.734450 3724.688721
β = 0.85
ω0 1.0 0.54695 0.0
ω2 1.0 0.33285 0.0
p 14.174046 12.885129 13.167710
q0 1459.989868 1394.792358 1189.173828
q2 331.307892 460.951324 652.440613
G 1791.297729 1855.743652 1841.614502
π0 34334.707031 34598.664063 34725.070313
π2 3155.741211 3273.586426 3724.688721
β = 0.90
ω0 1.0 0.54445 0.0
ω2 1.0 0.32035 0.0
p 13.385877 12.404556 13.167710
q0 1520.416138 1434.110474 1189.173828
q2 310.290039 445.661743 652.440613
G 1830.706177 1879.772217 1841.614502
π0 35934.476563 36354.214844 36420.843750
π2 2768.047363 3010.452148 3724.688721
β = 0.95
ω0 1.0 0.54180 0.0
ω2 1.0 0.30750 0.0
p 12.562248 11.917760 13.167710
q0 1583.561035 1474.190430 1189.173828
q2 288.326630 429.921478 652.440613
G 1871.887695 1904.111938 1841.614502
π0 37577.203125 38159.140625 38116.613281
π2 2390.052002 2754.054199 3724.688721
β = 1.0
ω0 1.0 0.53900 0.0
ω2 1.0 0.29430 0.0
p 11.700713 11.425176 13.167710
q0 1649.612061 1515.018799 1189.173828
q2 265.352356 413.722351 652.440613
G 1914.964355 1928.741211 1841.614502
π0 39263.800781 40014.652344 39812.386719
π2 2024.341309 2505.132324 3724.688721
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perfecta, lo anterior ha sido demostrado en esta tesis para el caso particular de un duopolio mixto.
Adema´s, se formulo´ un criterio o´ptimo de seleccio´n para el grado de socializacio´n del productor
pu´blico y se desmosto´ su existencia para el caso particular de la demanda como funcio´n lineal.
Este criterio de seleccio´n para el grado de socializacio´n o´ptimo esta´ enfocado a la pol´ıtica de
subsidios, sin embargo, no es la u´nica manera de escoger este para´metro, un criterio diferente
podr´ıa conducir a un valor o´ptimo diferente pero propusimos este criterio por su importancia en la
industria ele´ctrica.
Se planea extender los resultados obtenidos en este trabajo para el caso general de un oligopolio
mixto. Adema´s, los resultados de este trabajo son nuevos, por lo que tambie´n se planea su aplicacio´n
en la vida real.
6. Demostraciones
Demostracio´n del Teorema 1:
Sea (ν0, ν1), utilizando las ecuaciones de optimalidad de un equilibrio exterior (9) y (11), definimos
las funciones de los volu´menes de produccio´n de cada productor qi = qi(p; ν0, ν1), i = 0, 1, en el
intervalo [p0,+∞). Estas funciones son diferenciables respecto a p y νi, i = 0, 1, y esta´n dadas de
la siguiente manera:
q0 =
p− b0
(1− β)ν0 + a0 +
βν0
(1− β)ν0 + a0
(
p− b1
ν1 + a1
)
, (31)
q1 =
p− b1
ν1 + a1
. (32)
Ahora introduciremos la funcio´n
Q(p; ν0, ν1) =q0(p; ν0, ν1) + q1(p; ν0, ν1)
=
p− b0
(1− β)ν0 + a0 +
βν0
(1− β)ν0 + a0
(
p− b1
ν1 + a1
)
+
p− b1
ν1 + a1
=p
[
1
(1− β)ν0 + a0 +
βν0
(1− β)ν0 + a0
(
1
ν1 + a1
)
+
1
ν1 + a1
]
−
[
b0
(1− β)ν0 + a0 +
βν0
(1− β)ν0 + a0
(
b1
ν1 + a1
)
+
b1
ν1 + a1
]
=p
[
1
(1− β)ν0 + a0 +
(
βν0
(1− β)ν0 + a0 + 1
)(
1
ν1 + a1
)]
−
[
b0
(1− β)ν0 + a0 +
(
βν0
(1− β)ν0 + a0 + 1
)(
b1
ν1 + a1
)]
=p
[
1
(1− β)ν0 + a0 +
βν0 + (1− β)ν0 + a0
(1− β)ν0 + a0
(
1
ν1 + a1
)]
−
[
b0
(1− β)ν0 + a0 +
βν0 + (1− β)ν0 + a0
(1− β)ν0 + a0
(
b1
ν1 + a1
)]
=p
[
1
(1− β)ν0 + a0 +
ν0 + a0
(1− β)ν0 + a0
(
1
ν1 + a1
)]
−
[
b0
(1− β)ν0 + a0 +
ν0 + a0
(1− β)ν0 + a0
(
b1
ν1 + a1
)]
. (33)
Como (33) es una funcio´n lineal de p con pendiente positiva, entonces, Q(p; ν0, ν1) es estrictamente
creciente respecto a p, y tiende a +∞ cuando p→ +∞. Luego, por la suposicio´n A3 tenemos que
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para cualquier νi ≥ 0, i = 0, 1,
Q(p0; ν0, ν1) =q0(p0; ν0, ν1) + q1(p0; ν0, ν1)
=
p0 − b0
(1− β)ν0 + a0 ≤
p0 − b0
a0
< G(p0) ≤ G(p0) +D. (34)
Entonces, dado que Q(p; ν0, ν1) es estrictamente creciente respecto a p, G(p) es no creciente respecto
a p con D constante, y la desigualdad (34), tenemos que existe u´nico valor p∗ > p0 tal que
Q(p∗; ν0, ν1) = G(p
∗) +D. (35)
Para este valor p∗, y utilizando las formulas (31) y (32), calculamos los u´nicos volu´menes de pro-
duccio´n q∗i = qi(p
∗; ν0, ν1), i = 0, 1. Entonces, el equilibrio exterior (p
∗, q∗0 , q
∗
1) existe y es u´nico para
cualesquiera D ≥ 0 y νi ≥ 0, i = 0, 1.
Ahora demostramos que el precio p∗ del equilibrio exterior es diferenciable respecto a los para´metros
(D, ν0, ν1). De (35) obtenemos la siguiente relacio´n:
Q(p∗; ν0, ν1)−G(p∗)−D = 0. (36)
Ahora introduciremos la funcio´n
Γ(p∗;D, ν0, ν1) =Q(p
∗; ν0, ν1)−G(p∗)−D
=p∗
[
1
(1− β)ν0 + a0 +
ν0 + a0
(1− β)ν0 + a0
(
1
ν1 + a1
)]
−
[
b0
(1− β)ν0 + a0 +
ν0 + a0
(1− β)ν0 + a0
(
b1
ν1 + a1
)]
−G(p∗)−D. (37)
Luego, reescribir la igualdad (36) como una ecuacio´n funcional
Γ(p∗;D, ν0, ν1) = 0 (38)
y vamos a analizar el comportamiento de su derivada parcial con respecto a p∗:
∂Γ
∂p∗
=
1
(1− β)ν0 + a0 +
ν0 + a0
(1− β)ν0 + a0
(
1
ν1 + a1
)
−G′(p∗) ≥ 1
(1− β)ν0 + a0 > 0. (39)
De (39) observamos que la derivada parcial de Γ respecto a p∗ siempre es positiva, dada esta
condicio´n, podemos aplicar el Teorema de la Funcio´n Impl´ıcita para concluir que el precio p∗
considerado como funcio´n p∗ = p∗(D, ν0, ν1) es diferenciable con respecto a los para´metros D y νi,
i = 0, 1, ma´s aun, la derivada parcial del precio p∗ con respecto a D puede ser encontrada de la
ecuacio´n
∂Γ
∂p∗
∂p∗
∂D
+
∂Γ
∂D
= 0 (40)
lo que lleva a
∂p∗
∂D
= −
∂Γ
∂D
∂Γ
∂p∗
=
1
1
(1− β)ν0 + a0 +
ν0 + a0
(1− β)ν0 + a0
(
1
ν1 + a1
)
−G′(p∗)
. (41)
Finalmente, dado que la funcio´n p∗ depende de (D, ν0, ν1) y es diferenciable con respecto a D y
νi, i = 0, 1, se sigue que las funciones q
∗
i , i = 0, 1, depende de (D, ν0, ν1) y son diferenciables
con respecto a D y νi, i = 0, 1. Entonces, el equilibrio (p
∗, q∗0 , q
∗
1) depende continuamente de los
para´metros (D, ν0, ν1) y el teorema queda demostrado
25
Demostracio´n del Teorema 3:
Las variables νi, i = 0, 1, dadas por (17) y (18) esta´n bien definidas sobre el dominio correspondiente
(νi ≥ 0, ai > 0, i = 0, 1, β ∈ (0, 1] y τ ∈ (−∞, 0]).
Sustituyendo (18) en (17) obtenemos la siguiente ecuacio´n:
ν0 =
1
1 11
(1− β)ν0 + a0 − τ
+ a1
− τ
=
1
1(
(1− β)ν0 + a0
1− [(1− β)ν0 + a0] τ
)
+ a1
− τ
=
1
1(
(1− β)ν0 + a0
−(1− β)τν0 + (1− a0τ)
)
+ a1
− τ
=
1
−(1− β)τν0 + (1− a0τ)
(1− β)ν0 + a0 + a1 [−(1− β)τν0 + (1− a0τ)] − τ
=
1
−(1− β)τν0 + (1− a0τ)
(1− β) (1− a1τ) ν0 + (a0 + a1 − a0a1τ) − τ
=
(1− β) (1− a1τ) ν0 + (a0 + a1 − a0a1τ)
−(1− β)τν0 + (1− a0τ)− [(1− β) (1− a1τ) ν0 + (a0 + a1 − a0a1τ)] τ
=
(1− β) (1− a1τ) ν0 + (a0 + a1 − a0a1τ)
(1− β) (−2τ + a1τ2) ν0 + (1− 2a0τ − a1τ + a0a1τ2) . (42)
Luego, multiplicando (42) por el termino
[
(1− β) (−2τ + a1τ2) ν0 + (1− 2a0τ − a1τ + a0a1τ2)]
obtenemos la igualdad[
(1− β) (−2τ + a1τ2) ν0 + (1− 2a0τ − a1τ + a0a1τ2)] ν0
= (1− β) (1− a1τ) ν0 + (a0 + a1 − a0a1τ) (43)
y moviendo todos los te´rminos de (43) al lado izquierdo obtenemos[
(1− β) (−2τ + a1τ2) ν0 + (1− 2a0τ − a1τ + a0a1τ2)] ν0
−(1− β) (1− a1τ) ν0 − (a0 + a1 − a0a1τ) = 0. (44)
Ahora, agrupando los terminos de (44) obetemos la siguiente ecuacio´n cuadra´tica para ν0:
(1− β) (−2τ + a1τ2) ν20 + (β − 2a0τ − βa1τ + a0a1τ2) ν0 − (a0 + a1 − a0a1τ) = 0. (45)
Antes de continuar y con el fin de simplificar la notacio´n, vamos a reescribir (45) de la siguiente
manera:
Aν20 +Bν0 − C = 0 (46)
donde
A = A(τ) = (1− β) (−2τ + a1τ2) ≥ 0, (47)
B = B(τ) = β − 2a0τ − βa1τ + a0a1τ2 > 0, (48)
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C = C(τ) = a0 + a1 − a0a1τ > 0. (49)
Si τ = 0 o´ β = 1, entonces, A = 0 y (46) es lineal, por lo que tiene la solucio´n u´nica para ν0 que
esta´ dada por:
ν0(τ) =
C
B
=

a0 + a1
β
si τ = 0
a0 + a1 − a0a1τ
1− 2a0τ − a1τ + a0a1τ2 si β = 1
. (50)
Si β ∈ (0, 1) y τ < 0, entonces, A 6= 0 y podemos hallar las dos ra´ıces de (46), las cuales son:
ν0(τ) =
−B +√B2 + 4AC
2A
, (51)
ν0(τ) =
−B −√B2 + 4AC
2A
. (52)
Sin embargo, dado que ν0 ≥ 0, tenemos que (52) no es posible, dejando as´ı a (51) como solucio´n
u´nica para (46).
Pero las formulas (50) y (51) pueden escribirse como una sola fo´rmula para todo β ∈ (0, 1] y
τ ∈ (−∞, 0] de la siguiente manera:
ν0(τ) =ν0 =
2C
B +
√
B2 + 4AC
= 2(a0+a1−a0a1τ)
(β−2a0τ−βa1τ+a0a1τ2)+
√
(β−2a0τ−βa1τ+a0a1τ2)
2+4(1−β)(−2τ+a1τ2)(a0+a1−a0a1τ)
, (53)
donde es evidente que
B +
√
B2 + 4AC > 0, (54)
y esta es la solucio´n u´nica para ν0.
Observamos que la solucio´n (53) para cada para´metro β ∈ (0, 1] cumple que ν0 → 0 si τ → −∞,
entonces, existe una constante positiva ν0(β) tal que ν0(τ) ≤ ν0(β) para todo τ ≤ 0.
Luego, de (18) y (53), se tiene que ν1 tambie´n tiene solucio´n u´nica y esta´ dada por
ν1(τ) = ν1 =
1
1
(1− β)ν0(τ) + a0 − τ
(55)
e igualmente observamos que para cada para´metro β ∈ (0, 1] se cumple que ν1 → 0 si τ → −∞ y
tambie´n ν1(τ) ≤ a0 + (1− β)ν0(β) para todo τ ≤ 0.
Ahora, es fa´cil ver que las funciones (47)-(49) son continuamente diferenciables respecto a τ , τ ∈
(−∞, 0] y
A′ = (1− β) (−2 + 2a1τ) ≤ 0, (56)
B′ = −2a0 − βa1 + 2a0a1τ < 0, (57)
C ′ = −a0a1 < 0. (58)
27
Entonces, de (53), tenemos que ν0(τ) tambie´n es continuamente diferenciable y
ν′0 =
2C ′
(
B +
√
B2 + 4AC
)− 2C (B′ + 2BB′ + 4A′C + 4AC ′
2
√
B2 + 4AC
)
(
B +
√
B2 + 4AC
)2
=
2C ′
(
B +
√
B2 + 4AC
)√
B2 + 4AC − 2C
(
B′
√
B2 + 4AC +
2BB′ + 4A′C + 4AC ′
2
)
(
B +
√
B2 + 4AC
)2√
B2 + 4AC
=
2C ′
(
B
√
B2 + 4AC +B2 + 4AC
)− 2C (B′√B2 + 4AC +BB′ + 2A′C + 2AC ′)(
B +
√
B2 + 4AC
)2√
B2 + 4AC
=
2C ′B
√
B2 + 4AC + 2C ′B2 + 4ACC ′ − 2CB′√B2 + 4AC − 2CBB′ − 4A′C2(
B +
√
B2 + 4AC
)2√
B2 + 4AC
=
2 (C ′B − CB′)√B2 + 4AC + 2 (C ′B − CB′)B + 4 (AC ′ −A′C)C(
B +
√
B2 + 4AC
)2√
B2 + 4AC
=
2 (C ′B − CB′) (B +√B2 + 4AC)+ 4 (AC ′ −A′C)C(
B +
√
B2 + 4AC
)2√
B2 + 4AC
. (59)
Ahora, vamos a analizar el valor de (59) para saber el comportamiento de ν0(τ).
Dados (47)-(49), es fa´cil ver que el denominador de (59)(
B +
√
B2 + 4AC
)2√
B2 + 4AC > 0. (60)
Luego, sustituyendo (47)-(49) y (56)-(58) en (59), obtenemos que los te´rminos del numerador
C ′B − CB′ =(−a0a1)
(
β − 2a0τ − βa1τ + a0a1τ2
)
− (a0 + a1 − a0a1τ) (−2a0 − βa1 + 2a0a1τ)
= (−a0a1)
(
β − a0a1τ2
)
+ (−a0a1)
(−2a0τ − βa1τ + 2a0a1τ2)
− [(a0 + a1) (−2a0 − βa1 + 2a0a1τ) + (−a0a1τ) (−2a0 − βa1 + 2a0a1τ)]
=a0a1
(−β + a0a1τ2)− a0a1 (−2a0τ − βa1τ + 2a0a1τ2)
+ a0a1
(−2a0τ − βa1τ + 2a0a1τ2)+ (a0 + a1) (2a0 + βa1 − 2a0a1τ)
=a0a1
(−β + a0a1τ2)+ (a0 + a1) (2a0 + βa1 − 2a0a1τ)
=a0a1 (−β) + a0a1
(
a0a1τ
2
)
+ (a0 + a1) (2a0 − 2a0a1τ) + (a0 + a1) (βa1)
=− a0 (βa1) + (a0 + a1) (βa1) + a0a1
(
a0a1τ
2
)
+ (a0 + a1) (2a0 − 2a0a1τ)
=βa21 + a
2
0a
2
1τ
2 + (a0 + a1) (2a0 − 2a0a1τ) > 0 (61)
y
AC ′ −A′C =(1− β) (−2τ + a1τ2) (−a0a1)
− (1− β) (−2 + 2a1τ) (a0 + a1 − a0a1τ)
=(1− β) (−2τ + 2a1τ2) (−a0a1) + (1− β) (−a1τ2) (−a0a1)
− (1− β) (−2 + 2a1τ) (a0 + a1)− (1− β) (−2 + 2a1τ) (−a0a1τ)
=(1− β)a0a21τ2 − (1− β)
(−2τ + 2a1τ2) (a0a1)
+ (1− β) (−2τ + 2a1τ2) (a0a1) + (1− β) (2− 2a1τ) (a0 + a1)
=(1− β)a0a21τ2 + (1− β) (2− 2a1τ) (a0 + a1) ≥ 0 (62)
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Entonces, dados los valores de (47)-(49), (54) y (60)-(62), concluimos que
ν′0 =
2 (C ′B − CB′) (B +√B2 + 4AC)+ 4 (AC ′ −A′C)C(
B +
√
B2 + 4AC
)2√
B2 + 4AC
≥2 (C
′B − CB′) (B +√B2 + 4AC)(
B +
√
B2 + 4AC
)2√
B2 + 4AC
> 0. (63)
Entonces, ν0(τ) es estrictamente creciente respecto a τ, τ ∈ (−∞, 0].
Ahora, de (55) tenemos que
ν1 =
1
1
(1− β)ν0 + a0 − τ
. (64)
Entonces, ν1(τ) es continuamente diferenciable respecto a τ , ya que ν0(τ) es continuamente dife-
renciable respecto a τ , y
ν′1 =−
1(
1
(1− β)ν0 + a0 − τ
)2
(
− 1
[(1− β)ν0 + a0]2
(1− β)ν′0 − 1
)
=ν21
(
(1− β)ν′0
[(1− β)ν0 + a0]2
+ 1
)
(65)
y dado que ν′0 > 0, entonces,
ν′1 = ν
2
1
(
(1− β)ν′0
[(1− β)ν0 + a0]2
+ 1
)
≥ ν21 > 0. (66)
Entonces, ν1(τ) tambie´n es estrictamente creciente respecto a τ, τ ∈ (−∞, 0] y el teorema queda
demostrado
Demostracio´n del Teorema 2:
Vamos a demostrar que existen ν∗i ≥ 0, q∗i ≥ 0, i = 0, 1, y p∗ > p0 tales que el vector (p∗, q∗0 , q∗1) es
un equilibrio exterior y los coeficientes de influencia (ν∗0 , ν
∗
1 ) son consistentes, es decir, las ecuaciones
(14) y (15) se satisfacen.
Como se demostro´ en el Teorema 3, ν0 y ν1 tiene una solucio´n u´nica para las ecuaciones (17) y
(18) que depende continuamente de τ = G′(p) y, dado que G′(p) es una funcio´n continua respecto
a p, entonces, podemos considerar a las funciones ν0 y ν1 como funciones continuas respecto a p.
Consideremos nuevamente la funcio´n (33) de la demostracio´n del Teorema 1
Q(p; ν0(p), ν1(p)) =Q(p) = q0(p; ν0(p), ν1(p)) + q1(p; ν0(p), ν1(p))
=
p− b0
(1− β)ν0(p) + a0 +
βν0(p)
(1− β)ν0(p) + a0
(
p− b1
ν1(p) + a1
)
+
p− b1
ν1(p) + a1
=p
[
1
(1− β)ν0(p) + a0 +
ν0(p) + a0
(1− β)ν0(p) + a0
(
1
ν1(p) + a1
)]
−
[
b0
(1− β)ν0(p) + a0 +
ν0(p) + a0
(1− β)ν0(p) + a0
(
b1
ν1(p) + a1
)]
, (67)
la cual es continua respecto a p y tiende a +∞ cuando p → +∞ dado que ν0(p) y ν1(p) esta´n
acotadas. Y, nuevamente, por la suposicio´n A3, tenemos que
Q(p0) =q0(p0; ν0(p0), ν1(p0)) + q1(p0; ν0(p0), ν1(p0))
=
p0 − b0
(1− β)ν0(p0) + a0 ≤
p0 − b0
a0
< G(p0) ≤ G(p0) +D. (68)
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Entonces, existe al menos un valor p∗ > p0 tal que
Q(p∗) = G(p∗) +D. (69)
Para este valor p∗, calculamos los coeficientes de in fluencia ν∗i = νi(G
′(p∗)), i = 0, 1, con las formu-
las (53) y (55), y los volu´menes de produccio´n q∗i = qi(p
∗; ν∗0 , ν
∗
1 ), i = 0, 1, utilizando las formulas
(31) y (32). As´ı, ν∗0 y ν
∗
1 satisfacen (14) y (15), y el vector (p
∗, q∗0 , q
∗
1) es un equilibrio exterior, por
lo que el vector (p∗, q∗0 , q
∗
1 , ν
∗
0 , ν
∗
1 ) es un equilibrio interior y el teorema queda demostrado
Demostracio´n del Corolario 1:
Sea β ∈ (0, 1]. G′(p) = −K, entonces, por el Teorema 3, para τ = −K existe una solucio´n u´nica
(ν∗0 , ν
∗
1 ) de la ecuaciones (17) y (18), donde
ν∗0 =
2(a0+a1+a0a1K)
(β+2a0K+βa1K+a0a1K2)+
√
(β+2a0K+βa1K+a0a1K2)
2+4(1−β)(2K+a1K2)(a0+a1+a0a1K)
, (70)
y
ν∗1 =
1
1
(1− β)ν∗0 + a0
+K
=
(1− β)ν∗0 + a0
1 + [(1− β)ν∗0 + a0]K
. (71)
Adema´s, de (17), (70) tambie´n se puede escribir como
ν∗0 =
1
1
ν∗1 + a1
+K
. (72)
Es fa´cil ver que los coeficientes de influencia ν∗0 y ν
∗
1 son constantes respecto a p, entonces, por
el Teorema 1, existe un u´nico equilibrio exterior (p∗, q∗0 , q
∗
1) para los coeficientes de influencia
(ν∗0 , ν
∗
1 ), por lo que el vector (p
∗, q∗0 , q
∗
1 , ν
∗
0 , ν
∗
1 ) = (p
∗(β), q∗0(β), q
∗
1(β), ν
∗
0 (β), ν
∗
1 (β)) es un equilibrio
interior que es u´nico para cada β ∈ (0, 1] y el corolario queda demostrado
Demostracio´n del Teorema 4:
Primero, vamos a demostrar que las funciones ν∗i (β), i = 0, 1, son continuamente diferenciables y
estrictamente decrecientes respecto a β. Consideremos las funciones
A = A(β) = (1− β) (2K + a1K2) ≥ 0, (73)
B = B(β) = β + 2a0K + βa1K + a0a1K2 > 0, (74)
C = C(β) = a0 + a1 + a0a1K > 0, (75)
las cuales son continuamente diferenciables respecto a β y
A′ = − (2K + a1K2) < 0, (76)
B′ = 1 + a1K > 0, (77)
C′ = 0. (78)
Ahora, utilizando (73)-(75) reescribimos la formula (70):
ν∗0 (β) = ν
∗
0 =
2C
B +√B2 + 4AC , (79)
donde
B +
√
B2 + 4AC > 0. (80)
Entonces, ν∗0 (β) es continuamente diferenciable respecto a β y, ana´logamente a (59),
ν∗0
′ =
2 (C′B − CB′) (B +√B2 + 4AC)+ 4 (AC′ −A′C) C(B +√B2 + 4AC)2√B2 + 4AC . (81)
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Pero, dado que C′ = 0, entonces,
ν∗0
′ =
2 (−CB′) (B +√B2 + 4AC)+ 4 (−A′C) C(B +√B2 + 4AC)2√B2 + 4AC
=
−2C [B′ (B +√B2 + 4AC)+ 2A′C](B +√B2 + 4AC)2√B2 + 4AC . (82)
Ahora, vamos a analizar el valor de (82) para saber el comportamiento de ν∗0 (β).
Dados (73)-(75), es fa´cil ver que el denominador de (82)(
B +
√
B2 + 4AC
)2√
B2 + 4AC > 0. (83)
Supongamos que el numerador de (82) es no negativo para algu´n β0 ∈ (0, 1], es decir,
−2C
[
B′
(
B +
√
B2 + 4AC
)
+ 2A′C
]
≥ 0. (84)
Dado que C > 0, por (75), se debe cumplir que
B′
(
B +
√
B2 + 4AC
)
+ 2A′C ≤ 0. (85)
Adema´s, B′ > 0, por (77), entonces,√
B2 + 4AC ≤ −2A
′C
B′ − B (86)
con
√B2 + 4AC > 0, entonces, elevando al cuadrado ambos lado de (86) obtenemos que
B2 + 4AC ≤ 4A
′2C2
B′2 +
4A′CB
B′ + B
2, (87)
despejando A de (87) tenemos que
A ≤ A
′2C
B′2 +
A′B
B′ (88)
y multiplicando ambos lados de (88) por B′2 llegamos a que
AB′2 ≤ A′2C +A′BB′ = A′ (A′C + BB′) . (89)
Ahora sustituimos los valores de A y A′ dados por (73) y (76) en (89) y obtenemos que
(1− β) (2K + a1K2)B′2 ≤ − (2K + a1K2) [− (2K + a1K2) C + BB′] (90)
y, dado que
(
2K + a1K
2
)
> 0, llegamos a que
(1− β)B′2 ≤ − [− (2K + a1K2) C + BB′] = (2K + a1K2) C − BB′, (91)
entonces, se debe cumplir que
(1− β)B′2 + BB′ − (2K + a1K2) C = [(1− β)B′ + B]B′ − (2K + a1K2) C ≤ 0. (92)
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Sustituyendo las formulas (74), (75) y (77) en (92) obtenemos que
[(1− β)B′ + B]B′ − (2K + a1K2) C =
=
[
(1− β) (1 + a1K) +
(
β + 2a0K + βa1K + a0a1K
2
)]
(1 + a1K)
− (2K + a1K2) (a0 + a1 + a0a1K)
=
(
1 + 2a0K + a1K + a0a1K
2
)
(1 + a1K)
− (2 + a1K)
(
a0K + a1K + a0a1K
2
)
= 1 + (a1K) +
(
2a0K + a1K + a0a1K
2
)
+
(
2a0K + a1K + a0a1K
2
)
(a1K)
− (2 + a1K)
(
a0K + a1K + a0a1K
2
)
= 1 + 2
(
a0K + a1K + a0a1K
2
)
+
(
a0K + a1K + a0a1K
2
)
(a1K)
− (2 + a1K)
(
a0K + a1K + a0a1K
2
)
= 1 + (2 + a1K)
(
a0K + a1K + a0a1K
2
)
− (2 + a1K)
(
a0K + a1K + a0a1K
2
)
= 1 > 0 (93)
lo que contradice a (92). Entonces, (84) no se cumple para nungu´n valor β0 ∈ (0, 1], lo que implica
que
−2C
[
B′
(
B +
√
B2 + 4AC
)
+ 2A′C
]
< 0 (94)
para todo β ∈ (0, 1].
Entonces, de (83) y (94), concluimos que
ν∗0
′ =
−2C [B′ (B +√B2 + 4AC)+ 2A′C](B +√B2 + 4AC)2√B2 + 4AC < 0 (95)
para todo β ∈ (0, 1], y ν∗0 (β) es continuamente diferenciable y estrictamente decreciente respecto a
β, β ∈ (0, 1].
Ahora, de (71), es fa´cil ver que ν∗1 es continuamente diferenciable respecto a ν
∗
0 y, dado que ν
∗
0 (β) es
continuamente diferenciable respecto a β, entonces, ν∗1 (β), es continuamente diferenciable respecto
a β.
Luego, derivando (72) respecto a β obtenemos que
ν∗0
′ =
1(
1
ν∗1 + a1
+K
)2
(
1
(ν∗1 + a1)
2 ν
∗
1
′
)
= ν∗0
2
(
ν∗1
′
(ν∗1 + a1)
2
)
=
(
ν∗0
ν∗1 + a1
)2
ν∗1
′. (96)
Y de (96), dado que ν∗0
′ < 0, se debe cumplir que ν∗1
′ < 0, para todo β ∈ (0, 1]. Entonces, ν∗1 (β) es
continuamente diferenciable y estrictamente decreciente respecto a β, β ∈ (0, 1]. Ahora, antes de
continuar con la demostracio´n, vamos a demostrar la siguiente desigualdad
ν∗0 + βν
∗
0
′ > 0. (97)
Primero, sustituimos (79) y (82) en (97), entonces,
ν∗0 + βν
∗
0
′ =
2C
B +√B2 + 4AC + β
−2C [B′ (B +√B2 + 4AC)+ 2A′C](B +√B2 + 4AC)2√B2 + 4AC
=
2C(B +√B2 + 4AC)2√B2 + 4AC
·
{(
B +
√
B2 + 4AC
)√
B2 + 4AC − β
[
B′
(
B +
√
B2 + 4AC
)
+ 2A′C
]}
=
2C(B +√B2 + 4AC)2√B2 + 4AC
·
[(
−βB′ +
√
B2 + 4AC
)(
B +
√
B2 + 4AC
)
− 2βA′C
]
. (98)
Por (75), (76) y (83),
2C(B +√B2 + 4AC)2√B2 + 4AC > 0 (99)
y
−2βA′C > 0. (100)
Entonces, para que se cumpla la desigualdad (97), so´lo hace falta probar que(
−βB′ +
√
B2 + 4AC
)(
B +
√
B2 + 4AC
)
> 0, (101)
lo que, por (80), equivale a probar que
−βB′ +
√
B2 + 4AC > 0. (102)
Supongamos que
−βB′ +
√
B2 + 4AC ≤ 0, (103)
entonces, √
B2 + 4AC ≤ βB′ (104)
con
√B2 + 4AC > 0, entonces, elevando al cuadrado ambos lado de (104) obtenemos que
B2 + 4AC ≤ β2B′2. (105)
Sustituyendo (74) y (77) en (105) llegamos a que(
β + 2a0K + βa1K + a0a1K
2
)2
+ 4AC ≤ β2 (1 + a1K)2 , (106)
entonces, [
(β + βa1K) + 2a0K + a0a1K
2
]2
+ 4AC ≤ (β + βa1K)2 . (107)
Pero, por (73) y (75),
4AC ≥ 0, (108)
entonces, [
(β + βa1K) + 2a0K + a0a1K
2
]2 ≤ (β + βa1K)2 . (109)
Por otro lado,
2a0K + a0a1K
2 > 0, (110)
entonces,
(β + βa1K) < (β + βa1K) + 2a0K + a0a1K
2 (111)
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con (β + βa1K) > 0, entonces, elevando al cuadrado ambos lado de (104) obtenemos que
(β + βa1K)
2
<
[
(β + βa1K) + 2a0K + a0a1K
2
]2
. (112)
Pero la desigualdad (112) contradice (109), entonces, debe cumplirse (102), lo que finalmente de-
muestra (97).
Continuando con la demostracio´n, ahora demostraremos que el precio p∗(β) es continuamente di-
ferenciable y estrictamente decreciente respecto a β. Para esto, vamos a considerar nuevamente la
funcio´n del volumen total de produccio´n dada por (33) y el hecho de que G(p∗) = −Kp∗+ T , para
obtener la siguiente relacio´n:
Q(p∗; ν∗0 , ν
∗
1 )−G(p∗)−D =
= p∗
[
1
(1− β)ν∗0 + a0
+
ν∗0 + a0
(1− β)ν∗0 + a0
(
1
ν∗1 + a1
)]
−
[
b0
(1− β)ν∗0 + a0
+
ν∗0 + a0
(1− β)ν∗0 + a0
(
b1
ν∗1 + a1
)]
+Kp∗ − T −D = 0. (113)
Ahora, vamos a considerar la funcio´n
F(p∗;β) =p∗
[
1
(1− β)ν∗0 + a0
+
ν∗0 + a0
(1− β)ν∗0 + a0
(
1
ν∗1 + a1
)]
−
[
b0
(1− β)ν∗0 + a0
+
ν∗0 + a0
(1− β)ν∗0 + a0
(
b1
ν∗1 + a1
)]
+Kp∗ − T −D, (114)
recordando que ν∗0 y ν
∗
1 dependen de β, pero no de p
∗. Ahora reescribimos (113), utilizando (114),
como una ecuacio´n funcional
F(p∗;β) = 0 (115)
y vamos a analizar el valor de la derivada parcial de la funcio´n F(p∗;β) respecto a p∗:
∂F
∂p∗
=
1
(1− β)ν∗0 + a0
+
ν∗0 + a0
(1− β)ν∗0 + a0
(
1
ν∗1 + a1
)
+K ≥ K > 0. (116)
Observamos que la derivada parcial de F respecto a p∗ es positiva, dada esta condicio´n, por el
Teorema de la Funcio´n Impl´ıcita, la funcio´n p∗ = p∗(β) es diferenciable respecto a β, y la derivada
de p∗ respecto a β puede ser encontrada de la ecuacio´n
∂F
∂p∗
dp∗
dβ
+
∂F
∂β
= 0, (117)
o, lo que es lo mismo,
dp∗
dβ
= −
∂F
∂β
∂F
∂p∗
. (118)
De (116) tenemos que
∂F
∂p∗
> 0, (119)
por lo que, para que p∗ sea estrictamente decreciente, so´lo hace falta probar que
∂F
∂β
> 0. (120)
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En efecto,
∂F
∂β
=
∂
∂β
(Q(p∗; ν∗0 , ν
∗
1 )−G(p∗)−D) =
∂
∂β
Q(p∗; ν∗0 , ν
∗
1 )
=
∂
∂β
(q0(p
∗; ν∗0 , ν
∗
1 ) + q1(p
∗; ν∗0 , ν
∗
1 ))
=
∂
∂β
[
p∗ − b0
(1− β)ν∗0 + a0
+
βν∗0
(1− β)ν∗0 + a0
(
p∗ − b1
ν∗1 + a1
)
+
p∗ − b1
ν∗1 + a1
]
=− p
∗ − b0
[(1− β)ν∗0 + a0]2
[−ν∗0 + (1− β)ν∗0 ′]
+
(
ν∗0 + βν
∗
0
′
)
[(1− β)ν∗0 + a0]− βν∗0
[−ν∗0 + (1− β)ν∗0 ′]
[(1− β)ν∗0 + a0]2
(
p∗ − b1
ν∗1 + a1
)
+
βν∗0
(1− β)ν∗0 + a0
(
− p
∗ − b1
(ν∗1 + a1)
2 ν
∗
1
′
)
+
(
− p
∗ − b1
(ν∗1 + a1)
2 ν
∗
1
′
)
=
p∗ − b0
[(1− β)ν∗0 + a0]2
[
ν∗0 + (1− β)
(−ν∗0 ′)]
+
(
ν∗0 + βν
∗
0
′
)
[(1− β)ν∗0 + a0] + βν∗0
[
ν∗0 + (1− β)
(−ν∗0 ′)]
[(1− β)ν∗0 + a0]2
(
p∗ − b1
ν∗1 + a1
)
+
βν∗0
(1− β)ν∗0 + a0
[
p∗ − b1
(ν∗1 + a1)
2
(−ν∗1 ′)
]
+
[
p∗ − b1
(ν∗1 + a1)
2
(−ν∗1 ′)
]
. (121)
Dados los valores de a0, a1, b0, b1, β, ν
∗
0 , ν
∗
1 , ν
∗
0
′, ν∗1
′, p∗ y (97), es fa´cil ver que (121) es no negativa.
Adema´s,
∂F
∂β
=
p∗ − b0
[(1− β)ν∗0 + a0]2
[
ν∗0 + (1− β)
(−ν∗0 ′)]
+
(
ν∗0 + βν
∗
0
′
)
[(1− β)ν∗0 + a0] + βν∗0
[
ν∗0 + (1− β)
(−ν∗0 ′)]
[(1− β)ν∗0 + a0]2
(
p∗ − b1
ν∗1 + a1
)
+
βν∗0
(1− β)ν∗0 + a0
[
p∗ − b1
(ν∗1 + a1)
2
(−ν∗1 ′)
]
+
[
p∗ − b1
(ν∗1 + a1)
2
(−ν∗1 ′)
]
≥ p
∗ − b1
(ν∗1 + a1)
2
(−ν∗1 ′) > 0, (122)
lo que demuestra (120), y, entonces,
dp∗
dβ
= −
∂F
∂β
∂F
∂p∗
< 0, (123)
donde
∂F
∂β
y
∂F
∂p∗
son continuas respecto a β, por lo que p∗(β) es continuamente diferenciable y
estrictamente decreciente respecto a β, β ∈ (0, 1].
Ahora, dado que
G∗(β) = G(p∗(β)) = −Kp∗(β) + T (124)
y p∗(β) es continuamente diferenciable y estrictamente decreciente respecto a β, y K y T constantes
positivas, entonces, G∗(β) es continuamente diferenciable y estrictamente creciente respecto a β,
β ∈ (0, 1].
35
Ahora, vamos a demostrar que q∗1(β) es continuamente diferenciable y estrictamente decreciente
respecto a β. Para esto, primero vamos a despejar p∗ de (113) y obtendremos la siguiente ecuacio´n:
p∗ =
b0
(1− β)ν∗0 + a0
+
ν∗0 + a0
(1− β)ν∗0 + a0
(
b1
ν∗1 + a1
)
+ T +D
1
(1− β)ν∗0 + a0
+
ν∗0 + a0
(1− β)ν∗0 + a0
(
1
ν∗1 + a1
)
+K
=
b0 + (ν
∗
0 + a0)
(
b1
ν∗1 + a1
)
+ [(1− β)ν∗0 + a0] (T +D)
1 + (ν∗0 + a0)
(
1
ν∗1 + a1
)
+ [(1− β)ν∗0 + a0]K
=
(ν∗0 + a0)b1 + (ν
∗
1 + a1) b0 + [(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
. (125)
Ahora, sustituimos (125) en q∗1 = q1(p
∗; ν∗0 , ν
∗
1 ), y obtenemos que
q∗1 =
p∗ − b1
ν∗1 + a1
=
(ν∗0 + a0) b1 + (ν
∗
1 + a1) b0 + [(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
− b1
ν∗1 + a1
=
(ν∗0 + a0) b1 + (ν
∗
1 + a1) b0 + [(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)
(ν∗1 + a1) {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
− {(ν
∗
0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K} b1
(ν∗1 + a1) {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
=
(ν∗1 + a1) b0 + [(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)
(ν∗1 + a1) {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
− (ν
∗
1 + a1) b1 + [(1− β)ν∗0 + a0] (ν∗1 + a1)Kb1
(ν∗1 + a1) {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
=
b0 + [(1− β)ν∗0 + a0] (T +D)
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
− b1 + [(1− β)ν
∗
0 + a0]Kb1
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
=
−b1 + b0 + [(1− β)ν∗0 + a0] (−Kb1 + T +D)
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
=
−(b1 − b0) + [(1− β)ν∗0 + a0] (G(b1) +D)
(ν∗0 + a0) + (ν
∗
1 + a1) {1 + [(1− β)ν∗0 + a0]K}
. (126)
Sustituyendo (71) en (126) nos queda que
q∗1 =
−(b1 − b0) + [(1− β)ν∗0 + a0] (G(b1) +D)
(ν∗0 + a0) +
[
(1− β)ν∗0 + a0
1 + [(1− β)ν∗0 + a0]K
+ a1
]
{1 + [(1− β)ν∗0 + a0]K}
=
−(b1 − b0) + [(1− β)ν∗0 + a0] (G(b1) +D)
(ν∗0 + a0) + [(1− β)ν∗0 + a0] + a1 {1 + [(1− β)ν∗0 + a0]K}
=
−(b1 − b0) + [(1− β)ν∗0 + a0] (G(b1) +D)
(ν∗0 + a0 + a1) + [(1− β)ν∗0 + a0] (1 + a1K)
=
M
N
, (127)
donde
M =M(β) = −(b1 − b0) + [(1− β)ν∗0 + a0] (G(b1) +D) (128)
y
N = N(β) = (ν∗0 + a0 + a1) + [(1− β)ν∗0 + a0] (1 + a1K) . (129)
36
Es fa´cil ver que M y N son continuamente diferenciables respecto a β y
M ′ =
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D) , (130)
N ′ = ν∗0
′ +
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K) . (131)
Adema´s N > 0, entonces, q∗1 es continuamente diferenciable respecto a β y
q∗1
′ =
M ′N −MN ′
N2
. (132)
Entonces, para saber el valor de q∗1
′ es suficiente con analizar el valor del numerador de (127):
M ′N −MN ′ =
=
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D) {(ν∗0 + a0 + a1) + [(1− β)ν∗0 + a0] (1 + a1K)}
− {−(b1 − b0) + [(1− β)ν∗0 + a0] (G(b1) +D)}
{
ν∗0
′ +
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K)}
= (ν∗0 + a0 + a1)
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D)
+ [(1− β)ν∗0 + a0]
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K) (G(b1) +D)
+
{
ν∗0
′ +
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K)} (b1 − b0)
− {ν∗0 ′ + [−ν∗0 + (1− β)ν∗0 ′] (1 + a1K)} [(1− β)ν∗0 + a0] (G(b1) +D)
= (ν∗0 + a0)
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D)
+ a1
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D)
+ [(1− β)ν∗0 + a0]
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K) (G(b1) +D)
+
{
ν∗0
′ +
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K)} (b1 − b0)
− ν∗0 ′ [(1− β)ν∗0 + a0] (G(b1) +D)
− [(1− β)ν∗0 + a0]
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K) (G(b1) +D)
= (ν∗0 + a0)
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D)
+ a1
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D)
+
{
ν∗0
′ +
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K)} (b1 − b0)
− ν∗0 ′ [(1− β)ν∗0 + a0] (G(b1) +D)
=
{
(ν∗0 + a0)
[−ν∗0 + (1− β)ν∗0 ′]− ν∗0 ′ [(1− β)ν∗0 + a0]} (G(b1) +D)
+ a1
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D)
+
{
ν∗0
′ +
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K)} (b1 − b0)
=
[
(ν∗0 + a0)
(−ν∗0 − βν∗0 ′)+ βν∗0ν∗0 ′] (G(b1) +D)
+ a1
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D)
+
{
ν∗0
′ +
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K)} (b1 − b0). (133)
Dados los valores de a0, a1, b0, b1, β, ν
∗
0 , ν
∗
0
′, G(p), D y (97), es fa´cil ver que (133) es no positiva.
Adema´s,
M ′N −MN ′ = [(ν∗0 + a0) (−ν∗0 − βν∗0 ′)+ βν∗0ν∗0 ′] (G(b1) +D)
+ a1
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D)
+
{
ν∗0
′ +
[−ν∗0 + (1− β)ν∗0 ′] (1 + a1K)} (b1 − b0)
≤a1
[−ν∗0 + (1− β)ν∗0 ′] (G(b1) +D) < 0. (134)
Entonces,
M ′N −MN ′ < 0, (135)
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lo que demuestra que q∗1
′ < 0, por lo que q∗1(β) es continuamente diferenciable y estrictamente
decreciente respecto a β, β ∈ (0, 1].
Finalmente, dado que
q∗0(β) + q
∗
1(β) = G
∗(β) +D, (136)
entonces,
q∗0(β) = −q∗1(β) +G∗(β) +D, (137)
y dado que G∗(β) es continuamente diferenciable y estrictamente creciente respecto a β, q∗1(β)
es continuamente diferenciable y estrictamente decreciente respecto a β, y D constante, entonces,
q∗0(β) es continuamente diferenciable y estrictamente creciente respecto a β, β ∈ (0, 1] y el teorema
queda demostrado
Demostracio´n del Teorema 5:
Consideremos el equilibrio exterior (pc, qc0, q
c
1), es decir, se cumplen las siguientes igualdades:
qc0 + q
c
1 = G(p
c) +D, (138)
qc0 =
pc − b0
(1− β) 1
K
+ a0
+
β
1
K
(1− β) 1
K
+ a0
 pc − b11
K
+ a1
 , (139)
qc1 =
pc − b1
1
K
+ a1
, (140)
donde
G(pc) = −Kpc + T. (141)
De la ecuacio´n (138) tenemos que
qc0 + q
c
1 −G(pc)−D = 0, (142)
y sustituyendo (139), (140) y (141) en (142), ana´logamente a (33), obtenemos que
qc0 + q
c
1 −G(pc)−D =
pc − b0
(1− β) 1
K
+ a0
+
β
1
K
(1− β) 1
K
+ a0
 pc − b11
K
+ a1
+ pc − b11
K
+ a1
+Kpc − T −D
=pc
 1
(1− β) 1
K
+ a0
+
1
K
+ a0
(1− β) 1
K
+ a0
 11
K
+ a1


−
 b0
(1− β) 1
K
+ a0
+
1
K
+ a0
(1− β) 1
K
+ a0
 b11
K
+ a1


+Kpc − T −D = 0, (143)
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y despejando pc de (143), ana´logamente a (125), obtenemos la ecuacio´n
pc =
b0
(1− β) 1
K
+ a0
+
1
K
+ a0
(1− β) 1
K
+ a0
 b11
K
+ a1
+ T +D
1
(1− β) 1
K
+ a0
+
1
K
+ a0
(1− β) 1
K
+ a0
 11
K
+ a1
+K
=
(
1
K
+ a0
)
b1 +
(
1
K
+ a1
)
b0 +
[
(1− β) 1
K
+ a0
](
1
K
+ a1
)
(T +D)(
1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
](
1
K
+ a1
)
K
=
X
Y
, (144)
donde
X(β) =
(
1
K
+ a0
)
b1 +
(
1
K
+ a1
)
b0 +
[
(1− β) 1
K
+ a0
](
1
K
+ a1
)
(T +D) (145)
y
Y (β) =
(
1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
](
1
K
+ a1
)
K. (146)
Es fa´cil ver que X y Y son continuamente diferenciables respecto a β y
X ′ = − 1
K
(
1
K
+ a1
)
(T +D) , (147)
Y ′ = −
(
1
K
+ a1
)
. (148)
Adema´s Y > 0, entonces, pc es continuamente diferenciable respecto a β y
pc′ =
X ′Y −XY ′
Y 2
. (149)
Entonces, para saber el valor de pc′ es suficiente con analizar el valor del numerador de (149):
X ′Y −XY ′ =
= − 1
K
(
1
K
+ a1
)
(T +D)
{(
1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
}
− {( 1
K
+ a0
)
b1 +
(
1
K
+ a1
)
b0 +
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
(T +D)
} [− ( 1
K
+ a1
)]
= − 1
K
(
1
K
+ a1
)
(T +D)
{(
1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
}
+
(
1
K
+ a1
) {(
1
K
+ a0
)
b1 +
(
1
K
+ a1
)
b0 +
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
(T +D)
}
= − 1
K
(
1
K
+ a0
) (
1
K
+ a1
)
(T +D)
− 1
K
(
1
K
+ a1
)2
(T +D)
− [(1− β) 1
K
+ a0
] (
1
K
+ a1
)2
(T +D)
+
(
1
K
+ a0
) (
1
K
+ a1
)
b1
+
(
1
K
+ a1
)2
b0
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)2
(T +D)
=
(
1
K
+ a0
) (
1
K
+ a1
)
b1 − 1K
(
1
K
+ a0
) (
1
K
+ a1
)
(T +D)
+
(
1
K
+ a1
)2
b0 − 1K
(
1
K
+ a1
)2
(T +D)
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= − 1
K
(
1
K
+ a0
) (
1
K
+ a1
)
(−Kb1 + T +D)
− 1
K
(
1
K
+ a1
)2
(−Kb0 + T +D)
= − 1
K
(
1
K
+ a0
) (
1
K
+ a1
)
(G(b1) +D)
− 1
K
(
1
K
+ a1
)2
(G(b0) +D) . (150)
Dados los valores de a0, a1,K,G(p) y D, es fa´cil ver que (150) es no positiva. Adema´s,
X ′Y −XY ′ =− 1
K
(
1
K
+ a0
)(
1
K
+ a1
)
(G(b1) +D)− 1
K
(
1
K
+ a1
)2
(G(b0) +D)
≤− 1
K
(
1
K
+ a0
)(
1
K
+ a1
)
(G(b1) +D) < 0. (151)
Entonces,
X ′Y −XY ′ < 0, (152)
lo que demuestra que pc′ < 0, por lo que pc(β) es continuamente diferenciable y estrictamente
decreciente respecto a β, β ∈ (0, 1].
Luego, dado que
qc1(β) =
pc(β)− b1
1
K
+ a1
(153)
y pc(β) es continuamente diferenciable y estrictamente decreciente respecto a β, y a1, b1 y K
constantes positivas, entonces, qc1(β) es continuamente diferenciable y estrictamente decreciente
respecto a β, β ∈ (0, 1].
Finalmente, dado que
qc0(β) + q
c
1(β) = G(p
c(β)) +D = −Kpc(β) + T +D, (154)
entonces,
qc0(β) = −qc1(β)−Kpc(β) + T +D, (155)
y dado que qc1(β) es continuamente diferenciable y estrictamente decreciente respecto a β, p
c(β) es
continuamente diferenciable y estrictamente decreciente respecto a β, y K,T y D son constantes
no negativas, entonces, q∗0(β) es continuamente diferenciable y estrictamente creciente respecto a
β, β ∈ (0, 1] y el teorema queda demostrado
Demostracio´n del Teorema 6:
Consideramos el equilibrio exterior (pcp, qcp0 , q
cp
1 ), es decir, se cumplen las siguientes igualdades:
qcp0 + q
cp
1 = G(p
cp) +D, (156)
qcp0 =
pcp − b0
a0
, (157)
qcp1 =
pcp − b1
a1
, (158)
donde
G(pcp) = −Kpcp + T. (159)
De la ecuacio´n (138) tenemos que
qcp0 + q
cp
1 −G(pcp)−D = 0, (160)
y sustituyendo (157), (158) y (159) en (160), obtenemos que
qcp0 + q
cp
1 −G(pcp)−D =
pcp − b0
a0
+
pcp − b1
a1
+Kpcp − T −D
=pcp
(
1
a0
+
1
a1
)
−
(
b1
a1
+
b0
a0
)
+Kpc − T −D = 0, (161)
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y despejando pcp de (161) obtenemos la ecuacio´n
pcp =
b1
a1
+
b0
a0
+ T +D
1
a0
+
1
a1
+K
=
a0b1 + a1b0 + a0a1(T +D)
a0 + a1 + a0a1K
, (162)
y vemos que la funcio´n pcp(β) es constante para todo β ∈ (0, 1].
Luego, dado que
qcp0 =
pcp − b0
a0
=
a0b1 + a1b0 + a0a1(T +D)
a0 + a1 + a0a1K
− b0
a0
=
a0b1 + a1b0 + a0a1(T +D)− (a0 + a1 + a0a1K) b0
a0 (a0 + a1 + a0a1K)
=
a0 (b1 − b0) + a0a1 (−Kb0 + T +D)
a0 (a0 + a1 + a0a1K)
=
a1 (G(b0) +D) + (b1 − b0)
a0 + a1 + a0a1K
, (163)
y
qcp1 =
pcp − b1
a1
=
a0b1 + a1b0 + a0a1(T +D)
a0 + a1 + a0a1K
− b1
a1
=
a0b1 + a1b0 + a0a1(T +D)− (a0 + a1 + a0a1K) b1
a1 (a0 + a1 + a0a1K)
=
−a1 (b1 − b0) + a0a1 (−Kb1 + T +D)
a1 (a0 + a1 + a0a1K)
=
a0 (G(b1) +D)− (b1 − b0)
a0 + a1 + a0a1K
, (164)
entonces, las funciones qcp0 (β) y q
cp
1 (β) son constantes para todo β ∈ (0, 1] y el teorema queda
demostrado
Demostracio´n del Teorema 7:
Primero vamos a demostrar la desigualdad (23):
pcp < l´ım
β→0
p∗(β),
y para esto introduciremos la siguiente notacio´n:
ν̂∗0 = l´ım
β→0
ν∗0 (β)
= l´ım
β→0
2(a0+a1+a0a1K)
(β+2a0K+βa1K+a0a1K2)+
√
(β+2a0K+βa1K+a0a1K2)
2+4(1−β)(2K+a1K2)(a0+a1+a0a1K)
= 2(a0+a1+a0a1K)
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
> 0, (165)
ν̂∗1 = l´ım
β→0
ν∗1 (β) = l´ım
β→0
(1− β)ν∗0 + a0
1 + [(1− β)ν∗0 + a0]K
=
ν̂∗0 + a0
1 +
(
ν̂∗0 + a0
)
K
> 0. (166)
Entonces,
l´ım
β→0
p∗(β) = l´ım
β→0
(ν∗0 + a0) b1 + (ν
∗
1 + a1) b0 + [(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
=
(
ν̂∗0 + a0
)
b1 +
(
ν̂∗1 + a1
)
b0 +
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
(T +D)(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
. (167)
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Ahora, vamos a calcular la diferencia
l´ım
β→0
p∗(β)− pcp =
=
(
ν̂∗0 + a0
)
b1 +
(
ν̂∗1 + a1
)
b0 +
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
(T +D)(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
− a0b1 + a1b0 + a0a1(T +D)
a0 + a1 + a0a1K
=
[(
ν̂∗0 + a0
)
b1 +
(
ν̂∗1 + a1
)
b0 +
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
(T +D)
]
(a0 + a1 + a0a1K)[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
(a0 + a1 + a0a1K)
−
[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
[a0b1 + a1b0 + a0a1(T +D)][(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
(a0 + a1 + a0a1K)
=
R1
R2
, (168)
donde
R1 =
[(
ν̂∗0 + a0
)
b1 +
(
ν̂∗1 + a1
)
b0 +
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
(T +D)
]
(a0 + a1 + a0a1K)
−
[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
[a0b1 + a1b0 + a0a1(T +D)]
(169)
y
R2 =
[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
(a0 + a1 + a0a1K) . (170)
Dados los valores de a0, a1, ν̂∗0 , ν̂
∗
1 y K, es fa´cil ver que R2 > 0, entonces, para saber el valor de
(168), es suficiente con analizar el valor de (169).
R1 =
[(
ν̂∗0 + a0
)
b1 +
(
ν̂∗1 + a1
)
b0 +
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
(T +D)
]
(a0 + a1 + a0a1K)
−
[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
[a0b1 + a1b0 + a0a1(T +D)]
= (a0 + a1 + a0a1K)
(
ν̂∗0 + a0
)
b1
+ (a0 + a1 + a0a1K)
(
ν̂∗1 + a1
)
b0
+ (a0 + a1 + a0a1K)
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
(T +D)
− a0
[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
b1
− a1
[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
b0
− a0a1
[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]
(T +D)
=
{
(a1 + a0a1K)
(
ν̂∗0 + a0
)
− a0
[(
ν̂∗1 + a1
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]}
b1
+
{
(a0 + a0a1K)
(
ν̂∗1 + a1
)
− a1
[(
ν̂∗0 + a0
)
+
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
K
]}
b0
+
{
(a0 + a1)
(
ν̂∗0 + a0
)(
ν̂∗1 + a1
)
− a0a1
[(
ν̂∗0 + a0
)
+
(
ν̂∗1 + a1
)]}
(T +D)
=
[
a1ν̂∗0 − a0ν̂∗1 − a0ν̂∗1
(
ν̂∗0 + a0
)
K
]
b1
+
[
a0ν̂∗1 − a1ν̂∗0 − a1ν̂∗0
(
ν̂∗1 + a1
)
K
]
b0
+
[
a0ν̂∗1
(
ν̂∗0 + a0
)
+ a1ν̂∗0
(
ν̂∗1 + a1
)]
(T +D)
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=− a0ν̂∗1
(
ν̂∗0 + a0
)
Kb1 + a0ν̂∗1
(
ν̂∗0 + a0
)
(T +D)
− a1ν̂∗0
(
ν̂∗1 + a1
)
Kb0 + a1ν̂∗0
(
ν̂∗1 + a1
)
(T +D)
+
(
a1ν̂∗0 − a0ν̂∗1
)
b1 +
(
a0ν̂∗1 − a1ν̂∗0
)
b0
=a0ν̂∗1
(
ν̂∗0 + a0
)
(−Kb1 + T +D)
+ a1ν̂∗0
(
ν̂∗1 + a1
)
(−Kb0 + T +D)
+
(
a1ν̂∗0 − a0ν̂∗1
)
(b1 − b0)
=a0ν̂∗1
(
ν̂∗0 + a0
)
(G(b1) +D)− a0ν̂∗1 (b1 − b0)
+ a1ν̂∗0
(
ν̂∗1 + a1
)
(G(b0) +D) + a1ν̂∗0 (b1 − b0)
=a0ν̂∗1
[(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
]
+ a1ν̂∗0
[(
ν̂∗1 + a1
)
(G(b0) +D) + (b1 − b0)
]
.
(171)
Dados los valores de a0, a1, b0, b1, ν̂∗0 , ν̂
∗
1 , G(p), D y el supuesto A3, es fa´cil ver que (171) es no
negativa. Adema´s,
R1 =a0ν̂∗1
[(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
]
+ a1ν̂∗0
[(
ν̂∗1 + a1
)
(G(b0) +D) + (b1 − b0)
]
≥a1ν̂∗0
[(
ν̂∗1 + a1
)
(G(b0) +D) + (b1 − b0)
]
≥ a1ν̂∗0
(
ν̂∗1 + a1
)
(G(b0) +D)
≥a21ν̂∗0 (G(b0) +D) ≥ a21ν̂∗0G(b0) > 0.
(172)
Y dado que R1 > 0, por (172), entonces,
l´ım
β→0
p∗(β)− pcp > 0, (173)
lo que demuestra la desigualdad (23).
Ahora, vamos a demostrar la desigualdad (24):
p∗(β) < pc(β) para todo β ∈ (0, 1],
y para esto utilizaremos la notacio´n usual:
ν∗i = ν
∗
i (β), i = 0, 1.
De las ecuaciones (71) y (72) es fa´cil ver que la siguiente desigualdad se cumplen para todo β ∈ (0, 1]:
ν∗i <
1
K
, i = 0, 1. (174)
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Ahora, vamos a calcular la diferencia
(pc − p∗) (β) =
=
(
1
K
+ a0
)
b1 +
(
1
K
+ a1
)
b0 +
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
(T +D)(
1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
− (ν
∗
0 + a0) b1 + (ν
∗
1 + a1) b0 + [(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
=
{( 1K +a0)b1+( 1K +a1)b0+[(1−β) 1K +a0]( 1K +a1)(T+D)}{(ν∗0+a0)+(ν∗1+a1)+[(1−β)ν∗0+a0](ν∗1+a1)K}
{( 1K +a0)+( 1K +a1)+[(1−β) 1K +a0]( 1K +a1)K}{(ν∗0+a0)+(ν∗1+a1)+[(1−β)ν∗0+a0](ν∗1+a1)K}
− {(
1
K
+a0)+( 1K +a1)+[(1−β)
1
K
+a0]( 1K +a1)K}{(ν∗0+a0)b1+(ν∗1+a1)b0+[(1−β)ν∗0+a0](ν∗1+a1)(T+D)}
{( 1K +a0)+( 1K +a1)+[(1−β) 1K +a0]( 1K +a1)K}{(ν∗0+a0)+(ν∗1+a1)+[(1−β)ν∗0+a0](ν∗1+a1)K}
=
S1
S2
,
(175)
donde
S1 =
{(
1
K
+ a0
)
b1 +
(
1
K
+ a1
)
b0 +
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
(T +D)
} {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
−{( 1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
} {(ν∗0 + a0) b1 + (ν∗1 + a1) b0 + [(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)} (176)
y
S2 =
{(
1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
} {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}. (177)
Dados los valores de a0, a1, β, ν
∗
0 , ν
∗
1 y K, es fa´cil ver que S2 > 0, entonces, para saber el valor de
(175), es suficiente con analizar el valor de (176).
S1 =
{(
1
K
+ a0
)
b1 +
(
1
K
+ a1
)
b0 +
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
(T +D)
} {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
−{( 1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
} {(ν∗0 + a0) b1 + (ν∗1 + a1) b0 + [(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)}
= {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
(
1
K
+ a0
)
b1
+ {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
(
1
K
+ a1
)
b0
+ {(ν∗0 + a0) + (ν∗1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K}
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
(T +D)
− {( 1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
}
(ν∗0 + a0) b1
− {( 1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
}
(ν∗1 + a1) b0
− {( 1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
}
[(1− β)ν∗0 + a0] (ν∗1 + a1) (T +D)
=(ν∗0 + a0)
(
1
K
+ a0
)
b1 + (ν
∗
1 + a1)
(
1
K
+ a0
)
b1
+ [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a0
)
Kb1
+ (ν∗0 + a0)
(
1
K
+ a1
)
b0 + (ν
∗
1 + a1)
(
1
K
+ a1
)
b0
+ [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a1
)
Kb0
+
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)
(T +D)
+
[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)
(T +D)
+ [(1− β)ν∗0 + a0]
[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)
K (T +D)
− (ν∗0 + a0)
(
1
K
+ a0
)
b1 − (ν∗0 + a0)
(
1
K
+ a1
)
b1
− [(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)
Kb1
− (ν∗1 + a1)
(
1
K
+ a0
)
b0 − (ν∗1 + a1)
(
1
K
+ a1
)
b0
− [(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)
Kb0
− [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a0
)
(T +D)
− [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a1
)
(T +D)
− [(1− β)ν∗0 + a0]
[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)
K (T +D)
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=− [(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)
Kb1
+
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)
(T +D)
+ [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a0
)
Kb1
− [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a0
)
(T +D)
− [(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)
Kb0
+
[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)
(T +D)
+ [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a1
)
Kb0
− [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a1
)
(T +D)
+ (ν∗1 + a1)
(
1
K
+ a0
)
b1 − (ν∗1 + a1)
(
1
K
+ a0
)
b0
− (ν∗0 + a0)
(
1
K
+ a1
)
b1 + (ν
∗
0 + a0)
(
1
K
+ a1
)
b0
=
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)
(−Kb1 + T +D)
− [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a0
)
(−Kb1 + T +D)
+
[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)
(−Kb0 + T +D)
− [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a1
)
(−Kb0 + T +D)
+ (ν∗1 + a1)
(
1
K
+ a0
)
(b1 − b0)− (ν∗0 + a0)
(
1
K
+ a1
)
(b1 − b0)
=
{[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)− [(1− β)ν∗0 + a0] (ν∗1 + a1) ( 1K + a0)} (−Kb1 + T +D)
+
{[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)− [(1− β)ν∗0 + a0] (ν∗1 + a1) ( 1K + a1)} (−Kb0 + T +D)
+
[
(ν∗1 + a1)
(
1
K
+ a0
)− (ν∗0 + a0) ( 1K + a1)] (b1 − b0)
=
{[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)− [(1− β)ν∗0 + a0] (ν∗1 + a1) ( 1K + a0)} (G(b1) +D)
+
{[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)− [(1− β)ν∗0 + a0] (ν∗1 + a1) ( 1K + a1)} (G(b0) +D)
+
[
(ν∗1 + a1)
(
1
K
+ a0
)− (ν∗0 + a0) ( 1K + a1)] (b1 − b0)
=X1(G(b1) +D) +X2(G(b0) +D) +X3(b1 − b0),
(178)
donde
X1 =
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)− [(1− β)ν∗0 + a0] (ν∗1 + a1) ( 1K + a0) , (179)
X2 =
[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)− [(1− β)ν∗0 + a0] (ν∗1 + a1) ( 1K + a1) (180)
y
X3 = (ν
∗
1 + a1)
(
1
K
+ a0
)− (ν∗0 + a0) ( 1K + a1) . (181)
Dados los valores de a0, a1, β, ν
∗
0 , ν
∗
1 ,K y (174), es fa´cil ver que
X2 =
[
(1− β) 1
K
+ a0
]
(ν∗1 + a1)
(
1
K
+ a1
)− [(1− β)ν∗0 + a0] (ν∗1 + a1) ( 1K + a1)
=(1− β) ( 1
K
− ν∗0
)
(ν∗1 + a1)
(
1
K
+ a1
) ≥ 0 (182)
para todo β ∈ (0, 1].
Ahora, vamos a demostrar que X1 > 0 para todo β ∈ (0, 1]. Sustituyendo (71) en X1, obtenemos
que
X1 =
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)
− [(1− β)ν∗0 + a0]
(
(1− β)ν∗0 + a0
1 + [(1− β)ν∗0 + a0]K
+ a1
)(
1
K
+ a0
)
=
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
) {1 + [(1− β)ν∗0 + a0]K}
1 + [(1− β)ν∗0 + a0]K
− [(1− β)ν
∗
0 + a0] [(1− β)ν∗0 + a0 + a1 {1 + [(1− β)ν∗0 + a0]K}]
(
1
K
+ a0
)
1 + [(1− β)ν∗0 + a0]K
=
T1
T2
,
(183)
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donde
T1 =
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
) {1 + [(1− β)ν∗0 + a0]K}
− [(1− β)ν∗0 + a0] [(1− β)ν∗0 + a0 + a1 {1 + [(1− β)ν∗0 + a0]K}]
(
1
K
+ a0
) (184)
y
T2 = 1 + [(1− β)ν∗0 + a0]K. (185)
Dados los valores de a0, β, ν
∗
0 y K, es fa´cil ver que T2 > 0, entonces, para saber el valor de (183)
es suficiente con analizar el valor de T1.
T1 =
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
) {1 + [(1− β)ν∗0 + a0]K}
− [(1− β)ν∗0 + a0] [(1− β)ν∗0 + a0 + a1 {1 + [(1− β)ν∗0 + a0]K}]
(
1
K
+ a0
)
=
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
) {1 + [(1− β)ν∗0 + a0]K}
− [(1− β)ν∗0 + a0] [a1 + [(1− β)ν∗0 + a0] (1 + a1K)]
(
1
K
+ a0
)
=
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
(ν∗0 + a0)
+
[
(1− β) 1
K
+ a0
]
[(1− β)ν∗0 + a0]
(
1
K
+ a1
)
(ν∗0 + a0)K
− a1 [(1− β)ν∗0 + a0]
(
1
K
+ a0
)
− [(1− β)ν∗0 + a0]2 (1 + a1K)
(
1
K
+ a0
)
=
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
(ν∗0 + a0)
+
[
(1− β)2 1
K
ν∗0 + (1− β)a0
(
1
K
+ ν∗0
)
+ a20
] (
1
K
+ a1
)
(ν∗0 + a0)K
− a1 [(1− β)ν∗0 + a0]
(
1
K
+ a0
)
−
[
(1− β)2ν∗0 2 + 2(1− β)a0ν∗0 + a20
]
(1 + a1K)
(
1
K
+ a0
)
=(1− β) ( 1
K
+ a1
)
(ν∗0 + a0)
1
K
+
(
1
K
+ a1
)
(ν∗0 + a0) a0
+ (1− β)2 ( 1
K
+ a1
)
(ν∗0 + a0) ν
∗
0 + (1− β)
(
1
K
+ a1
)
(ν∗0 + a0)
(
1
K
+ ν∗0
)
a0K
+
(
1
K
+ a1
)
(ν∗0 + a0) a
2
0K
− (1− β) ( 1
K
+ a0
)
a1ν
∗
0 −
(
1
K
+ a0
)
a0a1
− (1− β)2 ( 1
K
+ a0
)
(1 + a1K) ν
∗
0
2 − 2(1− β) ( 1
K
+ a0
)
(1 + a1K) a0ν
∗
0
− ( 1
K
+ a0
)
(1 + a1K) a
2
0
=(1− β)2ν∗0
[(
1
K
+ a1
)
(ν∗0 + a0)−
(
1
K
+ a0
)
(1 + a1K) ν
∗
0
]
+ (1− β) [( 1
K
+ a1
)
(ν∗0 + a0)
1
K
+
(
1
K
+ a1
)
(ν∗0 + a0)
(
1
K
+ ν∗0
)
a0K
− ( 1
K
+ a0
)
a1ν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
]
+ a0
[(
1
K
+ a1
)
(ν∗0 + a0) a0K +
(
1
K
+ a1
)
(ν∗0 + a0)
− ( 1
K
+ a0
)
a1 −
(
1
K
+ a0
)
(1 + a1K) a0
]
=(1− β)2ν∗0
[(
1
K
+ a1
)
ν∗0 +
(
1
K
+ a1
)
a0 −
(
1
K
+ a1
)
ν∗0 −
(
1
K
+ a1
)
a0Kν
∗
0
]
+ (1− β) [( 1
K
+ a1
)
(ν∗0 + a0)
1
K
+
(
1
K
+ a1
)
(ν∗0 + a0)
(
1
K
+ ν∗0
)
a0K
− ( 1
K
+ a0
)
a1ν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
]
+ a0
[(
1
K
+ a1
)
(ν∗0 + a0) (1 + a0K)−
(
1
K
+ a0
)
a1 −
(
1
K
+ a0
)
(1 + a1K) a0
]
=(1− β)2 ( 1
K
+ a1
) (
1
K
− ν∗0
)
a0Kν
∗
0
+ (1− β) [( 1
K
+ a1
)
(ν∗0 + a0)
1
K
+
(
1
K
+ a1
)
(ν∗0 + a0)
(
1
K
+ ν∗0
)
a0K
− ( 1
K
+ a0
)
a1ν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
]
+ a0
[(
1
K
+ a1
) (
1
K
+ a0
)
(ν∗0 + a0)K −
(
1
K
+ a0
)
a1 −
(
1
K
+ a0
) (
1
K
+ a1
)
a0K
]
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=(1− β)2 ( 1
K
+ a1
) (
1
K
− ν∗0
)
a0Kν
∗
0
+ (1− β) [( 1
K
+ a1
)
(ν∗0 + a0)
1
K
+
(
1
K
+ a1
)
(ν∗0 + a0)
(
1
K
+ ν∗0
)
a0K
− ( 1
K
+ a0
)
a1ν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
]
+
(
1
K
+ a0
)
a0
[(
1
K
+ a1
)
Kν∗0 − a1
]
=(1− β)2Y1 + (1− β)Y2 +
(
1
K
+ a0
)
a0Y3,
(186)
donde
Y1 =
(
1
K
+ a1
) (
1
K
− ν∗0
)
a0Kν
∗
0 , (187)
Y2 =
(
1
K
+ a1
)
(ν∗0 + a0)
1
K
+
(
1
K
+ a1
)
(ν∗0 + a0)
(
1
K
+ ν∗0
)
a0K
− ( 1
K
+ a0
)
a1ν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
(188)
y
Y3 =
(
1
K
+ a1
)
Kν∗0 − a1. (189)
Dados los valores de a0, a1, ν
∗
0 ,K y (174), es fa´cil ver que Y1 > 0, y observemos que Y3 = Y3(β) es
estrictamente decreciente respecto a β, dado que ν∗0 = ν
∗
0 (β) es estrictamente decreciente respecto
a β y
(
1
K
+ a1
)
K > 0. Entonces,
Y3 =Y3(β) ≥ Y3(1) =
(
1
K
+ a1
)
Kν∗0 (1)− a1
=
(
1
K
+ a1
)
K
a0 + a1 + a0a1K
1 + 2a0K + a1K + a0a1K2
− a1
=
a0 + a1 + a0a1K
1 + 2a0K + a1K + a0a1K2
(1 + a1K)− a1
=
(a0 + a1 + a0a1K) (1 + a1K)−
(
1 + 2a0K + a1K + a0a1K
2
)
a1
1 + 2a0K + a1K + a0a1K2
=
[(1 + a1K) a0 + a1] (1 + a1K)− [(1 + a1K) + (2 + a1K) a0K] a1
1 + 2a0K + a1K + a0a1K2
=
(1 + a1K)
2
a0 + (1 + a1K) a1 − (1 + a1K) a1 − (2 + a1K) a0a1K
1 + 2a0K + a1K + a0a1K2
=
[
(1 + a1K)
2 − (2 + a1K) a1K
]
a0
1 + 2a0K + a1K + a0a1K2
=
a0
1 + 2a0K + a1K + a0a1K2
> 0.
(190)
Entonces, Y3 > 0 para todo β ∈ (0, 1].
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Ahora, vamos a probar que Y2 > 0 para todo β ∈ (0, 1].
Y2 =
(
1
K
+ a1
)
(ν∗0 + a0)
1
K
+
(
1
K
+ a1
)
(ν∗0 + a0)
(
1
K
+ ν∗0
)
a0K
− ( 1
K
+ a0
)
a1ν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
=
(
1
K
+ a1
)
ν∗0
1
K
+
(
1
K
+ a1
)
a0
1
K
+
(
1
K
+ a1
)
a0K
[
ν∗0
2 +
(
1
K
+ a0
)
ν∗0 + a0
1
K
]
− ( 1
K
+ a0
)
a1ν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
=
(
1
K
+ a1
)
ν∗0
1
K
+
(
1
K
+ a1
)
a0
1
K
+
(
1
K
+ a1
)
a0Kν
∗
0
2 +
(
1
K
+ a0
) (
1
K
+ a1
)
a0Kν
∗
0 +
(
1
K
+ a1
)
a20
− ( 1
K
+ a0
)
a1ν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
=
(
1
K
+ a1
)
a0Kν
∗
0
2 +
(
1
K
+ a1
)
ν∗0
1
K
− ( 1
K
+ a0
)
a1ν
∗
0
+
(
1
K
+ a1
)
a0
1
K
+
(
1
K
+ a1
)
a20
+
(
1
K
+ a0
) (
1
K
+ a1
)
a0Kν
∗
0 − 2
(
1
K
+ a0
)
(1 + a1K) a0ν
∗
0
=
(
1
K
+ a1
)
a0Kν
∗
0
2 +
[(
1
K
+ a1
)
1
K
− ( 1
K
+ a0
)
a1
]
ν∗0
+
(
1
K
+ a0
) (
1
K
+ a1
)
a0 −
(
1
K
+ a0
) (
1
K
+ a1
)
a0Kν
∗
0
=
(
1
K
+ a1
)
a0Kν
∗
0
2 +
(
1
K2
− a0a1
)
ν∗0 +
(
1
K
+ a0
) (
1
K
+ a1
)
a0K
(
1
K
− ν∗0
)
=
[(
1
K
+ a1
)
a0Kν
∗
0 +
(
1
K2
− a0a1
)]
ν∗0 +
(
1
K
+ a0
) (
1
K
+ a1
) (
1
K
− ν∗0
)
a0K
=Z1ν
∗
0 + Z2,
(191)
donde
Z1 =
(
1
K
+ a1
)
a0Kν
∗
0 +
(
1
K2
− a0a1
)
(192)
y
Z2 =
(
1
K
+ a0
) (
1
K
+ a1
) (
1
K
− ν∗0
)
a0K. (193)
Dados los valores de a0, a1, ν
∗
0 ,K y (174), es fa´cil ver que Z2 > 0 para todo β ∈ (0, 1], y que
Z1 = Z1(β) es estrictamente decreciente respecto a β, dado que ν
∗
0 (β) es estrictamente decreciente
respecto a β y (a1 +
1
K
)a0K > 0. Entonces,
Z1 =Z1(β) ≥ Z1(1) =
(
1
K
+ a1
)
a0Kν
∗
0 (1) +
(
1
K2
− a0a1
)
=
(
1
K
+ a1
)
a0K
a0 + a1 + a0a1K
1 + 2a0K + a1K + a0a1K2
+
(
1
K2
− a0a1
)
=
(a0 + a1 + a0a1K)
(
1
K
+ a1
)
a0K +
(
1 + 2a0K + a1K + a0a1K
2
) (
1
K2
− a0a1
)
1 + 2a0K + a1K + a0a1K2
=
(a0 + a1 + a0a1K) (1 + a1K) a0 +
(
1 + 2a0K + a1K + a0a1K
2
) (
1
K2
− a0a1
)
1 + 2a0K + a1K + a0a1K2
=
(
a0 + a1 + 2a0a1K + a
2
1K + a0a
2
1K
2
)
a0
1 + 2a0K + a1K + a0a1K2
+
(
1 + 2a0K + a1K + a0a1K
2
) (
1
K2
− a0a1
)
1 + 2a0K + a1K + a0a1K2
=
a20 +
(
1 + 2a0K + a1K + a0a1K
2
)
a0a1
1 + 2a0K + a1K + a0a1K2
+
(
1 + 2a0K + a1K + a0a1K
2
)
1
K2
− (1 + 2a0K + a1K + a0a1K2) a0a1
1 + 2a0K + a1K + a0a1K2
=
a20 +
(
1 + 2a0K + a1K + a0a1K
2
)
1
K2
1 + 2a0K + a1K + a0a1K2
=
a20
1 + 2a0K + a1K + a0a1K2
+
1
K2
> 0.
(194)
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Entonces, Z1 > 0 para todo β ∈ (0, 1], lo que prueba que Y2 = ν∗0Z1 + Z2 > 0 para todo β ∈ (0, 1].
Luego, dado que Y1, Y2, Y3 > 0, entonces,
T1 = (1− β)2Y1 + (1− β)Y2 +
(
1
K
+ a0
)
a0Y3 > 0, (195)
lo que demuestra que
X1 =
T1
T2
> 0. (196)
Ahora, dado que X1 > 0 y X2 ≥ 0, entonces, si X3 ≥ 0 para β0 ∈ (0, 1], tenemos que
S1 = X1(G(b1) +D) +X2(G(b0) +D) +X3(b1 − b0) > 0 para β0 ∈ (0, 1]. (197)
Por otra parte, si X3 < 0 para β0 ∈ (0, 1], entonces,
S1 =X1(G(b1) +D) +X2(G(b0) +D) +X3(b1 − b0)
=
[
(1− β) 1
K
+ a0
]
(ν∗0 + a0)
(
1
K
+ a1
)
(G(b1) +D)
− [(1− β)ν∗0 + a0] (ν∗1 + a1)
(
1
K
+ a0
)
(G(b1) +D)
+X2(G(b0) +D) +X3(b1 − b0)
=(1− β) 1
K
(ν∗0 + a0)
(
1
K
+ a1
)
(G(b1) +D) + a0 (ν
∗
0 + a0)
(
1
K
+ a1
)
(G(b1) +D)
− (1− β)ν∗0 (ν∗1 + a1)
(
1
K
+ a0
)
(G(b1) +D)− a0 (ν∗1 + a1)
(
1
K
+ a0
)
(G(b1) +D)
+X2(G(b0) +D) +X3(b1 − b0)
=(1− β) [ 1
K
(ν∗0 + a0)
(
1
K
+ a1
)− ν∗0 (ν∗1 + a1) ( 1K + a0)] (G(b1) +D)
− a0
[
(ν∗1 + a1)
(
1
K
+ a0
)− (ν∗0 + a0) ( 1K + a1)] (G(b1) +D)
+X2(G(b0) +D) +X3(b1 − b0)
=(1− β)X4(G(b1) +D)− a0X3(G(b1) +D) +X2(G(b0) +D) +X3(b1 − b0)
=(1− β)X4(G(b1) +D)−X3 [a0(G(b1) +D)− (b1 − b0)] +X2(G(b0) +D),
(198)
donde
X4 =
1
K
(ν∗0 + a0)
(
1
K
+ a1
)− ν∗0 (ν∗1 + a1) ( 1K + a0) . (199)
Luego, aplicando la desigualdad (174) a (199), obtenemos que
X4 =
1
K
(ν∗0 + a0)
(
1
K
+ a1
)− ν∗0 (ν∗1 + a1) ( 1K + a0)
> 1
K
(ν∗0 + a0) (ν
∗
1 + a1)− ν∗0 (ν∗1 + a1)
(
1
K
+ a0
)
=(ν∗1 + a1)
[
1
K
(ν∗0 + a0)− ν∗0
(
1
K
+ a0
)]
=(ν∗1 + a1)
(
a0
1
K
− a0ν∗0
)
=a0 (ν
∗
1 + a1)
(
1
K
− ν∗0
)
> 0.
(200)
Entonces, X4 > 0 para β0 ∈ (0, 1], y dado que X2 ≥ 0, X3 < 0 y el supuesto A3, entonces,
S1 =(1− β)X4(G(b1) +D)−X3 [a0(G(b1) +D)− (b1 − b0)] +X2(G(b0) +D)
≥−X3 [a0(G(b1) +D)− (b1 − b0)] > 0 para β0 ∈ (0, 1].
(201)
Entonces, siempre se cumple que S1 > 0 para todo β ∈ (0, 1], entonces,
(pc − p∗) (β) = S1
S2
> 0, (202)
lo que finalmente demuestra (24)
Demostracio´n del Teorema 8:
Primero, vamos a demostrar que π∗1 y π
c
1 son estrictamente decrecientes respecto a β.
49
La funcio´n π∗1 es diferenciable respecto a β y
π∗1
′ =
(
p∗q∗1 −
1
2
a1q
∗
1
2 − b1q∗1
)′
= p∗′q∗1 + p
∗q∗1
′ − a1q∗1q∗1 ′ − b1q∗1 ′
=p∗′q∗1 + (p
∗ − a1q∗1 − b1) q∗1 ′
=p∗′q∗1 +
(
p∗ − b1 − a1 p
∗ − b1
ν∗1 + a1
)
q∗1
′
=p∗′q∗1 +
(
1− a1
ν∗1 + a1
)
(p∗ − b1) q∗1 ′
=p∗′q∗1 +
ν∗1
ν∗1 + a1
(p∗ − b1) q∗1 ′.
(203)
Luego, dados los valores de a1, b1, ν
∗
1 , p
∗, q∗1 , p
∗′ y q∗1
′, es fa´cil ver que
π∗1
′ = p∗′q∗1 +
ν∗1
ν∗1 + a1
(p∗ − b1) q∗1 ′ < 0. (204)
Ana´logamente
πc1
′ = pc′qc1 +
1
K
1
K
+ a1
(pc − b1) qc1′ < 0. (205)
Entonces, π∗1 y π
c
1 son estrictamente decrecientes respecto a β ∈ (0, 1].
Consideremos ahora la diferencia de las funciones π∗1 y π
c
1 como sigue:
πc1 − π∗1 =
(
pcqc1 −
1
2
a1q
c
1
2 − b1qc1
)
−
(
p∗q∗1 −
1
2
a1q
∗
1
2 − b1q∗1
)
=
(
pc − b1 − 1
2
a1q
c
1
)
qc1 −
(
p∗ − b1 − 1
2
a1q
∗
1
)
q∗1
=
[(
1
K
+ a1
)
pc − b1
1
K
+ a1
− 1
2
a1q
c
1
]
qc1 −
[
(ν∗1 + a1)
p∗ − b1
ν∗1 + a1
− 1
2
a1q
∗
1
]
q∗1
=
[(
1
K
+ a1
)
qc1 −
1
2
a1q
c
1
]
qc1 −
[
(ν∗1 + a1) q
∗
1 −
1
2
a1q
∗
1
]
q∗1
=
(
1
K
+
1
2
a1
)
qc1
2 −
(
ν∗1 +
1
2
a1
)
q∗1
2.
(206)
Ahora, de (126) tenemos que
q∗1 =
−(b1 − b0) + [(1− β)ν∗0 + a0] (G(b1) +D)
(ν∗0 + a0) + (ν
∗
1 + a1) {1 + [(1− β)ν∗0 + a0]K}
=
[(1− β)ν∗0 + a0] (G(b1) +D)− (b1 − b0)
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
,
(207)
y, ana´logamente a (126) y (207),
qc1 =
[
(1− β) 1
K
+ a0
]
(G(b1) +D)− (b1 − b0)(
1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
. (208)
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Luego, sustituyendo en la ecuacio´n (207) la expresio´n de ν∗1 dada por (71) obtenemos que
q∗1 =
[(1− β)ν∗0 + a0] (G(b1) +D)− (b1 − b0)
(ν∗0 + a0) + (ν
∗
1 + a1) + [(1− β)ν∗0 + a0] (ν∗1 + a1)K
=
[(1− β)ν∗0 + a0] (G(b1) +D)− (b1 − b0)
(ν∗0 + a0) +
(
(1−β)ν∗
0
+a0
1+[(1−β)ν∗0+a0]K
+ a1
)
+ [(1− β)ν∗0 + a0]
(
(1−β)ν∗
0
+a0
1+[(1−β)ν∗0+a0]K
+ a1
)
K
= (1+[(1−β)ν
∗
0
+a0]K){[(1−β)ν
∗
0
+a0](G(b1)+D)−(b1−b0)}
(ν∗0+a0)(1+[(1−β)ν∗0+a0]K)+[(1−β)ν∗0+a0+a1(1+[(1−β)ν∗0+a0]K)]+[(1−β)ν∗0+a0][(1−β)ν∗0+a0+a1(1+[(1−β)ν∗0+a0]K)]K
= (1+[(1−β)ν
∗
0
+a0]K){[(1−β)ν
∗
0
+a0](G(b1)+D)−(b1−b0)}
(ν∗0+a0)+(ν∗0+a0)[(1−β)ν∗0+a0]K+[a1+(1+a1K)([(1−β)ν∗0+a0])]+[(1−β)ν∗0+a0][a1+(1+a1K)([(1−β)ν∗0+a0])]K
= (1+[(1−β)ν
∗
0
+a0]K){[(1−β)ν
∗
0
+a0](G(b1)+D)−(b1−b0)}
(ν∗0+a0)+(ν∗0+a0)[(1−β)ν∗0+a0]K+a1+(1+a1K)[(1−β)ν∗0+a0]+[(1−β)ν∗0+a0](a1+(1+a1K)[(1−β)ν∗0+a0])K
=
(1+[(1−β)ν∗
0
+a0]K){[(1−β)ν
∗
0
+a0](G(b1)+D)−(b1−b0)}
(ν∗0+a0)+a1+(1+a1K)[(1−β)ν∗0+a0]+{(ν∗0+a0)+a1+(1+a1K)[(1−β)ν∗0+a0]}[(1−β)ν∗0+a0]K
=
(1 + [(1− β)ν∗0 + a0]K) {[(1− β)ν∗0 + a0] (G(b1) +D)− (b1 − b0)}
(1 + [(1− β)ν∗0 + a0]K) {(ν∗0 + a0) + a1 + (1 + a1K) [(1− β)ν∗0 + a0]}
=
[(1− β)ν∗0 + a0] (G(b1) +D)− (b1 − b0)
(ν∗0 + a0 + a1) + (1 + a1K) [(1− β)ν∗0 + a0]
.
(209)
De la ecuacio´n (71)
ν∗1 =
(1− β)ν∗0 + a0
1 + [(1− β)ν∗0 + a0]K
,
entonces,
ν∗1 +
1
2
a1 =
(1− β)ν∗0 + a0
1 + [(1− β)ν∗0 + a0]K
+
1
2
a1
=
(1− β)ν∗0 + a0 + 12a1 (1 + [(1− β)ν∗0 + a0]K)
1 + [(1− β)ν∗0 + a0]K
=
1
2a1 +
(
1 + 12a1K
)
[(1− β)ν∗0 + a0]
1 + [(1− β)ν∗0 + a0]K
.
(210)
Por otra parte, de la ecuacio´n de qc1 descrita por (208) tenemos que
qc1 =
[
(1− β) 1
K
+ a0
]
(G(b1) +D)− (b1 − b0)(
1
K
+ a0
)
+
(
1
K
+ a1
)
+
[
(1− β) 1
K
+ a0
] (
1
K
+ a1
)
K
=
[
(1− β) 1
K
+ a0
]
(G(b1) +D)− (b1 − b0)
1
K
(1 + a0K) +
1
K
(1 + a1K) +
1
K
[(1− β) + a0K] (1 + a1K)
=
{[
(1− β) 1
K
+ a0
]
(G(b1) +D)− (b1 − b0)
}
K
(1 + a0K) + (1 + a1K) [(2− β) + a0K] .
(211)
Sustituyendo las expresiones (209), (210) y (211) en la ecuacio´n (206) obtenemos que
πc1 − π∗1 =
(
1
K
+ 12a1
)
qc1
2 − (ν∗1 + 12a1) q∗12
=
(
1
K
+ 12a1
)({[(1−β) 1K +a0](G(b1)+D)−(b1−b0)}K
(1+a0K)+(1+a1K)[(2−β)+a0K]
)2
−
(
1
2
a1+(1+ 12a1K)[(1−β)ν
∗
0
+a0]
1+[(1−β)ν∗0+a0]K
)(
[(1−β)ν∗
0
+a0](G(b1)+D)−(b1−b0)
(ν∗0+a0+a1)+(1+a1K)[(1−β)ν∗0+a0]
)2
= 12K (2 + a1K)
(
[(1−β) 1K +a0](G(b1)+D)−(b1−b0)
(1+a0K)+(1+a1K)[(2−β)+a0K]
)2
− 12
(
a1+(2+a1K)[(1−β)ν
∗
0
+a0]
1+[(1−β)ν∗0+a0]K
)(
[(1−β)ν∗
0
+a0](G(b1)+D)−(b1−b0)
(ν∗0+a0+a1)+(1+a1K)[(1−β)ν∗0+a0]
)2
.
(212)
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Finalmente, para demostrar las desigualdades (34) y (35) se debe cumplir que
πc1(1)− π∗1(1) = (πc1 − π∗1)(1) < 0 (213)
y
l´ım
β→0
πc1(β)− l´ım
β→0
π∗1(β) = l´ım
β→0
(πc1 − π∗1)(β) > 0. (214)
Evaluando la expresio´n de ν∗0 , dada por (70), en β = 1, y utilizando la notacio´n ν
∗
0 = ν
∗
0 (1),
obtenemos que
ν∗0 = ν
∗
0 (1) =
2 (a0 + a1 + a0a1K)
(1 + 2a0K + a1K + a0a1K2) +
√
(1 + 2a0K + a1K + a0a1K2)
2
=
a0 + a1 + a0a1K
1 + 2a0K + a1K + a0a1K2
.
(215)
Ahora, evaluamos (212) en β = 1 para obtener que
(πc1 − π∗1)(1) =
1
2
K (2 + a1K)
(
[a0] (G(b1) +D)− (b1 − b0)
(1 + a0K) + (1 + a1K) [1 + a0K]
)2
− 1
2
(
a1 + (2 + a1K) [a0]
1 + [a0]K
)(
[a0] (G(b1) +D)− (b1 − b0)(
ν∗0 + a0 + a1
)
+ (1 + a1K) [a0]
)2
=
1
2
K (2 + a1K)
(
a0 (G(b1) +D)− (b1 − b0)
(1 + a0K) (2 + a1K)
)2
− 1
2
(
a1 + a0 (2 + a1K)
1 + a0K
)(
a0 (G(b1) +D)− (b1 − b0)(
ν∗0 + a0 + a1
)
+ a0 (1 + a1K)
)2
=
1
2
[a0 (G(b1) +D)− (b1 − b0)]2
1 + a0K
K
(1 + a0K) (2 + a1K)
− 1
2
[a0 (G(b1) +D)− (b1 − b0)]2
1 + a0K
a1 + a0 (2 + a1K)[(
ν∗0 + a0 + a1
)
+ a0 (1 + a1K)
]2
=
1
2
[a0 (G(b1) +D)− (b1 − b0)]2
1 + a0K
K
2 + 2a0K + a1K + a0a1K2
− 1
2
[a0 (G(b1) +D)− (b1 − b0)]2
1 + a0K
2a0 + a1 + a0a1K(
ν∗0 + 2a0 + a1 + a0a1K
)2
=U1
V1
W1
(216)
donde
U1 =
1
2
[a0 (G(b1) +D)− (b1 − b0)]2
1 + a0K
, (217)
V1 = K
(
ν∗0 + 2a0 + a1 + a0a1K
)2 − (2a0 + a1 + a0a1K) (2 + 2a0K + a1K + a0a1K2) (218)
y
W1 =
(
2 + 2a0K + a1K + a0a1K
2
) (
ν∗0 + 2a0 + a1 + a0a1K
)2
. (219)
Dados los valores de a0, a1, ν∗0 y K, es fa´cil ver que U1 > 0 y W1 > 0, entonces, para demostrar
(213) es suficiente demostrar que V1 < 0. En efecto, sustituyendo la expresio´n de ν∗0 dada por (215)
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en (218), obtenemos que
V1 =K
(
ν∗0 + 2a0 + a1 + a0a1K
)2 − (2a0 + a1 + a0a1K) (2 + 2a0K + a1K + a0a1K2)
=K
(
a0 + a1 + a0a1K
1 + 2a0K + a1K + a0a1K2
+ 2a0 + a1 + a0a1K
)2
− (2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
)
=
K
[
a0 + a1 + a0a1K + (2a0 + a1 + a0a1K)
(
1 + 2a0K + a1K + a0a1K
2
)]2
(1 + 2a0K + a1K + a0a1K2)
2
− (2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
) (
1 + 2a0K + a1K + a0a1K
2
)2
(1 + 2a0K + a1K + a0a1K2)
2
=
P
Q
,
(220)
donde
P =K
[
a0 + a1 + a0a1K + (2a0 + a1 + a0a1K)
(
1 + 2a0K + a1K + a0a1K
2
)]2
− (2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
) (
1 + 2a0K + a1K + a0a1K
2
)2 (221)
y
Q =
(
1 + 2a0K + a1K + a0a1K
2
)2
. (222)
Dados los valores de a0, a1 y K, es fa´cil ver que Q > 0, y adema´s
P =K
[
a0 + a1 + a0a1K + (2a0 + a1 + a0a1K)
(
1 + 2a0K + a1K + a0a1K
2
)]2
− (2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
) (
1 + 2a0K + a1K + a0a1K
2
)2
<K
[
(2a0 + a1 + a0a1K) + (2a0 + a1 + a0a1K)
(
1 + 2a0K + a1K + a0a1K
2
)]2
− (2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
) (
1 + 2a0K + a1K + a0a1K
2
)2
=K
[
(2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
)]2
− (2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
) (
1 + 2a0K + a1K + a0a1K
2
)2
=
[
K (2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
)
− (1 + 2a0K + a1K + a0a1K2)2] (2a0 + a1 + a0a1K) (2 + 2a0K + a1K + a0a1K2)
=
[(
2a0K + a1K + a0a1K
2
) (
2 + 2a0K + a1K + a0a1K
2
)
− (1 + 2a0K + a1K + a0a1K2)2] (2a0 + a1 + a0a1K) (2 + 2a0K + a1K + a0a1K2)
=
[(
1 + 2a0K + a1K + a0a1K
2 − 1) (1 + 2a0K + a1K + a0a1K2 + 1)
− (1 + 2a0K + a1K + a0a1K2)2] (2a0 + a1 + a0a1K) (2 + 2a0K + a1K + a0a1K2)
=
[(
1 + 2a0K + a1K + a0a1K
2
)2 − 1
− (1 + 2a0K + a1K + a0a1K2)2] (2a0 + a1 + a0a1K) (2 + 2a0K + a1K + a0a1K2)
=− (2a0 + a1 + a0a1K)
(
2 + 2a0K + a1K + a0a1K
2
)
< 0.
(223)
Entonces, P < 0, lo que demuestra que
V1 =
P
Q
< 0, (224)
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y dado que U1 > 0 y W1 > 0, entonces,
(πc1 − π∗1)(1) =U1
V1
W1
< 0, (225)
lo que demuestra (213).
Ahora, so´lo queda demostrar (214). Utilizando nuevamente la notacio´n ν̂∗0 = l´ım
β→0
ν∗0 (β) dada por
(165), de (212) tenemos que
l´ım
β→0
(πc1 − π∗1)(β) =
=
1
2
K (2 + a1K)
([
1
K
+ a0
]
(G(b1) +D)− (b1 − b0)
(1 + a0K) + (1 + a1K) [2 + a0K]
)2
− 1
2
a1 + (2 + a1K)
[
ν̂∗0 + a0
]
1 +
[
ν̂∗0 + a0
]
K

[
ν̂∗0 + a0
]
(G(b1) +D)− (b1 − b0)(
ν̂∗0 + a0 + a1
)
+ (1 + a1K)
[
ν̂∗0 + a0
]
2
=
1
2
K (2 + a1K)
( (
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
(1 + a0K) + (1 + a1K) + (1 + a0K) (1 + a1K)
)2
− 1
2
a1 + (2 + a1K)
(
ν̂∗0 + a0
)
1 +
(
ν̂∗0 + a0
)
K

(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
a1 + (2 + a1K)
(
ν̂∗0 + a0
)
2
=
1
2
K (2 + a1K)
((
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
(1 + a1K) + (1 + a0K) (2 + a1K)
)2
− 1
2
1
1 +
(
ν̂∗0 + a0
)
K
[(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
]2
a1 + (2 + a1K)
(
ν̂∗0 + a0
)
=
1
2
V2
W2
,
(226)
donde
V2 =K (2 + a1K)
[(
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2 [
1 +
(
ν̂∗0 + a0
)
K
] [
a1 + (2 + a1K)
(
ν̂∗0 + a0
)]
− [(1 + a1K) + (1 + a0K) (2 + a1K)]2
[(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
]2 (227)
y
W2 = [(1 + a1K) + (1 + a0K) (2 + a1K)]
2
[
1 +
(
ν̂∗0 + a0
)
K
] [
a1 + (2 + a1K)
(
ν̂∗0 + a0
)]
.
(228)
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Dados los valores de a0, a1, ν̂∗0 y K, es fa´cil ver que W2 > 0, entonces, para demostrar (214) es
suficiente con demostrar que V2 > 0. En efecto,
V2 =K (2 + a1K)
[
1 +
(
ν̂∗0 + a0
)
K
] [
a1 + (2 + a1K)
(
ν̂∗0 + a0
)] [(
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2
− [(1 + a1K) + (1 + a0K) (2 + a1K)]2
[(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
]2
=
[
(2 + a1K) + (2 + a1K)
(
ν̂∗0 + a0
)
K
] [
a1K + (2 + a1K)
(
ν̂∗0 + a0
)
K
] [(
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2
− [(1 + a1K) + (1 + a0K) (2 + a1K)]2
[(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
]2
=
[
(1 + a1K) + (2 + a1K)
(
ν̂∗0 + a0
)
K + 1
] [
(1 + a1K) + (2 + a1K)
(
ν̂∗0 + a0
)
K − 1
] [(
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2
− [(1 + a1K) + (1 + a0K) (2 + a1K)]2
[(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
]2
=
([
(1 + a1K) + (2 + a1K)
(
ν̂∗0 + a0
)
K
]2
− 1
)[(
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2
− [(1 + a1K) + (1 + a0K) (2 + a1K)]2
[(
ν̂∗0 + a0
)
(G(b1) +D)− (b1 − b0)
]2
=
[
(1 + a1K) +
(
ν̂∗0 + a0
)
(2 + a1K)K
]2 [(
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2
− [(1 + a1K) + ( 1K + a0) (2 + a1K)K]2 [(ν̂∗0 + a0) (G(b1) +D)− (b1 − b0)]2
− [( 1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2
.
(229)
Para fines pra´cticos, vamos a introducir la siguiente notacio´n:
η = 1 + a1K > 0, (230)
ξ = K (1 + η) = K (2 + a1K) > 0, (231)
Z = η + a0ξ = (1 + a1K) + a0K (2 + a1K) > 0, (232)
G1 = G(b1) +D > 0 (233)
y
G3 = a0G1− (b1 − b0) = a0 (G(b1) +D)− (b1 − b0) > 0; (234)
de tal manera que podamos reescribir (229) como sigue:
V2 =
[
(1 + a1K) +
(
ν̂∗0 + a0
)
(2 + a1K)K
]2 [(
1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2
− [(1 + a1K) + ( 1K + a0) (2 + a1K)K]2 [(ν̂∗0 + a0) (G(b1) +D)− (b1 − b0)]2
− [( 1
K
+ a0
)
(G(b1) +D)− (b1 − b0)
]2
=
(
ν̂∗0ξ + Z
)2 (
1
K
G1 +G3
)2 − ( 1
K
ξ + Z)2 (ν̂∗0G1 +G3)2 − ( 1KG1 +G3)2
=
(
1
K
ν̂∗0ξG1 +
1
K
ZG1 + ν̂∗0ξG3 + ZG3
)2
−
(
1
K
ν̂∗0ξG1 + ν̂
∗
0ZG1 + 1K ξG3 + ZG3
)2
−
(
1
K2
G12 + 2 1
K
G1G3 +G32
)
=
[
2
(
1
K
ν̂∗0ξG1 + ZG3
)
+
(
1
K
+ ν̂∗0
)
(ZG1 + ξG3)
] [(
1
K
− ν̂∗0
)
(ZG1− ξG3)
]
−
(
1
K2
G12 + 2 1
K
G1G3
)
−G32
=2
(
1
K
ν̂∗0ξG1 + ZG3
)(
1
K
− ν̂∗0
)
(ZG1− ξG3) +
(
1
K2
− ν̂∗0
2
) (Z2G12 − ξ2G32)
− 1
K
G1
(
1
K
G1 + 2G3
)−G32
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=
(
1
K2
− ν̂∗0
2
) (Z2G12 − ξ2G32)− 1
K
G1
(
1
K
G1 + 2G3
)
+ 2ZG3
(
1
K
− ν̂∗0
)
(ZG1− ξG3)−G32
+ 2 1
K
ν̂∗0ξG1
(
1
K
− ν̂∗0
)
(ZG1− ξG3)
=P1 +Q1 +R1,
(235)
donde
P1 =
(
1
K2
− ν̂∗0
2
) (Z2G12 − ξ2G32)− 1
K
G1
(
1
K
G1 + 2G3
)
, (236)
Q1 = 2ZG3
(
1
K
− ν̂∗0
)
(ZG1− ξG3)−G32 (237)
y
R1 = 2 1K ν̂∗0ξG1
(
1
K
− ν̂∗0
)
(ZG1− ξG3) . (238)
Ahora, vamos a demostrar que
ZG1− ξG3 > 0. (239)
Utilizando (232) y (234) obtenemos que
ZG1− ξG3 = (η + a0ξ)G1− ξ (a0G1− (b1 − b0))
=ηG1 + ξ(b1 − b0) ≥ ηG1 > 0,
(240)
lo que demuestra (239).
Entonces, dados los valores de ν̂∗0 ,K, (231), (233), (174) y (239), es fa´cil ver que R1 > 0.
Luego,
Q1 =2ZG3
(
1
K
− ν̂∗0
)
(ZG1− ξG3)−G32
=
[
2Z
(
1
K
− ν̂∗0
)
(ZG1− ξG3)−G3
]
G3.
(241)
Ahora, hacemos uso de (234) para reescribir (241) como:
Q1 =
[
2Z
(
1
K
− ν̂∗0
)
(ZG1− ξG3)−G3
]
G3
=
{
2Z
(
1
K
− ν̂∗0
)
(ZG1− ξ [a0G1− (b1 − b0)])− [a0G1− (b1 − b0)]
}
G3
=
{
2Z
(
1
K
− ν̂∗0
)
[ZG1− a0ξG1 + ξ(b1 − b0)]− a0G1 + (b1 − b0)
}
G3
=
{
2Z
(
1
K
− ν̂∗0
)
[(Z − a0ξ)G1 + ξ(b1 − b0)]− a0G1 + (b1 − b0)
}
G3
=
{
2Z (Z − a0ξ)
(
1
K
− ν̂∗0
)
G1 + 2ξZ
(
1
K
− ν̂∗0
)
(b1 − b0)− a0G1 + (b1 − b0)
}
G3
=
{[
2Z (Z − a0ξ)
(
1
K
− ν̂∗0
)
− a0
]
G1 +
[
2ξZ
(
1
K
− ν̂∗0
)
+ 1
]
(b1 − b0)
}
G3.
(242)
Adema´s, de (232), tenemos que
η = Z − a0ξ = 1 + a1K. (243)
Y sustituyendo (243) en (242) obtenemos que:
Q1 =
{[
2Z (Z − a0ξ)
(
1
K
− ν̂∗0
)
− a0
]
G1 +
[
2ξZ
(
1
K
− ν̂∗0
)
+ 1
]
(b1 − b0)
}
G3
=
{[
2Z (1 + a1K)
(
1
K
− ν̂∗0
)
− a0
]
G1 +
[
2ξZ
(
1
K
− ν̂∗0
)
+ 1
]
(b1 − b0)
}
G3
=
{[
2a1KZ
(
1
K
− ν̂∗0
)
+ 2Z
(
1
K
− ν̂∗0
)
− a0
]
G1 +
[
2ξZ
(
1
K
− ν̂∗0
)
+ 1
]
(b1 − b0)
}
G3
= [(V3 +W3)G1 + U3(b1 − b0)]G3,
(244)
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donde,
V3 = 2a1KZ
(
1
K
− ν̂∗0
)
, (245)
W3 = 2Z
(
1
K
− ν̂∗0
)
− a0 (246)
y
U3 = 2ξZ
(
1
K
− ν̂∗0
)
+ 1. (247)
Dados los valores de a1,K, ξ y Z, es fa´cil ver que V3 > 0 y U3 > 0. Ahora, vamos a demostrar que
W3 > 0. Para esto, primero sustituimos (232) en (246) para obtener que:
W3 =2Z
(
1
K
− ν̂∗0
)
− a0
=2 [(1 + a1K) + a0K (2 + a1K)]
(
1
K
− ν̂∗0
)
− a0
>a0K (2 + a1K)
(
1
K
− ν̂∗0
)
− a0
=a0
[
K (2 + a1K)
(
1
K
− ν̂∗0
)
− 1
]
.
(248)
Luego, utilizando el valor de ν̂∗0 dado por (165) tenemos que
1
K
− ν̂∗0 = 1K − 2(a0+a1+a0a1K)(2a0K+a0a1K2)+√(2a0K+a0a1K2)2+4(2K+a1K2)(a0+a1+a0a1K)
=
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)−2K(a0+a1+a0a1K)
K
[
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
]
=
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)−(2a1K+a0a1K2)
K
[
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
]
=
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)−a1K(2+a0K)
K
[
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
] .
(249)
Ahora, sustituimos (249) en (248) para obtener que:
W3 > a0
[
K (2 + a1K)
(
1
K
− ν̂∗0
)
− 1
]
=a0
[
K (2 + a1K)
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)−a1K(2+a0K)
K
[
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
] − 1
]
=a0
[
(2 + a1K)
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)−a1K(2+a0K)
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
− 1
]
= a0
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
[
(2 + a1K)
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
− a1K (2 + a0K) (2 + a1K)−
(
2a0K + a0a1K
2
)
−
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
]
= a0
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
[
[(2 + a1K)− 1]
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
− a1K (2 + a0K) (2 + a1K)− a0K (2 + a1K)
]
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= a0
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
{
(1 + a1K)
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
−K (2 + a1K) [a1 (2 + a0K) + a0]
}
= a0
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
{
(1 + a1K)
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
−K (2 + a1K) [a0 (1 + a1K) + 2a1]
}
=a0
V4
W4
,
(250)
donde
V4 =(1 + a1K)
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
−K (2 + a1K) [a0 (1 + a1K) + 2a1]
(251)
y
W4 =
(
2a0K + a0a1K
2
)
+
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K). (252)
Dados los valores de a0, a1 y K, es fa´cil ver que W4 > 0, entonces, para saber el valor de (250) so´lo
hace falta analizar el valor de V4. Supongamos que
V4 =(1 + a1K)
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
−K (2 + a1K) [a0 (1 + a1K) + 2a1] ≤ 0,
(253)
entonces, tendr´ıamos que
(1 + a1K)
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
≤ K (2 + a1K) [a0 (1 + a1K) + 2a1] ,
(254)
luego, como ambos te´rminos son positivos, sus cuadrados conservan la desigualdad, entonces,
(1 + a1K)
2
[(
2a0K + a0a1K
2
)2
+ 4
(
2K + a1K
2
)
(a0 + a1 + a0a1K)
]
≤ K2 (2 + a1K)2 [a0 (1 + a1K) + 2a1]2 ,
(255)
entonces,
(1 + a1K)
2
[
a20K
2 (2 + a1K)
2
+ 4K (2 + a1K) (a0 + a1 + a0a1K)
]
≤ K2 (2 + a1K)2 [a0 (1 + a1K) + 2a1]2 ,
(256)
por lo que
K (2 + a1K) (1 + a1K)
2 [
a20K (2 + a1K) + 4 (a0 + a1 + a0a1K)
]
≤ K2 (2 + a1K)2 [a0 (1 + a1K) + 2a1]2 ,
(257)
adema´s, K (2 + a1K) > 0, entonces,
(1 + a1K)
2 [
a20K (2 + a1K) + 4 (a0 + a1 + a0a1K)
]
≤ K (2 + a1K) [a0 (1 + a1K) + 2a1]2 ,
(258)
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luego, desarrollando cuadrados obtenemos que:
(1 + a1K)
2 [
a20K (2 + a1K) + 4 (a0 + a1 + a0a1K)
]
≤ K (2 + a1K)
[
a20 (1 + a1K)
2
+ 4a0a1 (1 + a1K) + 4a
2
1
]
,
(259)
y distribuyendo te´rminos:
a20K (2 + a1K) (1 + a1K)
2
+ 4 (a0 + a1 + a0a1K) (1 + a1K)
2
≤ a20K (2 + a1K) (1 + a1K)2 + 4a0a1K (2 + a1K) (1 + a1K) + 4a21K (2 + a1K) ,
(260)
entonces,
4 (a0 + a1 + a0a1K) (1 + a1K)
2
≤ 4a0a1K (2 + a1K) (1 + a1K) + 4a21K (2 + a1K) ,
(261)
distribuyendo nuevamente obtenemos:
4 (a0 + a1) (1 + a1K)
2
+ 4a0a1K (1 + a1K)
2
≤ 4a0a1K (1 + a1K) + 4a0a1K (1 + a1K)2 + 4a21K (2 + a1K) ,
(262)
por lo que
4 (a0 + a1) (1 + a1K)
2
≤ 4a0a1K (1 + a1K) + 4a21K (2 + a1K) ,
(263)
entonces,
(a0 + a1) (1 + a1K)
2
≤ a0a1K (1 + a1K) + a21K (2 + a1K) ,
(264)
distribuyendo te´rminos y desarrolando cuadrados de nuevo tenemos que:
(a0 + a1)
(
1 + 2a1K + a
2
1K
2
)
≤ a0a1K (1 + a1K) + a21K (1 + a1K) + a21K,
(265)
entonces,
(a0 + a1)
(
1 + 2a1K + a
2
1K
2
)
≤ (a0 + a1) a1K (1 + a1K) + a21K,
(266)
por lo que
(a0 + a1)
(
1 + 2a1K + a
2
1K
2
)
≤ (a0 + a1)
(
a1K + a
2
1K
2
)
+ a21K,
(267)
y, entonces,
(a0 + a1) (1 + a1K) ≤ a21K, (268)
lo que finalmente lleva a que
a0 + a1 + a0a1K + a
2
1K ≤ a21K, (269)
lo cual no es posible ya que a0 + a1 + a0a1K > 0.
Entonces, debe ser que
V4 > 0, (270)
por lo que,
W3 > a0
V4
W4
> 0. (271)
Entonces, dado que V3 > 0, W3 > 0 y U3 > 0, adema´s de los valores de b0, b1, G1 y G3, tenemos
que
Q1 = [(V3 +W3)G1 + U3(b1 − b0)]G3 > 0. (272)
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Ahora, so´lo queda demostrar el valor de P1.
P1 =
(
1
K2
− ν̂∗0
2
) (Z2G12 − ξ2G32)− 1
K
G1
(
1
K
G1 + 2G3
)
=
(
1
K
+ ν̂∗0
)
(ZG1 + ξG3)
(
1
K
− ν̂∗0
)
(ZG1− ξG3)− 1
K
G1
(
1
K
G1 + 2G3
)
=
(
1
K
ZG1 + 1
K
ξG3 + ν̂∗0ZG1 + ν̂∗0ξG3
)(
1
K
− ν̂∗0
)
(ZG1− ξG3)
− 1
K
G1
(
1
K
G1 + 2G3
)
.
(273)
Veamos que, utilizando (231), (234) y (243),
ξ = K (2 + a1K) > 2K, (274)
ZG1− ξG3 = ZG1− ξ [a0G1− (b1 − b0)] ≥ ZG1− a0ξG1 = ηG1, (275)
Z = η + a0ξ > η (276)
y
ν̂∗0ξG3 > 0. (277)
Utilizando las desigualdades (274)-(277), para la ecuacio´n (273) tenemos que:
P1 =
(
1
K
ZG1 + 1
K
ξG3 + ν̂∗0ZG1 + ν̂∗0ξG3
)(
1
K
− ν̂∗0
)
(ZG1− ξG3)
− 1
K
G1
(
1
K
G1 + 2G3
)
>
(
1
K
ZG1 + 2G3 + ν̂∗0ηG1
)(
1
K
− ν̂∗0
)
ηG1
− 1
K
G1
(
1
K
G1 + 2G3
)
=
[
η
(
1
K
ZG1 + 2G3 + ν̂∗0ηG1
)(
1
K
− ν̂∗0
)
− 1
K
(
1
K
G1 + 2G3
) ]
G1
=
{[(
1
K
Z + ν̂∗0η
)
ηG1 + 2ηG3
] (
1
K
− ν̂∗0
)
− 1
K
(
1
K
G1 + 2G3
)}
G1.
(278)
Luego, tenemos que, haciendo uso de (230), (232) y (274),
η = 1 + a1K > 1 (279)
y
Z = η + a0ξ > η + 2a0K. (280)
Entonces, utilizando las desigualdades (279) y (280), para la ecuacio´n (278) tenemos que:
P1 >
{[(
1
K
Z + ν̂∗0η
)
ηG1 + 2ηG3
] (
1
K
− ν̂∗0
)
− 1
K
(
1
K
G1 + 2G3
)}
G1
>
{[(
1
K
(η + 2a0K) + ν̂∗0
)
G1 + 2ηG3
] (
1
K
− ν̂∗0
)
− 1
K
(
1
K
G1 + 2G3
)}
G1
=
{[(
1
K
η + 2a0 + ν̂∗0
)
G1 + 2ηG3
] (
1
K
− ν̂∗0
)
− 1
K
(
1
K
G1 + 2G3
)}
G1.
(281)
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Ahora, sustituyendo el valor de G3 dado por (234) en (281) obtenemos:
P1 >
{[(
1
K
η + 2a0 + ν̂∗0
)
G1 + 2ηG3
] (
1
K
− ν̂∗0
)
− 1
K
(
1
K
G1 + 2G3
)}
G1
=
{[(
1
K
η + 2a0 + ν̂∗0
)
G1 + 2η [a0G1− (b1 − b0)]
] (
1
K
− ν̂∗0
)
− 1
K
{
1
K
G1 + 2 [a0G1− (b1 − b0)]
}}
G1
=
{[(
1
K
η + 2a0 + ν̂∗0
)
G1 + 2a0ηG1− 2η(b1 − b0)
] (
1
K
− ν̂∗0
)
− 1
K
[
1
K
G1 + 2a0G1− 2(b1 − b0)
] }
G1
=
{[(
1
K
η + 2a0 + 2a0η + ν̂∗0
)
G1− 2η(b1 − b0)
] (
1
K
− ν̂∗0
)
− 1
K
[(
1
K
+ 2a0
)
G1− 2(b1 − b0)
] }
G1
=
{(
1
K
η + 2a0 + 2a0η + ν̂∗0
)(
1
K
− ν̂∗0
)
G1− 2η
(
1
K
− ν̂∗0
)
(b1 − b0)
− 1
K
(
1
K
+ 2a0
)
G1 + 2 1
K
(b1 − b0)
}
G1
=
{[(
1
K
η + 2a0 + 2a0η + ν̂∗0
)(
1
K
− ν̂∗0
)
− 1
K
(
1
K
+ 2a0
)]
G1
+ 2
[
1
K
− η
(
1
K
− ν̂∗0
)]
(b1 − b0)
}
G1.
(282)
Despue´s, sustituimos el valor de η dado por (230) en (282) para obtener que:
P1 >
{[(
1
K
η + 2a0 + 2a0η + ν̂∗0
)(
1
K
− ν̂∗0
)
− 1
K
(
1
K
+ 2a0
)]
G1
+ 2
[
1
K
− η
(
1
K
− ν̂∗0
)]
(b1 − b0)
}
G1
=
{[(
1
K
(1 + a1K) + 2a0 + 2a0η + ν̂∗0
)(
1
K
− ν̂∗0
)
− 1
K
(
1
K
+ 2a0
)]
G1
+ 2
[
1
K
− (1 + a1K)
(
1
K
− ν̂∗0
)]
(b1 − b0)
}
G1
=
{[(
1
K
+ a1 + 2a0 + 2a0η + ν̂∗0
)(
1
K
− ν̂∗0
)
− 1
K
(
1
K
+ 2a0
)]
G1
+ 2
[
1
K
−
(
1
K
− ν̂∗0
)
− a1K
(
1
K
− ν̂∗0
)]
(b1 − b0)
}
G1
=
{[(
1
K
+ 2a0
) (
1
K
− ν̂∗0
)
+ (a1 + 2a0η)
(
1
K
− ν̂∗0
)
+ ν̂∗0
(
1
K
− ν̂∗0
)
− 1
K
(
1
K
+ 2a0
)]
G1
+ 2
[
ν̂∗0 − a1 + a1Kν̂∗0
]
(b1 − b0)
}
G1
=
{[
−ν̂∗0
(
1
K
+ 2a0
)
+ (a1 + 2a0η)
(
1
K
− ν̂∗0
)
+ ν̂∗0
(
1
K
− ν̂∗0
)]
G1
+ 2
[
(1 + a1K) ν̂∗0 − a1
]
(b1 − b0)
}
G1
=
{[
(a1 + 2a0η)
(
1
K
− ν̂∗0
)
− ν̂∗0
(
2a0 + ν̂∗0
)]
G1
+ 2
[
(1 + a1K) ν̂∗0 − a1
]
(b1 − b0)
}
G1
= [V5G1 + 2W5(b1 − b0)]G1,
(283)
donde
V5 = (a1 + 2a0η)
(
1
K
− ν̂∗0
)
− ν̂∗0
(
2a0 + ν̂∗0
)
(284)
y
W5 = (1 + a1K) ν̂∗0 − a1. (285)
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Ahora, vamos a demostrar que V5 > 0 y W5 > 0.
Primero, como ν∗0 (β) es estrictamente decreciente, tenemos que ν̂
∗
0 = l´ım
β→0
ν∗0 (β) > ν
∗
0 (1) = ν
∗
0 ,
entonces,
W5 = (1 + a1K) ν̂∗0 − a1 > (1 + a1K) ν∗0 − a1. (286)
Ahora, sustituimos el valor de ν∗0 dado por (215) en (286) para obtener que:
W5 > (1 + a1K) ν∗0 − a1
=(1 + a1K)
(
a0 + a1 + a0a1K
1 + 2a0K + a1K + a0a1K2
)
− a1
=
(1 + a1K) (a0 + a1 + a0a1K)− a1
(
1 + 2a0K + a1K + a0a1K
2
)
1 + 2a0K + a1K + a0a1K2
=
V6
W6
,
(287)
donde
V6 = (1 + a1K) (a0 + a1 + a0a1K)− a1
(
1 + 2a0K + a1K + a0a1K
2
)
(288)
y
W6 = 1 + 2a0K + a1K + a0a1K
2. (289)
Dado los valores de a0, a1 y K, es fa´cil ver que W6 > 0. Entonces, investigaremos el valor de V6.
V6 =(1 + a1K) (a0 + a1 + a0a1K)− a1
(
1 + 2a0K + a1K + a0a1K
2
)
=(a0 + a1 + a0a1K) + a1K (a0 + a1 + a0a1K)− a1
(
1 + 2a0K + a1K + a0a1K
2
)
=a0 + a1 (1 + a0K) + a1
(
a0K + a1K + a0a1K
2
)− a1 (1 + 2a0K + a1K + a0a1K2)
=a0 + a1
(
1 + 2a0K + a1K + a0a1K
2
)− a1 (1 + 2a0K + a1K + a0a1K2)
=a0 > 0.
(290)
Por lo tanto V6 > 0 y
W5 >
V6
W6
> 0. (291)
Ahora, so´lo queda demostrar que V5 > 0.
V5 =(a1 + 2a0η)
(
1
K
− ν̂∗0
)
− ν̂∗0
(
2a0 + ν̂∗0
)
=(a1 + a0η)
(
1
K
− ν̂∗0
)
+ a0η
(
1
K
− ν̂∗0
)
− ν̂∗0
(
a0 + ν̂∗0
)
− a0ν̂∗0
=
[
(a1 + a0η)
(
1
K
− ν̂∗0
)
− ν̂∗0
(
a0 + ν̂∗0
)]
+ a0
[
η
(
1
K
− ν̂∗0
)
− ν̂∗0
]
=V7 + a0W7,
(292)
donde
V7 = (a1 + a0η)
(
1
K
− ν̂∗0
)
− ν̂∗0
(
a0 + ν̂∗0
)
(293)
y
W7 = η
(
1
K
− ν̂∗0
)
− ν̂∗0 . (294)
Ya por u´ltimo demostraremos que V7 > 0 y W7 > 0. Sustituimos el valor de η dado por (230) en
V7 para obtener que:
V7 =(a1 + a0η)
(
1
K
− ν̂∗0
)
− ν̂∗0
(
a0 + ν̂∗0
)
= [a1 + a0 (1 + a1K)]
(
1
K
− ν̂∗0
)
− ν̂∗0
(
a0 + ν̂∗0
)
=(a1 + a0 + a0a1K)
(
1
K
− ν̂∗0
)
− ν̂∗0
(
a0 + ν̂∗0
)
= 1
K
(a1 + a0 + a0a1K)− ν̂∗0 (a1 + a0 + a0a1K)− a0ν̂∗0 − ν̂∗0
2
= 1
K
(a1 + a0 + a0a1K)− ν̂∗0 (a1 + 2a0 + a0a1K)− ν̂∗0
2
.
(295)
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Ahora, haciendo uso de la relacio´n
(1− β) (−2τ + a1τ2) ν20 + (β − 2a0τ − βa1τ + a0a1τ2) ν0 − (a0 + a1 − a0a1τ) = 0,
dada por (45), para τ = −K y aplicando el l´ımite cuando β → 0, obtenemos la siguiente relacio´n:(
2K + a1K
2
)
ν̂∗0
2
+
(
2a0K + a0a1K
2
)
ν̂∗0 − (a0 + a1 + a0a1K) = 0. (296)
Luego,(
2K + a1K
2
)
ν̂∗0
2
+
(
2a0K + a0a1K
2
)
ν̂∗0 − (a0 + a1 + a0a1K)
= (2 + a1K)Kν̂∗0
2
+ (2a0 + a0a1K)Kν̂∗0 − 1K (a0 + a1 + a0a1K)K
=
[
(2 + a1K) ν̂∗0
2
+ (2a0 + a0a1K) ν̂∗0 − 1K (a0 + a1 + a0a1K)
]
K
=
[
(1 + 1 + a1K) ν̂∗0
2
+ (a1 + 2a0 + a0a1K − a1) ν̂∗0 − 1K (a0 + a1 + a0a1K)
]
K
=
[
ν̂∗0
2
+ (a1 + 2a0 + a0a1K) ν̂∗0 − 1K (a0 + a1 + a0a1K) + (1 + a1K) ν̂∗0
2 − a1ν̂∗0
]
K
= 0.
(297)
Luego, como K > 0, tenemos que
ν̂∗0
2
+ (a1 + 2a0 + a0a1K) ν̂∗0 − 1K (a0 + a1 + a0a1K) + (1 + a1K) ν̂∗0
2 − a1ν̂∗0 = 0, (298)
entonces,
(1 + a1K) ν̂∗0
2 − a1ν̂∗0 = 1K (a0 + a1 + a0a1K)− (a1 + 2a0 + a0a1K) ν̂∗0 − ν̂∗0
2
. (299)
Ahora, utilizando la igualdad (299) en (295) tenemos que:
V7 =
1
K
(a0 + a1 + a0a1K)− (a1 + 2a0 + a0a1K) ν̂∗0 − ν̂∗0
2
=(1 + a1K) ν̂∗0
2 − a1ν̂∗0
=
[
(1 + a1K) ν̂∗0 − a1
]
ν̂∗0
=W5ν̂∗0 .
(300)
Como ya hemos visto W5 > 0 y ν̂∗0 > 0, entonces,
V7 =W5ν̂∗0 > 0. (301)
Ya so´lo falta demostrar que W7 > 0. Para esto, sustituimos nuevamente el valor de η dado por
(230) en W7 para obtener que:
W7 =η
(
1
K
− ν̂∗0
)
− ν̂∗0
=(1 + a1K)
(
1
K
− ν̂∗0
)
− ν̂∗0
= 1
K
(1 + a1K)− (1 + a1K) ν̂∗0 − ν̂∗0
= 1
K
(1 + a1K)− (2 + a1K) ν̂∗0 .
(302)
Luego, haciendo uso nuevamente de la relacio´n (296) tenemos que:(
2K + a1K
2
)
ν̂∗0
2
+
(
2a0K + a0a1K
2
)
ν̂∗0 − (a0 + a1 + a0a1K)
=
[
(2 + a1K) ν̂∗0
2
+ (2a0 + a0a1K) ν̂∗0 − 1K (a0 + a1 + a0a1K)
]
K
=
{
(2 + a1K) ν̂∗0
2
+ a0 (2 + a1K) ν̂∗0 − 1K [a1 + a0 (1 + a1K)]
}
K
=
{
(2 + a1K) ν̂∗0
2
+ a0 (2 + a1K) ν̂∗0 − 1K a1 − 1K a0 (1 + a1K)
}
K
=
{
(2 + a1K) ν̂∗0
2 − 1
K
a1 + a0
[
(2 + a1K) ν̂∗0 − 1K (1 + a1K)
]}
K.
(303)
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Luego, como K > 0, se sigue que:
(2 + a1K) ν̂∗0
2 − 1
K
a1 + a0
[
(2 + a1K) ν̂∗0 − 1K (1 + a1K)
]
= 0, (304)
entonces,
(2 + a1K) ν̂∗0
2 − 1
K
a1 = −a0
[
(2 + a1K) ν̂∗0 − 1K (1 + a1K)
]
, (305)
y dado que a0 > 0, tenemos que:
1
a0
[
(2 + a1K) ν̂∗0
2 − 1
K
a1
]
= 1
K
(1 + a1K)− (2 + a1K) ν̂∗0 . (306)
Ahora, haciendo uso de la igualdad (306) en (302) obtenemos que:
W7 =
1
K
(1 + a1K)− (2 + a1K) ν̂∗0
= 1
a0
[
(2 + a1K) ν̂∗0
2 − 1
K
a1
]
=
U8
a0
,
(307)
donde
U8 = (2 + a1K) ν̂∗0
2 − 1
K
a1. (308)
Finalmente, supongamos que
U8 ≤ 0. (309)
Sustituyendo el valor de ν̂∗0 , dado por (165), en U8 tenemos que:
U8 =(2 + a1K) ν̂∗0
2 − 1
K
a1
=(2 + a1K)
[
2(a0+a1+a0a1K)
(2a0K+a0a1K2)+
√
(2a0K+a0a1K2)
2+4(2K+a1K2)(a0+a1+a0a1K)
]2
− 1
K
a1
=
{
(2 + a1K) [2 (a0 + a1 + a0a1K)]
2 − 1
K
a1
[(
2a0K + a0a1K
2
)
+
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
]2}
/
[(
2a0K + a0a1K
2
)
+
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
]2
=
V9
W9
≤ 0,
(310)
donde
V9 =(2 + a1K) [2 (a0 + a1 + a0a1K)]
2 − 1
K
a1
[(
2a0K + a0a1K
2
)
+
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
]2 (311)
y
W9 =
[(
2a0K + a0a1K
2
)
+
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
]2
. (312)
Dados los valores de a0, a1 y K, es fa´cil ver que W9 > 0, entonces, por (310), se debe cumplir que
V9 ≤ 0. (313)
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Entonces,
V9 =(2 + a1K) [2 (a0 + a1 + a0a1K)]
2 − 1
K
a1
[(
2a0K + a0a1K
2
)
+
√
(2a0K + a0a1K2)
2
+ 4 (2K + a1K2) (a0 + a1 + a0a1K)
]2
=4 (2 + a1K) (a0 + a1 + a0a1K)
2 − 1
K
a1
[
a0K (2 + a1K)
+
√
a20K
2 (2 + a1K)
2
+ 4K (2 + a1K) (a0 + a1 + a0a1K)
]2
=4 (2 + a1K) [a1 + a0 (1 + a1K)]
2 − 1
K
a1
[
a0K (2 + a1K)
+
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
]2
=4 (2 + a1K)
[
a21 + 2a0a1 (1 + a1K) + a
2
0 (1 + a1K)
2
]
− 1
K
a1
[
a20K
2 (2 + a1K)
2
+ 2a0K (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
+K (2 + a1K)
{
a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]
} ]
=4a21 (2 + a1K) + 8a0a1 (2 + a1K) (1 + a1K) + 4a
2
0 (2 + a1K) (1 + a1K)
2
− a1a20K (2 + a1K)2 − a1 (2 + a1K)
{
a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]
}
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=(2 + a1K)
[
4a21 + 8a0a1 (1 + a1K) + 4a
2
0 (1 + a1K)
2
− a1a20K (2 + a1K)− a1
{
a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]
} ]
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=(2 + a1K)
[
4a21 + 8a0a1 (1 + a1K) + 4a
2
0 (1 + a1K)
2
− a1a20K (2 + a1K)− a1a20K (2 + a1K)− 4a1 [a1 + a0 (1 + a1K)]
]
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=(2 + a1K)
[
4a21 + 8a0a1 (1 + a1K) + 4a
2
0 (1 + a1K)
2
− a1a20K (2 + a1K)− a1a20K (2 + a1K)− 4a21 − 4a0a1 (1 + a1K)
]
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=(2 + a1K)
[
4a0a1 (1 + a1K) + 4a
2
0 (1 + a1K)
2 − 2a1a20K (2 + a1K)
]
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=a0 (2 + a1K)
[
4a1 (1 + a1K) + 4a0 (1 + a1K)
2 − 2a0a1K (2 + a1K)
]
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
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=a0 (2 + a1K)
[
4a1 (1 + a1K) + 4a0
(
1 + 2a1K + a
2
1K
2
)− 2a0a1K (2 + a1K)]
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=a0 (2 + a1K)
(
4a1 + 4a
2
1K + 4a0 + 8a0a1K + 4a0a
2
1K
2 − 4a0a1K − 2a0a21K2
)
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=a0 (2 + a1K)
(
4a0 + 4a1 + 4a0a1K + 4a
2
1K + 2a0a
2
1K
2
)
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=2a0 (2 + a1K)
(
2a0 + 2a1 + 2a0a1K + 2a
2
1K + a0a
2
1K
2
)
− 2a0a1 (2 + a1K)
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
=2a0 (2 + a1K)
[ (
2a0 + 2a1 + 2a0a1K + 2a
2
1K + a0a
2
1K
2
)
− a1
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
]
=2a0 (2 + a1K)
[
2a0 + a1K
(
2 1
K
+ 2a0 + 2a1 + a0a1K
)
− a1
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}
]
≤ 0.
(314)
Luego, como 2a0 (2 + a1K) > 0, entonces, de (314) se debe cumplir que
2a0 + a1K
(
2 1
K
+ 2a0 + 2a1 + a0a1K
)
− a1
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]} ≤ 0,
(315)
entonces,
2a0 + a1K
(
2 1
K
+ 2a0 + 2a1 + a0a1K
)
≤ a1
√
K (2 + a1K) {a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]}.
(316)
Ahora, como ambos te´rminos de la desigualad (316) son positivos, entonces,[
2a0 + a1K
(
2 1
K
+ 2a0 + 2a1 + a0a1K
)]2
≤ a21
[
K (2 + a1K)
{
a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]
}]
.
(317)
Por lo que,
0 ≤a21
[
K (2 + a1K)
{
a20K (2 + a1K) + 4 [a1 + a0 (1 + a1K)]
}]
− [2a0 + a1K (2 1K + 2a0 + 2a1 + a0a1K)]2
=a21K (2 + a1K)
(
2a20K + a
2
0a1K
2 + 4a1 + 4a0 + 4a0a1K
)
− (2a0 + 2a1 + 2a0a1K + 2a21K + a0a21K2)2
=a21K (2 + a1K)
(
4a0 + 4a1 + 4a0a1K + 2a
2
0K + a
2
0a1K
2
)
− (2a0 + 2a1 + 2a0a1K + 2a21K + a0a21K2)2
=a21K (2 + a1K)
[
4 (a0 + a1 + a0a1K) + a
2
0K (2 + a1K)
]
− [2 (a0 + a1 + a0a1K) + a21K (2 + a0K)]2
=4a21K (a0 + a1 + a0a1K) (2 + a1K) + a
2
0a
2
1K
2 (2 + a1K)
2
− 4 (a0 + a1 + a0a1K)2 − 4a21K (a0 + a1 + a0a1K) (2 + a0K)− a41K2 (2 + a0K)2
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=4a21K (a0 + a1 + a0a1K) [(2 + a1K)− (2 + a0K)]
+ a21K
2
[
a20 (2 + a1K)
2 − a21 (2 + a0K)2
]
− 4 (a0 + a1 + a0a1K)2
=4a21K
2 (a0 + a1 + a0a1K) (a1 − a0)
+ a21K
2 [a0 (2 + a1K) + a1 (2 + a0K)] [a0 (2 + a1K)− a1 (2 + a0K)]
− 4 (a0 + a1 + a0a1K)2
=4a21K
2 (a0 + a1 + a0a1K) (a1 − a0)
+ a21K
2 (2a0 + a0a1K + 2a1 + a0a1K) (2a0 + a0a1K − 2a1 − a0a1K)
− 4 (a0 + a1 + a0a1K)2
=4a21K
2 (a0 + a1 + a0a1K) (a1 − a0)
+ 4a21K
2 (a0 + a1 + a0a1K) (a0 − a1)
− 4 (a0 + a1 + a0a1K)2
=4a21K
2 (a0 + a1 + a0a1K) (a1 − a0)
− 4a21K2 (a0 + a1 + a0a1K) (a1 − a0)
− 4 (a0 + a1 + a0a1K)2
=− 4 (a0 + a1 + a0a1K)2 .
(318)
Entonces,
−4 (a0 + a1 + a0a1K)2 ≥ 0,
lo cual no es posible ya que a0 + a1 + a0a1K > 0.
Por tanto, la suposicio´n es falsa y U8 > 0. Entonces,
W7 =
U8
a0
> 0, (319)
por lo que
V5 = V7 + a0W7 > 0, (320)
lo que prueba que
P1 > [V5G1 + 2W5(b1 − b0)]G1 ≥ V5G12 > 0. (321)
Entonces, dado que P1 > 0, Q1 > 0 y R1 > 0, tenemos que
V2 = P1 +Q1 +R1 > 0. (322)
Y por lo tanto
l´ım
β→0
(πc1 − π∗1)(β) =
1
2
V2
W2
> 0, (323)
lo que finalmente demuestra (214)
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