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In the language of Feynman path integrals the quantization of gauge theories is
most easily carried out with the help of the Schro¨dinger Functional (SF). Within
this formalism the essentially unique gauge fixing condition is A◦ = 0 (tempo-
ral gauge), as any other rotationally invariant gauge choice can be shown to be
functionally equivalent to the former. In the temporal gauge Gauss’ law is auto-
matically implemented as a constraint on the states. States not annihilated by the
Gauss operator describe the situation in which external (infinitely heavy) colour
sources interact with the gauge field. The SF in the presence of an arbitrary dis-
tribution of external colour sources can be expressed in an elegant and concise
way.
1. − In the framework of the Feynman path integrals 1 a key role is played
by the Schro¨dinger Functional (SF), K(η2, T2; η1, T1) = K(η2, η1;T2 − T1),
which represents the probability amplitude of finding the fundamental fields
of the theory, {η(x, t)}, in the configuration η2(x) at time T2, if they were in
the configuration η1(x) at time T1. K(η2, η1;T2 − T1) is the matrix element
of the time evolution operator between eigenstates of the field operator, in
the Schro¨dinger representation 2. In formulae we would schematically write
(T = T2 − T1)
K(η2, η1;T ) = 〈η2|e
−iHT/h¯|η1〉
ηˆ(x, t◦)|ηI〉 = ηI(x)|ηI〉 I = 1, 2 (1)
where the “hat” on ηˆ(x, t◦) has been introduced to make clear in the last equa-
tion the distinction between field operators and their corresponding eigenval-
ues, ηI(x). t◦ is a fixed, arbitrary time, at which the Schro¨dinger representation
is defined. The knowledge of K(η2, η1;T ) is sufficient to compute any physical
quantity, as seen from the formal expansion (spectral representation)
K(η2, η1;T ) = 〈η2|e
−iHT/h¯|η1〉 =
∑
k
e−iEkT/h¯Ψk(η2)Ψ
⋆
k(η1) (2)
where the state functionals Ψk(η) = 〈η|Ψk〉 are eigenstates of the Hamiltonian,
H, of the system, H|Ψk〉 = Ek|Ψk〉.
1
In this talk I wish to illustrate the quantization of a gauge theory in the
gauge A◦ = 0, using the notion of SF
3. For lack of space I will concentrate
on the case of pure Yang-Mills (YM) theories and limit the discussion to the
topologically trivial sector of the theory. The procedure for including fermions
is not entirely trivial and can be found in 4. Topology is discussed in the third
paper of ref. 3. For applications of the notion of SF to lattice QCD see 5.
2. − The elegance of the principle of gauge invariance is counterbalanced
by the necessity of introducing the non-canonical variable A◦. In computing
physical quantities one is then confronted with the problem of eliminating it
by the use of some gauge fixing condition. The simplest choice is to set A◦ = 0.
For obvious reasons this gauge is often referred to as the temporal gauge 6.
Some nice features of the temporal gauge are the absence of ghosts, the
fact that Ai and Πi = A˙i (i = 1, 2, 3) are canonically conjugate variables
and the natural interpretation of the solutions of the Euclidean field equations
(instantons) as configurations interpolating between vacua (pure gauges) with
winding number differing by one unit (tunneling). In the A◦ = 0 gauge,
however, Gauss’ law is apparently lost. I will show that Gauss’ law is, in
fact, naturally implemented as a constraint on the states 3.
In the language of path integrals the SF of a YM theory, K
YM
(A2,A1;T ),
can be represented by the formal expression
K
YM
(A2,A1;T ) ∼
∫
A2(x)
A1(x)
∏
x
[dA(x)dA◦(x)] exp(i
∫ T2
T1
L
YM
[Aµ] dxdt) (3)
where the functional integration is carried out over all field configurations such
that A(x, T1,2) = A1,2(x). LYM [Aµ] = −
1
4F
a
µνF
aµν is the YM Lagrangian and
SU(Nc) is the gauge group. As A◦ is the Lagrange multiplier enforcing Gauss’
law, the integration over A◦ in (3) is extended to all times T1 ≤ t ≤ T2
(including the boundaries).
Of course the integration in (3) yields an infinite result as the integrand is
invariant under local gauge transformations (g◦ is the YM coupling constant)
Aµ(x)→ A
Uh
µ (x) = U
†
h(x)Aµ(x)Uh(x) +
i
g◦
U †h(x)∂µUh(x)
Uh(x) = exp[ig◦h(x)]
Aµ(x)−A
Uh
µ (x) ≃ Dµ(A)h(x) = ∂µh(x) − ig◦[Aµ(x), h(x)]
(4)
To give a meaning to eq. (3) we introduce in the path integral the identity
1 = ∆FP [A◦]
∫
G
∏
x
∏
t∈[T1,T2]
Dh(x, t)δ(AUh◦ ) (5)
2
where G is the group of topologically trivial gauge transformations and by∏
Dh we mean the product of the Haar measures of the gauge group SU(Nc)
over all space-time points. ∆FP [A◦] is the usual Fadeev-Popov (FP) factor,
which in this gauge only depends on A◦. From eqs. (4) and (5) one obtains
K
YM
(A2,A1;T ) ∼
∫ ∏
x
∏
t∈[T1,T2]
Dh(x, t) ·
·
∫A2(x)
A1(x)
∏
x[dA(x)dA◦(x)]∆FP [A◦]δ(A
Uh
◦ ) exp(i
∫ T2
T1
L
YM
[Aµ] dxdt)
(6)
Putting AUhµ = A
′
µ, the A
′
◦ integration is immediately carried out with the
help of the δ-function. Dropping the field independent FP factor, one gets
K
YM
(A2,A1;T ) ∼
[ ∫ ∏
x
∏
t∈(T1,T2)
Dh(x, t)
] ∫
G◦
Dh2(x)
∫
G◦
Dh1(x)·
·
∫AUh2 (x)2
A
Uh1
(x)
1
∏
x dA(x) exp(i
∫ T2
T1
L
YM
[A, A◦ = 0] dxdt)
(7)
where we have separated out the gauge integrations at the initial and final
time and introduced the definitions Uh(x, TI) = UhI (x), I = 1, 2. The Uh1,2
integrations are extended over the group, G◦, of the (topologically trivial) time
independent gauge transformations. As the integrand does not depend on the
gauge transformations at times t ∈ (T1, T2), one can drop the infinite gauge
volume, V =
∫ ∏
x
∏
t∈(T1,T2)
Dh(x, t), from the previous equation and write
K
YM
(A2,A1;T ) =
∫
G◦
Dh1(x)
∫
G◦
Dh2(x) K˜YM (A
Uh2
2 ,A
Uh1
1 ;T )
K˜
YM
(A2,A1;T ) =
∫A2(x)
A1(x)
∏
x dA(x) exp(i
∫ T2
T1
L
YM
[A, A◦ = 0] dxdt)
(8)
It should be immediately noted that, as a consequence of the invariance
K˜
YM
(AV2 ,A
V
1 ;T ) = K˜YM (A2,A1;T ), V ∈ G◦, the integrand in the first of
eqs. (8) only depends on Uh2U
†
h1
. Consequently one of the two gauge integra-
tions must be dropped in order to get a finite answer 7, leading to the final
formula
KA◦
YM
(A2,A1;T ) =
∫
G◦
Dh(x) K˜
YM
(AUh2 ,A1;T ) (9)
From this equation one can construct a perfectly well defined perturbative
expansion with no singularity whatsoever in the gluon propagator 3 and prove
that no problems arise with the time exponentiation of the Wilson loop 8.
To understand the physical meaning of the gauge “projections” in the
above formulae it is more convenient to refer our considerations to eqs. (8).
Inserting the spectral decomposition of K˜
YM
(A2,A1;T ),
K˜
YM
(A2,A1;T ) = 〈A2|e
−iHYMT/h¯|A1〉 =
∑
γ
e−iEγT/h¯Φγ(A2)Φ
⋆
γ(A1) (10)
3
H
YM
Φγ(A) = EγΦγ(A) HYM =
1
2
∫
dx
[
−
δ2
δAai δA
a
i
+
1
2
F aijF
a
ij
]
(11)
in (8), we get
K
YM
(A2,A1;T ) =
∑
γ e
−iEγT/h¯
∫
G◦
Dh2Φγ(A
Uh2
2 )
∫
G◦
Dh1Φ
⋆
γ(A
Uh1
1 ) ≡
≡
∑
k e
−iEkT/h¯Ψk(A2)Ψ
⋆
k(A1) =⇒ Ψk(A) =
∫
G◦
DhΦk(A
Uh )
(12)
We see from eqs. (12) that the states appearing in K
YM
are gauge “pro-
jections” of the states in K˜
YM
, hence they are invariant under G◦. In fact
from known properties of the Haar measure, one immediately proves Ψk(A
V )
= Ψk(A). This means that the functionals Ψk in (12) are physical states in
the sense that, besides being eigenstates of H, they also satisfy Gauss’ law:
0 =
δΨk(A
Uh)
δha(x)
|h=0 =
∫
dy
δΨk(A)
δAbi (y)
δ(Abi (y)
Uh )
δha(x)
|h=0 = D
ab
i (A)
δΨk(A)
δAbi(x)
(13)
The chain of equalities in eq. (13) shows that the operator Dabi (A)δ/δA
b
i (x) is
(up to a factor) the generator of time independent gauge transformations.
It is important to note at this point that the scalar product of states
obeying Gauss’ law must be defined by dividing out the volume of the group
G◦ (as was done in going from eqs. (8) to (9))
7. A practical way of doing it is
to resort to the FP trick and write
(Ψ1,Ψ2) =
∫
dAΨ⋆1(A)Ψ2(A)∆
F
FP [A]δ(F(A)) (14)
where F(A) = 0 is any (rotationally invariant) spatial gauge condition (e.g.∇A
= 0) and ∆FFP [A] is the corresponding FP factor.
3. − We now want to prove the equivalence of the temporal gauge with
any other (rotationally invariant) spatial gauge. To be precise we want to show
that the SF in the gauge F(A) = 0, call it KF
YM
, is equal to the SF, K
YM
,
given by eqs. (10), when the latter is restricted to boundary fields satisfying
the gauge conditions F(A1,2) = 0.
To be concrete let us consider the Coulomb case, in which F(A) = ∇A.
As it will be clear, however, our proof is valid for any (rotationally invariant)
gauge fixing condition. In the Coulomb gauge the SF, KC
YM
, takes the form
KC
YM
(A2,A1;T ) =
∫A2
A1
∏
x dAµ(x)∆
C
FP [A]δ(∇A) exp(i
∫ T2
T1
L
YM
[Aµ] dxdt)
1 = ∆CFP [A]
∫
G
∏
x
∏
t∈(T1,T2)
Dh(x, t) δ(∇AUh )
(15)
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where the second equation defines the FP factor, ∆CFP . No functional gauge in-
tegrations at t = T2 and t = T1 appear in the above formulae as in the Coulomb
gauge the boundary fields necessarily obey the gauge conditions ∇A1,2 = 0.
We now perform the change of variables (A◦,A) → (h,A
′) defined by
A′(x, t) = AUh(x, t) = U †h(x, t)A(x, t)Uh(x, t) +
i
g◦
U †h(x, t)∇Uh(x, t)
A′◦(x, t) ≡ U
†
h(x, t)A◦(x, t)Uh(x, t) +
i
g◦
U †h(x, t)∂◦Uh(x, t) = 0
(16)
for all t ∈ [T1, T2]. Solving the second of eqs. (16) for Uh, one gets Uh(x, t) =
T exp(ig◦
∫ t
T1
A◦(x, τ)dτ)Uh(x, T1), from which one computes the integration
measure in the new variables to be δAδA◦ = δA
′J(h)δh = δA′Dh. The
appearance of the Haar measure in the last equality follows upon observing
that
J(h) = det
δAa◦
δhb
= det
eiχ − 1
iχ
, χab = if
abchc (17)
Since from eqs. (16) one gets L
YM
[Aµ] = LYM [A
Uh
µ ] = LYM [A
′, A′◦ = 0], K
C
YM
(see eqs. (15)) can be written in the form
KC
YM
(A2,A1;T ) =
∫ ∏
x
∏
t∈[T1,T2]
Dh(x, t)
∫A2Uh(x,T2)
A1
Uh(x,T1)
·
·
∏
x dA
′(x)∆CFP [A
′]δ(∇A′U
†
h ) exp(i
∫ T2
T1
L
YM
[A′, A′◦ = 0] dxdt)
(18)
Exploiting backwards the definition of ∆CFP given in eq. (15), we can trivially
perform the gauge integrations for all T1 < t < T2. In this way the whole
Coulomb gauge fixing term gets replaced by unity. Only the initial and final
gauge integrations are left out: it is then immediately seen that formula (18)
coincides with the expression given by eqs. (8), as announced.
4. − External (infinitely heavy) colour sources can be elegantly introduced
in the present formalism by noticing that from the invariance property of K˜
YM∑
γ
e−iEγT/h¯Φγ(A
V
2 )Φ
⋆
γ(A
V
1 ) =
∑
γ
e−iEγT/h¯Φγ(A2)Φ
⋆
γ(A1), V ∈ G◦ (19)
it follows that either i) Φγ is not degenerate and consequently Φγ(A
V ) =
Φγ(A), implying that Φγ is actually a physical state annihilated by Gauss’
law, or ii) there is some degeneracy and we have (γ = n, s) Φn,s(A
V ) =
Rs
′
s (V )Φn,s′(A), where R(V ) is some unitary representation of the group G◦.
It has been proved in the first paper of ref. 3 that all unitary finite dimen-
sional representations of G◦ are of the form R(Vw) = ⊗
p
j=1 exp[ig◦w
a(yj)M
a
Rj
],
where the MaRj ’s are the generators of SU(Nc) in the representation Rj .
5
To understand the physical meaning of the situation described in ii) let
us consider the simple case in which R(Vw) = exp[ig◦w
a(y)MaR]. Then a state
transforming according to the representation R, ΦRn,s, will obey the equation
Dabi (A)
δΦRn,s(A)
δAbi (x)
= −ig◦[M
a
R]
s′
s Φ
R
n,s′(A)δ(x − y) (20)
Eq. (20) is telling us that ΦRn,s is not annihilated by the Gauss operator, but
describes the dynamics of a point-like external (infinitely heavy) colour source,
belonging to the representation R and located in space at the point y, in
interaction with the gauge field .
From the point of view of this analysis the formulae given in eqs. (8) should
be interpreted as yielding the projection of K˜
YM
on the trivial representation
of G◦. This simple observation gives us a way to generalize eqs. (8) to encom-
pass the construction of the SF in the presence of arbitrary external colour
sources. To this end it is enough to project K˜
YM
on the appropriate (unitary)
representation of G◦. To illustrate this procedure in a simple, but physically
relevant, case we give the formula for the SF when the gauge field is coupled
to a pair of q q-like sources. If xq and xq are the locations of the two sources
in space, one finds
Kq q
YM
(A2, s2, r2;A1, s1, r1;T ) =
∫
G◦
DhK˜
YM
(AUh2 ,A1;T )[Uh(xq)]
s1
s2 [U
†
h(xq)]
r2
r1
where now the state functionals contributing to Kq q
YM
have two extra indices,
s, r = 1, . . . , Nc, corresponding to the colour degrees of freedom of the sources.
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