Abstract-Jia proposed [4] a multicast scheme, using propagation trees, to ensure the total ordering (including causal ordering) delivery of messages for group communication. Our study indicates that causal relation between some messages may not actually be preserved in this protocol. We then present a revised approach for closed group communication.
INTRODUCTION
N a distributed system, processes are often organized into groups for various purposes [1] , [2] , [6] , [7] . A process in a system can be a member of several groups at the same time, hence, groups may overlap. Multicast communication is an abstraction that deals with sending a message from a source process to a group of processes. A message sent to a group is received by all of the members of the destination group. The order in which received messages are delivered to a process has been an important issue for many distributed applications [1] , [2] . Based on the happened-before relation of events defined by Lamport [5] , we define the causal relation "AE" between two messages m 1 Two messages that do not have causal relation are said to be concurrent. One of the major ordering requirements for message delivery is total ordering. In this paper, total ordering delivery requires that: 1) If two messages m 1 and m 2 have m 1 AE m 2 relation, then all recipients of both m 1 and m 2 must deliver m 1 before m 2 , and 2) Concurrent messages must be delivered in the same relative order, i.e., if two processes deliver concurrent messages m 1 and m 2 , they both deliver them in the same order.
Propagation trees are one technique used to implement ordered multicasts [3] , [4] . In [4] , Jia presented a multicast protocol which was designed to achieve the property of total ordering delivery. It has been shown that messages are delivered in the same relative order using Jia's method.
However, we have discovered that causal relation may not be preserved for some messages in this protocol, although so claimed in [4] . In Section 2, this problem is discussed. We then present an efficient revised approach to handle the problem for closed group communication in Section 3. Section 4 summarizes the paper.
CAUSAL ORDERING PROBLEM WITH JIA'S PROTOCOL
In [4] , Jia proposed the concept of metagroup for organizing processes. All member processes of a metagroup have identical group memberships, hence, metagroups do not overlap. Each group has one of its metagroups designated as its primary metagroup (PM). Each metagroup has a member assigned to be the manager of the metagroup. Metagroups in the system are organized into a propagation tree (or a forest of trees), such that the PM of a group is the ancestor of all the other metagroups of the group in the tree. In the following, the PM of group G is represented by PM(G). Messages that are destined to group G are first sent to PM(G), which then propagates the messages along the tree to all the other metagroups that are subsets of G. The manager of a metagroup, in turn, broadcasts the message to other members of the metagroup. In Jia's mechanism, each process site is required to maintain a preceding array Pre of size equal to the number of groups in the system, in order to preserve causal relation between messages. However, the following example shows that Jia's method [4] may not preserve causal relation between messages. Consider the system shown in Fig. 1a in which processes form five groups: A, B, C, D, and E. A metagroup is represented by a string of group names enclosed by angle brackets. These group names indicate the groups of which the metagroup is a subset. Here, we assume that m 1 has not been received by p 2 at this time. Obviously, we have m 2 AE m 3 . Assume that m 3 reaches ·ACDÒ before m 2 does. Here, m 3 is directly sent from the source process p 2 . The manager of ·ACDÒ compares both the first and the third entries of its local Pre array with those piggybacked on m 3 , as messages destined to groups A and C flow through this node. In both arrays, the first and the third entries are 0 and 1, respectively. According to Jia's algorithm, m 3 is allowed to be delivered and propagated further at ·ACDÒ. However, m 2 has not yet arrived at ·ACDÒ. As a result, the causal relation m 2 AE m 3 is violated. The main cause of this problem lies on that the identity of the source of a message is not available from the Pre array piggybacked on the message. Thus, messages from different sources that are destined to the same group may be mistakenly used to allow a message that is supposed to be buffered to propagate.
TOTAL ORDERING MULTICAST SCHEME
Group communication can be classified into two types [6] , [8] 
: closed group communication and open group communication.
With closed group communication, a process only sends messages to the groups of which it is a member. Open group communication, on the other hand, allows one process to send messages to any groups. The example given in Section 2 falls in the category of closed group communication. In this section, we present an efficient revised mechanism that achieves total ordering delivery for closed group communication systems. We assume that message passing is reliable, and is in FIFO order between two processes. To facilitate the discussion, we need the following definition. DEFINITION 1. We define the level of a node (metagroup) in the propagation tree by first letting the root node be at level one.
For any other node, its level is its parent's level plus one.
In Fig. 1b we have shown the levels for the propagation tree. Note that the higher a node is in the tree, the smaller its level will be. In our mechanism, messages propagate on the tree as described previously to ensure the same relative order. However, the information attached to each message is modified to preserve causal relation between messages. Suppose that there are n processes p 1 , p 2 , ..., p n in the system, and these processes form a total of l groups. Let h denote the number of PMs in the system, and let PM 1 , PM 2 , ..., PM h represent these PMs. Since each group has exactly one PM and more than one group may share the same PM, h is no greater than l. Our approach requires that each process Initially, the elements of the arrays SV i , 1 £ i £ n, and RV j , 1 £ j £ h, are all set to zeros. When process p i sends a message, m, to group G, SV i is attached to m for transmission to PM(G). Let G G denote the set of PMs through which m must traverse in order to reach all the metagroups that are subsets of G. Then, each of the elements in SV i that correspond to the PMs in G G are incremented by 1. The following algorithm send_msg is used for sending a message to a group.
ALGORITHM send_msg /* source process:
Basically, each message carries an extra information which is the number of messages that have already been emitted by the source process that should flow through each of the PMs in the system.
The manager of a non-PM metagroup receives messages from its parent only. The relative order of the received messages has already been determined. Hence, the manager simply forwards the messages to its members according to the arrival order of the messages. The manager of a PM may receive messages sent directly from source sites, in addition to the ones from its parent. Therefore, different message streams may flow through the same manager. Each message received by a PM must be examined to ensure that causal relation is not violated before it can be further forwarded. The following algorithm recv_msg is used by the manager of a PM to handle the receipt of a message m. if ($ some message(s) from the parent that is (are) buffered) 4) buffer m;
propagate m to appropriate child metagroups, if necessary; 9)
if (PM j is a subset of G) buffer m waiting for messages that precede m; 30) end A message is buffered if some preceding messages have not been received. Basically, the checking performed in recv_msg accounts for the causal relation between the messages that are sent by the same process. Only when all preceding messages from the same source are propagated/delivered can the message be forwarded. Causal relation between messages that are sent from different sources is preserved in our mechanism by taking advantage of the characteristics of closed group communication and the tree structure. The checking operation only compares a pair of integers. After a message is allowed to propagate further, recv_msg checks to see if there are any buffered messages that are blocked from advancing by this message. In the algorithm, G k and SV k denote the destination group of m k and the send record attached to m k , respectively.
For instance, consider the previous example for the system of Fig. 1 as m 3 flows through two PMs, ·ACDÒ and ·CDEÒ. Suppose that m 3 arrives at ·ACDÒ before m 2 . The manager of ·ACDÒ compares the second entry of the send record piggybacked on m 3 , which has a value of 1, with the entry of its receive record that corresponds to p 2 , whose value remains 0. Since these entries are not equal, m 3 is buffered waiting for m 2 's arrival. Hence, the causal relation between m 2 and m 3 is preserved.
In the following, we show that the proposed mechanism preserves causal relation between messages for closed group communication.
DEFINITION 2. Two messages are said to meet at a node if the node is the first PM that both of them flow through.
Note that any process that receives a message must be contained in a subtree rooted at the PM of the message's destination group. Let ST(X) represent the subtree rooted at PM X. If both messages m 1 Since a process p sends a message only to a group G of which p is a member in closed group communication, p always receives its own messages. Therefore, p (and, so, p's metagroup) is contained in the subtree ST(PM (G) . From Property 1, we obtain the following property. For example, in Fig. 2 Let p i denote the source process of m i , 1 £ i £ k + 1.
As described earlier, process p k+1 is in the subtree ST(PM(G k+1 )). Since we have l k+1 > l e , as shown in Thus, the aforementioned statement is proved. Once the relative order of m s and m e is determined, these messages are delivered according to the order. V
CONCLUSIONS
In this paper, we have shown that the multicast scheme proposed by Jia in [4] may not achieve total ordering (including causal ordering) delivery, even for closed group communication. Causal relation between some messages is not preserved by the protocol. We have also presented a revised mechanism for closed group communication. The method only requires each message to carry an information of size equal to the number of PMs in the system.
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