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The DNA triple helix is a non-canonical nucleic acid structure with roles in cellular reg-
ulation. Formed when a single strand of nucleic acid, a triplex–forming oligomer (TFO),
binds in the duplex major groove, its formation is known to be involved in the onset of the
neurodegenerative disorder Friedreich’s ataxia (FRDA). Alternatively, it may have clinical
applications in the development of novel antimicrobial agents. As a means to treat FRDA,
methods to destabilise triplexes have been examined, with the binding of ligands in the minor
groove a promising starting point. On the other hand, stabilisation of these structures may
be achieved through modification of the backbone or the bases with the aim of suppressing
bacterial genes as an interesting solution to the problem of multi-drug resistance. The ori-
gins of triplex stability are currently not well understood and a better comprehension of these
properties is therefore an important step in the development of new medicinal technologies
involving the creation or destruction of triplexes.
In examining the effect of ligand binding on triplex stability, a single minor-groove binder,
netropsin, a known triplex destabiliser, is considered. Free energy calculations on the binding
of a 15-base TFO to a duplex give good agreement with experiment and it is found that
netropsin destabilises this triplex by approximately 15 kcal/mol. This appears to be a highly
localised effect, occurring only when netropsin is bound opposite the TFO, and associated
with a decrease in the width of the minor groove. Structural distortions associated with
netropsin and TFO binding appear, therefore, to play a large role in the ligand’s ability to
destabilise triplexes.
Although netropsin is thought to bind in the minor groove, binding in the other two grooves
formed when a TFO binds, has not been examined. Here it is found that binding in both
the minor and W–H, being the larger of the two grooves formed by triplex binding, grooves
are similarly stable, with the minor groove potentially being more stable due to strong vdW
interactions.
To study the effect of TFO composition on triplex stability, the relative stabilities of purine
and pyrimidine triplexes are examined. Significant distortion in the TFO backbone is ob-
served in the case of the purine triplex, with Hoogsteen pairs between adenine bases failing
to form, indicating it is likely less stable. However, pyrimidine TFO binding requires sig-
nificantly more backbone rearrangement to bind to the duplex, potentially disfavouring its
formation despite it likely being the more stable triplex.
Examining the effect of changing the TFO backbone composition from DNA to RNA, for
a purine triplex, the two structures are found to have similar stability, despite reports of the
RNA purine triplex not forming experimentally. A significant change in the sugar pucker of
xi
ABSTRACT
the purine RNA backbone is found to be required for binding, potentially explaining this lack
of formation. However, no large structural differences were found between DNA and RNA
pyrimidine triplexes to explain the previously reported greater stability of the RNA structure,
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The double helical deoxyribonucleic acid (DNA) structure, famously published by Watson
and Crick in 1953,1 is well known. At the most basic level, the structure consists of three
building blocks: a nitrogenous base, a sugar, and a phosphate group linking the monomers
together. In the common DNA double helix, strands are held together by complementary
pairing between the bases, where adenine (A) pairs with thymine (T) (or uracil (U) in RNA)
and guanine (G) with cytosine (C), forming 2 and 3 hydrogen bonds respectively. This
bonding pattern is termed Watson-Crick (W–C) pairing (Fig. 1.1) but is not the only possible
motif. Under certain circumstances these bases can be rotated, putting them in different
relative positions with different hydrogen bond donors and acceptors interacting. In the case
of Hoogsteen bonding, the same bases pair (A/T, G/C) but in a different orientation.2 For this
to occur, protonation of the cytosine residue is required. Alternatively, reverse Hoogsteen
bonding can occur between two copies of the same base (A/A, G/G). These structures are
shown in Fig. 1.2.
Of the nitrogenous bases, adenine and guanine contain two rings and are termed purines,
while thymine/uracil and cytosine are single–ringed pyrimidine bases. Typically, the nucleic
acid strands pair in an antiparallel fashion, where one strand runs 3’-5’ and the other 5’-3’
(Fig. 1.1), but parallel duplexes are also possible. In this case the bonding pattern is changed
to reverse-W–C, where T pairs with T, G with G and so forth,3 or Hoogsteen motif where
the same pairing rules apply, but at different sites on the base.4
Overall, duplex DNA generally has a right handed structure; that is, it is twisted clockwise.
Furthermore, the sugars are generally in an appropriate conformation such that the bases
stack in what is known as a B-structure. To comprehensively define the geometry of the
helix, a number of structural parameters are required. If the three axes of a base pair are
defined such that x is the short axis, y is the long, and z is perpendicular to the plane of the
base pair (Fig. 1.3), rotations about, and translations along, these axes can broadly describe
the geometry. Rotations about the x, y, and z axes, relative to the base pair below, are known
as the tilt, roll, and twist, respectively. Translations along these axes, again relative to adja-
cent base pairs, are likewise known as shift, slide and rise. Other parameters are also used to
1
1.1. DNA STRUCTURE
Fig. 1.1: The DNA double helix structure consists of a phosphate group, sugar (here deoxyri-
bose) and base (red). Watson-Crick pairing (dashed lines) holds the two antiparallel strands
together. Arrows represent the directionality of the strands.
Fig. 1.2: The potential base pairing strategies based on adenine (top) and guanine (bottom).
From left to right: Watson–Crick, Hoogsteen, reverse–Hoogsteen.
describe the helix geometry and are measured for individual base pairs, or the overall helical
geometry, rather than relative to their neighbours. These include propeller twist, and inclina-
tion. Propeller twist is defined as the structure where, starting from a base–pair with a planar
structure, one base is twisted backwards, and its pair forwards around the y-axis. Inclination,
on the other hand is a slight rotation about the y-axis and is a general property of the overall
helix.5 Changes in these properties can define changes in the overall helical geometry and
are hence important for quantifying the structural character of a helix.
In order to form a helix from the ladder like base pairs, the strands are twisted around a
helical axis. The location of this axis is important for defining the overall geometry of the
helix. In BDNA, this axis is not centrally located between the strands, but off center, giving
a helix that has two asymmetric grooves. The smaller of these is known as the minor groove,
2
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Fig. 1.3: The axes of a base pair. In the plane of the base pair, the short axis is the x and the
long the y, while the z-axis is perpendicular to this plane.
and the larger the major (Fig. 1.4a), providing important recognition sites for DNA targeting
molecules or proteins.
1.2 NON-CANONICAL DNA STRUCTURES IN HUMAN BIOLOGY
While the right-handed BDNA double helix is the most well known, many variations on
this classic nucleic acid structure have been found to exist, either in vivo or synthetically.
These range from slight variations in structure with retention of the W–C bonding pattern
(such as A and ZDNA6), to changes in the strand direction to give parallel duplexes with
reverse W–C3 or Hoogsteen4 base pairing, folded structures such as cruciforms or hairpins,
and higher order structures such as the previously mentioned triplexes, and quadruplexes.7,8
Although significantly less common than BDNA, many of these structures have been shown
to form under physiological conditions and are generally accepted to have to have biological
relevance, including involvement in certain diseases.9–12
Notably, DNA triple helices have been shown to compete with transcription factors in bind-
ing of DNA and have implications in both the genesis and prevention of disease.13,14 These
interesting structures form when a single–stranded nucleic acid fragment binds in the major
groove of a polypurine/polypyrimidine B-DNA duplex. The incoming DNA strand, known
as a triplex–forming oligomer (TFO), forms Hoogsteen bonds, rather than the regular W–C,
with the polypurine duplex strand. In this structure, the polypurine strand is known as the
‘Crick’ strand, and the polypyrimidine the ‘Watson’ strand. Binding of the TFO splits the
major groove into two asymmetric grooves. Of these, the smaller is known as the Crick–
Hoogsteen (C–H), groove, and the larger the Watson–Hoosteen (W–H) groove, where the
groove is between either the Watson or Crick, and Hoogsteen (TFO) strands (Fig. 1.4b).
Given the right sequence, the three–stranded complex is relatively stable and has been impli-
cated in the development of many neurodegenerative diseases including, but not limited to,
Huntington disease, myotonic dystrophy, and Friedreich’s ataxia.12,15 Due to their ability to
halt transcription, TFOs have also been proposed as a novel method for the treatment of bac-
terial infections or cancer. In this case, they are administered with the purpose of binding to
known sites in the bacterial or human genome to prevent the expression of the dysfunctional
or undesired gene.
1.3 TRIPLEX FORMATION IN FRIEDREICH’S ATAXIA
The neurodegenerative disease Friedreich’s ataxia (FRDA) is caused by a mutation in the
FXN gene, a gene involved in the expression of the iron chaperone protein frataxin, which
leads to a repeat expansion of the GAA triplet.16,17 Biologically, this manifests as a reduction
in the production of the aforementioned protein, leading to an accumulation of iron in the
3
1.3. TRIPLEX FORMATION IN FRIEDREICH’S ATAXIA
(a) Double helix (b) Triplex helix, TFO shown in green.
Fig. 1.4: The grooves of duplex and triplex DNA. To form a triplex, the TFO binds in the
major groove, splitting it into two asymmetric grooves.
mitochondria.18 Physiologically, sufferers endure severe weakening of the muscles to the
extent of disability, and often have cardiac problems and diabetes, leading to an early death.17
Despite the knowledge of its cause, current treatments address only symptoms.
The mechanism by which the GAA repeat expansion leads to the disease is accepted to be
through intramolecular triplex formation. This mechanism has been well studied16 and the
purine nature of the expansion means that the structure is relatively stable under physiolog-
ical conditions, involving reverse Hoogsteen base pairs between the TFO and the duplex
(Fig. 1.5). Finding a method to destabilise this triplex is therefore the most obvious path
to finding a more robust treatment for both this condition and other similarly caused dis-
eases.
(a) A*AT triplet (b) G*GC triplet
Fig. 1.5: The base pairing in the FRDA triple helix. The Hoogsteen pair is indicated with *
4
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1.3.1 PROPERTIES OF DNA TRIPLE HELICES
The ability of nucleic acids to form triple helices has been known since 195719 and in
the time since then many studies have been undertaken to understand the structure, ki-
netics, and thermodynamics of this interesting molecule. The triple helix associated with
FRDA involves the binding of a purine TFO antiparallel to the purine strand of the duplex
purine strand and has been structurally characterised through many methods encompassing
both molecular simulation20,21 and various experimental techniques.21,22 Such studies have
shown that triplex stability has a complex dependency on a variety of factors such as pH,23
salt concentration and cation valency,19,23 and sequence.24 It has also been shown that the
presence of small molecules able to interact with the helix can have either a stabilising or
destabilising effect on the structure.25–28 The potential to use small molecules to modulate
triplex stability has obvious therapeutic utility. Accordingly, it is important to understand the
structural and thermodynamic effects underlying these stability changes in order to enhance
the efficiency of development, and the potency, of any potential therapeutic agents.
1.3.2 MINOR GROOVE BINDERS
The minor groove is one of three major drug targets for DNA, the others being the major
groove, and intercalation between the rungs, and binding of ligands here is generally asso-
ciated with triplex destabilisation.29 As such, it is a promising starting point for this study.
These ligands typically constitute a series of hydrocarbon rings, have a curved structure com-
plementary to that of the groove, and feature a similar binding mode. Netropsin is a typical
example of this class of compounds, which also includes molecules such as distamycin, SN-
6999, and Hoechst-33258.29–31 Netropsin, having the typical curved, planar structure (Fig.
1.6), is easily incorporated into the minor groove with preference for AT–rich regions,25,32
and can be thought of as a model compound for this class of minor groove binders. Although
it has significant utility as a sequence–specific triplex destabiliser, it is also highly toxic, lim-
iting its therapeutic use.32 It is accordingly desirable to understand the mechanisms behind
netropsin’s triplex destabilising properties in order to develop molecules with similar, or
improved, abilities, whilst eliminating the toxicity.
Fig. 1.6: Netropsin has a curved, planar structure, typical of many minor groove binders
The structural changes upon netropsin binding to triplex DNA have been previously stud-
ied both experimentally and computationally. It has been shown that the incorporation of
netropsin into the minor groove effects the width of the groove,33–35 as well as influencing
the roll, propeller, and inclination of the helix.36 These parameters are important in defining
the overall structure of the helix and netropsin’s influence on them indicates a significant
structural rearrangement on binding. Interestingly, computational and experimental studies
on the width of the minor groove in the presence of netropsin find conflicting results: com-
putational studies show a slight narrowing, particularly in the region where the molecule is
5
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bound,35 while experimental solid state structures show a broadening.33,34,37 Furthermore,
it has been shown that the binding of a TFO in the major groove causes significant widening
of the groove,38 but whether the interplay of structural effects of netropsin and TFO binding
plays a role in the destabilisation of the triplex structure remains unknown.
While it is well known that netropsin binds in the minor groove, a nucleic acid triple helix
has two other grooves which may be suitable in size for netropsin to bind: the C–H and W–H
grooves, being the smaller and larger grooves respectively formed between TFO and duplex
when TFO binds. The reasons for netropsin’s stability in the minor groove are well under-
stood. They include a combination of displacement of ordered solvent hydrating the DNA’s
spine, the negative charge of the nucleic acid phosphate groups and the large electrostatic
potential of A–rich regions of minor groove attracting the positive charge of netropsin, the
shape complementarity, and hydrogen bonding interactions with the N3 and C2=O atoms
the A/T or G/C pairs.39–41 Despite this, it is not clear why binding would favour the minor
groove over either the C–H or W–H grooves, particularly the similarly sized W–H groove.29
As computational tools allow for a netropsin molecule to be placed in any groove and its
interactions examined, this may provide useful insight into the netropsin’s preference for
minor groove binding.
1.4 INDUCED TRIPLEX FORMATION
As triplex formation is known to suppress gene expression, it has potential use in the devel-
opment of antimicrobial compounds, whereby it effectively knocks out an undesired gene.
Through the introduction of short TFOs, which bind at specific bacterial genomic sites, the
expression of genes which are essential for either bacterial survival or drug resistance can be
greatly reduced, if not completely turned off.
This process, known as antigene therapy involves the formation of an intermolecular triplex
between the native (bacterial) duplex and a TFO designed to bind at a specific sequence.
Ideally, the TFO binds specifically, and with good in vivo stability, at the promoter region
of an essential gene, preventing its entire transcription. Evidently, this requires knowledge
of the target sequence, which must also be appropriate for triplex formation. The affinity
of a TFO for a duplex is maximised when the sequences are homopurine or homopyrimi-
dine,9 but these bacterial sequences must be sufficiently unique that the same sequence will
not be found and additionally targeted in the human genome. Furthermore, the formation of
Hoogsteen bonds requires cytosine to be protonated, which is generally not feasible at phys-
iological pH due to its pKa of 4.45. To combat this, TFOs must contain a purine motif to be
useful in this regard. The search for these relatively unique, homopurine/homopyrimidine
triplex target sites (TTSs) can be facilitated using the Triplexator software.42
Once bound, it is important that the TFO remains so. Good in vivo stability, including
resistance to degradation by nucleases, is accordingly exceedingly important for biological
activity of TFOs as antimicrobial agents. Much like destabilisation of triplexes, this can be
achieved through the binding of small molecules,27,28 or alternatively through modifications
to the TFO backbone43 or bases.44,45
1.4.1 BASE MODIFICATION: STABILITY OF PURINE AND PYRIMIDINE TRIPLEXES
For a given duplex sequence, there are three major classes of TFO which can bind with se-
quence specificity: GA (purine), CT (pyrimidine), and GT (mixed). Each will recognise the
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same sequence but display different base pairing patterns. A purine TFO will bind antiparal-
lel to the purine strand of the duplex, forming reverse Hoogsteen A*A and G*G bonds. On
the other hand, pyrimidine TFOs bind parallel to the duplex purine strand forming C+*G
and T*A Hoogsteen pairs. Mixed sequences can bind either parallel or antiparallel, forming
either Hoogsteen or reverse Hoogsteen pairs.46–48 As protonation of the cytosine residue is
required for the formation of the pyrimidine triplex, this is a pH dependent process and, al-
though this is the most commonly studied triplex, due to cytosine’s pKa of approximately
4.5 its formation is generally not feasible at physiological pH. Modifications to the cytosine
bases may be able to circumvent this need for protonation, making it a viable option as an
antigene therapeutic and have been shown to be capable of removing the pH dependence of
this triplex formation.49
In designing TFOs to target specific bacterial genes, it is important to be able to maximise
the stability of the triplex through good choice of sequence. The parallel-pyrimidine triplex
has been much more extensively studied than its antiparallel-purine analogue despite both
having been shown to have fairly similar stabilities under the right conditions.46 However, it
is known that for the purine TFO, the percentage of guanine bases in the TFO is important
for stability, with reports of at least 40–50 % guanine content required for stable purine
triplex formation.47,50 Too high a G content, on the other hand, can lead to the favouring of
quadruplex structures over the desired triplexes.47 The origin of this effect is not particularly
clear, although it would suggest that the reverse Hoogsteen A*A pair is weaker than the
corresponding G*G.
It is known that the G*G and A*A pairs are not isomorpohous, as the G*C and A*T pairs
are, which may cause a structural distortion of the backbone between A and G bases,48 po-
tentially contributing to the dependence of stability on G content. Comparing the structures
of the purine and pyrimidine triplexes, particularly the positioning of the TFO in the major
groove, may therefore provide insight into the reasons for the stability of one over the other,
and the dependence of the stability of the purine triplex on G content.
1.4.2 BACKBONE MODIFICATION: STABILITY OF RNA-DNA HYBRID TRIPLEXES
Possibly the simplest backbone modification is the replacement of the deoxyribose sugar
in the DNA motif with a ribose sugar, transforming the TFO to ribonucleic acid (RNA).
RNA may be more useful in the formation of triplexes, not only for its potentially higher
stability as a TFO, which has been extensively studied,51–53 but also as the majority of in
vivo single–stranded nucleic acids are RNA based and therefore may have better resistance
to degradation in the cellular environment.
For a duplex with two DNA strands (DD), it is known that the introduction of a parallel
pyrimidine RNA–based TFO, where the pyrimidine based TFO binds parallel to the purine
strand of the duplex, provides further stability to the triplex relative to the same triplex
formed with a DNA TFO. Despite this, no quantitative consensus has been reached in the
literature as to the extent of this effect. For this pyrimidine–based triplex, Roberts et al.52
report a ∆G which is 0.9 kcal/mol per base pair more favourable for the DD·R (DNA duplex
with RNA TFO) triplex than the DD·D (DNA TFO) triplex. Han et al.,54 on the other hand,
found only a slight change in ∆G of 1.2 kcal/mol over an entire triplex of similar sequence
and length. Wang and Kool51 report a free energy difference of 4 kcal/mol for an 11-base–
pair triplex, and Asensio et al.55 a similar 3 kcal/mol for a 6-base–pair triplex. Although
these differences may be attributed in part to different methods or sequences, the similarities
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between experiments are enough that such a discrepancy is not expected.
All aforementioned studies limited their scope to the stability of the case of a parallel pyrim-
idine TFO. Studies on the antiparallel purine TFO, where the purine third strand binds an-
tiparallel to the duplex purine strand, have found that it is significantly less stable than the
corresponding DD·D purine triplex, not forming in many cases.46,56,57
Differences between DNA and RNA as TFO. There are two fundamental differences between
RNA and DNA TFOs: the presence of a hydroxyl group on the sugar, and the substitution of
thymine in DNA for uracil in RNA, which differ by a methyl group. Both of these changes
are likely to have an effect on the overall structure of the nucleic acid, and potentially influ-
ence their stability.
As the thymine–uracil substitution is unique to the pyrimidine triplex, it is tempting to think
that this may be the origin of the greater relative stability of the DD·R triplex over the DD·D.
However, based on studies of the hybrid duplex, which find an increase in stability with the
purine content of the ribose strand,58 it would appear that the change from thymine to uracil
does not result in a more favourable complex, and may in fact have the opposite effect.
The other difference, that of the sugar composition, may have two effects. Firstly, the 2’-
hydroxyl group on ribose has been proposed to form hydrogen bonds with the phosphate
group of the central triplex strand when in an appropriate orientation.55,56 This interaction is
only possible when the TFO is parallel to the central strand (Fig. 1.7), potentially explaining
the opposite effects of antiparallel and parallel TFOs on the stability relative to the DD·D
triplex. However, methylation at this position (OH→ OMe) does not reduce the stability of
the DD·R triplex, but rather increases it, despite a loss of hydrogen bonding capability. This
effect is often attributed to an increase in van der Waals interactions.55,59 Secondly, when in
duplex form, the sugar pucker, defined by the positioning of the C2’ and C3’ ribose atoms
relative to the plane of the sugar, varies significantly between DNA and RNA. Having sugars
in a south (S) conformation, predominantly C2’endo (where the C2’ atom is out of the plane
of the ring), gives rise to B–form structures, while A–form structures, such as those preferred
by double stranded (ds)RNA, characteristically present north (N), or C3’-endo (with the C3’
atom out of the plane), sugars. Favouring one over the other, therefore, may lead to a large
degree of structural rearrangement.
(a) Parallel triplex (b) Antiparallel triplex
Fig. 1.7: Comparison of the capability of hydrogen bonding between ribose 2’-OH (hydrogen
shown in white) and phosphate group (oxygen shown in red) in antiparallel and parallel
triplexes. In the parallel structure, the groups are close enough to allow for hydrogen bonding
to occur. TFO shown in black.
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These differences in puckering are well know for homogeneous duplexes, but it does not
necessarily hold that the same differences will be observed in a hybrid structure such as the
DD·R, or even the DD·D, triplex. Reports on the structure of hybrid DNA–RNA duplexes
have shown an intermediate structure between the A and B forms,60 where the RNA strand
shows an ARNA structure and the DNA strand a mixture of N and S sugar conformations.
Asensio et al.55 noted that for the parallel pyrimidine DD·R triplex, a similar locking of
the RNA TFO into an A conformation (with N, C3’-endo sugars) is observed while the
underlying DNA duplex maintains its S conformation sugars typical of BDNA. If a strand of
polypyrimidine single stranded (ss)RNA in solution also favours N sugars, the lower degree
of structural rearrangement required for it to bind to the duplex may begin to provide a
rationalisation for the higher stability of this structure, provided that the barrier between C2’
and C3’-endo is sufficiently high. The structural rearrangement the duplex undergoes when
TFO binds should also be considered.
In considering the degree of structural change required of the duplex in the binding of the
TFO, it has been shown that the structures that require a smaller conformational rearrange-
ment of the duplex, namely the parallel-pyrimidine DD·R and corresponding methylated
TFO triplexes, show higher stability. In fact, the amount of structural reorganisation re-
quired was found to, not unexpectedly, mirror the order of stabilities.55 Although this begins
to explain the stability of the pyrimidine motif DD.R triplex, the purine motif has not been
equivalently studied, nor has the effect of the structural changes occurring in the TFO. A
comparison of the sugar conformations of purine and pyrimidine triplexes, with both DNA
and RNA TFOs, with the conformations of the native duplex and single stranded nucleic acid
may shed light on this issue.
1.5 PROJECT OUTLINE
The research presented here focuses on examining the stability of nucleic acid triplexes with
aims of either inducing destabilisation through the binding of minor–groove binder netropsin,
or forming triplexes with higher stability through alterations to the TFO sequence or back-
bone.
Concerning the effect of netropsin on the stability and structure of a DNA triple helix, only
binding in the minor groove is considered, as this is its known mode of action. This is dis-
cussed in detail in chapter 3. Netropsin binding in the C–H and W–H grooves is then com-
pared to regular minor groove binding to uncover the reasons behind its preference for minor
groove binding, also discussed in chapter 3. Through the use of computational, molecular
dynamics (MD), methods, the effect of netropsin on the dissociation free energy of a 15-base
DNA triplex is calculated. As this system has been previously studied without netropsin,61
it initially also provides a good model system to test the viability of free energy calcula-
tions conducted by means of atomistic MD simulations. Binding free energy calculations
of DNA triple helices have not previously been done, nor have these types of calculations
been attempted for the study of such large, flexible molecules, being more commonly found
in the study of binding free energies of small ligands or relative stabilities under mutation.
Netropsin’s effect on the overall structure, and certain features such as the minor groove
width, are examined, providing a potential understanding of the underlying reasons for its
ability to destabilise triplexes.
In chapter 4, the effect of TFO sequence on triplex stability is examined, with the aim of
determining an optimal TFO for antigene strategies. To elucidate the reasons behind any
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potential sequence effect, purine and pyrimidine TFOs able to bind to the same duplex se-
quence are considered. Through examination of properties such as the number of hydrogen
bonds between TFO and duplex, as well as the structure of the TFO in the groove, a better
understanding of the stability, or lack thereof, of these triplexes can be obtained. Although a
number of studies have experimentally looked at the stabilities of different triplexes,46,47,62
this work presents the first analysis via computer simulations of the potential reasons behind
the stability of different sequences, allowing for the development of a better understanding of
triplex stability. Understanding the reasons behind the stability of certain triplex sequences
paves the way for the design of potentially more stable structures with promising applications
in antigene therapy.
In the examination of the effect of backbone composition on triplex structure, computational
methods, by means of atomistic MD simulations, are again used. Structural parameters of
DD.D and DD.R triplexes are calculated, focusing on the parallel purine structures which
have not been extensively studied, and compared with their antiparallel pyrimidine equiva-
lents. The overall structure of the triplexes with varying backbone composition is compared,
as well as the effect triplex formation has on the puckering of sugars in both TFO and du-
plex. This qualitative structural information, combined with further free energy calculations,
aims to provide new insights into the reasons underlying the different stabilities of DNA and
RNA TFOs for triplex formation. Furthermore, the free energy landscape of the puckering
in ssDNA and ssRNA is studied as a means of understanding the barrier to structural rear-
rangement required for the formation of an antiparallel purine DD·R triplex. Although the
purine DD.R triplex has been shown to be very unstable experimentally,46,56,57 no reasons
have been proposed for this. It is therefore important to understand if, and why, this triplex is
significantly less stable than similar structures to better understand the factors that stabilise
and destabilise triplexes. Additionally, the pyrimidine triplex is known to be more stable
with an RNA TFO than with DNA and a number of reasons have been hypothesised for this
effect. This work attempts to determine the viability of these predictions through analysis of





2.1 MOLECULAR DYNAMICS SIMULATION
In the computational study of biomolecular systems, one is often challenged by the scale of
nature. A short deoxyribonucleic acid (DNA) triplex, too short to be biologically relevant, al-
ready contains over 1,000 atoms and when the cellular environment, full of water and ions, is
also taken into account, the system size generally exceeds many tens of thousands of atoms.
The methods most readily available to this scale fall under the category of classical molecu-
lar dynamics (MD). As we are generally only interested in nuclear motion on this scale, the
classical treatment is appropriate and quantum effects generally do not need to be taken into
account. While it is relatively simple to study these large systems experimentally, the limits
of experimental techniques mean that neither atomistic detail, nor dynamic properties at a
nanosecond scale can be obtained in this way. This can lead to a lack of mechanistic detail
which MD simulation can often help uncover.
Despite the existence of many MD codes, the general algorithm for running a simulation
remains the same: for a given configuration of all atoms, an initial velocity distribution is
specified, often a Boltzmann distribution. The forces ~F(~r), defined by the chosen force
field, acting on each atom are then calculated according to Newton’s classical equations of
motion,
~F(~r) =−∇U(~r), (2.1)
where U(~r) is the potential energy function defined by the interactions between each pair of
particles. For simulations in the NVE (constant number of particles, volume, and energy), the
atomic positions are then updated by integrating the above equation. In NAMD,63 the MD
software used for this work, this is achieved by means of the velocity Verlet algorithm.64
The process is iterated, with a timestep on the order of 1–2 fs, for as long as required.
An initial equilibration period is generally required, where this process is repeated until
the average system properties become independent of time, that is, the system has reached
thermodynamic equilibrium, prior to any data collection or measurements.
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If constant temperature or pressure is required, as is generally the case when attempting to
model experimental systems, algorithms to maintain these parameters at a specified aver-
age value must be applied. Average temperature can be maintained through the use of a
thermostat. In this work, Langevin dynamics were used for temperature control, in which
additional damping and random forces are applied to the momenta. The random forces are
assigned from a Gaussian distribution, and the damping introduces friction to the system.
Combined, these lead to the correct temperature distribution. Pressure control was imple-
mented through the Nosé–Hoover Langevin piston barostat.65,66 This algorithm introduces
an additional degree of freedom, the volume of the simulation box, to which the system is
coupled. This acts as a piston with a given mass and adjusts to compensate for internal and
applied pressures. As with the temperature control, Langevin dynamics are used to control
the piston fluctuations.
In order to accurately model the dynamics of the system, it is required that the timestep be
smaller than the period of the fastest vibration. For high frequency vibrations such as those
for bonds containing hydrogen, a very small timestep would accordingly be required. It is
therefore often useful to constrain hydrogen–containing bonds to their equilibrium values
which allows for a longer timestep to be used, increasing the speed of the calculation. Here,
the SHAKE algorithm67 is used to constrain all bonds containing hydrogen, allowing for the
use of a 2 fs timestep.
2.1.1 MOLECULAR MECHANICS FORCE FIELDS
The choice of force field for MD simulation is an important one, as it defines how the atoms
interact with one another. In all cases, the total potential energy, is a sum of bonded and
non-bonded interactions
U(~r) = ∑Ubonded(~r)+∑Unonbonded(~r). (2.2)
For molecular simulation of nucleic acids, the CHARMM3668 and AMBER parm99 force
field69 with BSC0 modification70 (parm99bsc0) are the most common currently in use,
although some modifications to parm99bsc0, in BSC171 and OL15,72 have recently been
shown to improve structural calculations on longer timescales.73 In this work we primarily
use the AMBER parm99bsc0 force field, as it has been shown to accurately represent the
structure of DNA triplexes, as well as RNA structures, on the relevant timescales.70 For this






































where the bond, angle, and torsion terms constitute the bonded interactions and the final
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term the non-bonded interactions between all pairs of atoms. The non-bonded interactions
comprise a Lennard Jones (LJ) (van der Waals) and a Coulombic (electrostatic) term, the
first and second terms of the summation respectively. The first term in this equation, the
bond length, is described as a harmonic potential with force constant kb,i for a bond length
at distance bi− b0,i from its equilibrium distance b0,i. Similarly, the angle term has force
constant ka,i and angle θi− θ0,i from equilibrium. The torsional term includes amplitude
Un, dihedral angle ωi with multiplicity n, and phase angle γi. The LJ component of the
non-bonded interactions is calculated between atoms i and j at distance ri j. The potential
energy well defined by this equation has depth ε at interatomic distance r0i j. Finally, the
electrostatics term is calculated between atoms i and j with charges qi and q j respectively
and interatomic distance ri j. The parameters are derived from a combination of quantum
chemical calculations and experimental data so as to provide a good model for the ‘real’
system under study.
2.1.2 APPROXIMATING A BULK SYSTEM: PERIODIC BOUNDARY CONDITIONS
Computationally, it is currently only feasible to simulate systems up to on the order of
1,000,000 atoms, giving results dominated by surface effects. As bulk properties are de-
sired, periodic boundary conditions (PBCs), which effectively extend the system infinitely
by replicating the simulation box in three dimensions to produce a continuous medium, are
usually applied. In this case, generally only the forces between the closest periodic images
are calculated (Fig. 2.1). Known as the minimum image convention, this greatly reduces the
number of interactions that need to be calculated. Assuming the system size is larger than
the correlation length of the fluid, this can improve the efficiency of the calculation while
still giving a good approximation of the bulk solvent environment.
Fig. 2.1: Under PBCs, the force between two atoms is only calculated between the closest
images (minimum image convention). Periodic boxes extend infinitely along all three axes.
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2.1.3 COMPUTING LONG-RANGE INTERACTIONS, AND INTERACTION CUT-OFFS
As the force calculation relies on the computation of the interactions between every pair of
atoms in the system, this can be a very slow process, scaling with N2 for the number of par-
ticles, N, in the system. Instead, it is often assumed that only interactions between particles
closer than a cut-off distance, rc contribute significantly to the calculation of force and any
interactions beyond this distance can be safely truncated without significant error. While
the LJ interactions are short ranged, that is their strength decays at such a rate that they are
negligible beyond rc, the electrostatic interactions have a much longer range and hence can-
not be so easily neglected, especially when PBCs are employed. In this case, algorithms
such as Particle-Mesh Ewald (PME),74 which is used in this work, can be applied to calcu-
late the electrostatic interactions between all periodic images. In this method, interactions
are divided into short– and long–range, being before and after the specified cut-off distance
respectively. Short–range electrostatics are calculated explicitly, while the long–range elec-
trostatics are calculated using fast Fourier transform methods.
While the use of a cut-off is attractive in that it significantly reduces the computational ef-
fort required, it introduces a discontinuity in the energy: the energy is equal to U(~r) below
the cutoff distance, and 0 beyond it, which may produce unphysical behaviour. This can be
improved in one of two ways. Firstly, the energy can be shifted such that U(~r) = 0 at rc , in-
troducing a discontinuity in the force. Alternatively, a switching function can be used, which,
beginning before rc, smoothly brings the energy to 0 at rc, avoiding both the discontinuity
in energy of the truncated method, and that of force in the cut-off and switch method. In the
calculations presented here, a cut-off of 10 Å is employed, with NAMD’s implementation of
a switching function from 9 Å.
2.1.4 SOLVENT
It should come as no surprise that biological processes do not occur in a vacuum, nor often
in the gas phase. Thus, for their accurate modelling, it is important that solvent contributions
are taken into account. This can be done in one of two ways: by explicitly including the
solvent and ion molecules in the simulation (explicit solvent), or by representing them as a
homogeneous dielectric medium (implicit solvent).
A number of explicit solvent models exist, which differ in the number of interaction sites,
the rigidity, and the polarizability of the molecule. In NAMD, three water models can be
used, although many more exist. These are the TIP3P, TIP4P,75 and SWM4-NDP.76 TIP3P
is a 3 site model, with one interaction site corresponding to each atom, while TIP4P includes
a negatively charged dummy atom as a fourth site, and SWM4-NDP is a five site model, in-
cluding an additional negatively charged Drude particle, which introduces polarization.76 All
three are rigid with the relative positions of all three atoms constrained to their equilibrium
values. Here we use the TIP3P model as the AMBER force field used here was parametrized
for this water model.
Explicitly including water molecules in the system greatly increases the number of interac-
tions to be calculated in the course of an MD simulation, increasing the computational cost
accordingly. Although it is generally more realistic physically, it is often not feasible. In-
stead, it is often advantageous to consider solvent as a continuum with a constant dielectric.
In the implicit solvent calculations presented in this work, the generalised Born implicit sol-
vent (GBIS) model,77 which is an approximation of the Poisson-Boltzmann equation (PBE),
14
CHAPTER 2. COMPUTATIONAL METHODS
is used. While the electrostatic environment of a molecule in a dielectric medium can be
calculated exactly using the PBE, it is time consuming and hence would offer little advan-
tage over explicitly including solvent. The generalised Born (GB) model instead models the
system as the solute, represented by a series of charged spheres with a lower dielectric than
the medium, in a solvent of constant (higher) dielectric.
2.1.5 EQUILIBRIUM SIMULATIONS
It is often useful to be able to visualise and quantify the behaviour and properties of a system
at equilibrium over the timescales available to MD. Here, for example, equilibrium structural
features of a DNA triplex, such as the major and minor groove widths, are examined in the
presence and absence of the minor–groove binder netropsin. Prior to data collection, the sys-
tem must be equilibrated – that is simulated until the properties of the system cease to vary
with time. Following this, a period of data collection can be undertaken for as long as re-
quired. In this work, simulations were conducted in the isothermal-isobaric (NPT) ensemble,
where the number of particles (N), pressure (P), and temperature (T) are constant. Pressure
and temperature were maintained at 1 atm and 310 K, using the Nosé-Hoover Langevin pis-
ton barostat, and Langevin thermostat respectively, to mimic the cellular environment.
2.1.6 DEFINITION OF STRUCTURAL PARAMETERS
In this work, a structural analysis of the changes occurring on netropsin binding to the triplex
associated with Friedreich’s ataxia (FRDA), as well as the effect of triplex–forming oligomer
(TFO) backbone composition on triplex structure, is presented.
The major groove width is defined as the interstrand Pn–Pn+5 distance, that is the distance
between phosphorus atoms of base n and the base 5 bases higher of the opposite strand.
The interstrand phosphorous distance has been previously used as a measure of groove–
widths78,79 and the bases were chosen to give roughly the shortest distance between the two
chains of the duplex moiety on the major groove side. The minor groove width is similarly
defined as the Pn–Pn−4 distance which generally also gives the shortest interstrand distance
covering the minor groove.
The number of hydrogen bonds between the TFO and the central chain of the duplex was
calculated using the Hbonds plugin for VMD.80 Hydrogen bonds are defined as having a
donor–acceptor distance less than 3.0 Å and an angle less than 25◦. This choice of values
gave good coverage of the expected hydrogen bonds between the duplex strands without
including additional intrastrand hydrogen bonds. The average number of hydrogen bonds
was then calculated over the last 20 ns of a 40 ns trajectory, to be certain that the system was
at equilibrium.
Large conformational changes in nucleic acid structure can be often associated with changes
in the sugar puckering. As a planar 5 membered ring is subject to considerable ring strain,
rather than exist in this planar conformation, 5 membered sugars, of which ribose and de-
oxyribose will be considered here, exhibit a conformational change whereby certain atoms
exist out of the plane of the rest. This is known as the sugar pucker and is highly variable,
with the ring able to adopt, and move between, any one of 10 broad classes of structure
(Fig. 2.2). As both the nucleic acid backbone and the base are connected to the sugar, the
conformation of this component has significant effects on the structure of the nucleic acid
as a whole, being responsible for the differences in structure between, for example, A and B
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form nucleic acids.
Two parameters define the sugar pucker, the puckering phase and amplitude. Broadly, the
phase defines which part of the ring (ie. which of the 5 atoms) is furthest from the plane
and the amplitude how far it is from planarity (Fig. 2.2). Depending on the formalism, the
amplitude can be defined as the displacement of the atom from the plane, or the deviation of
the ring torsion from planarity.81 The definition used by PLUMED282, used in this work, is
based on the Altona and Sundaralingham formalisation83 where the puckering is defined by









Here, v1 and v3 are the torsions between atoms C1’–C2’, and C3’–C4’ respectively. Pucker-
ing parameters are generally expressed in terms of polar coordinates, Pθ for phase and Ar for
amplitude. These can be readily expressed as:




Qualitatively, the preferred sugar pucker for each strand of the triplex can be obtained from
the analysis of the average equilibrium structure of the molecule of interest. The phase of
the sugar pucker was measured using the COLVAR module of PLUMED2.82 The C3’-endo
pucker typical of RNA is defined by a pseudorotational phase of between 0–36◦and C2’-
endo is between 144–180◦. More broadly, a sugar is considered to have a north (N) pucker
if it has phase between 270–90◦and south (S) if between 90–270◦(Fig. 2.2).
2.2 FREE ENERGY METHODS
Whilst equilibrium simulations can be useful in determining the structural properties of a
system, when it comes to the calculation of the thermodynamic properties of a system, or a
reaction, it is generally not so simple. Often, thermal energy is not enough to encourage a
system to cross a barrier from one state of interest to another and simple equilibrium MD
simulations may never sample these particular, potentially important, regions of phase space.
While there are many methods for calculating, through molecular simulation, the free energy
differences between two states of interest, all of which which find use in different cases, only
those which are used in this work are examined here.
2.2.1 MM/GBSA
Potentially one of the simplest methods for calculating the free energy difference between
two states is the use of molecular mechanics (MM) combined with the generalised Born
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Fig. 2.2: Sugar puckering phase defines the atom positions in the 5 membered ring (here
ribose shown). The two most relevant conformations for DNA/RNA are shown – C3’-endo
at phase between 0–36◦and C2’-endo at 144–180◦. In C3’-endo, the C3’ atom is above the
plane of the rest. Similarly for C2’-endo
surface area implicit solvation model (GBSA). Often used for protein-ligand binding char-
acterization, this method involves the calculation of the free energy for the protein, ligand,
and protein-ligand complex individually, each as
G = Ebonded +Eelec +EvdW +Gpolar +Gnon-polar−T S (2.6)
where the E terms are the energy terms obtained from the molecular mechanics simulation,
Gpolar and Gnon-polar the polar and non-polar contributions to the solvation free energy, and
T S the entropic contribution. Gpolar is calculated through the use of the generalised Born
equation and Gnon-polar using the solvent accessible surface area.85 In this work, both are
included in the value of Eelec.
Here, this method is used to calculate the binding free energy of netropsin to a triplex. ∆G






for the free energies of complex (netropsin + triplex), triplex, and netropsin calculated using
equation 2.6, averaged over the trajectory. In this case, Gcomplex, Gtriplex, and Gnetropsin are
calculated from the simulation data as Ebonded+Eelec+EvdW, which does not include the T∆S
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term. This term is later included and is taken to be purely based on the loss of configurational
entropy on ligand binding. This has been calculated previously for netropsin.86,87
2.2.2 STEERED MOLECULAR DYNAMICS
Steered molecular dynamics (SMD) is one method of speeding up molecular processes to
timescales manageable by MD simulation which is particularly useful for the calculation of
binding/dissociation free energies. The method functions by pulling, either with a constant
force or velocity, a set of atoms along an appropriate order parameter to actively induce the
process of interest. It has been commonly used to investigate the unfolding of proteins, but is
equally applicable to examining the unfolding of single–stranded nucleic acids. In this case,
the relevant order parameter is the end-to-end distance of the nucleic acid strand. The C5’
atom at the 5’ end of the chain is fixed in position, while the phosphorous atom at the 3’ end
is attached to a dummy atom via a harmonic spring. A force is then applied to the dummy
atom, pulling the selected atom at constant velocity. Alternatively, a constant force can be
applied to the spring to move the atom with variable velocity. For constant velocity SMD,
which is used here, the force, F between the dummy atom and the atom attached to it (the
SMD atom) is calculated as
~F =−∇U, (2.8)




k[vt− (~r−~r0) ·~n]2 (2.9)
for actual (at time t) and initial positions of SMD atom~r and ~r0 respectively, with pulling
velocity v in direction~n, given a spring constant k joining the dummy and SMD atoms.
Evidently, the enforced movement of a molecule to a desired position is not an equilibrium
process, but by means of Jarzynski’s equality,88 the free energy difference can be calculated
as the exponential average of the non-equilibrium work:
e−β∆F = 〈e−βW 〉, (2.10)
where β is 1kBT for temperature T , ∆F the Helmholtz free energy (although is equally valid
for the Gibbs free energy ∆G in the NPT ensemble), and W the non-equilibrium work.
Through an analysis carried out by Park et al.89 the potential of mean force (PMF), the free





where Φ is the PMF, and W0→t is the non-equilibrium work from time 0 to t. The second




(〈W 2〉−〈W 〉2), (2.12)
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which may improve accuracy under certain circumstances.
2.2.3 ALCHEMICAL FREE ENERGY PERTURBATION
Alchemical free energy perturbation (FEP) is a common method for calculating ligand bind-
ing free energies, whereby the free energy difference between initial and final states of inter-
est can be obtained via mutation of one into the other.
In this process, the free energy difference between two states, a and b, ∆Ga→b, can be calcu-










where kB is the Boltzmann constant, T temperature in kelvin, and Hn the Hamiltonian of the
initial (n = a) or final (n = b) states with position~r and momentum ~p.
It is necessary for the accuracy of this calculation that states a and b do not differ signifi-
cantly, as the energy of state b should be readily obtainable from the starting point a, that
is, have substantial phase space overlap (Fig. 2.3). In practice, this condition is not often
met in systems of interest. However, it can be artificially achieved through the addition of n
further states, each assigned a value of λ , which bridge the gap between the initial and final
states, effectively having partial character of both a and b. Given that free energy is a state
function, these bridging structures do not have to be physical and the free energy does not
depend on how they are defined. The free energy is then calculated as the sum of the free
energies for each window, that is, between λk and λk+1. This introduces a dependency of
the Hamiltonian on λ and the ensemble average in equation 2.13 is for the system Hamilto-
nian specified by λk. Equation 2.13 can be modified to allow free energy calculation from a














where k ranges from 1 to N, the number of desired windows. Within each window, a period
of equilibration must be carried out, to allow the system to equilibrate with the window
conditions, followed by a period of data collection from which the free energy is calculated,
which must be long enough to sample all relevant conformations.
Approaching the endpoint of a simulation involves interactions of atoms with their environ-
ment becoming very small, yet still being non-zero. At these points, as repulsive interactions
are minimal, atoms can easily overlap with their environment. Given that at low inter-atomic
distance, the LJ potential experiences a singularity, this can introduce many problems into
the calculation of the free energy. Fortunately, this is easily circumvented by the inclusion
of a soft-core potential90,91 implemented in NAMD in the form








r2i j +δ (1−λ )
)3 (2.15)
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Fig. 2.3: If the overlap between states a and b is poor (left), the calculated free energy will
be inaccurate. Additional windows can be added (center, right) but there must be enough to
sufficiently bridge the gap between a and b (right). The better the overlap, the better the free
energy estimate.
for the minimum of the potential−ε at distance Rmini j . This shifts the square of the radius, r2,
of the LJ potential to r2 + δ (1−λ ), preventing the singularity at r = 0. Here, the soft core
potential was implemented with a radius shifting coefficient (δ ) of 6.
For FEP calculations carried out in this work, the TFO was completely decoupled from its
environment while both bound to the duplex and free in solution, giving the thermodynamic
cycle shown in Fig. 2.4. Here, the process of interest, ∆Gdissoc, was calculated as the sum of
∆Gannihil,1 (TFO bound), ∆Gannihil,2 (TFO free), and ∆Grest, which accounts for the contribu-
tion of restraints on the TFO, introduced to keep it in its binding site when non-interacting.
In both bound and free cases, the difference between the initial (λ = 0, interacting with the
environment) and final (λ = 1, non-interacting) structures was such that 16 bridging win-
dows were required (∆λ = 0.0625). Throughout the simulation, vdW interactions of the
TFO were linearly scaled to zero from λ = 0 to 1 while its electrostatics were turned of in
the same way between λ = 0 and 0.5.
Fig. 2.4: Thermodynamic cycle for the calculation of TFO binding free energy. The top
process, ∆Gdissoc, is the process of interest
As the conversion from state a to state b is an equilibrium process, performing the simulation
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in the forward (a→ b) and reverse (b→ a) directions should give the same result. It is
therefore generally thought of as best practice to, where possible, sample from both ends
of the simulation. A good degree of overlap between the forward and reverse probability
distributions is indicative of a well converged, and accurate, simulation.92 Unfortunately, as
the 15-base TFO studied here is very flexible, it is almost impossible to ‘create’ it in the
appropriate binding site, even with the application of constraints. Hence, in the study of the
dissociation of FRDA triplex, only the reverse (decoupling) process is considered.
RELATIVE BINDING FREE ENERGY CALCULATIONS
While FEP is useful for the calculation of absolute binding free energies, as presented above,
it can also be used for the calculation of relative binding free energies through the mutation
of one system to another. The principles of the method are identical, with the only difference
being that the start and end points are defined simultaneously in the structure but interactions
calculated such that the initial and final structures never interact with one another. Over the
course of a simulation, the interactions of the the atoms representative of the starting structure
are turned off, while those of the atoms representative of the final state turned on.93 This
effectively results in one chemical structure being mutated into another. As described above,
this can be conducted in both forwards and reverse directions to improve accuracy.
In this work, this method is applied to the study of the relative stabilities of purine DNA
and ribonucleic acid (RNA) TFOs. In one cycle, the deoxyribose sugars in the DNA TFO
were mutated into ribose sugars (Fig. 2.5). Again, this is conducted in the bound and free
states, so that the relative binding free energies can be measured. For the mutations outlined
here, the changes result in a slight modification of every charge in the molecule, not just the
atoms which are of a different type. The most rigorous method would therefore be to mutate
every single atom in the TFO to match either the DNA or RNA charges as appropriate, but
this is computationally impractical and the majority of charges only change by less than 0.1.
Instead, only the atoms whose charges which display significant deviation from the DNA
charges are mutated. In this work, the C2’ and C3’ atoms were mutated, along with their
associated hydrogens.
Fig. 2.5: Structures for mutation from RNA to DNA within the FEP algorithm are defined
with the atoms to appear (grey) and disappear (same position, black) all present, but non-
interacting.
Overall, 5 atoms per deoxyribose base were ‘turned off’ while 6 atoms per ribose base were
‘turned on’, giving only a change of 11 atoms per base (or 55 atoms for a 15-base TFO),
significantly fewer than the previously described calculations. Accordingly, less simulation
time was required for convergence. Using 64 windows (∆λ = 0.015625), 375,000 steps
(0.75 ns) of simulation were conducted at each window, of which 125,000 (0.25 ns) were
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equilibration. This gave a total simulation time of 48 ns and gave reasonable overlap be-
tween the forwards and reverse transformations as well as little variation with time indicating
convergence.
2.2.4 REPLICA EXCHANGE MOLECULAR DYNAMICS
Replica exchange molecular dynamics (REMD) is an accelerated sampling technique whereby
N non-interacting copies (replicas) of the system, each at a different temperature, are sim-
ulated in parallel. In order to enhance sampling the replica configurations are swapped be-
tween temperatures with an acceptance probability pi j for a swap between states i and j, in
accordance with the metropolis algorithm
pi j = min
1, exp
(











This allows low energy, or low temperature, configurations to access the normally inaccessi-
ble higher energy configurations, greatly improving the sampling. This method is commonly
used to accelerate protein folding94 as it prevents the structure becoming trapped in a local
minimum, but is equally useful for the study of DNA denaturation.95
Here, this method was used to obtain the hydrogen bond fraction between TFO and duplex
as a function of temperature, from which the melting temperature (Tm) can be determined as
the temperature with hydrogen bond fraction of 0.5.
2.2.5 UMBRELLA SAMPLING
The previous methods have outlined ways to calculate the free energy difference between
two states, or the melting temperature, of a system. An additional method is also used in
this work, which is particularly useful for the calculation of PMFs when the two states of
interest are separated by a high energy barrier (Fig. 2.6). Umbrella sampling (US) functions
by introducing a so-called ‘umbrella potential’, which effectively biases the coordinate of
interest to stay within a specific region of the free energy landscape. Many of these biasing
potentials can be applied at different values of the coordinate to sample the entire free energy





where q− q0 is the displacement of the system’s coordinate q from the origin q0 of the
harmonic biasing potential, and k is the spring constant. Clearly, as q moves further from q0,
the energy, U(q), will dramatically increase, disfavouring the system visiting these regions.
This method is easily applied to the analysis of sugar puckering in nucleic acids, where the
pseudorotational phase and amplitude can both be biased to obtain a free energy landscape
of this process.
Assuming enough different positions are biased to give good overlap between regions and
cover the entire range of order parameters between initial and final states, a PMF can be
calculated. As the results obtained are biased, corrected (unbiased) values must first be
obtained. This is generally achieved through the use of the weighted histogram analysis
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Fig. 2.6: Free energy as a function of reaction coordinate. There are two low energy wells
separated by a high energy barrier, which is unlikely to be overcome through regular MD
method (WHAM).96 From here, it is a simple matter of plotting the free energy, calculated
by this process, as a function of reaction coordinate. It should be noted that this process is
not limited to one-dimensional PMFs, but rather if two coordinates are biased, as is the case
in the work presented here, a free energy surface can be calculated.
In the umbrella sampling simulations of the DNA/RNA sugar puckers, pseudorotational
phase and amplitude were biased. The phase, Pθ was biased at every 0.2 rad between 0
and π , with a force constant of 335 kcal/mol/rad2, so as to sample only the more rele-
vant eastern hemisphere, that being the right half of the pseudorotational phase diagram
in Fig. 2.2. Amplitude, Ar was biased every 0.1 rad between 0.6 and 1 with force constant
191.4 kcal/mol/rad2.
THE WEIGHTED HISTOGRAM ANALYSIS METHOD
In this work, US was used to calculate the free energy difference between the C2’-endo and
C3’-endo sugar puckers of single stranded DNA and RNA through the biasing of the pseu-
dorotational phase and amplitude. In order to account for the effect of the biasing potential,
WHAM was used,96 in this case, the implementation of Grossfield.97
When simulations are biased, such as in a process like US, the probability distribution shifts
to be centered around the bias potential. That is, a biasing potential centered on a certain
value will result in that area being sampled more heavily than anywhere else. In order for a
free energy surface to then be constructed from a series of simulations sampling at specifi-
cally chosen regions at which a biasing potential is centered, it is first necessary to remove
the effect of the bias, giving an estimate for the unbiased probability distribution.
In WHAM, a biased probability distribution at each biasing position, P′(x) is calculated. The
free energy, A(x) can then be estimated as
A(x) =−kBT ln(P′(x))−U ′(x)+F (2.18)
for umbrella potential U ′(x) and unknown constant F . By combining multiple simulations
with umbrella potentials at different positions, the optimal F values can be calculated, and a
good estimate of the unbiased probability distribution, P(x), can be obtained. This is done
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Fi =−kBT ln ∑
Xbins
P(x)exp[−U ′i (x)/kBT ]. (2.19b)
for Nsims simulations and ni(x) counts in each histogram bin.
For this process to be effective, good overlap of the histograms is required to ensure ade-
quate sampling of the entire range of order parameters. Better overlap can be achieved by
increasing the number of biasing potentials used to cover the region of interest as it will




The SMD simulation results presented in this work are based on the average value of 10
trajectories. Reported errors were approximated from the spread of the ∆G values calculated
for each trajectory.
FREE ENERGY PERTURBATION
The free energy was calculated in the stratified FEP methodology as the sum of the free
energy changes of each window (Eq. 2.14). Within each window, the error in ∆G can be
approximated using a block averaging method, which accounts for correlations in the data
in estimating the error. The free energy was calculated (according to Eq. 2.14) for different
sized blocks of data. The standard deviation of the block averages (free energies) for the
different sized blocks was calculated, from which the standard error was determined. With
increasing block size, the calculated standard deviation should increase before plateauing to
its ‘true’ value. All error estimates are here reported as 2 standard errors. Further details on




TRIPLEX STABILITY AND DESTABILISATION BY
NETROPSIN
Molecular dynamics simulations are used to study the structure and thermody-
namics of deoxyribonucleic acid (DNA) triplexes associated with the neurode-
generative disease Friedreich’s ataxia, as well as complexes of these triplexes
with the small molecule netropsin, which is known to destabilise triplexes while
stabilising duplexes. We find that binding of a third DNA strand (triplex–forming
oligomer (TFO)) to a DNA duplex widens the major groove, while netropsin
binding narrows the minor groove in the region where it is bound, an effect that
has previously been under contention. The dissociation free energy, ∆Gdissoc, of
a 15–base antiparallel-purine TFO is found to be 27.9 ± 9.5 kcal/mol, slightly
higher than previously reported experimentally but remarkably close given that
the simulation model was parametrised for double–stranded nucleic acid struc-
ture, not thermodynamics of triplexes. In the presence of netropsin, the calcu-
lated ∆Gdissoc is approximately 15 kcal/mol lower than without it, indicating that
netropsin destabilises this triplex, as expected. Interestingly, destabilisation is
found to be a highly localised phenomenon, occurring only when netropsin is
bound directly opposite the TFO. Netropsin binding in the Crick–Hoogsteen (C–
H) or Watson–Hoosteen (W–H) grooves is shown to be disfavoured relative to in




As outlined in chapter 1, non-canonical DNA structures, such as the DNA triple helix, can
act as cellular regulators.9–11 Their formation outside of normal circumstances can therefore
lead to disease, as typified by neurodegenerative disorder Friedreich’s ataxia (FRDA). It is
generally accepted that this disease has its roots in the formation of an intramolecular triple
helix, which results in significant reduction in gene expression.16 Accordingly, the ability to
destabilise such structures is therapeutically promising as a means to treat this disorder.
A potential means to achieve this destabilisation is through the binding of ligands such as
netropsin which bind in the minor groove (Fig. 3.1). Minor–groove binding ligands, such
as netropsin, have been shown to destabilise triplexes,25,29 and present a promising starting
point for the study of triplex destabilisation mechanisms, which currently remain unknown.
The work presented here provides the first mechanistic understanding of the dissociation free
energies of triplexes in the presence of such molecules, as a basis for further development of
triplex destabilisers in applications of gene regulation.
Previous studies on netropsin binding in the minor groove have reported that it affects the
width of this groove, though whether it increases or decreases it appears to depend on the
method used. Previous computational studies on the binding of netropsin to a double helix
have shown a decrease in minor–groove width,35 while solid–state experimental structures
have indicated that it increase the width.33,34 Further study in this area is therefore warranted
and this work should aid in elucidating, and understanding, the structural changes that occur
on netropsin binding.
Fig. 3.1: Netropsin (red, stick representation) binds, in its +2 protonation state, in the minor
groove of DNA (blue, ribbon representation). The TFO (green, ribbon + stick representation)
binds in the major groove.
The choice of groove for netropsin binding is also worth considering. While it is known that
netropsin binds in the minor groove of DNA, and the reasons for its stability here have been
long understood,39–41 the reasons for its total lack of binding in the other two grooves, the
C–H and W–H, are unclear. A number of factors relating to the stability in either of the three
grooves can be examined. Firstly, the negatively charged phosphates create a large elec-
trostatic potential, accentuated by the narrowness of the minor groove for AT-rich regions,
attracting the positively charged ligand, which then fits tightly in the appropriately sized
minor groove.40 Furthermore, hydrogen bonding interactions with A and T pairs stabilise
the structure,39 and the displacement of water from the nucleic acid’s spine of hydration
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introduces an entropic effect which favours binding.41 The extent to which these properties
change on binding of netropsin in either the C–H or W–H grooves should therefore provide
some insight into the molecule’s selectivity, with results potentially generalisable to other
structures.
Molecular simulation provides a means of gaining an atomistic understanding of the pro-
cesses that occur on the binding of such ligands, typified by netropsin, in the minor groove.
For the theoretical study of DNA structure and thermodynamics, CHARMM3668 and AM-
BER parm99bsc069,70 are the most common force fields currently in use. Both have been
parametrised using quantum chemical data to accurately reproduce the experimental struc-
ture of the BDNA duplex. The AMBER force field in particular has been shown to accurately
represent the structure of ZDNA, DNA triplexes and quadruplexes, and DNA:RNA hybrids
on timescales up to 10 ns.70 Few studies have looked at the accuracy of thermodynamics
calculated using this force field. Additionally, methods such as free energy perturbation
(FEP) are more commonly used for calculation of the binding free energy of small ligands
or upon small mutations and may not be feasible for larger changes required for the study of
triplex thermodynamics. It is therefore an important step to determine the feasibility of these
calculations for the large, flexible systems presented here.
The structure of the antiparallel polypurine triplex of interest in Friedreich’s ataxia has been
well characterised through both simulation20,21 and experiment.22,24 Quantitatively, the ther-
modynamic stability of this triplex has been experimentally determined for a 15-base TFO
under physiological conditions.61 No computational studies, which would give an atom-
istic understanding of the binding or unbinding processes, have quantified the stability of
the FRDA triplex, either in the absence or presence of netropsin. Whilst previous exper-
imental studies have shown that netropsin binds with sequence specificity to DNA triple
helices, destabilising them,25,26,32 a clear mechanism of how it functions in doing so has
not been determined and the extent to which destabilisation is a local, or global, effect is
also unknown. Furthermore, as previous studies on netropsin have focused primarily on the
pyrimidine triplex, it is not clear whether netropsin is a useful starting point for develop-
ment of destabilisers of the specific GAA repeat (purine) triplex of interest in Friedreich’s
ataxia.25,26
Here we examine the ability of free energy methods implemented through atomistic molecu-
lar dynamics to accurately predict thermodynamic and structural properties of the DNA triple
helix and to provide molecular-scale insight into the mechanism of triplex destabilisation by
a model ligand. Through comparison of experimental and theoretical results, we aim to de-
termine whether the currently available methods are sufficient for the quantitative analysis
of the structure and thermodynamics of triple helices on reasonable timescales. In addition,
the structural and thermodynamic changes on netropsin binding are qualitatively examined
and the reasons for its binding preference of the minor groove are investigated.
3.2 COMPUTATIONAL METHODS
Molecular dynamics (MD) simulations were conducted on a 19 base-pair d(GC(GAA)5GC)2
duplex with and without a (GAA)5 TFO bound antiparallel to the central purine strand. The
resultant DNA triplex represents a short segment of the triplex sequence responsible for
Friedreich’s ataxia. For each TFO length, two different systems were constructed: one
with one molecule of netropsin bound and the other with no netropsin. In the absence
of X-ray structures for the desired compounds, the simulation was started from approxi-
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mate structures, with the TFO placed in close proximity to the appropriate bases of the
duplex. It was then simulated until such a time as the structure ceased to change signifi-
cantly, prior to further equilibration as described below. All simulations were carried out
using NAMD 2.1163 using the AMBER parm99 force field69 with the BSC0 modification
(parm99bsc0).70 Netropsin parameters were calculated using the antechamber program in
AmberTools,99,100 using the AM1 Hamiltonian101 then converted to the CHARMM format.
The parameters are available in Appendix A.
For explicit solvent simulations, the system was solvated with approximately 15,000 TIP3P
water molecules to give a (80 Å)3 cubic solvation box, and neutralised with Na+. 48 Na+
ions were required to neutralise the triplex in the presence of netropsin, and 50 without it.
These were added using VMD’s cionize plugin, which places ions at the points of minimum
energy around the nucleic acid.80 The NaCl concentration was set to 0.15 M, requiring an
additional 43 of both Na+ and Cl− ions. Long-range interactions were evaluated by means
of the Particle-Mesh Ewald (PME) method. Bonds involving hydrogen were constrained
using SHAKE,67 allowing for a timestep of 2 fs. Simulations were conducted in the NPT
ensemble, with temperature and pressure maintained at 310 K and 1 atm, respectively, using
a Langevin thermostat and barostat. The positions of all triplex and ligand atoms were fixed
while positions of ions and water were minimised, then allowed to equilibrate around the
restrained solute for 20 ps. Restraints on the triplex were released and the system equilibrated
for 40 ns. The structures appeared stable in terms of root-mean-square deviation (RMSD),
temperature, and energies after approximately 10–15 ns (Fig. 3.2), and the final 20 ns of
these simulations was used for structural calculations of the triplexes.
(a) Bound TFO, no netropsin (b) Unbound TFO
Fig. 3.2: RMSD of nucleic acid atoms over the 40 ns equilibration period for a triplex, and
unbound single stranded nucleic acid. Orange line indicates the 20 ns equilibration period
after which the data was used for structural analysis.
For implicit solvent calculations, the Generalised Born implicit solvent (GBIS) model was
used with a solvent dielectric of 78.5 and ion concentration of 0.15 M. All structures were
deemed to have reached equilibrium, through analysis of RMSD and energies, by 10 ns of
simulation (Fig. 3.3). All other parameters were the same as for the explicit solvent.
Molecular visualisation was carried out with VMD.80
3.2.1 FREE ENERGY CALCULATIONS
FREE ENERGY PERTURBATION (FEP)
FEP calculations were carried out in explicit solvent for triplexes for the 15-base TFO, with
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Fig. 3.3: RMSD of a DNA triplex in implicit solvent over a 10 ns equilibration period.
netropsin bound in the minor groove in the center of the triplex, or absent. Simulations
were set up as described above. The simulation was divided into 16 windows with 5 ns of
equilibration in each window prior to 7 ns of data collection. Windows were spaced unevenly
to give more sampling over the first half of the simulation where greater free energy changes
occur. Values of λ chosen were 0.04, 0.08, 0.12, 0.16, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50,
0.60, 0.70, 0.80, 0.90, and 1. Electrostatics were decoupled linearly over the λ range 0–0.5,
and vdW from 0 to 1, where λ = 0 is fully interacting and λ = 1 is completely decoupled.
This gave a total simulation time of 192 ns per netropsin position.
The thermodynamic cycle used is outlined in Fig. 3.4. The flexible, helical nature of the TFO
means that the coupling transformations in which the TFOs interactions with the environment
are gradually introduced are not possible on a reasonable timescale. As these begin with an
unwound TFO, the time required for it to spontaneously achieve the required conformation
for binding is prohibitive. Accordingly, only the forward (decoupling) transformations were
considered. Restraints were applied in order to maintain the position of the TFO in the
binding site as it was decoupled from the environment. The center-of-mass distance between
the TFO and duplex was constrained to its average equilibrium value with a force constant
of 10 kcal/mol/Å2. The effect of these constraints on the binding free energy was accounted
for as ∆Grest, calculated according to the method outlined by Wang et al. with the coupling
parameter taking 11 evenly spaced values between 0 and 1.102
Shorter (25 ns) total FEP simulations were also conducted for the 3-base TFO with netropsin
bound in two different positions relative to the TFO, either opposite or below it. These used
50 windows (∆λ = 0.02) with 100,000 steps (200 ps) of equilibration followed by 150,000
steps (300 ps) of data collection.
REPLICA EXCHANGE MOLECULAR DYNAMICS
Replica exchange MD simulations were conducted in implicit solvent to examine the melting
behaviour of the 3-base and 15-base TFOs. For the 3-base TFO, 12 replicas at 10 K intervals
between 250 and 350 K were used. Exchange acceptance ratios ranged between 0.21 and
0.32. Systems were equilibrated for 2.5 ns prior to attempting exchanges, after which each
replica was at the desired temperature. This was followed by 10 ns of replica exchange.
After approximately 5 ns, the number of hydrogen bonds between the TFO and duplex had
plateaued at each temperature, suggesting the system had reached equilibrium. The melting
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Fig. 3.4: Thermodynamic cycle for the binding free energy calculations of TFO (green,
shown in tube representation) to duplex (blue, shown in ribbon representation).
curve was constructed from the final 4 ns of data. The 15-base TFO was studied with 8
replicas at 5 K intervals between 315 and 350 K, giving exchange acceptance ratios between
0.2 and 0.5. It was simulated for 28 ns. After approximately 25 ns the number of hydrogen
bonds at each temperature had plateaued. The melting curve was constructed from the final
1.5 ns of data. In both cases, melting curves were calculated as the average number of
hydrogen bonds over a 5 K temperature range. Tm was determined as the temperature where
the hydrogen bond fraction was 0.5.
3.2.2 STRUCTURAL CALCULATIONS
To investigate the structural changes occurring upon netropsin and TFO binding, the final
20 ns of the 40 ns simulations of the 15 base triplex were examined. The minor groove
width was measure as the average interstrand distance between the two phosphorus atoms
at residues nA of strand A (the purine duplex strand) and nB−4 of strand B (the pyrimidine
duplex strand) (PnA–PnB−4). The major groove width was similarly defined as the average
interstrand PnA–PnB+5 distance.
The average number of hydrogen bonds over the same 20 ns period of simulation between
the TFO and duplex was measured using the Hbonds plugin for VMD.80 A donor-acceptor
distance cut-off of 3.0 Å and an angle cut-off of 25◦ were employed.
The average structures of the two 15-base triplexes, calculated from the final 20 ns of the
40 ns simulation, were aligned and compared. The structures were positioned such that the
long axis was aligned with the z axis and looking at the xy plane was looking down the
center of the triplex cylinder. The coordinates of the aligned backbone phosphorous atoms
were compared to determine whether netropsin binding had any effect on the overall width
of the helix.
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3.2.3 NETROPSIN GROOVE SELECTION
MD simulations were carried out with netropsin positioned in the C–H and W–H grooves
of the 15-base triplex. 40 ns of simulation was carried out with the first 20 ns discarded
as equilibration. Systems were set up as previously described for structural calculations
of triplex with netropsin in the minor groove. The number of solvent molecules released
on binding was calculated through comparison of the triplex with no netropsin, and with
netropsin in the specified groove. Water molecules within 4 Å of the seven residues on
two nucleic acid strands making up netropsin’s binding site, but not closer than 4 Å to the
third strand, were considered to be solvating the triplex. Each water molecule lost was
assumed to contribute 1.6 cal/K/mol to the binding entropy of netropsin.41 The binding
of netropsin to a duplex has been shown to be associated with a change in configurational
entropy of −30.4 cal/K/mol86 which was also considered when calculating the contribution
of desolvation to the overall stability of the netropsin–triplex complex.
Contact maps were generated by colouring triplex atoms by their proximity to netrospin to
understand the interactions of the ligand with the groove. Any possible hydrogen bonding
contacts were determined as potential hydrogen bonding triplex-netropsin atoms within 2 Å
in the average structure of the triplex, calculated from the final 20 ns of simulation.
The interaction energies between netropsin and the triplex were calculated using MM/GBSA
(molecular mechanics combined with generalised Born surface area).103 From the 40 ns ex-
plicit solvent trajectory of netropsin in all three grooves, the last 20 ns was split into 4 ps
snapshots and solvent and ions removed. Interaction energies were obtained between the
triplex and netropsin (TN) for each of the netropsin positions. Similar calculations were
conducted for a triplex with no netropsin (T) and netropsin with no triplex (N). The total
energy, split into electrostatic and van der Waals components, was then calculated as the
average of ∆ETN− (∆ET +∆EN) over the 5000 trajectory snapshots. Calculations were con-
ducted using NAMD 2.1263 and the Generalised Born implicit solvent model77 with solvent
dielectric 78.5.
3.3 RESULTS AND DISCUSSION
3.3.1 FREE ENERGY CALCULATIONS
The FRDA triplex has been previously studied experimentally, and has been shown to have a
∆Gdissoc of 12.3 kcal/mol for a sequence with the same length and under similar conditions as
studied here.61 This gives a good comparison for the FEP results obtained here, as a means
of assessing the accuracy of the force field for calculating DNA binding thermodynamics.
Calculations of binding free energies of the 15-base GAA repeat TFO associated with FRDA
were conducted in explicit solvent without netropsin. A comparison of the literature results
with FEP calculations is presented in Table 3.1. The result reported here is found to be in
reasonable agreement with the literature value, although the simulated triplex does appear to
be slightly overstabilised compared with experiment. However, even with long simulations
of almost 200 ns in length (requiring almost 20,000 CPU hours for each of the bound and
unbound simulations) error bars are still large, being approximately 40 % of the calculated
free energy. The long simulation time was required as the system equilibrated slowly, re-
quiring almost 5 ns equilibration time in each window. Additionally, structural fluctuations
of the free TFOs appear to be on the order of 1–2 ns (Fig. 3.5b), indicating that to effec-
tively sample these within each window, long simulation time is required. As such, further
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increasing the simulation time may aid in improving the precision of the calculations. De-
spite this, as current force-fields are parametrised for structure rather than thermodynamics,
the agreement found here between computational and experimental results is remarkable. It
should also be noted that the conformation the unbound TFO adopts heavily influences the
calculated binding free energy. The structure used in this case appears to be the equilibrium
structure of the unbound TFO, so should give appropriate results, although conformational
transitions seem to be very slow (occurring on a timescale longer than 80 ns). This will be
discussed further in chapter 5.
Table 3.1: Comparison of ∆Gdissoc calculated by FEP with the literature (experimental) value.
Method ∆Gdissoc (kcal/mol)
Literature61 12.3
FEP 27.9 ± 9.5
Examining the convergence of the simulations, within each window structural parameters
and energies have generally plateaued (Fig. 3.5), indicating that the 5 ns equilibration time
allowed for each window is sufficient to reach equilibrium, however structural fluctuations
are still observed, occurring on the order of a couple nanoseconds. Additionally, as the free
energy is calculated as an exponential average, this weights configurations with small energy
differences between states (Eq. 2.14) much more heavily than large energy differences,
causing drops in ∆G when a rare configuration with a small energy difference is sampled.
These drops in ∆G take some time to be corrected, but can be monitored by examining
the calculated ∆G with increasing simulation time. As can be seen in Fig. 3.6a, by the
end of the 12 ns these small energy differences are not significantly affecting the overall
free energy. This is a good indication that the system has been sampled for sufficient time
within each window that a reasonably accurate result is obtainable. Despite this, increasing
the simulation time to better sample these configurations with small energy differences, or
increasing the number of windows to reduce the energy differences being sampled, will
increase the precision of the result, and may also slightly improve the accuracy.
(a) ∆E (b) Radius of gyration
.
Fig. 3.5: Variation in ∆E, the energy difference between two adjacent FEP windows, and the
radius of gyration, representative of the overall TFO structure, over the first 5 windows (top:
first window, bottom: 5th window) of a FEP simulation. These are typical of all windows for
all three DNA simulations (bound with netropsin, bound with no netropsin, and unbound).
In the case of the 3-base TFO, shorter simulations were possible as the free energy changes
required to annihilate a shorter TFO are smaller, due to the smaller mutation required (of 3
32
CHAPTER 3. TRIPLEX STABILITY AND DESTABILISATION BY NETROPSIN
bases rather than 15). Additionally, due to is significantly shorter length, the 3-base TFO
does not undergo significant structural fluctuation like the 15-base TFO, again allowing for
a shorter simulation time. Accordingly, these calculations converged much faster and the
time-frame of 25 ns was deemed adequate to give accurate results (Fig. 3.6b).
(a) 192 ns simulation of the 15-base triplex (b) 25 ns simulation of the 3-base triplex.
Fig. 3.6: Convergence of FEP simulations of the 15- and 3-base triplexes. Each point is
the value of the free energy calculated using data from each window up to the specified
time. Light blue indicates the equilibration period, which is not included in the calculation
of ∆Gdissoc.
While longer sampling time may increase the accuracy of these results relative to the litera-
ture, it has previously been shown that, in the study of DNA thermodynamics, base stacking
free energies can depend on the choice of water model, with stability being overestimated
in certain cases.104 Using the same force field as in this work, it was found that TIP3P
in particular resulted in overestimated stacking free energies, despite the force field being
parametrized for this water model, which may contribute to the slight overstabilisation ob-
served here. Furthermore, preliminary studies using recent modifications to the parm99 force
field in BSC171 have shown a significant decrease in ∆Gdissoc relative to short calculations
carried out with the BSC0 force field. The force fields differ in the description of certain dihe-
drals, which are modified in the BSC1 implementation to provide better structural agreement
with experiment on longer time scales. Although further work is needed here, it appears that
these slight structural modifications may improve estimates of DNA triplex thermodynam-
ics.
As a comparison, melting curves calculated in implicit solvent by replica exchange molecular
dynamics (REMD), where melting temperature (Tm) is the temperature with hydrogen bond
fraction 0.5, found a melting temperature of approximately 332 K for the 15-base triplex,
slightly higher than the 325.6 K experimental value from the literature.61 Previous studies
on short DNA duplexes have shown reasonable agreement with experiment in calculating
melting temperatures in implicit solvent with the BSC0 force field with an average error
of 9.9 K, with melting temperatures predominantly overestimated.105 Although calculated
using different MD methods (MM/GBSA rather than REMD) and different structures, these
results indicate the accuracy achievable for melting temperature calculations with this force
field and is comparable to the error found for the triplex in this work. To assess that the
melting behaviour was following the expected trends, the melting curve of a 3-base TFO
triplex was compared. It displayed a broader transition and a lower melting temperature than
the 15-base TFO as expected (Fig. 3.7), although experimental data on the melting of this
structure is not available.
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Fig. 3.7: Melting curves calculated from replica exchange MD simulations for the 3-base
and 15-base TFOs. Simulations were carried out in implicit solvent. Straight lines indicate
the melting temperature. Error bars indicate 2 standard errors in the H-bond fraction at each
temperature.
3.3.2 EFFECTS OF NETROPSIN ON DNA TRIPLEX STABILITY
Although slightly higher than the literature values without netropsin, the dissociation free
energies for a 15-base TFO with and without netropsin can be compared. The presence of
netropsin is shown to destabilise the triplex by approximately 15 ± 12 kcal/mol (Table 3.2).
This is in line with previous reports of netropsin destabilising the triplex, although is the
first reported value of ∆G, which although likely to be sequence dependent, helps to better
understand the functionality of this molecule.
Table 3.2: ∆Gdissoc calculated by FEP for the dissociation of a 15-base TFO in the presence
or absence of netropsin.
∆Gdissoc (kcal/mol)
No netropsin 27.9 ± 9.5
Netropsin 13.8 ± 8.5
Although clearly acting to destabilise the triplex as expected, netropsin’s approximately
15 kcal/mol destabilisation is not sufficient to reduce the stability enough to prevent triplex
formation (ie. reduce ∆Gdissoc to 0 or lower), and is likely to be indicative of a localised
mode of action. Assuming that the binding of multiple netropsin molecules does not have
a cooperative effect, approximately 2–3 ligands would be required for spontaneous decom-
position of the 15-base triplex studied here into its corresponding duplex and single strands.
Given netropsin’s reported 7-base binding site in a triple helix,25 saturation of the minor
groove would be required to approach this, highlighting the need for better triplex destabilis-
ers.
As it appears from the free energy calculations that netropsin exerts is destabilisation effects
only on the local region where it is bound, the effect of the ligand’s position relative to the
TFO is of some interest. Free energy calculations, described above, have been carried out on
a 3-base TFO bound to the same 19-base duplex with netropsin in two different positions in
the minor groove. With a short TFO there are two broad descriptions of where netropsin can
be located relative to the TFO: directly opposite it, or underneath it (Fig. 3.8). Free energy
34
CHAPTER 3. TRIPLEX STABILITY AND DESTABILISATION BY NETROPSIN
calculations of the 3-base triplex, show very little difference in stability when netropsin is
bound underneath the TFO, while significant destabilisation is reported when bound opposite
it (Table 3.3).
(a) Opposite (b) Underneath
Fig. 3.8: Netropsin (red) bound opposite or underneath a 3-base TFO (green)
Table 3.3: ∆Gdissoc calculated by FEP for the dissociation of a 3-base TFO in the presence
of netropsin in one of two positions, or absent. ∆∆Gdissoc = ∆Gdissoc, no net − ∆Gdissoc, net
Netropsin position ∆∆Gdissoc (kcal/mol)
Underneath TFO 3.8 ± 3.2
Opposite TFO 12.1 ± 3.1
The significant effect of netropsin’s position on the stability of the triplex indicates that
netropsin likely has a highly localised mode of action, suggesting that high concentrations of
the molecule would be required for destabilisation of longer, biologically relevant, triplexes.
This is qualitatively consistent with the destabilisation free energy reported above of a single
netropsin molecule. The destabilisation of 15 kcal/mol for a 15-base triplex indicates that
near saturation of the minor groove is required to completely destabilise a triplex of this
length. Previous studies on minor groove binders, including netropsin, have shown that, for
an 18-base triplex at a triplex:ligand ratio of 1:0.2, triplex can still be detected. Increasing
the ratio to 1:1 eliminates the triplex, with only duplex and single strands remaining.22 Given
netropsin’s 7 base binding site, this is again consistent with a local mode of action that would
require near saturation of the minor groove to achieve significant stabilisation.
3.3.3 STRUCTURAL EFFECTS OF NETROPSIN/TFO BINDING
As it appears, based on the thermodynamics, that netropsin has a localised mode of action,
the effect it has on structure is also potentially of note. An understanding of the interplay
between the structure and thermodynamics is important for developing understanding of the
mechanism of the drug’s mode of action. The number of hydrogen bonds between the TFO
and corresponding duplex strand, as well as the widths of the major and minor groove with
and without netropsin, have been examined.
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GROOVE WIDTHS
Experimentally, the binding of netropsin to a DNA duplex has been studied extensively
through crystallography and been shown to widen the minor groove on the order of 0.5–
2 Å.33,34,37 On the other hand, computational studies of the netropsin–duplex complex in
solution have shown that the binding of netropsin decreases the minor-groove width by 1–
2 Å, particularly over the base pairs where the charged groups of netropsin are found.35 It has
previously been shown that the solvent environment influences the minor groove width21,106
and, accordingly, it is possible that the solid-state structure measured in crystallographic
studies differs from the aqueous structure studied by MD. It is hoped that the further MD
studies presented here can clarify the effect of netropsin on the minor groove structure. The
aforementioned studies focused on the structure of the netropsin–duplex complex, while the
structure of the netropsin-triplex complex has not previously been examined in detail.
Here we find that, for a DNA triplex, the minor groove narrows by 2–4 Å in the region where
netropsin is bound (Fig. 3.9a), in contrast to the reported solid–state experimental results
for the duplex.33,34,37 As a comparison, the minor groove of the duplex–netropsin complex
was examined by the same method and found to narrow by a similar amount. Hence it
is unlikely to be the presence of the TFO that induces this deviation from experiment. It
has been shown through simulation that the interaction of atomic ions or charged molecular
species with the minor groove can cause significant narrowing35,107 which may explain the
observed effect for positively charged netropsin. It therefore appears that the structure of
DNA triplexes is strongly dependent on the environment and solid–state structures may not
accurately describe all facets of the solution structure.
Examining the effect of the TFO on the minor groove, if is found that it causes narrowing
in some regions, and widening in others (Fig. 3.9a). These changes do not appear to follow
any particular trend although it is possible that this general distortion of the minor groove,
combined with the narrowing caused by ligand binding, may play a role in the destabilisation



































































(a) Minor groove. Netropsin is present in the
















































(b) Major groove. TFO is present in the shaded
region of the major groove. Netropsin is op-
posite the region of major groove between grey
lines.
Fig. 3.9: Groove widths of a DNA duplex (top) or triplex with 15-base TFO (bottom) with
(blue, circles), or without (orange, squares) netropsin.
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The major groove is known to widen in the region where the TFO is bound38,108 and indeed
this is observed (Fig. 3.9b). Relative to the duplex, the width of the major groove when
a 15 base TFO is bound increases from approximately 19 Å to 21–24 Å. The binding of
netropsin is not seen to have a systematic effect on the major groove width, although it does
appear to distort it, removing some regularity. Comparing the major groove of the duplex
and triplex, the triplex major groove is significantly less predictable, with changes in width
over the whole structure. It appears, therefore, that TFO binding distorts the nucleic acid
structure, both major and minor grooves, relative to the duplex. As netrospin binding seems
to further distort the structure, it is possible that this is an important factor in its ability to
destabilise triplexes.
As evidenced in Fig. 3.9a, the narrowing of the minor groove is highly localised to the
4–5 bases where netropsin is bound. It is therefore likely that this local structural effect
underlies the localised effect of destabilisation described above. The combined effect of the
TFO widening the major groove and distorting the minor while netropsin narrows the minor
groove distorts the triplex, possibly decreasing the Hoogsteen bond contacts between TFO
and duplex and resulting in its reported destabilisation.
Given that triplex destabilisation by structurally similar minor groove binders such as berenil
and distamycin shows a similar dependence on triplex:ligand ratio to netropsin,22 it is also
possible that these ligands have similar modes of action, although further study of these and
other similar ligands would be required to confirm this.
HYDROGEN BONDS
The number of hydrogen bonds between the TFO and central duplex strand with and without
netropsin was compared for the 15-base triplex. In an ideal DNA triplex structure, each
Hoogsteen base pair should contain two hydrogen bonds, giving a total of 2n = 30 hydrogen
bonds for the 15-base TFO. The results shown in table 3.4 indicate approximately a third
of this number. Structurally, this is associated with a misalignment of adenine bases as the
TFOs show some distortion in the base stacking, particularly at the ends. However, very little
change is observed to occur in the number of hydrogen bonds between the central purine
strand of the duplex and the TFO (Table 3.4). It is therefore unlikely that the narrowing of
the minor groove caused by netropsin binding significantly reduces the hydrogen bonding
of the triplex. A more likely explanation is that the binding of netropsin induces structural
changes that disfavour the binding of the TFO, due to distortions of the major groove.
Table 3.4: Number of hydrogen bonds between duplex and triplex in the presence or absence
of netropsin
Number of hydrogen bonds
Netropsin 9.03 ± 0.49
No netropsin 8.56 ± 0.24
OVERALL HELICAL WIDTH
The overall helical width was compared for the two structures of the 15-base TFO, with and
without netropsin. It was found that on netropsin binding, the TFO is pushed slightly out of
the groove in the region opposite the end of the netropsin molecule (Fig. 3.10). Potentially,
the local narrowing of the minor groove and the changes in major groove width disfavour
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the TFO binding here, effectively squeezing it out. As this effect is observed solely oppo-
site the ligand, it is in agreement with the free energy calculations that showed little to no
destabilisation of the triplex when netropsin was not bound directly opposite it.
Fig. 3.10: The backbone structure of a triplex and duplex looking down the z axis. Binding
of netropsin locally pushes the TFO out of the major groove. Backbone atoms of the duplex
moiety are shown as a line, while TFO phosphorus atoms are shown as points. Arrows
indicate the TFO bases where the greatest change is observed.
As it appears that sections of the TFO backbone moves 2–3 Å out of the groove when
netropsin binds, it is surprising that no reduction in the number of hydrogen bonds between
the duplex and TFO is observed. However, the bases that are furthest from their initial po-
sitions correspond to adenines, which already have very poor hydrogen bonding contacts
(see chapter 4). Likely, although in a closer position previously, they were already out of
the range used to define hydrogen bonds. It is also possible that, though some movement of
guanine bases is likely, the distance moved did not put them out of the 3 Å range specified
for hydrogen bonds.
3.3.4 NETROPSIN GROOVE SELECTION
As netropsin is well known to bind in the minor groove, only free energy calculations with
it in this groove were conducted above. However, there are two other possible binding sites,
the C–H and W–H grooves, and although the stability in the minor groove is known and
understood,39–41 it is not particularly clear why binding in the other grooves is so disfavoured
that it has never been reported.
Examination of the contacts between the triplex and the netropsin molecule indicates that
netropsin binds within the minor groove, and similarly within the larger W–H groove, but
when placed in the smaller C–H groove it immediately moves to be positioned almost outside
the groove, nearer to one chain (Fig. 3.11). From this analysis it is clear that netropsin binds
deepest within the minor groove, interacting with the center of the duplex, likely the bases.
When bound in the W–H groove, however, interactions are more localised to one chain and
further towards the backbone of the triplex. This is likely due to the wider groove, which does
not accommodate netropsin as well. In this case, interactions between triplex and netrospin
can only readily occur with one triplex strand, rather than both, likely reducing its stability
relative to binding in the minor groove. In the C–H groove, netropsin does not slide into
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the groove, but rather is rotated such that it almost bridges the two chains at the edge of the
groove, potentially due to unfavourable interactions with the closer walls of the narrower
groove, effectively ejecting it.
(a) minor groove (b) W–H groove (c) C–H groove
Fig. 3.11: Netrospin interaction within the three possible triplex grooves. Red indicates
closer contacts while blue furthest away. Coloured surface shows all atoms within 10 Å of
the netropsin molecule and are coloured to the same scale.
Despite this poor binding in the C–H groove, three possible hydrogen bond contacts are
observed for the C–H–bound netropsin with the guanine residues located at either end of the
ligand (Fig. 3.12). Such obvious contacts are not observed for the other two binding site. It
is likely, therefore, that hydrogen bonding is not the main reason for netropsin preference for
the minor groove.
Examining the energetic contributions of the electrostatic and vdW interactions between
netropsin and the two strands of the groove it binds between, calculated in implicit solvent
using the MM/GBSA method, the following trends are observed (Table 3.5). As these ener-
gies represent a net difference between the free and bound ligand, the positive electrostatic
interactions, observed for binding in the minor and W–H grooves, indicate that it is more
favourable electrostatically for the ligand to be in solution than bound to the triplex. This
electrostatic component also includes the polar and non-polar contributions to the solvation
free energy obtained from the MM/GBSA calculations. This unfavourable electrostatic con-
tribution is therefore likely due to significant desolvation of the ligand required for binding.
Nevertheless, purely based on electrostatic interactions, binding in the C–H groove should
be most favourable, likely due to the narrowness of the groove, which has been shown to ac-
centuate the electrostatic potential generated by the negatively charged backbone.40 As the
C–H is the narrowest groove, it is therefore not unexpected that it induces the strongest elec-
trostatic attraction. Furthermore, the positively charged groups of the minor–groove binder
are positioned closer to the negatively charged nucleic acid backbone when bound on the
face of the triplex as observed for binding in the C–H groove. The interactions between
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(a) Atoms within 2 Å of each other between
netropsin and triplex in the C–H groove (vdW rep-
resentation). Red: oxygen, blue: nitrogen, white:
hydrogen.
(b) Interactions of netropsin with O6 and N7
of guanine residue at one terminus.
Fig. 3.12: Potential hydrogen bonding interactions between netropsin in the C–H groove and
the triplex
40
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these entities are therefore likely stronger than in either of the other cases where the ligand
binds within the groove. A number of hydrogen bonds are also observed between netropsin
in the C–H groove and the triplex itself (Fig. 3.12), which may also contribute to the more
favourable electrostatics. The vdW interactions, on the other hand, decrease in strength from
minor to W–H to C–H. In examining the positioning of netropsin in these grooves, it is able
to form close vdW contacts with both of the walls of the groove when bound in the minor
groove (Fig. 3.11). In the wider W–H groove it sits on one wall of the groove, interacting
only with this, giving vdW interactions of only slightly greater than half that of in the minor
groove. As previously noted, netropsin does not bind in the C–H groove, preferring to sit on
the face of the triplex, thus further reducing the vdW interactions in this groove relative to
the other two. Based purely on energetic differences between the triplexes, it appears that
binding in the minor groove should be most favoured as expected (Table 3.5). However, as
netropsin binding to the triplex is likely to result in the release of water, contributing a large
entropic effect, this should also be considered.
As the ligand binds in a groove of the triplex, it should displace any solvent that binds there.
In the binding of netropsin in the minor and W–H grooves, a significant change in solva-
tion is observed, with netropsin displacing all the water molecules in the region where it
is bound. On the other hand, binding in the C–H groove does not displace as many water
molecules with solvent being observed between netropsin, on the face of the groove, and
the interior of the triplex. Quantitatively, the number of solvent molecules released upon
netropsin binding can be calculated, and is presented in table 3.5. This is calculated as the
difference between the number of solvent molecules within 4 Å of the two chains between
which netropsin is bound, considering only the seven bases of netrospin’s binding site, and
the same location in the native triplex. Additionally, water molecules within 4 Å of the third
strand are excluded as these do not sit in the region where netropsin binds. As can be seen
in Fig. 3.13 this gives good coverage of the desired region. Previous experimental studies
have considered the desolvation of the entire triplex on netropsin binding and found that
approximately 53 water molecules are displaced on ligand binding in the minor groove of a
poly(dT)·poly(dA)·poly(dT) triplex.41 This value assumes more than one netropsin molecule
binding in the minor groove, where each netrospin molecule should be expected to cause the
release of a number of water molecules so is not directly comparable to the case presented
here. Here, only the water molecules displaced for the region of the 7 bases encompass-
ing the single netropsin’s binding site are considered. This leads to a loss of between 5–8
water molecules on netropsin binding in either of the three grooves (Table 3.5). The con-
tribution to binding entropy is calculated assuming each solvent molecule lost contributes
1.6 cal.K−1.mol−1.41 The effect of the loss of configurational entropy on netropsin bind-
ing (−30.4 cal/K/mol) previously calculated by MD simulation using the covariance matrix
method is also included.86,87 As previously observed qualitatively, the C–H groove is found
to retain the most solvent, while the other two grooves experience more desolvation. The
overall effect of the desolvation is that binding in the minor groove appears to be the most
stable, although binding in the W–H groove is also quite favourable (Table 3.5).
The overall stabilities of netropsin in each of the three possible grooves is outlined in table
3.5 with an order of minor > W–H > C–H. However, large error bars are associated with these
values and binding in either the minor and W–H grooves can be considered to be similarly
stable. More statistics would therefore be required to increase the precision of these results
to obtain a definitive answer for this question of stability. It should also be noted that the
bonded interactions are not included in this case. As netropsin’s interaction with the triplex
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(a) Netropsin in the minor groove (b) No netropsin
Fig. 3.13: Water molecules solvating the minor groove according to the described definition.
The seven residues which describe netropsin’s binding site are shown in silver. Netropsin is
shown in blue and water molecules in the vdW representation.
is purely non-bonded, the bonded interactions are not as important in exploring the stability
difference between binding in the three grooves. Additionally, larger energy fluctuations are
observed for the bonded interactions than the non-bonded and they therefore did not offer any
additional insight. Longer simulations could potentially remedy this, although as it appears
that the stability of binding in the W–H groove approaches that of the minor groove, more
rigorous free energy calculations, using, for example, free energy perturbation methods, may
be of more use to conclusively determine the preference of netropsin for binding in the three
triplex grooves.
Overall, although less favoured electrostatically, binding in the minor groove is stabilised by
strong vdW interactions that are possible with both walls of the groove. These interactions
are not possible when bound in the C–H groove as the narrowness of this groove excludes
netropsin, and only to a small extend with one wall of the W–H groove. A larger degree of
desolvation in the minor and W–H grooves coupled with the more favourable vdW interac-
tions therefore leads to binding being favoured in these grooves.
Only the purine motif triplex was studied here as this is the intramolecular triplex associ-
ated with Friedreich’s ataxia, but it is possible that binding in the C–H and W–H grooves
separated by a pyrimidine TFO may present different results, especially considering the re-
ported potential for structural distortion of a purine third strand, which would influence the
shapes of the grooves.48 This may additionally explain the similar stabilities of netropsin in
the minor and W–H grooves. If the W–H groove is narrowed in sections (see chapter 4), this
would likely increase the strength of both the vdW and electrostatic interactions. For a better
comprehension of the binding of netropsin to a triplex, different TFOs sequences should also
be examined.
42
CHAPTER 3. TRIPLEX STABILITY AND DESTABILISATION BY NETROPSIN
Table 3.5: Electrostatics and vdW contributions to the interaction energy between netropsin
and its binding groove, combined with the entropic effect due to loss of solvent from
netropsin’s binding site. All values are in kcal/mol.
minor W–H C–H
Electrostatic interaction energy 18.5±9.9 6.25±10.0 −4.2±9.5
Van der Waals interaction energy −81.2±6.6 −52.1±6.5 −33.5±6.2
Elec + vdW −62.7±11.9 −45.8±11.9 −37.7±11.3
Water molecules lost 6.9±0.6 8.0±1.0 5.2±0.6
−T ∆S 6.0±0.3 5.5±0.5 6.9±0.3
∆Gnon-bonded −56.7±11.9 −40.3±11.9 −30.8±11.3
3.4 CONCLUSIONS
Dissociation free energy calculations were carried out on a 15-base triplex representative
of that associated with Friedreich’s ataxia. Calculated free energies, obtained using the FEP
methodology, slightly overestimate experimental values from the literature, but are in reason-
able agreement. It was found, however, that the DNA triplex structure is very slow to relax,
and that simulation time has a significant effect on calculated free energies. Other methods
of calculating the free energy, such as thermodynamic integration should be considered and
give better accuracy in less time.
Binding of netropsin to the same triplex was associated with an 15 kcal/mol decrease in the
dissociation free energy of the triplex, in line with previous reports of it destabilising the
triplex, being the first quantitative report of this for the purine triplex. It was also shown that
the position of the netropsin molecule relative to the TFO significantly affected the stability
of the triplex, with netropsin binding below the TFO inducing effectively no destabilisation.
Both of these results indicate a localised mode of action and imply that near saturation of the
minor groove with ligand is required for destabilisation. As biologically relevant triplexes
are expected to be on the order of hundreds of bases long, high concentrations of netropsin
are likely to be necessary for effective destabilisation of these structures.
Structurally, the binding of netropsin induced a 2–3 Å decrease in the width of the minor
groove, contrary to previous crystallographic results although in agreement with previous
simulation work that focused only on binding to a DNA duplex. It is therefore likely that the
triplex environment has a significant effect on its structure. This effect was highly localised to
the 4–5 bases directly surrounding netropsin, providing a rationale for the similarly localised
positional dependence of the free energy. The major groove was broadened around the TFO
as expected and slight narrowing of the minor groove opposite the TFO was observed. The
simulation data suggest that the structural distortion associated with netropsin binding, com-
bined with that induced by the TFO, is at least partially responsible for its destabilisation
ability.
Considering netropsin’s preference for binding in the minor groove over the other grooves
available to it, it was found that in all cases, structures were stabilised predominantly by vdW
interactions and desolvation of the triplex. Binding in the minor groove was found to be the
most stable, followed by W–H and C–H grooves. Binding in the C–H groove was shown to
not occur, with the ligand instead attaching to the face of the groove, allowing it to remain
solvated. The lower contribution to the binding entropy from a lower degree of desolvation
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appears to have the most influence on the preference of netropsin for the minor over the other
two grooves, although vdW interactions also play a large role here.
As minor groove binders have generally been found to destabilise DNA triplexes, the results
presented here, namely the local narrowing of the minor groove, are likely generalisable to
other structures of the same class. Although this requires further study of other structures,
it is an important first step in understanding the mechanism by which of DNA triplexes





RELATIVE STABILITY OF PURINE AND PYRIMIDINE
TRIPLEXES
The structures of antiparallel purine and parallel pyrimidine oligomers binding
to the same sequence of a DNA duplex are examined through atomistic MD sim-
ulation. It is found that A*A reverse Hoogsteen pairs are likely significantly
weaker than both their G*G counterparts, and the equivalent Hoogsteen pairs of
A*T and G*C+. This weakness is observed as a lack of hydrogen bonds forming
between the triplex–forming oligomer (TFO) and duplex and a distortion of the
ladder-like rung structure of the TFO. This causes significant distortion of the
TFO backbone. While good contacts between guanine residues are maintained,
adenine–containing regions of the purine TFO are pushed towards the centre of
the major groove, giving the purine backbone a zig-zag appearance. No such
distortions are observed for the pyrimidine equivalent. However, significant re-
arrangement of the pyrimidine TFO sugars is required for it to bind to the duplex,
potentially adding a barrier to its formation. Additionally, a concerted rearrange-
ment of these sugars is likely required, potentially inhibiting the formation of the
pyrimidine triplex. Overall, assuming facile protonation of cytosines, or modifi-
cations to these bases to remove the necessity for this, it seems pyrimidine TFOs





As the formation of non-canonical DNA structures, such as the DNA triple helix, is known
to be important in cellular function, they have potential use in the development of novel
therapeutics. Due to their ability to impede transcription,11,109 they are often associated with
disease, and understanding how to destabilise them is important (see chapter 3). However,
if triplex formation can be controlled such that they form preferentially in important regions
of the bacterial genome, they may provide a novel means to deal with problems such as
antimicrobial resistance by spawning a new class of antibiotic agents. TFOs used for these
purposes are required to have good in vivo stability and the choice of sequence is therefore
an important one.
As two different hydrogen-bonding motifs can form between TFOs and duplex, being either
Hoogsteen or reverse Hoogsteen, a variety of different sequences can be used. These include
homopurine or homopyrimidine sequences (the GA or CT motifs respectively), or mixed se-
quences such as GT which differ in the types of Hoogsteen bonds formed, and their relative
orientation to the purine strand. Clearly, as multiple different sequences can target the same
duplex stretch, when considering the choice of TFO for therapeutic applications it is impor-
tant to know whether one will be more stable than another. Furthermore, understanding the
reasons for stability of one over another may provide valuable insights into the sequence
dependence of triplex stability, which could be generalisable for the development of novel,
synthetic TFOs.
While triplexes formed from both homopurine and homopyrimidine TFOs have been studied
and found to have similar stabilities for certain sequences under the right conditions,46 it
is known that purine triplex stability is highly dependent on the guanine content of the third
strand, with a threshold content of 40–50 % reported to be required for triplex formation.47,50
The origins of this effect are unknown, but differences in structure between A*A and G*G
base pairs have been proposed to cause backbone structural distortion between A and G
bases.48
In this work, by means of atomistic molecular dynamics (MD) simulation, the backbone
structures of purine and pyrimidine triplexes are compared for a given duplex sequence and
quantified through the Watson–Hoosteen (W–H) and Crick–Hoogsteen (C–H) groove widths
in an attempt to determine whether the structure the bound TFO adopts is likely to have
an effect on stability. Although not a definitive measure, the number of hydrogen bonds
between TFO and duplex are determined, as an approximation for the relative stability of
the sequences. Additionally, the change in sugar puckering for both the duplex moiety and
the TFO on triplex formation are examined for purine and pyrimidine triplexes, as this may
give insight into any structural rearrangements required for the triplex to form, potentially
favouring one over the other.
4.2 COMPUTATIONAL METHODS
Atomistic MD simulations were conducted on a 19-base d(GC(GAA)5CG)2 duplex with
a 15-base TFO. The purine TFO, with sequence (GAA)5 was bound antiparallel to the
purine strand of the duplex, and pyrimidine TFO, with sequence (C+TT)5 bound parallel.
Purine structures were build with NAMOT110 and pyrimidine with 3DNA, using the fiber31
model.111,112 For the pyrimidine triplex, TFO cytosines were protonated at the N3 position.
Although not protonated at physiological pH, the non-protonated base triplet, CTT, does not
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form a stable triplex. Accordingly, as this work aims to compare stable triplexes to eluci-
date underlying reasons for their stability, the protonated structure was used. All simulations
used the AMBER parm99 force field69 with BSC070 modification and parameters for pro-
tonated cytosines included for the pyrimidine TFO.113 Simulations were carried out using
NAMD 2.12.63
Systems were solvated with approximately 15,000 TIP3P water molecules to give an (80 Å)3
cubic simulation box to which periodic boundary conditions were applied. Systems were
neutralised with 50 (purine) or 45 (pyrimidine) Na+ ions using VMD’s cionize plugin.80
NaCl concentration was set to 0.15 M to mimic physiological conditions by the addition
of 43 further Na+ and Cl− ions, positioned randomly. Long-range interactions were evalu-
ated by means of the Particle-Mesh Ewald (PME) method and hydrogen containing bonds
constrained with SHAKE67, allowing for a 2 fs timestep. Simulations were conducted in
the NPT ensemble, with temperature and pressure maintained at 310 K and 1 atm using a
Langevin thermostat and barostat respectively.
Systems were initially simulated for 20 ps with triplexes constrained, to allow the solvent to
equilibrate around the structure. Constraints were then released and the system run for 40 ns.
Equilibration was reached, as evidenced by a flattening of the RMSD and energies, after
approximately 10-15 ns, and the final 20 ns of simulation was therefore used for structural
analyses.
The number of hydrogen bonds between TFO and duplex was measured using the hbonds
plugin available in VMD,80 with a cutoff distance of 3.0 Å and angle 25◦, over the equi-
librium portion of the trajectory.The C–H groove distance was measured as the interstrand
PnA–PnC+2, where PnA is the nth phosphorus on chain A (purine duplex strand) and PnC+2
is the (n+ 2)th phosphorus on chain C (the TFO) distance. The W–H groove-width was
likewise defined as the interstrand PnB–PnC+4 distance.
The sugar pucker phase and amplitude was calculated using the implementation in PLUMED2.82
Average values were obtained over the 20 ns of equilibrium simulation trajectory. Values of
phase between -90 and 90◦were considered to be north and between 90 and -90◦south.
4.3 RESULTS AND DISCUSSION
Atomistic MD simulations were conducted on two different DNA triplexes, having either an
antiparallel purine, or parallel pyrimidine third strand. Examining the number of hydrogen
bonds between each TFO and the purine strand of the duplex, it was found that the purine
strand formed only just over half the number of hydrogen bonds of the pyrimidine strand
(Table 4.1).
Table 4.1: Average number of hydrogen bonds between TFO and purine strand of duplex.
Number of hydrogen bonds
purine 8.6 ± 0.6
pyrimidine 15.1 ± 0.5
A closer examination of the structure reveals that the A*A pairs do not sit in the plane of the
other bases they pair with, but are twisted relative to the plane of the duplex rungs (Fig. 4.1).
As these distorted bases are further from the duplex, this accounts for the measured reduction
in hydrogen bond counts. While this may be explained by the reported non-isomorphism of
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A*A and G*G base pairs, which requires some deformation of the backbone,48 it also ap-
pears that reverse Hoogsteen A*A bonding interactions are much weaker than their G*G
counterparts, being not even strong enough to hold the TFO in position. This is in agreement
with previous quantum chemical calculations which examined the binding energy of the
third base to the existing Watson-Crick (W–C) pair. These calculations indicated that A*A-T
reverse-Hoogsteen trimer is significantly weaker than the G*G-C equivalent.114 This pro-
vides an explanation for the requirement of a threshold fraction of guanine bases for a purine
TFO to form as the poor interactions between adenines would not be sufficient to hold the
structure together in the face of repulsions from the negatively charged backbones on either
side. Indeed, when comparing the backbone structure of the purine and pyrimidine triplexes,
a significant distortion is observed immediately following every A-G junction (Fig. 4.2). In
the locations where the A bases fail to bind, the backbone of the triplex is pushed towards
the center of the major groove, dividing it in these regions into two effectively symmetric
grooves, rather than an asymmetric C–H and W–H groove as observed for the pyrimidine
triplex. This shift towards the center of the groove is indicative of repulsive interactions be-
tween the charged backbones of the TFO and duplex which cannot be overcome by the poor
bonding between adenine bases.
(a) T.A*A (b) C.G*G
Fig. 4.1: Structure of a T.A*A and C.G*G base triplet in a d(GC(GAA)5CG) duplex with
(GAA)5 or (C+TT)5 TFO. Bases belonging to the third strand are shown in red. Hydrogens
have been removed for clarity.
This effect can be further examined through measurements of the C–H and W–H grooves,
defined by the backbone of the TFO and the DNA strands on either side of it. It can be
seen that the width of the purine C–H groove, while generally approximately 4 Å wider than
the pyrimidine groove, drops back to the width of the pyrimidine groove every 3 bases, cor-
responding to the locations of the guanine bases (Fig. 4.3). The W–H groove follows the
same, but opposite, pattern. It is therefore clear that the lack of hydrogen bonding between
adenines distorts the structure of the TFO, likely destabilising it. For the pyrimidine struc-
ture, all bases pair well, similar to the G*G structure, giving a regular backbone and higher
number of hydrogen bonds.
An analysis of the sugar puckering of both TFOs in going from free to bound states also
sheds some light on the differences between these structures. In both cases, very little, if
any, rearrangement of the underlying duplex is observed on binding. However, changes are
observed to occur in the sugar pucker of the TFO on binding to the duplex. In the case of the
purine triplex, many of the bases display no preference for any sugar pucker, while a couple
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(a) Purine (b) Pyrimidine
Fig. 4.2: Structures of purine and pyrimidine (GAA)n triplexes. TFO shown in red. For the

















































































Fig. 4.3: Width of the C–H groove for a triplex with purine (blue, circles) or pyrimidine
(orange, squares) TFO. X axis labels in brackets indicate the residue numbering for the
purine (antiparallel) TFO.
favour south conformations (Fig. 4.4a). On binding, all bases favour south conformations.
On the other hand, examining the change in sugar pucker preference for the pyrimidine TFO
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(Fig. 4.4b), a clear change in preference can be observed between the bound and free states.
While free, the pyrimidine TFO favours south puckers, but when bound this changes to
favour north. Clearly, significant rearrangement is required of the pyrimidine sugars to bind,
which may make the binding event less likely to occur, especially if there is a large energetic
barrier to pseudorotation.
(a) Purine (b) Pyrimidine
(c) Purine, bound (d) Pyrimidine, bound
(e) Purine, free (f) Pyrimidine, free
Fig. 4.4: Change in sugar pucker preference for purine and pyrimidine TFOs between the
free (blue) and bound (orange) states. The region shaded in grey cover the range of phases
considered ‘south’. (a) and (b): overall change in sugar pucker. (c) – (f): the favoured sugar
pucker of each individual base of the 15-base TFO in bound and free states.
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4.3.1 SELECTION OF TFO FOR ANTIGENE THERAPY
When considering a TFO for antigene therapy, as has previously been mentioned, high sta-
bility in the cellular environment is desired. Although likely to be very sequence dependent,
from the results presented here, it would appear that a pyrimidine structure is the best choice
for stability. The large backbone distortions and the poor A*A hydrogen bonding likely make
the purine TFO much less stable than the pyrimidine equivalent. As the G*G pairs did not
show the same instability, purine strands with high G content may also be acceptable if the
target sequence allows, although at sufficiently high G content, formation of G-quadruplexes
competes with triplex formation.47
Despite the claimed requirement of 40–50 % G-content for triplex formation,47 the triplex
studied here has a guanine content of only 33 %. In the work of Vekhoff et al., triplexes with
G-content only as low as 43 % were shown to form stable triplexes, while triplex were shown
to not form in some cases even with G-content as high as 45 %. This is therefore a property
that strongly depends on sequence, and it is noted that A-stretches seem to disfavour triplex
formation. It is possible that the sequence studied in the work presented here, where the
A-stretches are interrupted with guanines every 3 bases, allows for a slightly lower guanine
percentage required for stable triplex formation.
Although apparently more stable, at least for the duplex sequence studied in this work, the
pyrimidine structures suffer from the requirement of protonated cytosines, which, given cy-
tosines pKa of 4.45, is generally not possible at physiological pH. This requirement could
potentially be circumvented by the modification of these residues such that they do not re-
quire this protonation to form stable structures. Among these modifications, probably the
most well known and common is the methylation of cytosine to give 5-methylcytosine.115
This gives a triplex which forms independently of pH. It has also been shown that the re-
placement of cytosine with either 2’-deoxyisoguanosine or 9-deaza-9-propynylguanine N7-
(2’-deoxyribonucleoside), both modified guanine residues, results in pH independent in-
tramolecular triplex formation. This gives triplexes that are stable at neutral pH while still
having the same selectivity.49 Alternatively, replacing the carbonyl oxygen in cytosine with
a sulfur gives thio-pseudoisocytosine which is also able to bond with the guanine residue
without the need for protonation.116,117
While it appears that pyrimidine triplexes are likely to be more stable, the large rearrange-
ment required for their formation may reduce their usefulness therapeutically as they may
not form on appropriate timescales. In looking at the potential triplex target sites within the
genome of the bacterium Staphylococcus Aureus, generated with the triplexator software,42
approximately 50 % of these were found to have a G content in excess of 50 %. Almost 85 %
of sequences had a G content greater than 40 %. It therefore appears that a high G content is
common in potential target sequences, meaning that the requirement of 40–50 % G content
to form stable purine triplexes will be met in many cases.
4.4 CONCLUSIONS
Through atomistic simulations of purine and pyrimidine triplexes, binding to the same du-
plex, it was found that while G*G, A*T, and G*C+ Hoogsteen pairs all pair well, the A*A
pair does not. Although it is known that A*A and G*G are non-isomorphous, and A*A has
been predicted to form weaker bonds, this almost complete lack of base pairing has not been
previously observed. This corresponded to a loss of approximately half the hydrogen bonds
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in going from a pyrimidine to purine strand with 33 % G content. Significant deviation from
the regular TFO backbone structure was observed when adenines were present in the TFO,
pushing the TFO towards the center of the major groove.
While it is known that high G content of the third strand is important for the stability of
purine triplexes, the reasons why have not been made clear. The observed base pairing defi-
ciency provides a reasonable explanation for this phenomenon, although the triplex studied,
having only 33 % G content, is stable, despite the claimed requirement of at least 40 %.
This is likely due to the particular sequence of this structure, in which the A-stretches are
interrupted by guanines at every three bases, which differs from the sequences investigated
in the experimental study that proposed this 40 % lower bound.
In examining the required structural changes, in terms of sugar puckering, between a TFO
free in solution and bound in a triplex, significantly greater rearrangement was required of the
pyrimidine TFO. As significant change for all the bases in the TFO is required for binding, it
is likely that there is a large kinetic barrier to pyrimidine triplex formation, which may make
it unlikely to form spontaneously as required for use as an antigene agent.
Overall, it appears that, not unexpectedly, good hydrogen bond contacts between the TFO
and duplex are important for stability and play a large role in determining the structure of the
TFO backbone. It was shown that adenine residues pair poorly while the other three bases
give regular structures with good hydrogen bonding patterns, suggesting that the pyrimidine
triplex is likely to be more stable. Furthermore, the requirement of high, but not too high, G
content, may limit the usefulness of purine TFOs as antigene agents. However, as sequences
with high G content do not appear to be particularly rare in biology, the use of purine TFOs
may be generally possible in an antigene sense. This, coupled with the large rearrangement
of the pyrimidine TFO required for triplex formation, suggests that in general the purine




STABILITY OF RNA–DNA HYBRID TRIPLEXES
Through the use of molecular dynamics simulations, the relative stability of hy-
brid DNA triplexes, where the third strand, binding to a DNA duplex, is RNA
based, is examined. It has been previously reported that pyrimidine triplexes
with RNA triplex–forming oligomers (TFOs) form more stable triplexes than
their DNA counterparts, while purine triplexes are more stable with DNA, gener-
ally not forming when the TFO contains ribose. For the purine motif TFO, which
binds antiparallel, it is found that the hybrid triplex, with RNA third strand, is ap-
proximately 2 kcal/mol less stable than the DNA counterpart. Although slightly
less stable, this should not preclude its formation, as suggested in the literature.
However, this value is shown to be strongly dependent on the conformation of the
unbound TFOs in solution. Taking the sugar pucker to be a reasonable approx-
imation for the general structure of the backbone, it is found that for a purine
sequence, significantly greater rearrangement is required of the RNA TFO on
going from its free to bound state than is required for the equivalent DNA TFO.
The large changes required for the purine RNA TFO indicate that a significant
kinetic barrier may prevent the experimental formation of this triplex, despite its
stability. Two mechanisms have been previously proposed to explain the addi-
tional stability of the pyrimidine RNA triplex: the potential for hydrogen bond-
ing between the H2’ atom on the TFO ribose and the phosphate oxygens of the
adjacent chain (which can only occur in the parallel pyrimidine motif), and the
lesser degree of backbone rearrangement required to bind. Neither were found to
satisfactorily describe its enhanced stability. The interstrand O–H distance, for
the parallel pyrimidine triplex was found to be approximately 7 Å, too far for any
significant hydrogen bonding interactions and similar backbone rearrangements




While changing the TFO is one important, and facile, change that can improve the stability
of triple helices for antigene therapy (chapter 4), the choice of backbone is also able to
modulate stability.46,51,52,54–57 Possibly the simplest change is replacing the deoxyribose
sugars in the DNA TFO with ribose, giving an RNA-based TFO. For the pyrimidine triplex,
it is known that the DD.R triplex – that is a deoxyribonucleic acid (DNA) duplex with an
ribonucleic acid (RNA) TFO – is more stable than the equivalent DD.D triplex possessing
a DNA TFO, although the value of ∆G for its binding is under some contention.51,52,54,55
Equivalent studies of the antiparallel purine structure have shown the DD.R triplex to be less
stable than the DD.D, and it generally does not form.46,56,57 It is therefore useful to be able
to study such a structure using computational methods, where the formation of the triplex is
less of a challenge and the reasons for its proposed instability can be examined.
While the reasons for the lack of formation of the intermolecular DD.R purine triplex have
not been previously examined, a number of reasons for the additional stability of the DD.R
pyrimidine triplex have been proposed. Firstly, the triplex has been shown to adopt either
an intermediate structure, in between that of A and BDNA,52 or a structure in which the
underlying duplex remains in a B conformation while the RNA strand adopts a conformation
with a mix of C2’ and C3’-endo sugars.53 While significant structural rearrangement of either
the duplex or TFO on binding would likely disfavour formation of the associated triplex, it is
not clear whether these rearrangements are necessary for triplex formation, nor whether the
barriers between different conformers are sufficiently high that the rearrangements become
energetically difficult. Additionally, parallel pyrimidine triplexes with an RNA TFO have
the potential to form hydrogen bonds between the 2’-OH group on the ribose sugar and
one of the phosphate oxygen of the adjacent chain. This can only occur when the TFO
binds parallel to the purine strand of the duplex and hence may explain the reported lower
stability reported for the purine analogue, which binds antiparallel.56 As methylation at this
position has not been shown to decrease stability, but rather increases it,55 taking a molecular
modelling approach to determine the accuracy of this hypothesis may give some insight into
the process.
To determine whether these are viable reasons for the additional stability of the DD.R pyrim-
idine triplex, the structural changes, including the sugar conformation of both the duplex and
TFO, upon TFO binding are examined computationally. The relative stability of the DD.D
and DD.R antiparallel purine triplexes are also calculated and compared, as well as a similar
structural analysis. This work aims to provide the basis for the understanding of some of
the properties affecting triplex stability, for both purine and pyrimidine TFOs, allowing for
rational design of new oligomers for antigene therapy.
5.2 COMPUTATIONAL METHODOLOGY
In order to compare the relative stabilities and structural properties of DD.D and DD.R
triplexes, four different structures were examined by molecular dynamics (MD) simulation:
DD.D and DD.R with purine TFO, and their equivalent pyrimidine complexes. All con-
stituted a 19-base duplex, with sequence d(GC(GAA)5CG)2, and a 15-base TFO. Antipar-
allel purine triplex structures had TFO sequence (GAA)5 while the parallel pyrimidine had
(C+TT)5, with the thymines in DNA replaced with uracil for the DD.R triplex. Parallel struc-
tures were built with 3DNA based on the fiber31 model111,112 and TFO cytosines protonated
by the addition of a hydrogen atom at the N3 position. Antiparallel structures were built with
54
CHAPTER 5. STABILITY OF RNA–DNA HYBRID TRIPLEXES
NAMOT.110 Simulations were carried out with NAMD 2.1263 using the AMBER parm99
force field69 with BSC0 modification (parm99bsc0).70 Parameters for protonated cytosines,
calculated following the same protocol as for the BSC0 force field, were also included for
the pyrimidine triplexes.113
All simulations were carried out in explicit solvent using TIP3P water to give an approx-
imately (80 Å)3 cubic water box. Approximately 15,000 water molecules were required.
The systems were neutralised with Na+ using VMD’s cionize plugin.80 50 ions were re-
quired to neutralise the purine triplexes, and 45 for the pyrimidine analogue as 5 cytosines
were protonated. In all cases, 43 additional Na+ and Cl− ions were added to bring the ion
concentration to 0.15 M, representative of physiological conditions. All simulations were
conducted in the NPT ensemble at physiologically relevant conditions of 310 K, maintained
using a Langevin thermostat, and 1 atm, maintained with a Langevin barostat. Hydrogen
containing bonds were constrained using SHAKE,67 and long-range interactions evaluated
by the Particle-Mesh Ewald (PME) method. A timestep of 2 fs was used.
Prior to the unrestrained MD simulations, triplexes were constrained, the energy of the sys-
tem minimized, and water and ions allowed to equilibrate around the triplex for 20 ps. Re-
straints were released and the system run for 40 ns. The final 20 ns of these simulations was
analysed for structural data.
5.2.1 FREE ENERGY CALCULATIONS
Two different types of Free energy perturbation (FEP) calculations were carried out to deter-
mine the relative stability of the DD.D and DD.R purine triplexes described above. Rather
than annihilating the entire TFO, the first class of simulations involved the mutation of only
the 5 atoms in the sugar which changed significantly between deoxyribose and ribose. The
C2’, H2’, H2”, C3’, and H3’ atoms were annihilated from deoxyribose, while new C2’, O2’,
H2’, H2”, C3’, and H3’ atoms were simultaneously created. Charges of the other sugar
atoms, and the rest of the DNA structure did not change significantly and therefore, for sim-
plicity, their mutation was not included.
In the AMBER forcefield every atom of DNA and RNA has a slightly different partial charge
so the mutation of only 5 bases leads to a slight difference in net charge of the triplex, from
−50e at the DNA end to −49.93e at the RNA end of the simulation. Although this results
in a non-physical net charge of +0.07e for the entire TFO at the RNA end, the effect of
this slight change can be considered negligible. The overall effect of this change in charge
can be accounted for through the inclusion of a Born solvation free energy for creating a net
charge in a spherical cavity and a finite size correction to the free energy, calculated using the
analytical equations presented by Hummer et al.118 Given a change in charge of 0.07e/15 =
0.0047e per base (or 0.07e for the entire TFO), and solute (nucleotide base) radius of 0.3 nm,
the Born solvation free energy is estimated to contribute 0.02 kcal/mol, and the finite size
correction 0.1 kcal/mol, which combined are smaller than the error bars on the simulated
free energies.
Furthermore, although the presence of the non-physical net charge would have a slight effect
on the calculated free energy, the mutation was conducted twice, in the bound and unbound
states, with the free energy calculated as the difference between the two. The effect of the net
charge should therefore approximately cancel out in the overall free energy reported, giving
an overall effect of the charge difference which will be even smaller than the individual
contributions and thus likely to be negligible.
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With the exception of the substitution of H2’ in deoxyribose with O2’-H2’ in ribose, only the
charges of the atoms differed between the two states. The mutation was carried out starting
from the end of a 20 ns equilibration simulation with all atoms defined, but only deoxyribose
atoms interacting. This was conducted in the forwards (deoxyribose→ ribose) and reverse
(ribose→ deoxyribose), directions, where the reverse simulations were started from the end
point of the forwards. Each simulation was split into 64 evenly spaced windows (∆λ =
0.015625), with electrostatics being turned off for the annihilated particles between λ = 0
and 0.5, and vdW between λ = 1 and 1. 375,000 steps (0.7 ns) of simulation were conducted
at each window, including 125,000 (0.25 ns) of equilibration, giving total simulation time of
48 ns. For the created particles, electrostatics were turned on between λ = 0.5 and 1, and
vdW between λ = 0 and 1. Simulations were conducted for both bound and unbound TFOs,
starting from an extended conformation.
Further FEP calculations were carried out examining the annihilation of the entire TFO,
both DNA and RNA. All systems were set up as previously described in chapter 3 and the
simulations started from the end point of the 40 ns equilibrium simulations. Four simulations
were required: annihilation of either the DNA or RNA TFO from states bound to the triplex,
and free in solution. Only the annihilation was considered as the slow relaxation of the DNA
structures makes the timescales required for it to spontaneously bind to the triplex when
created, prohibitive. The thermodynamic cycle associated with the process is outlined in
Fig. 5.1.
Each simulation was divided into 16 unequally spaced windows, taking on values of λ =
0.04,0.08,0.12,0.16,0.20,0.25,0.30,0.35,0.40,0.45,0.50,0.60,0.70,0.80,0.90,1 with elec-
trostatic interactions scaled to zero linearly over the range λ = 0−0.5 and vdW interactions
similarly over λ = 0− 1. The total simulation time was 192 ns for each of the four simu-
lations. In order to keep the TFO in the binding site while interactions were being turned
off, center-of-mass restraints were applied to the distance between the TFO and duplex. This
was constrained to its average equilibrium distance with a force constant of 10 kcal/mol/Å2
using the colvars module of NAMD.119 ∆Grest, the effect of these constraints was calculated
according to Wang et al. over 11 evenly spaced windows between 0 and 1.102
Additionally, as the DNA and RNA TFOs were found to adopt different structures after
40 ns of simulation, with DNA being found in a globular conformation and RNA relatively
extended, steered molecular dynamics (SMD) simulations were conducted to determine the
free energy change on going from the globular to extended conformation in each case. To
calculate the free energy change, the work to pull the triplex from an end-to-end distance of
approximately 20 Å, corresponding to a globular nucleic acid, to approximately 70 Å, the
fully extended conformation, was calculated and averaged over 10 trajectories. A pulling
speed of 1 Å/ns was employed. A spring with spring constant 10 kcal/mol/Å2 was attached
to the phosphorus atom of the 3’-terminus which was pulled away from the fixed atom (C5’
of 5’-terminus) along the vector joining the two atoms.
5.2.2 SUGAR PUCKERING
The preferred sugar pucker of each of the four different structures was determined through
examination of the equilibrium trajectories of the structures. Phase and amplitude was cal-
culated using PLUMED282 over the final 20 ns of the trajectory. A phase of between -90
and 90 ◦ was considered to be north, and between 90 and -90 ◦ south. The pseudorotational
phase was compared for the duplex moieties of each of the four triplexes, the bound TFOs
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Fig. 5.1: Thermodynamic cycle for the dissociation free energy calculations of TFO (green,
tube representation, either DNA or RNA) to duplex (blue, ribbon representation). ∆Gdissoc is
calculated as ∆Gannihil,1−∆Gannihil,2
and the free single–stranded nucleic acids.
To quantitatively determine the limitations any required rearrangements put on the formation
of a triplex, the free energy landscape, as a function of pseudorotational phase and ampli-
tude, was calculated for the two single–stranded nucleic acids, ssRNA and ssDNA with the
purine sequence, as this showed the largest difference of sugar pucker between DNA and
RNA on binding to the duplex. The landscape was calculated using plumed’s implementa-
tion of umbrella sampling.82 These simulations were conducted on a 6-base TFO, set up as
previously described for the 15-base triplexes, although in a smaller (40 Å)3 cubic water box
to reduce the number of atoms and improve computational efficiency. The pseudorotational
phase and the amplitude, which define the sugar pucker, of the fourth (guanine) residue of
the 3’-GAAGAA-5’ sequence were biased. The phase was biased with a force constant of
335 kcal/mol at 0.2 rad intervals between 0 and π . The amplitude was biased with force
constant 191.4 kcal/mol at 0.1 rad intervals between 0.6 and 1. This selection of biasing
potentials and positions gave good overlap between adjacent histograms. At each pair of
biasing potentials the system was simulated for 2 ns. This was repeated 5 times with the data
from the first 0.5 ns of each simulation discarded as equilibration. Free energy landscapes
were constructed as a function of phase and amplitude using 2D-WHAM.97
5.2.3 OVERALL STRUCTURE
The overall structure of the triplex was examined by looking at the average structure of the
equilibrated triplexes, calculated from the last 20 ns of the 40 ns simulations. The struc-
tures were aligned with the z-axis, such that looking at the structure in the xy plane looks
down the center of the cylindrical molecule. The coordinates of backbone phosphorus atoms
could then be compared between the native duplex and the four triplexes to determine any
significant structural changes occurring on TFO binding.
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(a) Equilibrium structures of ssDNA (left)
and ssRNA (right). The DNA structure is sig-
nificantly more globular.
(b) Radius of gyration of ssDNA and ssRNA.
A smaller radius of gyration indicates a more
compact structure.
Fig. 5.2: Variation in structure of ssDNA and ssRNA over the course of a 40 ns simulation.
5.3 RESULTS AND DISCUSSION
5.3.1 EQUILIBRIUM STRUCTURES OF SSDNA AND SSRNA
As starting points for the FEP simulations in the unbound state, 15-base sequences of ssDNA
and ssRNA were simulated under the conditions previously described. 40 ns of simulation
was conducted for each, which was deemed to be enough to reach equilibrium, through anal-
ysis of energies and structural properties such as the radius of gyration and root-mean-square
deviation (RMSD). The structures of ssDNA and ssRNA were found to differ significantly.
While ssRNA maintained the relatively extended conformation expected of single-stranded
nucleic acids,120,121 ssDNA folded quickly (within 10–15 ns) to a compact globular struc-
ture (Fig. 5.2). To ascertain that the ssRNA structure did not also fold to this structure on a
longer timescale, the simulation was extended to 80 ns and no indication of further folding
was observed.
SMD simulations of stretching the ssDNA coiled conformer to its extended state indicated
that the globular state was approximately 10–20 kcal/mol more stable than the extended in
this case. As this is not the structure that has been previously observed for ssDNA,120,121
it is possible that the force field parameters used, which were not explicitly designed for
single-stranded nucleic acids, may influence this structure, introducing artificial backbone
flexibility. Furthermore, as previous studies have been conducted using different sequences
and conditions,120,121 they may not be directly comparable to the results reported here. For
ssRNA, the globular state was also found to be approximately 15–30 kcal/mol more stable,
in contrast to the observed structure in the unbiased simulation, indicating that the extended
conformation of the simulated ssRNA is a metastable conformation. It therefore appears that
the conformational fluctuations required for ssRNA to adopt this structure are such that it
happens on a very long timescale, longer than 80 ns.
5.3.2 RELATIVE STABILITY OF PURINE DD.D AND DD.R TRIPLEXES
The relative stability of purine DD.D and DD.R triplexes was compared through FEP calcu-
lations of the mutation of the TFO sugars from deoxyribose to ribose and back. Starting the
unbound TFO from an extended conformation, it was found that for the antiparallel purine
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triplex, the DNA triplex was 2.2 ± 1.9 kcal/mol more stable than that containing the RNA
TFO (Table 5.1). Over this approximately 40 ns simulation period, and the preceding 40 ns
of equilibration, the TFO was never seen to spontaneously adopt the globular structure ob-
served for the equilibrium simulations for ssDNA.
The annihilation calculations, in which the entire TFO is annihilated, differ from the muta-
tion calculations in that the free energy is calculated as the difference between the annihi-
lation of the TFO, either DNA or RNA, bound to the duplex, and free in solution, giving
a dissociation free energy of either the DNA or RNA TFO. The mutation simulations, on
the other hand, give the relative free energy difference between the two structures. The dif-
ference between the dissociation free energies, calculated by annihilation, of the DNA and
RNA TFOs should then give the same relative free energy difference as obtained from the
mutation. Annihilation of the entire TFO starting from the final configuration of the unbi-
ased 40 ns simulations discussed in section 5.3.1, where ssDNA adopted a globular structure
and ssRNA a mostly extended one, indicated that RNA should be favoured by approximately
30 kcal/mol, where this value is the difference between the dissociation free energies of the
RNA and DNA triplexes. It therefore appears that the starting structure of the unbound TFO
has a large effect on the relative stabilities calculated using FEP. This indicates at least two
different stable or metastable states, globular and extended, of the single–stranded 15-base
nucleic acid molecules studied.
In examining the trajectory of the RNA TFO annihilation when free in solution, it can be seen
that, despite clearly favouring the extended structure in the unbiased simulation, within the
first window of the FEP annihilation (after less than 12 ns of additional simulation), it briefly
adopts the globular structure (Fig. 5.3) which appears to be the most stable structure by SMD.
As previously mentioned, SMD results indicate that for RNA, the coiled conformation should
be approximately 15–30 kcal/mol more stable. Taking this into account, the annihilation of
the unbound RNA TFO in the globular state can be expected to be about 15–30 kcal/mol
higher than that calculated for the extended one. The relative stability of the RNA TFO,
would then be similar to that of the DNA TFO, and within error of the result of the mutation.
A comparison of the results obtained by mutation from the extended state, and annihilation,
which includes the difference between globular and extended states obtained by SMD, is
outlined in table 5.1.
Fig. 5.3: Radius of gyration (blue) and ∆E (orange) over the first window of the FEP anni-
hilation of the free RNA TFO. The decrease in the radius of gyration indicates the structure
folding up. This corresponds to an increase in ∆E, indicating that the annihilation of this free
globular structure is less favourable.
59
5.3. RESULTS AND DISCUSSION
Table 5.1: Free energy of conversion between a 15-base, purine DNA and RNA TFO with
a DNA duplex. A negative value indicates that RNA is favoured. Mutation and annihilation
refer to the method by which the free energy difference was calculated. For annihilation,
the reported value is the difference in ∆Gdissoc for DNA and RNA, calculated through the
annihilation of each TFO in the bound and free states. The relative free energy difference for
the mutation simulations is calculated directly through mutation of the deoxyribose atoms to
ribose.
Thermodynamic cycle ∆∆Gdissoc (kcal/mol)
Annihilation −9.53± 16.6
Mutation 2.24± 1.90
Although contradicting the experimental results, which suggest that purine RNA TFOs should
form a less stable triplex, these results can be rationalised physically and therefore may indi-
cate a barrier to formation that prevents the structure’s experimental formation. It should also
be noted that the experimental sequences differ slightly from the one examined here, having
different G and A compositions, which may additionally affect the stability. However, as
the base sequences for DNA and RNA TFOs examined here are the same, being a (GAA)5
TFO bound antiparallel to the duplex, this DNA–RNA substitution should not be expected to
change the interactions of the pairing bases significantly. Structurally, very little difference is
observed between the purine DD.D and DD.R triplexes. As discussed in chapter 4, the back-
bone of the purine triplex is significantly distorted due to poor formation of the A*A reverse
Hoogsteen pair. While in the case of the DD.R triplex, this distortion appears to be not as
great, a lack of adenine pairing is still observed, indicating that the relative stability should
not be greatly affected. A detailed structural analysis is presented in the section that follows,
comparing the structures of purine and pyrimidine, DD.D and DD.R, triplexes.
5.3.3 STRUCTURAL EVIDENCE FOR ENHANCED STABILITY OF DD.R TRIPLEXES
While the results presented here for the purine triplex indicate that, even if marginally less
stable, a triple helix should still form, in considering the pyrimidine triplexes it is well known
that the DD.R triplex is more stable than the DD.D.51,52,54,55 Two reasons have been pro-
posed for this additional stability when the TFO is in the parallel pyrimidine class: a lower
degree of structural rearrangement required to form the triplex, and potential hydrogen bond-
ing between the ribose OH group and phosphate oxygens on the purine chain of the duplex.
Here both are examined for all four triplexes.
STRUCTURAL REARRANGEMENT
Structural changes occurring on TFO binding were compared on two levels. Firstly, the
overall structure of the triplex, effectively the width of the helix, was compared for all four
structures. On a smaller scale, structural rearrangements, quantified by the change in sugar
pucker which should accurately represent changes between A and B form structures, were
examined.
Examining the positioning of backbone phosphorus atoms, in all cases, the helix was found
to expand, relative to the duplex when the TFO bound (Fig. 5.4). Generally, the increase
in diameter was approximately 2 Å. It is not clear what causes this change in structure,
but likely the expansion of the major groove required for TFO binding also induces other
structural distortions, leading to the pattern observed here. While interesting, as it occurs to
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a similar extent for all four triplexes it is unlikely to influence the relative stability of one over
the other and does not provide any useful insight into the reasons which may be important
for triplex stability.
Fig. 5.4: Comparison of the backbone structures, looking down the length of the triplex,
between purine and pyrimidine triplexes with DNA and RNA backbones, relative to the
DNA duplex. Lines indicate the backbone atoms of the duplex, while the points are the
positions of the phosphorus atoms of the TFO.
As the structure of the hybrid DD.R triplex has been shown to include an RNA TFO with
mixed sugar puckers while the duplex maintains its B conformation, the changes in sugar
puckering for the four triplexes, which is a useful measure for structural conformation, can
be used to give insight into this process. The sugar pucker was examined over the final 20 ns
of the 40 ns trajectories for each of the four triplexes. Over this time period, the frequency
of sugars having a particular conformation was calculated. In the purine case, significant
difference is observed between the changes required of DNA and RNA TFOs on binding
(Figs. 5.5a, 5.5d). While the DNA TFO does not change pucker significantly, the RNA ribose
sugars go from effectively rotating freely to each base favouring a specific, and generally
different, phase. If these changes in phase must occur in a concerted fashion, this may
introduce a large kinetic barrier which may inhibit the binding of the RNA TFO, potentially
providing an explanation for why this triplex has not been reported to form experimentally,
despite being quite thermodynamically stable.
On the other hand, although significant rearrangement is required for pyrimidine triplexes
going from the free to bound states, this change is consistent between DNA and RNA TFOs.
Both change from conformations that are predominantly south (S) to favouring north (N)
conformations. It is therefore unlikely that this has a large effect on the relative stabilities of
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the DNA and RNA TFOs as previously proposed.
(a) DNA, purine (b) (c)
(d) RNA, purine (e) (f)
(g) DNA, pyrimidine (h) (i)
(j) RNA, pyrimidine (k) bound (l) free
Fig. 5.5: Changes in the frequency of bases having a particular sugar pucker phase going
from free in solution (blue) to bound (orange). Grey shaded regions indicate the phases
corresponding to south puckers. Left: overall change in sugar pucker. Centre, right: the
favoured sugar pucker of each individual base of the 15-base TFO in bound and free states.
From calculations of the pseudorotational free energy landscapes, the barrier separating C2’-
endo and C3’-endo, conformations typical of S and N sugars, respectively, was found to be
approximately 0.7 kcal/mol for purine ssDNA, and 1.8 kcal/mol for ssRNA (Fig. 5.6). These
values are on the order of 1–2.5 kBT at 310 K, indicating that although both C2’-endo and
C3’-endo states are quite stable, transitions between the two may be quite slow, particularly
for RNA. As changes in all RNA bases are required for the binding of this triplex, this likely
contributes a large energetic penalty to binding. Furthermore, the barrier between conformers
is larger for RNA, indicating that this required change may not be as facile as it would be in
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the case of DNA.
HYDROGEN BONDING BETWEEN OH AND OP
Hydrogen bonding between the new ribose 2’-OH group and a phosphate oxygen on the
adjoining strand potentially may influence the stability of the DD.R triplex, as it is an in-
teraction which is not possible when the TFO is deoxyribose based. As it requires the two
groups to be in close proximity, it is only possible when the TFO binds parallel to the purine
strand of the duplex, indicating a pyrimidine TFO. The average interatomic distance was
calculated between the ribose H2’ and phosphate OP1 atoms over the final 20 ns of the 40 ns
trajectory for pyrimidine TFOs with both DNA and RNA backbones.
Although the starting conformation of the RNA TFO was such that the groups of interest
were within 1–3 Å of each other, capable of hydrogen bonding, withing 50 ps of simulation
they had moved to a distance of 5 Å, which then increased to an average equilibrium distance
of approximate 7 Å, much too far for significant hydrogen bonding (Fig. 5.7).
Overall, the average H–O distance was shorter for the pyrimidine (parallel) triplexes than
their purine (antiparallel) equivalents, as expected due to the arrangement of the TFO in
the major groove, but there was little difference between DNA– and RNA–based TFOs and
the distance was too great to indicate significant hydrogen bond formation (Table 5.2). The
similarity of the pyrimidine DNA and RNA triplexes is further indication that the potential
for the ribose 2’-OH to form hydrogen bonds (which contrasts with the deoxyribose 2’-H
inability to do so), is not responsible for the formation and stabilisation of this triplex.
Table 5.2: Average H–O distance between ribose 2’-OH (or deoxyribose 2’-H) and phos-
phate O for the four triplexes of interest.
Triplex OH-OP distance (Å)
Purine DD.D 9.8 ± 1.6
Purine DD.R 10.6 ± 3.2
Pyrimidine DD.D 6.7 ± 1.5
Pyrimidine DD.R 7.0 ± 1.8
SUMMARY
Overall, for the pyrimidine triplexes, very little difference was found between DNA- and
RNA-based TFOs to indicate that one would be more stable than the other. Additionally, the
average O–H distance is too far to be implicated in stabilising these parallel triplexes. The
results are summarised in table 5.3. For the purine triplexes, although the DD.R triplex was
found to be stable enough that it should form, the large rearrangement required of the RNA
backbone may explain its absence in the literature. As expected in this case, the average
O–H distance is also too far for hydrogen bonding.
5.4 CONCLUSIONS
Although many previous studies have examined the relative stability of DD.D and DD.R
triplexes with a pyrimidine third strand, few have been able to form the DD.R purine equiva-
lent to study. It has therefore been proposed that for a purine motif triplex, the DD.R triplex
is significantly less stable than the analogous DD.D triplex. Here, through MD simulation of
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(a) ssDNA (b) ssRNA



















Fig. 5.6: Eastern hemisphere of the pseudorotational free energy landscape of a single base
in purine single stranded DNA and RNA. The one dimensional free energy is calculated at
amplitude of 41◦, found to be the most stable amplitude, and shifted so the minimum of each
plot is at zero.
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(a) Starting structure (b) Equilibrated structure
Fig. 5.7: Starting vs equilibrium structure of parallel DD.R triplex. At equilibrium OH’ (H
in white) and OP (O in red) groups are too distant for hydrogen bonding. TFO is shown in
black.
Table 5.3: Summary of the differences between triplexes formed with the 4 different TFOs
under study. a Favoured pucker refers to the US simulations of the single–stranded purine
structures and is the thermodynamically most stable puckering phase for the single base
studied. Height of the barrier between states is given in brackets.
Pu DD.D Pu DD.R Py DD.D Py DD.R
Helix width ↑ ~2 Å ↑ ~2 Å ↑~2 Å ↑ ~2 Å
Pucker: free to bound S + random→ S random→ banded S→ N S→ N
Favoured puckera C2’-endo C3’-endo - -
(0.7 kcal/mol) (1.6 kcal/mol)
O-H distance (Å) 9.8 ± 1.6 10.6 ± 3.2 6.7 ± 1.5 7.0 ± 1.8
the DD.R purine triplex, we found that the DD.R triplex is slightly less stable than the DD.D
equivalent, but should still be stable enough to form under standard conditions. Additionally,
the conformation of the free TFO backbone was found to have a large effect on the value of
∆G for the annihilation of the unbound triplex. However, if the free energy associated with
the transition from globular to extended ssRNA is also considered, comparing the stability
difference between globular ssDNA and globular ssRNA, and extended ssDNA and extended
ssRNA, they do not differ significantly.
Structurally, very little difference was found between triplexes formed with DNA or RNA
TFOs to explain their reported relative stabilities. In all cases, the helix width increased by
approximately 2 Å upon binding, an effect which may be due to the widening of the major
groove on triplex binding and its related structural distortions. Further study of this phe-
nomenon is required to better understand the mechanisms of this slight widening although it
is unlikely to contribute to the relative stabilities.
While there was little difference in the changes required of sugar pucker for the pyrimi-
dine DD.D and DD.R triplexes, examination of the purine case indicated that significant
rearrangement of the RNA TFO is required for binding, suggesting a large kinetic barrier.
When considering the energetic barrier to the N–S transition for the purine TFO, this is
much greater for ssRNA than ssDNA, on the order of 2.5 kBT . It is therefore likely that the
rearrangement required for the RNA TFO to bind plays a large role in preventing the experi-
mental formation of the DD.R purine triplexes, even if they are more stable. Although it has
been proposed that a larger rearrangement of the DNA pyrimidine TFO is responsible for the
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lower reported stability of this triplex relative to the DD.R pyrimidine triplex, we do not find
any difference in the degree of rearrangement required. This therefore does not explain the
relative stability differences. It is likely that the sugar pucker does not completely describe all
the structural changes required on TFO binding, and examining other structural parameters
may therefore provide insight into the stabilities of the pyrimidine triplexes.
The potential for pyrimidine ribose 2’-OH groups to form hydrogen bonds with the parallel
purine strand of the duplex provides another logical explanation for the observed stability
of the DD.R pyrimidine triplex. However, upon examination of the equilibrium structures
of the DD.D and DD.R pyrimidine triplexes, little difference was observed between the O–
H distances, which were too far for hydrogen bonding (at approximate 7 Å) in both cases.
As the DD.D triplex is not capable of forming these hydrogen bonds, the similar distance
for both TFOs indicates further that these hydrogen bonds are not in fact forming. It is
therefore unlikely that this significantly contributes to the stability of the RNA triplex over
the DNA.
In general, from the simulations carried out, structural properties previously hypothesised to
contribute to the relative stabilities of the DD.D and DD.R pyrimidine triplexes do not appear
to play a role. It appears that neither structural rearrangement, in terms of sugar pucker, nor
hydrogen bonding between TFO and duplex backbones, provide a satisfactory explanation
for the additional stability of pyrimidine RNA triplexes over their DNA counterparts. Further
study of these triplexes is therefore required before the effect of backbone composition on
stability can be understood and generalised for the design of more stable TFOs with potential




CONCLUSIONS AND FUTURE DIRECTIONS
6.1 CONCLUSIONS
In this work, a comprehensive study of the structure and stability of nucleic acid triple helices
has been presented. The stability of these triplexes, focusing on the (GAA)n sequence known
to be associated with the neurodegenerative disease Friedreich’s ataxia, was examined from
two directions, with aims of both destabilising the structures, through the binding of ligands,
and stabilising them, through the choice of triplex–forming oligomer (TFO) sequence and
backbone composition. The use of molecular dynamics simulation has provided insight into
the processes that occur upon binding of minor-groove binder netropsin, as well as possible
explanations for reported relative stabilities of TFOs with differing compositions, both of
backbone and bases.
Chapter 3 presented an investigation into the effect of netropsin, which is known to desta-
bilise triplexes, on the triplex structure and thermodynamics. It was shown that the use of
free energy methods such as alchemical free energy perturbation (FEP) can calculate, with
reasonable accuracy, the expected thermodynamics of large flexible biomolecules. However,
it was also found that these systems relax very slowly and that calculated free energy is there-
fore hugely dependent on simulation time. Using these methods, it was found that netropsin
destabilises this triple helix by approximately 15 kcal/mol when bound opposite to the TFO,
an effect which appears to be highly localised. This thermodynamic effect was supported by
structural analyses which show a localised narrowing of the minor groove for the 4–5 bases
where netropsin is bound. This agrees with previous computational results, but is the oppo-
site effect as described by solid-state experimental studies. It therefore appears that the triple
helix structure with netropsin may be significantly different in solid and solution phases.
Furthermore, the TFO appears to be pushed slightly (2–3 Å) out of the major groove in the
region opposite netropsin’s binding site. However, this change occurs without a significant
loss of hydrogen bonding sites within 3 Å of each other, indicating that this may occur in
regions where hydrogen bonding contacts are already poor. Given the observed structural
changes, it is likely that the interplay of structural distortions occurring in the triplex struc-
ture on netropsin binding play a significant role in its ability to destabilise these structures.
However, as this is appears to be a highly localised phenomenon, a high concentration of
netropsin would likely be required to achieve significant, therapeutic, destabilisation. As
67
6.1. CONCLUSIONS
netropsin can be considered a typical minor-groove binding ligand, these results are likely
generalisable to other minor-groove binders.
While netrospin is known to bind in the minor groove of triple helices, binding in either of
the other possible grooves formed between TFO and duplex has not previously been reported
and it is not clear why it has such a significant preference for the minor groove. This has been
investigated, also in chapter 3, with studies of netropsin binding in both the Crick–Hoogsteen
(C–H) and Watson–Hoosteen (W–H) grooves formed by the division of the major groove into
two asymmetric grooves by TFO binding. Through short free energy calculations, it was
found that the strength of the van der Waals interactions between ligand and triplex plays
a large role in stabilising the ligand in the minor groove. Relative stabilities of the three
possible binding sites were determined as minor > W–H > C–H, although the stability in the
minor and W–H grooves was shown to be potentially quite close. The width of the groove
was shown to play a significant role, the W–H being too wide for interactions with both
walls of the groove and the C–H potentially too narrow, forcing the ligand out of the groove
onto the face of the triplex. It therefore appears that a fortunate groove width results in the
preference of netropsin for minor groove binding, which is encouraged by loss of solvent
molecules from the spine of hydration at the binding site.
While chapter 3 focused on the destabilisation of triple helices, chapters 4 and 5 presented an
investigation into select means by which they can be stabilised, with applications in antigene
therapies. In chapter 4, the effect of changing the TFO from a purine to pyrimidine sequence
was investigated. The A*A reverse Hoogsteen pair prominent in the purine sequence was
found to be very unstable, with hydrogen bonds rarely forming between these bases. This
was in contrast to the regular structures and hydrogen bonding patterns of the G*G, A*T, and
G*C+ equivalents. The overall result of this instability was a shifting of the TFO into the
center of the major groove in A–rich regions, while G regions remained close to the duplex
purine strand as expected, and may explain the reported requirement of high G content for
purine triplex stability. In addition, large structural rearrangements, in terms of sugar pucker,
were required for pyrimidine TFO binding, while changes required when the purine sequence
bound were small. This may be indicative of a kinetic barrier that may inhibit the formation
of the pyrimidine triplex, even if it is more stable. Overall, these results indicate that, at least
for the sequence studied here, pyrimidine TFOs should give more stable triplexes, especially
if the requirement for cytosine protonation can be overcome, while the purine sequences may
form more readily, despite their lower stability. The G content of the duplex is therefore an
important parameter when deciding on choice of triplex.
Finally, the effect of backbone composition was investigated in chapter 5, through compari-
son of triplexes formed with either a DNA or RNA based TFO. It has previously been shown
that pyrimidine triplexes with RNA backbones are more stable than their DNA counterparts,
while for the purine case DNA is expected to form the more stable triplex. Free energy
calculations conducted on the purine triplexes indicated that the DD.R purine triplex should
be stable enough to form. The lack of formation reported in the literature can potentially
be explained by the observed significant rearrangement of the ribose sugars required for the
binding of the purine RNA TFO to the duplex. This, couple with the energy barrier of ap-
proximately 2.5 kBT between C2’-endo and C3’-endo conformations, likely gives a large
barrier which is required to be overcome before the triplex can form. The relative stability of
the pyrimidine DD.R triplex has been proposed to be due to the potential for hydrogen bond-
ing between ribose’s 2’ OH group and the phosphate oxygens when in a parallel orientation,
and the requirement of less backbone rearrangement to bind. Simulations performed here
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indicate that neither of these explanations are satisfactory. The equilibrium OH–OP distance
was found to be too great for hydrogen bonding to occur, and the same trends are observed
when examining the change in sugar pucker required of either the duplex or the TFO on
binding the strands of differing composition. To properly understand the experimentally ob-
served DD.D and DD.R triplexes, further study of the thermodynamics and kinetics of their
formation is required.
Combined, this work gives useful insights into the stability of nucleic acid triple helices, and
investigates the way certain features can be manipulated to enhance or reduce this stability
as desired. The binding of minor groove binder netropsin was shown to locally narrow the
minor groove, decreasing the stability of triplex structures when bound in close proximity to
the TFO, an effect which is likely generalisable to other minor groove binders. In terms of
enhancing stability, it was found that a pyrimidine sequence should give a more stable triplex,
particularly if the requirement for protonated cytosines can be overcome for biological ap-
plications. However, the purine should form more readily although A*A Hoogsteen pairs
appear to significantly disfavour formation of purine triplexes, as they distort the backbone
structure of the TFO. Lastly, the DD.R triplex containing purine third strand was unexpect-
edly found to have similar stability to the DD.D equivalent, despite DD.R with purine TFOs
not being observed in experiment. It was found that significant backbone rearrangement of
the DD.R purine triplex likely prevents its formation, despite its stability. Furthermore no
structure reason could be found to explain the greater relative stability of the pyrimidine
DD.R triplex compared with the corresponding DD.D triplex, despite mechanisms for this
stability having been previously proposed.
6.2 FUTURE DIRECTIONS
Although this work provides some useful insights into the stability of triplexes, and different
methods to modulate, either enhancing, or reduce, this, further simulations may aid to better
answer some of these questions, as well as those raised by the results presented here.
6.2.1 EFFECT OF MINOR GROOVE BINDERS ON TRIPLEX STABILITY
The work presented in chapter 3 examined the effect of a single minor-groove binder, netropsin,
on triplex stability. As minor-groove binders have, in general, been shown to have triplex
destabilising properties,29 this effect can likely be generalisable to other ligands, such as
distamycin or Hoechst-33258, which share structural features with netropsin. Simulation of
these, or other similar molecules, will provide further insight into the mechanisms of triplex
destabilisation by minor-groove binders and potentially lead to the development of some
generalisable rules for design of novel drugs for applications in triplex destabilisation. Fur-
thermore, it was shown that netropsin acts locally in destabilising triplexes, likely requiring
large concentrations of the ligand for effective therapeutic destabilisation of long, biologi-
cally relevant, triplexes. Determining the approximate concentrations required for effective
destabilisation is an important next step in this process. The binding of additional netropsin
molecules to the triplex should be considered in order to determine an approximate relation-
ship between the number of bases and netropsin molecules required for destabilisation.
Additionally, the binding of netropsin in the other grooves was considered, but it has been
shown in chapter 4 that the C–H and W–H grooves of the purine triplex have neither regular
width, nor the asymmetry expected. For better understanding of the ligand’s preference for
the minor groove, it should also be studied in the pyrimidine grooves, which give a structure
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closer to expected. More extensive free energy calculations could also provide insight into
this preference.
6.2.2 NATURE OF BASES: PURINE OR PYRIMIDINE
The structural analysis outlined in chapter 4 indicated that for the sequence studied, the
pyrimidine triplex is likely to be significantly more stable due to large structural rearrange-
ments and distortions required for the binding of its purine equivalent. As this sequence
has a relatively low G content, at approximately 33 %, other sequences with differing G
content should also be studied to better quantify the effect of sequence on this property.
Furthermore, free energy calculations, similar to those described in chapter 3 should be car-
ried out to quantitatively examine the effect of these structural changes on stability. Struc-
tural changes required of the purine TFO to bind to the duplex were not large, however the
changes required for the pyrimidine TFO were extensive. The free energy landscape of this
transition should be considered, in order to determine whether this process is particularly un-
favourable. Umbrella sampling simulations, such as those described in chapter 5, however,
only consider a single base in the center of the TFO. Other bases, differing in both identity
and location, should also be considered, and compared to the purine equivalent for which lit-
tle sugar pucker rearrangement was required. Other structural properties, such as the helical
roll, rise, and twist, may also have greater significance than the sugar puckering, and further
study of these more global properties may be of use.
6.2.3 EFFECT OF BACKBONE COMPOSITION
It has been proposed that triplexes containing a pyrimidine third strand with an RNA back-
bone are more stable than their counterparts with DNA backbones while for the purine equiv-
alents, the DNA triplex is expected to be more stable than the RNA hybrid.46,53,55 Here we
find that for the purine case, even if slightly less stable, the DD.R triplex should form. A
significant structural change is required in the sugar pucker of the RNA TFO on binding
which may explain why it is not observed experimentally, suggesting that further study of
the kinetics of the binding process in this triplex is required to explain why it might not form.
The large effect of unbound TFO structure on calculated free energy warrants further study,
and whether the globular single stranded nucleic acid structure is an artifact of the force-field
should also be examined.
Of the two potential reasons for the enhanced stability of the pyrimidine DD.R triplex over
the DD.D, being hydrogen bonding between backbones of RNA TFO and duplex and a larger
structural rearrangement required for formation of the DD.D triplex, neither have provided
a satisfactory answer to the question of stability. Although the sugar pucker proved to have
very little significance in regards to structural rearrangement of the pyrimidine triplex, other
structural parameters, as described in section 6.2.2, should be considered, as the slight change
in sugar puckering may be indicative of other, more significant changes. The structure of the
duplex moiety in particular should be considered in more detail, as any changes required in
this upon TFO binding are likely to disfavour triplex formation.55
One further difference between the pyrimidine DNA and RNA triplexes that has not been
examined here is the presence of uracil in place of thymine which is likely to also influence
the stability.54,122 Free energy calculations, comparing both the DD.D and DD.R structures
with either thymine or uracil should be conducted. As methods such as alchemical FEP allow
for the sequential mutation of structures, the free energy changes for the cycle DD.D (T)→
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DD.R (T) → DD.R (U) → DD.D (U) → DD.D (T) could be used to examine the relative
contributions of the change from thymine to uracil and deoxyribose to ribose on the stability
of the triplexes. Although these changes would be small compared to those outlined in the
study conducted in chapter 3, in order to obtain free energies accurate enough to confidently




APPENDIX A: NETROSPIN PARAMETERS
Table 6.1: Netropsin charges used in this work, calculated using antechamber.
































































Table 6.2: Bond parameters for netropsin. Bond energy is calculated as Ubond = Kb(b−b0)2
for spring constant Kb and equilibrium bond length b0
Atom 1 Atom 2 Kb (kcal/mol/Å2 b0 (Å)
CZ NH 487.80 1.339
HN NH 401.20 1.014
C3 NH 332.70 1.458
C3 H1 335.90 1.093
C C3 328.30 1.508
HN N 410.20 1.009
CC N 426.00 1.380
CC CC 418.30 1.429
CC CD 504.00 1.371
CC HA 347.20 1.085
CD NA 438.80 1.371
C CD 377.40 1.462
C3 NA 334.70 1.456
Cd H4 350.10 1.083
C3 N 330.60 1.460
C3 C3 303.10 1.535
C3 HC 337.30 1.092
C2 C3 328.30 1.508
C2 NH 462.60 1.355
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Table 6.3: Angle parameters for netropsin, calculated as Uangle = Kθ (θ − θ0)2 for θ0, the
angle made by atoms 1–3, and spring constant Kθ .
Atom 1 Atom 2 Atom 3 Kθ (kcal/mol/rad2 θ (◦)
CZ NH HN 48.790 121.240
CZ NH C3 63.010 125.510
NH CZ NH 72.970 120.170
HN NH HN 40.050 114.850
NH C3 H1 49.730 109.960
NH C3 C 67.360 109.430
HN NH C3 46.460 114.950
C3 C O 68.030 123.110
C3 C N 67.860 115.150
H1 C3 H1 39.180 109.550
H1 C3 C 47.630 107.660
C N HN 49.210 118.460
C N CC 65.240 124.190
O C N 75.830 122.030
N CC CC 67.950 119.890
N CC CD 70.720 115.520
HN N CC 48.080 118.710
CC CC HA 47.460 119.260
CC CC CD 68.160 114.190
CC CD NA 72.910 109.420
CC CD H4 47.190 129.110
CC CD C 65.280 121.320
HA CC CD 48.350 122.890
CD NA C3 62.560 125.090
CD NA CD 68.940 109.900
CD C O 68.910 125.710
CD C N 70.190 111.860
NA CD C 69.960 114.105
NA C3 H1 49.900 109.450
NA CD H4 50.220 119.660
C N C3 63.920 121.350
N C3 H1 49.820 109.320
N C3 C3 65.850 112.130
HN N C3 46.040 116.780
C3 C3 Hc 46.370 110.050
C3 C3 C2 63.530 111.440
H1 C3 C3 46.360 110.070
C3 C2 NH 66.690 118.590
HC C3 HC 39.430 108.350
HC C3 C2 47.030 110.490
C2 NH HN 49.620 114.890
NH C2 NH 74.460 112.720
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Table 6.4: Dihedral parameters for netropsin, where the dihedral energy is calculated as
Udihedral = Kχ(1+ cos(n(χ)−δ ) for χ , the angle between the planes of atoms 1–3 and 2–4,
and spring constant Kχ . X represents a wildcard.
Atom 1 Atom 2 Atom 3 Atom 4 Kχ (kcal/mol) multiplicity (n) δ (◦)
NH CZ NH HN 0.675 2 180.0
NH CZ NH C3 0.675 2 180.0
X C3 NH X 0.000 2 0.0
X C C3 X 0.000 2 180.0
H1 C3 C O 0.800 1 0.0
H1 C3 C O 0.080 3 180.0
X C N X 2.500 2 180.0
HN N C O 2.500 2 180.0
HN N C O 2.000 1 0.0
X N CC X 1.650 2 180.0
X CC CC X 4.000 2 180.0
X CC CD X 4.000 2 180.0
X CD NA X 1.700 2 180.0
X C CD X 2.875 2 180.0
X C3 NA X 0.000 2 0.0
X C3 N X 0.000 2 0.0
C3 C3 N C 0.500 4 180.0
C3 C3 N C 0.150 3 180.0
C3 C3 N C 0.530 1 0.0
X C3 C3 X 0.156 3 0.0
X C2 C3 X 0.000 2 0.0
X C2 NH X 0.675 2 180.0
Table 6.5: Improper parameters for netropsin, calculated as Uimproper = Kψ(ψ−ψ0)2 for ψ0,
the angle between the planes of atoms 1–3 and 2–4, and spring constant Kψ . X represents a
wildcard.
Atom 1 Atom 2 Atom 3 Atom 4 Kψ (kcal/mol/rad2) multiplicity (n) ψ0 (◦)
NH NH CZ NH 1.1 2 180.0
CZ HN NH HN 1.1 2 180.0
C3 CZ NH HN 1.1 2 180.0
X X N HN 1.1 2 180.0
CC CD CC N 1.1 2 180.0
CC CD CC HA 1.1 2 180.0
C CC CD NA 1.1 2 180.0
C3 CD NA CD 1.1 2 180.0
CC H4 CD NA 1.1 2 180.0
C3 NH C2 NH 1.1 2 180.0
C2 HN NH HN 1.1 2 180.0
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