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УДК 519.85 
УПАКУВАННЯ ОПУКЛИХ ГОМОТЕТИЧНИХ 
БАГАТОГРАННИКІВ В КУБОЇД  
Розглядається математична модель задачі упакування гомотетичних 
багатогранників в кубоїд мінімального об'єму, що ґрунтується на Ф-
функції для двох опуклих багатогранників. Відмічено ряд особливостей 
математичної моделі. Базуючись на особливостях, пропонується під-
хід для побудови початкових точок, швидкий алгоритм пошуку локаль-
них мінімумів і спрямований невичерпний перебір локальних мінімумів 
для одержання гарного наближення до глобального екстремуму. Наве-
дено числові результати. 
Вступ 
Задачі пакування 3D-об’єктів – це класичні задачі оптимізації, які мають широке коло інженер-
них застосувань. Натепер інтерес до знаходження ефективних розв'язків вказаного класу задач стрімко 
зростає. Цей клас поєднує великий набір різних практичних задач, пов'язаних зі знаходженням оптима-
льних розташувань геометричних об'єктів одного типу в об'єктах іншого. У більшості випадків в задачах 
пакування 3D-об’єктів необхідно впакувати всі наявні об’єкти до контейнерів мінімальних розмірів. 
Задачі виникають у різних галузях науки та інженерії, тому що вони замінюють повномасш-
табні експерименти комп'ютерним моделюванням, яке значно заощаджує час і матеріальні ресурси. 
Наприклад, практичне застосування задач – тривимірне моделювання мікроструктур різних матеріа-
лів (включаючи наноматеріали) [1, 2]. Останні досягнення в цій галузі пов'язані з розвитком 
комп’ютерних технологій тривимірного томографічного аналізу мінеральних частинок [2]. 
Також існує широкий спектр застосувань у сучасній біології, мінералогії, медицині, матеріа-
лознавстві, нанотехнологіях, робототехніці, системах розпізнавання образів, системах керування, ко-
смічних апаратних системах керування, а також у хімічній промисловості, енергетиці, машино-, суд-
но-, літакобудуванні, цивільному будівництві і т.д.  
Відомо, що задачі пакування 3D-об'єктів є NP-повною. Через це їх важко розв’язати задовільно. 
Так, для знаходження їх приблизного розв’язку в багатьох дослідницьких роботах використовується 
дуже велика різноманітність методів, включаючи різні евристики (евристики, що ґрунтуються на різних 
правилах наближення [3], генетичні алгоритми [4], алгоритм імітації відпалу [5], алгоритм бджолиної 
колонії [6]), розширений пошук за шаблоном [7], традиційні методи оптимізації [8, 9] та різні змішані 
підходи, які застосовують евристику й методи нелінійного математичного програмування [10]. 
Як зазначено в [3], процеси розв'язання складаються з таких циклічних процедур: 1) упоряд-
кування послідовності об'єктів; 2) геометричні процедури, що застосовуються до об'єктів відповідно 
до їхньої позиції у послідовності; 3) обчислення об'єктивної функції.  
Геометричні процедури можуть бути реалізовані за допомогою методів, які відрізняються: 
шляхом руху об'єкта, складністю моделювання обертання та дозволом наявності об'єкта перетину під 
час фаз розв'язання. 
У більшості робіт не дозволяється змінювати орієнтацію 3D-об'єктів або допускаються лише 
дискретні зміни в орієнтації для заданих кутів (45 ° або 90 °). Наприклад, в [11] для пакування опук-
лих багатогранників використовується тільки алгоритм паралельного перенесення. У [12] автори 
пропонують алгоритм HAPE3D, який може бути застосований до поліедра з довільною формою, що 
може обертатися навколо кожної координатної осі лише під вісьмома різними кутами. 
У роботі [13] автори зауважують, що для задач тривимірного пакування орієнтація об'єктів 
від 0 до 360 °відносно кожної осі здійснювати розрахунок неможливо. 
Через складність побудови адекватних математичних моделей на цей час існує декілька робіт, 
які розв’язують задачі 3D-пакування за умови, що допускаються безперервні обертання геометричних 
об'єктів. Розв’язки таких задач розглядаються в роботах [8, 9, 14–17]. У [8, 9, 14] вводяться безперервні 
і диференційовані моделі нелінійного програмування й алгоритми для упаковки еліпсоїдів у тривимір-
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ному просторі. В роботі [16] розв’язується задача упаковки різних опуклих тривимірних об'єктів. 
Ця робота присвячена розв’язанню задачі упаковки гомотетичних опуклих багатогранників з 
безперервними поворотами кутів. Наш підхід базується на математичному моделюванні співвідно-
шень геометричних об'єктів, що зводить задачу до задачі нелінійного програмування. Для цього ви-
користано метод Ф-функції [9, 17] для аналітичного опису взаємодії об’єктів та розміщення об'єктів у 
контейнері з урахуванням сталих обертань та паралельних перенесень. 
1. Постановка задачі 
Нехай існують гомотетичні багатогранники ,iP  },{1,2,...,= nIi ∈  та кубоїд  
 },,,{= 2121213 η≤≤η≤≤≤≤∈ xlxlwxwRXC , (1) 
де 12121 ,,,, ηllww  й 2η  – змінні, звідки вектор ),,,,,( 212121 ηη=ϒ llww  визначає розміри .C  
Багатогранники iP  задані вершинами  
 }{1,2,...,=,),,,(= 321 ε∈∈∇ OoIippphp ioioioiio , (2) 
де ∇ih  – коефіцієнт гомотетії .iP  
Припускаємо, що  
 
∇∇∇ ≥≥≥ nhhh ...=1 21  (3) 
і принаймні одна нерівність є строгою.  
На основі вершин будуємо системи нерівностей  
 
{ },{1,2,...,=,0,=)( κ∈∈≥+++χ ∇ KkIidhzcybxaX kikkkik  (4) 
що визначають багатогранники ,iP  ,Ii ∈  відповідно. Нехай ikF  є площинами, які визначені рівнян-
нями 0,=)(Xikχ  .Kk ∈   
З (1) випливає, що C  описується системою нерівностей 
 { },{1,2,...,60,),( ∈≥ϒϖ rXr  (5) 
де ,=),( 11 wxX −ϒϖ  ,=),( 22 xwX −ϒϖ  ,=),( 13 lyX −ϒϖ  ,=),( 24 ylX −ϒϖ  15 =),( η−ϒϖ zX , й 
.=),( 26 zX −ηϒϖ  
Місце розміщення багатогранника iP  в евклідовому тривимірному арифметичному просторі 
3R  ви-
значається вектором трансляції ),,(= iiii zyxv  та кутами обертання ),,,(= iiii ωψϕθ  .Ii ∈  Таким чином, ве-
ктор руху ),,,,,(=),(= iiiiiiiii zyxvu ωψϕθ  визначає розміщення iP  в ,3R  а вектор ,),...,,(= 21 mn Ruuuu ∈  
де nm 6= , – місце розміщення ,iP  ,Ii ∈  в .
3R  Координати вершин (2) визначаються таким чином:  
 ,,),)(,)(,)((=))(),(),((=)( 000321 OoIizpqhyplhxpghupupupup iTioiiiTioiiiTiojiiiioiioiioiio ∈∈+++ ∇∇∇  (6) 
де 
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.cos=,cossin=,sinsin= 321 iiiiiiii qqq ϕωϕωϕ  
Системи нерівностей (4) мають вигляд 
 
{ .,0,)),((=),,( KkIivXRuX iTiikiik ∈∈≥ϒ+χϒζ  (9) 
Надалі багатогранник iP , що зазнає трансляції iv  та обертання ii ψϕ ,  та iω , позначимо як 
)( ii uP , а кубоїд C  зі змінними розмірами ϒ – ).(ϒC  
Розглядається задача упакування з такою постановкою. 
Задача. Визначити вектор mRu ∈ , який забезпечує розміщення ),( ii uP  ,Ii ∈  без їх взаємного пе-
ретинання в кубоїді )(ϒC , таким чином, щоб об’єм кубоїда ))()((=)( 121212 η−η−−ϒ llwwH  досягав сво-
го мінімального значення. 
2. Математична модель та її особливості 
Для побудови математичної моделі поставленої задачі необхідно описати взаємодію багато-
гранників між собою залежно від їх місця розміщення в 3R  в аналітичній формі. Ф-функції є адапто-
ваним інструментом для такого опису [18]. 
Математична модель задачі, побудована з використанням Ф-функцій, має вигляд 
 
6),(s.t.)(min=)( +∗ ⊂Λ∈ mRRuRHRH , (10) 
де 
 ,0,),(,<<0,0),(:),{(= 6 IiuIjiuuRu iijiijm ∈≥ϒΦ∈≥Φ∈ϒΛ +  (11) 
0}.0,0,0,0,0, 121212111 ≥η−η≥−≥−≥η≥≥ llwwlw  
Нерівність 0),( ≥Φ jiij uu  забезпечує неперетинання iP  і jP , а нерівність 0),( ≥ϒΦ ii u  – знахо-
дження iP  в )(ϒC . Відзначимо, що ),( ϒΦ ii u  – Ф-функція для iP  та множини )(\=)( 3 ϒϒ intCRA , де 
)(ϒintC  внутрішня частина C . 
Розглянемо ряд особливостей математичної моделі. 
1. Оскільки кожна Ф-функція [18] для iP  та jP  має форму 
 }}{1,2,...,=),,(,,),,(),,({max=),( 2321 υ∈ΨΚ∈ΨΨΦ Lluudtuuuuuu jilijjidijjitijjiij , (12) 
де 2= −κ+ευ  число ребер ,1P  тоді 0),( ≥Φ jiij uu , якщо принаймні одна з нерівностей  
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l
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d
ijji
t
ij ∈≥Ψ∈≥Ψ∈≥Ψ 0,),(,0,),(,0,),( 321  (13) 
виконана. Таким чином, число нерівностей дорівнює 22 υ+κ . 
2. Оскільки ),,({min=),( 11 jitoijjitij uuuu ϕΨ  0,} ≥∈Oo  ),,({min=),( 22 jidoijjidij uuuu ϕΨ  0} ≥∈Oo  і 
),,({min=),( 33 jilbijjilij uuuu ϕΨ  and }}{1,2,...,5=Mb ∈  (див. [14] і Додаток 1), 0,),(1 ≥Ψ jitij uu  
0),(2 ≥Ψ jidij uu , і 0),(3 ≥Ψ jilij uu  еквівалентні системам нерівностей відповідно  
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де 
 ).),((=),(),),((=),( 21 jiiojkjikoijijjoikjitoij uupuuuupuu ζϕζϕ  (15) 
3. З пунктів 1 і 2 випливає, що багатогранники ,iP  ,Ii ∈  не перетинаються, якщо принаймні 
одна із систем нерівностей  
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де ),( jiij uuτΨ  чи ),(1 jitij uuΨ , чи 0),(2 ≥Ψ jidij uu , чи ),,(3 jilij uuΨ  2
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=
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σ
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4. Оскільки }),,({min=),( Rruu iriii ∈ϒΨϒΦ , де }),),((=),({min=),( Ooupuu iioririoiri ∈ϒϖϒφϒΨ  
((5) і (6)), тоді 0),( ≥ϒΦ ii u  еквівалентно системі нерівностей  
 
{ .0,),( Rruiri ∈≥ϒΨ  (17) 
5. З відношення (10) і пунктів 2, 3 і 4 випливає, що точка Λ∈ϒ),(u , якщо принаймні одна із 
систем нерівностей  
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де ),...,2,1(, µ∈ξ tt  чи ),( ji uu , або ),( 1wui , або ),( 2wui , або ),( 1lui , або ),( 2lui , або ),( 1ηiu , або ),( 2ηiu , 
або ),( 21 ww , або ),( 21 ll , або ),( 21 ηη , або 1w , або 1l , або 2η  задоволена. 
Таким чином, можлива область Λ  може бути подана у такий спосіб:  
 τ
ζ
τ
Λ∪Λ
0=
= , (19) 
де τΛ  визначена системою нерівностей 0.),( ≥ξτ uF  
6. Відношення (17) дозволяє теоретично знайти глобальну точку мінімуму задачі (10)–(11) як 
результат розв'язку такої задачі:  
}),({min=)( Ξ∈τϒϒ τ∗∗ HH , 
де 
.,),(s.t.)(min=)( 6 Ξ∈τ⊂Λ∈ϒϒϒ +ττ∗ mRuHH  
7. Задача є NP-повною.  
Властивості моделі показують, що процес розв'язання задачі повинен включати побудову по-
чаткових точок, обчислення локальних мінімумів і невичерпний перебір локальних мінімумів для то-
го, щоб одержати гарне наближення до глобального мінімуму.  
3. Побудова початкових точок  
Для зменшення часу розв’язання поставленої задачі бажано отримати початкові точки, які нале-
жать області припустимих розв'язків. Натепер побудова початкових точок виконується різними видами 
жадібних та евристичних алгоритмів. Але слід відзначити, що ці алгоритми не дозволяють отримувати всі 
можливі початкові точки, що призводить до значного обмеження відповідних локальних мінімумів. Крім 
того, ці алгоритми вимагають значних витрат часу. Перелічені факти обумовлюють необхідність розроб-
ки нових підходів для отримання початкових точок. Ми пропонуємо підхід, який дозволяє будувати поча-
ткові точки, що належать до області допустимих розв’язків без будь-яких обмежень. Для реалізації підхо-
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ду покриваємо багатогранники ,iP  ,Ii ∈  кулями мінімальних радіусів і пакуємо кулі в кубоїд C  з міні-
мальним об'ємом .  Після цього беремо координати центрів і розміри куль C , отриманих як початкова то-
чка, й обчислюємо точку локального мінімуму задачі (10)–(11). 
3.1. Пакування куль  
По-перше, ми покриваємо багатогранник 1P  кулею 1S  з мінімальним радіусом 
0
1r . Для цього 
необхідно розв’язати задачу (див. (6)) 
 Γ∈ρρρ ),( s.t.min= 1101 v , },,,),{(= 10041 OopvRv io ∈ρ≤−∈ρΓ  (20) 
де ),,(= 0000 zyxv  – центр кулі. Надалі припускаємо, що 1O  – початок власної системи координат 1P  і центр 
1S  збігаються. Тобто куля )( 0iiS ρ  з мінімальними радіусами ∇ρρ ii h010 =  покривають багатогранники iP , .Ii ∈  
Після цього встановлюємо ),,,,,,(== 0201020102010 ηηϒϒ llww , так, щоб ,<<0 0201 ww  0201 <<0 ll  і 
.<<0 02
0
1 ηη  Далі припускаємо, що радіуси iρ  куль ,iS  ,Ii ∈  є змінними й формують вектор 
n
n R∈ρρρρ ),...,,(= 21 . У такий спосіб вектором усіх змінних є .),(= 4nRvX ∈ρ  Задавши ,iv•  ,Ii ∈  
випадково, так, щоб 0( )iv C• ∈ ϒ  і приймаючи 0=ρ , одержуємо точку nRvX 4,0)(= ∈•• . Тоді для 
початкової точки •X  обчислюємо максимальну точку локального максимуму ),(= 000 ρvX  задачі 
 
n
n
i
i RX
4
1
0 s.t.max=)(max=)( ⊂Ω∈ρρΠρΠ ∑
=
, (21) 
де 
 },0,=)(,0,),(,<<00,),,,(,{= 4 IisIivIjivvRX iiiiiiSijijiSSijn ∈≥ρ−ρρ∈≥ρΦ∈≥ρρΦ∈Ω ∇  (22) 
,)()()()(=),,,( 2222 jijijijijijiSSij zzyyxxvv ρ+ρ−−+−+−ρρΦ  
}.,,,,,{min=),( 010101020202 iiiiiiiiiiiiiSi zylxwzlywxv ρ+−ηρ−−ρ−−η−ρ−−ρ−−ρ−ρΦ  
Задача (21)–(22) має такі властивості: 
1. Якщо ),(= 000 ρvX  є локальною точкою максимуму задачі й d
n
i
i
n
i
i =ρρρΠ ∑∑
=
∇
= 11
00
==)( , тоді 
кулі ),( 0ii vS  ,Ii ∈  упаковані в кубоїд ).( 0ϒC  Це означає, що в цьому випадку точка 0X  є глобальною 
точкою максимуму задачі (20). 
2. Якщо точка глобального максимуму ),(= 000 ρvX  така, що принаймні один з компонентів 0ρ  
строго менше, ніж відповідний компонент ),...,,(= 21 ∇∇∇∇ ρρρρ n , тоді кулі ,iS  ,Ii ∈  не будуть упаковані у 
кубоїд ).( 0ϒC  
Точка ),(= 000 ρvX є точкою глобального максимуму, у якій d=)( 0ρΠ . Її можна отримати, 
якщо обрати значення 0ϒ  таким, що забезпечує розміщення ,iS  ,Ii ∈  в межах кубоїда ).( 0ϒC
 
3.2. Початкові точки  
Надалі замість куль )( 0ii vS
 
беремо багатогранники )( 0ii vP  і фіксуємо кути iiii
::
ψψϕϕ =,= й 
,= ii
:
ωω  .Ii ∈  Оскільки в даному випадку кути обертання є константами, то вектор усіх змінних 
63),( +∈ϒ nRv . Отже, система нерівностей (16) складається з лінійних нерівностей. Таким чином, задача 
(10) – (11) набуває вигляду  
 
63),(s.t.)(min=)( +∗ ⊂∈ϒϒϒ nRQvHH , (23) 
де 
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 ,0,),(,<<0,0),(:),{(= 63 IivIjivvRvQ iijiijn ∈≥ϒΦ∈≥Φ∈ϒ +  (24) 
0}.0,0,0,0,0, 121212111 ≥η−η≥−≥−≥η≥≥ llwwlw  
З виразу (19) випливає, що  
τ
ζ
τ
∪ QQ
0=
= , 
де τQ  визначається лінійною системою нерівностей. Це означає, що обчислення точок локальних мініму-
мів задачі (23)–(24) може бути зведене до розв'язання ряду підзадач оптимізації лінійного програмування, 
області розв'язання яких визначені значно меншою кількістю нерівностей, ніж одна із задач (10)–(11). Ро-
зглянемо підхід до розв'язання. 
Нехай ),(= 000 ρvX  є глобальною точкою максимуму задачі (20). Тепер виводимо вектор 
),( 00 ϒv  (очевидно, що Qv ∈ϒ ),( 00 ) і вибираємо підобласть ,τQ  ,Ξ∈τ  яка містить точку .),( 00 Qv ∈ϒ  
Нехай QQv ⊂∈ϒ 000 ),(  і 0Q  визначена лінійною системою нерівностей (див. (16)) вигляду  
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≥ξφ
≥ξφ
≥ξφ
ϒθϒ
µµ 0)(
.............
0)(
0)(
=),~,(=),(
0
220
110
00 vFvB , (25) 
де 0)(0 ≥ξϕ kk  – нерівність від систем (14) (див. пункт 5), або систе-
ми 0,0,0,0, 12111 ≥−≥η≥≥ wwlw 0,12 ≥− ll 012 ≥η−η , чи ),( ji vv , або ),( 1wvi , або ),( 2wvi , або ),( 1lvi , 
або ),( 2lvi , або ),( 1ηiv , або ),( 2ηiv , або ),( 21 ww , або ),( 21 ll , або ),( 21 ηη  , або 1w  , або 1l  , або 2η , число 
µ  залежить від числа нерівностей, що формують 0),( ≥Ψτ jiij vv  у )(vGτ . 
Для зменшення витрат часу під час розв’язання задачі (23)–(24) зводимо процес до розв’язання 
послідовності підзадач, області допустимих розв’язків яких визначаються значно меншим числом нерів-
ностей. З цією метою використовуємо таку властивість: всі кулі не можуть одночасно торкатися одна од-
ної і однакової грані множини )( 0ϒA , що означає що значення багатьох лівих частин нерівностей у сис-
темі нерівностей 0),(0 ≥ϒvB  в точці 000 ),( Qv ∈ϒ  більші, ніж деякі малі ∇ρ1 0>> δ . Це дозволяє виділи-
ти підсистему нерівностей 0),(00 ≥ϒvB  з 0),(0 ≥ϒuB
,
 яка складається зі значно меншої кількості числа 
нерівностей. Для виведення підсистеми 0),(00 ≥ϒuB  з 0),(0 ≥ϒvB  використовуємо кулі iS  з радіусами 
Iii ∈ρ∇ ,  (див. (20)). Для цього обчислюємо  
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Далі визначаємо ),,(=),( 00100 jiij
t
ijjiij vvvv ΨΦ  ,1 IJi ⊂∈  ,2 IJj ⊂∈  ),,(=),( 00
200
ji
ijd
ijjiij vvvv ΨΦ  
,1Ji ∈  ,2Jj ∈  ),,(=),( 00
300
ji
ijl
ijjiij vvvv ΨΦ  ,1Ji ∈  ,2Jj ∈  і },),,({min=),( 0000 Rrvv iriii ∈ϒΨϒΦ  
,=
6
=1
δ∑∈ KIi r
r
 IIr ⊂ . Виходячи з нерівностей одержуємо систему нерівностей  
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, (27) 
яка описує підобласть .00Q  Потрібно відзначити, що будь-яка точка 00),( Qv ∈ϒ  відповідно до нерівнос-
тей ,
4
2
4
2 0 δ≤−≤δ− ii xx  ,4
2
4
2 0 δ≤−≤δ− ii yy  ,4
2
4
2 0 δ≤−≤δ− ii zz  ,Ii ∈  належить 0Q , тоб-
то .000 QQ ⊂  Крім того, q  значно менше, ніж µ  в (18).  
Обравши точку ),( 00 ϒv  як початкову й розв’язавши задачу  
)(min=)( 0 ϒϒ ∗ HH  s.t. 6300),( +⊂∈ nRQYv , 
знаходимо точку локального мінімуму ).,( 11 ∗∗ ϒv  Після цього визначаємо множини 21, JJ  та δK  в (26) у 
точці ),,( 11 ∗∗ ϒv  формуючи нову лінійну систему 0),(01 ≥ϒuB  вигляду (27) і для початкової точки ),( 11 ∗∗ ϒv  
розв'язуємо задачу  
)(min=)( 2 ϒϒ ∗ HH  s.t. 6310),( +⊂∈ϒ nRQv , 
де 10Q  визначена 0),(01 ≥ϒuB . 
Ітеративний процес продовжується до тих пір, поки не буде виконана рівність 
),(=),( 1)(1)( ∗+γ∗+γ∗γ∗γ ϒϒ vv . Це означає, що )(min=)( ϒϒ ∗γ HH  за умови, що .),( 0Qv ∈ϒ  
Використовуючи активні нерівності у точці ),( ∗γ∗γ ϒu , можемо виконати перехід до нової підобласті 
.1Q  Нехай нерівності 0,)(1 ≥ξϕ jijii  ,0Γ∈j  є активними в точці .),( 0Qu ∈ϒ
∗γ∗γ
 Виділяємо підсистеми нерів-
ностей 0,),(0 ≥Ψ jiij vv  ,, 2010 IjIi ∈∈  (див. (14)), які містять активні нерівності 0,)(1 ≥ξϕ jijii  .0Γ∈j  Потім 
вибираємо нерівності 0),( ≥Φ jiij vv  з системи нерівностей (11), які включають підсистеми нерівностей 
0,),(0 ≥Ψ jiij vv  ,10Ii ∈  ,20Ij ∈  (див. (12)), і обчислюємо ,=),( 000 ijjiij vv χΦ ∗∗  ,10Ii ∈  .20Ij ∈  Це дозволяє ви-
бирати функції ),( jiaij vvΨ , такі, що 0,>=),(=),( 00000 ijjiaijjiij vvvv χΨΦ ∗∗∗∗  ,10010 IIi ⊂∈  2020 IIj ⊂∈ . Можемо 
тепер сформувати нову систему нерівностей, що визначає нову область допустимих розв’язків 1Q  заміною 
системи нерівностей 0),(0 ≥Ψ jiij vv  від системи, яка визначає 0Λ  для підсистеми нерівностей 0,>),( jiaij vvΨ  
,
0
10Ii ∈  ,
0
20Ij ∈  0≠a .  Очевидно, що .),( 1 QQv ⊂∈ϒ ∗γ∗γ  Обираючи початкову точку ),(=),( 00 ∗γ∗γ∗∗ ϒϒ vv  
та розв’язуючи задачу 
63
1
1 ),(s.t.)(min=)( +∗ ⊂∈ϒϒϒ nRQvHH , 
одержуємо точку локального мінімуму ),( 11 ∗∗ ϒv  і т. д.. У такий спосіб пошук точки локального міні-
муму задачі (23)–(24) зводиться до розв'язання послідовності підзадач  
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 1,2,...=,),(s.t.)(min=)( 63 λ⊂∈ϒϒϒ +λ∗θ nRQvHH  . (28) 
Обчислювальний процес продовжується, доки буде виконана рівність 1= +λλ QQ , тобто коли ми 
не змогли перейти з області допустимих розв’язків γQ  до нової підобласті допустимих розв’язків 1+γQ . У 
даному випадку беремо точку ),( ∗λ∗λ ϒv  як точку локального мінімуму задачі (23)–(24). Таким чином, 
точка ),~,( ∗λ∗λ ϒθv  (де θ~  задається випадково), може бути обрана як початкова точка для задачі (10)–(11). 
4. Локальна оптимізація  
Нехай кутові параметри ),,,(= iiii ωψϕθ  ,Ii ∈  є змінними. Тоді множина τQ  перетворюється 
у множину ,τΛ  .ϒ∈τ  Взявши 
∗ϒϒ 0=~  й θθ ~= , одержуємо точку λ∗λ∗λ Λ∈ϒθϒ ),
~
,(=)~,~( vu , де λΛ  ви-
значений 0),( ≥ϒλ uF  (див. (18)). Для зручності припускаємо λΛΛ =0  та ),(=),(0 ϒϒ λ uFuF . Для того 
щоб знайти локальний мінімум задачі (10)–(11), модифікуємо підхід, запропонований в підрозділі 3.2. 
Модифікація полягає у такому. 
Кожна з підсистем 0,),(1 ≥Ψ jiij
t
ij uu  ,
0
1Ji ∈  ,
0
2Jj ∈  0,),(
2
≥Ψ ji
ijd
ij uu  ,
0
3Ji ∈  
,
0
4Jj ∈ і 0,),( ≥ϒΨ iri u  ,δ∈ Ki  ,Rr ∈  в системі 0),(00 ≥ϒuF  складається з ε  нерівностей, де ε  – число 
вершин багатогранника (див. (2)). Через нерівності ,
2
10 δ≤− ii vv  ,Ii ∈  значення кутів ,iϕ  iψ  і ,iω  ,Ii ∈  
як правило, менше, ніж .
2
pi
 Таким чином, ряд нерівностей від систем 0,),(1 ≥Ψ jiij
t
ij uu  ,
0
1Ji ∈  ,
0
2Jj ∈  
0,),(21 ≥Ψ jiij
d
ij uu  ,
0
3Ji ∈  ,
0
4Jj ∈ і 0,),( ≥Ψ yuiri &&  ,δ∈ Ki  ,Rr ∈  (14) може бути опущено. Щоб виключи-
ти нерівності із системи 0),(00 ≥ϒuF , обчислюємо 
,,,=}),,({max 02011 JjJiaOouu tijjitoij ∈∈∈ϕ
::
 
 ,,,=}),,({max 04032 JjJibOouu dijjidoij ∈∈∈ϕ
::
 (29) 
δδ ⊂∈∈∈ϕ KKiRraOoyu iririo 0,,=}),,({max &&
:
 
і обираємо нерівності  
 ,,,,
1)~,~( 0201
1
OOoJjJia
q
uu ij
o
ijji
oijt
ij ⊂∈∈∈≤φ  (30) 
,,,,
1)~,~( 0403
2
OOoJjJib
q
uu ij
o
ijji
oijd
ij ⊂∈∈∈≤φ  
,,,
1)~,~( δ∈∈≤ϒφ KiRraqu irir  
де 2.≥q  Тоді нерівності  
 ,,,0,),( 0201
1
OOoJjJiuu ijji
oijt
ij ⊂∈∈∈≥ϕ  (31) 
,,,0,),( 0403
2
OOoJjJiuu ijji
oijd
ij ⊂∈∈∈≥ϕ  
δφ KiRruir ∈∈≥ϒ ,0,)~,(  
разом з нерівностями 0,1 ≥w  0,1 ≥l  0,0, 121 ≥−≥η ww  0,12 ≥− ll  ,2
10, 012 δ≤−≥η−η ii vv  Ii ∈  фо-
рмують підсистему нерівностей  
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 (32) 
які визначають множину .0N  
Прийнявши за початкову точку )~,~( ϒu , обчислюємо точку локального мінімуму ),( 00 ∗∗ ϒu  задачі  
 .),(s.t.)(min=)( 00 NuHH ∈ϒϒϒ ∗  (33) 
Використовуючи точку ),( 00 ∗∗ Nu , одержуємо нову систему нерівностей 0),(1 ≥ϒuF вигляду 
(27). Потім для точки ),( 00 ∗∗ ϒu  визначаємо ,,...,, 821 IJJ  в (26) і одержуємо систему 0),(11 ≥ϒuF  вигляду 
(27), який описує набір .11Λ  Тоді для початкової точки ),( 00 ∗∗ ϒu  знаходимо 04030201 ,,, JJJJ  і 0δK  й формує-
мо систему ),(011 ϒuF  вигляду (32), що визначає множину 1N . Для початкової точки ),( 00 ∗∗ ϒu  розв’язуємо 
задачу )(min=)( 1 ϒϒ ∗ HH , за умови 1),( Nu ∈ϒ  визначається локальна точка мінімуму ),( 11 ∗∗ ϒu . Тоді, 
ґрунтуючись на точці ),( 11 ∗∗ ϒu , будуємо нову систему нерівностей 0),(2 ≥ϒuF  вигляду (27), що визначає 
під область ,2Λ  визначає ,,...,, 821 IJJ  в (26) і формує систему 0),(22 ≥ϒuF  вигляду (27), яка визначає 
множину .22Λ  Після цього для початкової точки ),( 11 ∗∗ ϒu  знаходимо 04030201 ,,, JJJJ  і 0δK  й конструюємо 
систему ),(022 ϒuF  вигляду (32), що визначає множину 2N . Розв’язуємо задачу )(min=)( 2 ϒϒ ∗ HH , 
2),( Ru ∈ϒ , для початкової точки ),( 11 ∗∗ ϒu  й визначаємо точку локального мінімуму ),( 22 ∗∗ ϒu  і т. д. У та-
кий спосіб пошук локальної точки мінімуму задачі (10)–(11) зводиться до розв'язку послідовності підзадач 
 .1,2,...=,),(s.t.)(min=)( ρ∈ϒϒϒ ρ∗ρ NuHH  (34) 
Процес закінчується, якщо ).(=)( 1)( ∗−ρ∗ρ ϒϒ HH  Тоді ),(=),( 00 ∗ρ∗ρ∗∗ ϒϒ uu  береться як локаль-
на точка мінімуму задачі (10)–(11).  
Для описаного обчислювального процесу можемо зробити такі висновки. Чим менше δ , тим шви-
дшим є обчислення точки локального мінімуму задачі з послідовності (34) і більшим число ітерацій p , яке 
потрібне для обчислення локальної точки мінімуму задачі (10)–(11). Чим більше δ , тим більшими є витра-
ти часу, які потрібні для розв’язання однієї задачі з послідовності (34). Отже, необхідний компроміс щодо 
вибору значення δ , яке гарантуватиме гарний ступінь збіжності до точки локального мінімуму задачі (10)–
(11). Значення δ  визначається експериментальним шляхом. В роботі обиралось значення 012
1
= ρδ . 
5. Перехід від одного локального екстремуму до іншого  
Для того щоб обчислити нову точку локального мінімуму, необхідно побудувати нову почат-
кову точку. Якщо вона випадково побудована, то значення цільової функції у відповідній точці лока-
льного мінімуму може бути або поліпшене, або погіршене, або бути cталою величиною. Ми пропону-
ємо спосіб переходу від локальної точки мінімуму до нової локальної точки мінімуму, у якій значен-
ня цільової функції або поліпшується, або є сталою величиною. 
5.1. Допоміжна задача 
Нехай ),( 00 ∗∗ ϒu  буде локальною точкою мінімуму задачі (10)–(11). Точці відповідає розміщення ба-
гатогранників ),( 0∗uPi  .Ii ∈  Може бути виявлено, що навколо деякого багатогранника iP  є «вільний прос-
тір», який дозволяє розмістити більший багатогранник ij PP ⊂  замість багатогранника iP . Якщо можна ви-
явити такі багатогранники, то це дозволить переставляти багатогранники без перетинання у розміщенні, що 
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відповідає ),( 0∗uPi  ,Ii ∈  так, щоб значення функції мети не погіршилось. Новому розміщенню багатогран-
ників відповідає точка .),( 00 Λ∈ϒu  Якщо ми беремо точку як початкову для задачі (10)–(11), то обчислюємо 
нову точку локального мінімуму ),( 11 ∗∗ ϒu . Очевидно, що ).()( 01 ∗∗ ϒ≤ϒ HH  Щоб виконати описаний підхід, 
припускаємо, що коефіцієнти гомотетії ,ih  ,Ii ∈  є змінними й формують вектор ,),...,,(= 21 nn Rhhhh ∈  тоб-
то вектор усіх змінних τ∈ϒ RhuY ),,(=  де 6.= ++τ nm  Отже, Ф-функція для ),( iii huP  та ),( jjj huP  зале-
жить від ih  і jh  також ,  тобто вони набувають вигляду ),,,,( jijiij hhuuΦ  та Ф-функція для ),( iii huP  й )(ϒA  
залежить від ,ih  тобто має форму ).,,( ϒΦ iii hu  В такий спосіб ми можемо збільшувати й зменшувати розмі-
ри багатогранників, змінюючи значення їх коефіцієнтів гомотетії ,ih  Ii ∈ . Оскільки для будь-якого 
)(0,∞∈ih  багатогранники ),,( iii huP  ,Ii ∈  є гомотетичними, то Ф-функції ),,,( jijiij hhuuΦ  для ),( iii huP  і 
),( jjj huP  й ),,(( ϒΦ iii hu  для ),( iii huP  й )(ϒA  мають ту ж саму форму для будь-якого )(0,∞∈ih . 
Сформулюємо таку допоміжну задачу: 
 ,),,(=s.t.)(min=)( τ⊂∆∈ϒϒϒ RhuYHH  (35) 
де 
 0,),,(,<<0,0),,,(,{= ≥ϒΦ∈≥Φ∈∆ τ iiijijiij huIjihhuuRY  (36) 
,})()(0,0,0,
0,0,0,,0)(,0,
0
121212
111
1
1
ε≤ϒ−ϒ≥η−η≥−≥−
≥η≥≥≥−∈≥
∗
=
∇∑
HHllww
lwhhIih
n
i
iii
 
 .0.1.2....=,)(0.1)
2
1(= 0 tHt ∗ϒε  (37) 
Формуємо початкову точку ),,(= 000 ∇∗∗∗ ϒ huY  де ),,...,,(= 21 ∇∇∇∇ nhhhh  й обчислюємо точку ло-
кального мінімуму ),,(= 1111 ∗∗∗∗ ϒ huY  задачі .Оскільки обмеження 0,≥− ∇ii hh  ,Ii ∈  відсутні, то зна-
чення деяких ,1∗ih  ,Ii ∈  можуть стати як менше 1, так і більше 1. Нехай ,>
1 ∇∗
ii hh  
,}{1,2,...,=1 Ipki ⊂∈  й ,1 ∇∗ ≤ ii hh  Iqki ⊂∈ }{1,2,...=2 . Крім того, чим більше ,ε  тим більша кількість 
коефіцієнтів гомотетії ,ih  ,Ii ∈  суттєво змінює своє значення (зверніть увагу на нерівність 
ε≤ϒ−ϒ ∗ )()( 0 HH ). Таким чином, деякі багатогранники «збільшуються», тобто вільний простір на-
вколо багатогранників існує, а деякі багатогранники «зменшуються», тобто виникає нестача вільного 
простору навколо багатогранників. Отже, вектор ),...,,(= 1212111 ∗∗∗∗ hhhh  може бути використаний для 
визначення того, що які багатогранники можна переставити, щоб значення )(ϒH  не погіршилось. 
5.2. Jump- алгоритм  
Запропонований в цьому розділі алгоритм є модифікацією Jump алгоритму (JА), який був за-
пропонований у роботі [19]. Модифікація JА виконана в такий спосіб. 
Насамперед формуємо таку послідовність: 
 
∗∗∗ ≥≥≥ 11
2
1
1
.... inii hhh  (38) 
Якщо ,= ii j  Ii ∈  для всіх індексів, тоді точка ),( 00 ∗∗ ϒu  приймається як наближення до глобаль-
ної точки мінімуму задачі (10)–(11). Якщо ii j ≠ , принаймні, для двох індексів, тоді, взявши ,= 11 ∗∗ jij hh  
,Ij ∈  одержуємо послідовність 
 .....
11
2
1
1
∗∗∗ ≥≥≥ nhhh  (39) 
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Оскільки ∇∗ ii hh >
1
 може виникнути для деяких Ii ∈ , то обчислюємо },,{min= 10 ∇∗ jjj hhh  .Ij ∈  Це 
забезпечує нерівність .<0
1=
nhi
i
n
∑  Тепер будуємо точки ),
~
,
~(=~ huX  де ,=~ 1∗jj uu  ,=
~ 1∗
jj hh  Ij ∈  (див. (33) – 
(35) і )
~
~
,
~
~(=
~
~ huX  де ,=~~ 1∗jj uu  
0
=
~
~
jhh , Ij ∈ . Відзначимо, що якщо XX
~1 ≠∗ , тоді розміщення, яке відпо-
відає точці X~ , отримується від розміщення, що відповідає точці ∗1X  в результаті «перестановок» деяких 
багатогранників місцями. 
Якщо XX ~1 ≠∗ , тоді ,<
~
=1
nhi
i
n
∑  тобто деякі багатогранники ),
~( ii hP  ,Ii ∈  зменшені (стиснуті). 
Таким чином, необхідно збільшити розміри багатогранників до їхніх початкових розмірів під фіксо-
ваним .= 1∗ϒϒ  Із цією метою ми розв’язуємо допоміжну задачу  
 ,),(=s.t.  max=)(max=)( 6
1=
−τ∗ ⊂∈ΠΠ ∑ RDhuXhhh i
n
i
 (40) 
де 
 ,),(=s.t.  max=)(max=)( 6
1=
−τ∗ ⊂∈ΠΠ ∑ RDhuXhhh i
n
i
 (41) 
}.0,0,=)( Iihhhh iiiii ∈≥≥−φ ∇  
Слід звернути увагу на те, що задача дозволяє збільшити коефіцієнти гомотетії до їх початко-
вих значень (див. нерівності 0,=)( ≥−φ ∇ iiii hhh  0,≥ih  Ii ∈ ). Це очевидно, що DX ∈
~
~
.  
Взявши початкову точку X
~
~
 та розв’язуючи задачу (40)–(41), знаходимо локальну точку макси-
муму ),(=
∧∧∧
huX . 
Задача має властивості, що є подібними до задач (10)–(11). Нагадаємо такі властивості: 
1. Якщо nhhh i
i
n
i
i
n
===)(
1=1=
∇
∧∧
∑∑Π , тоді ∇
∧
hh =  й багатогранники ,iP  ,Ii ∈  упаковані в ).( gP ϒ  
Це означає, що точка 
∧
X  є глобальною точкою максимуму задачі (40)–(41). 
2. Якщо принаймні один із ,ih
∧
 ,Ii ∈  строго менше, ніж ∇ih у глобальній точці максимуму 
∧
X , 
то багатогранники ,iP  ,Ii ∈  не можуть бути упакованими в ).( 1∗ϒP  
Таким чином, можливі два випадки nh =)(
∧
Π  і .<)( nh
∧
Π
 
Очевидно, що якщо nh =)(
∧
Π , то Λ∈ϒ ∗
∧
),( 1u  й ),( 1∗
∧
ϒu  в загальному випадку не є локальною то-
чкою мінімуму задачі (10)–(11). Отже, беремо початкову точку ),( 1∗
∧
ϒu , розв’язуємо задачу (10)–(11) і 
одержуємо нову точку локального мінімуму ),( 00 ∗∗ ϒu . Після цього будуємо нову відправну точку 
),,(= 000 ∇∗∗∗ ϒ huY  й для початкової точки розв’язуємо задачу (35)–(36). У результаті буде обчислена но-
ва точка локального мінімуму ),,(= 1111 ∗∗∗∗ ϒ huY . На основі точки ∗1Y  і послідовності (38)–(39) будуємо 
нову точку ).,(= 111 ∗∗∗ huX  Обравши цю точку як початкову, розв’язуємо задачу (40)–(41) і так далі до 
того, як буде виконано nh <)(
∧
Π . 
Якщо nh <)(
∧
Π , тоді збільшуємо t на 1 в (37) і для початкової точки ),,(= 000 ∇∗∗∗ ϒ huY  розв'язу-
ємо задачу (35)–(36) і так далі. Ітеративний процес повторюється до виконання умови )(10 03 ∗ϒ≤ε H .  
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6. Загальна схема розв'язання задачі 
Наведемо загальну схема розв'язання задачі (10)–(11).  
1. Обчислити радіуси куль iS  описаних навколо багатогранників ,iP  Ii ∈  (20). 
2. Знайти глобальну точку максимуму задачі (21)–(22) упакування куль ,iS  ,Ii ∈  в кубоїд .C  
3. Задати значення кутів iiii ψψφφ ~=,~= і ,~= ii ωω  ,Ii ∈  випадково й зафіксувати їх. 
4. Взяти багатогранники iP  замість куль ,iS  ,Ii ∈  розв'язати послідовність задач лінійного 
програмування (23)–(24) і знайти точку локального мінімуму ),( 00 ∗∗ ϒv . 
5. Отримати точку Λ∈ϒθϒ ∗∗ ),~,(=)~,~( 00vu  де ,=~ 0∗vv  ,~=,~=,~= iiiiii ωωψψφφ  ,Ii ∈  й .=~ 0∗ϒϒ   
6. Обрати початкову точку )~,~( ϒu  й обчислити точку локального мінімуму ),( 00 ∗∗ ϒu  задачі (10)–(11).  
7. Сформувати точку ),,(= 000 ∇∗∗∗ ϒ huY  де ).,...,,(= 21 ∇∇∇∇ nhhhh   
8. Обчислите локальну точку максимуму ),,(= 1111 ∗∗∗∗ ϒ huY  задачі (35)–(36) для початкової точки ∗0Y . 
9. Одержати послідовність (38)–(39), обчислити },,{min= 10 ∇∗ jjj hhh  ,Ij ∈  й побудувати точки 
),~,~(=~ huX  де ,=~ 1∗jj uu  ,=
~ 1∗
jj hh  ,Ij ∈   й )
~
~
,
~
~(=
~
~ huX  , де ,=~ 0jj uu 0=
~
~
jhh , Ij ∈ . 
10. Знайти локальну точку максимуму ),(=
∧∧∧
huX  задачі (40)–(41) для початкової точки X
~
~
. 
11. Згенерувати точку ),( 1∗
∧
ϒu , якщо ,=)( nh
∧
Π  обчислити точку локального мінімуму ),( 00 ∗∗ ϒu  
із задачі (10)–(11) для початкової точки ),( 1∗
∧
ϒu  й повернутися до п. 7. 
12. Збільшити t  на 1 в (37), якщо ,=)( nh
∧
Π  й повернутися до п. 8, якщо )(10> 03 ∗ϒε H . 
13. Взяти точку локального мінімуму ),( 00 ∗∗ ϒu  як наближення до глобальної точки мінімуму 
задачі (10), (11), якщо )(10> 03 ∗ϒε H . 
7. Числові результати 
На даний момент нам не відомі публікацій, в яких були б наведені результати розв'язання задачі, 
яка розглядається. Тому для того щоб продемонструвати ефективність побудованої математичної моделі 
та розробленого підходу до розв’язання задачі, ми розв’язали багато прикладів різної розмірності. У на-
ших прикладах розглядаються набори з 10 до 500 багатогранників та використовуються багатогранники з 
різною кількістю вершин. 
Експерименти проводились за допомогою комп’ютера з центральним процесором 
Intel Core i5-750. Для локальної оптимізації використовували солвер IPOPT (https://projects.coin-
or.org/Ipopt).  
У таблиці наведено обчислювальні витрати та результати розв'язання наших прикладів. 
На рисунку зображено результат упакування багатогранників. 
Отримані результати показують, що незважаючи на складність математичної моделі розроб-
лений підхід дозволяє ефективно розв'язувати задачі великої розмірності.  
Обчислювальні результати 
Кількість гомотетичних  
багатогранників 
Число вершин  
багатогранників 
Час 
Результат упакування 
багатогранників 
10 4 20 хв. Рис. 1 
20 16 1 год. Рис. 2 
50 4 3 год. Рис. 3 
100 5 8 год. Рис. 4 
300 4 14 год. Рис. 5 
400 16 30 год. Рис. 6 
500 4 34 год. Рис. 7 
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Результат упакування: 
а – 10 багатогранників; б – 20 багатогранників; в – 50 багатогранників;  
г – 100 багатогранників; д – 300 багатогранників; е – 400 багатогранників; ж – 500 багатогранників 
Висновки 
Покриття багатогранників кулями мінімальних радіусів дозволяє генерувати довільні початкові точки. 
Гіпотеза щодо змінних коефіцієнтів гомотетії багатогранників дозволила розробити новий спосіб 
генерування локальних екстремумів. Цей метод спрощує процес розв’язання і прискорює швидкість 
отримання результатів. 
Модифікація Jump алгоритму виконує плавні переходи між точками локальних екстремумів 
допоміжної задачі, що забезпечує збільшення значення цільової функції. Алгоритм особливо ефекти-
вний, якщо коефіцієнти гомотетії багатогранників у послідовності (2) незначно відрізняються. 
Зведення задачі (10)–(11) до розв'язку послідовності підзадач і зменшення числа нерівностей, 
що визначають область допустимих розв’язків, дозволяє значно зменшувати час обчислення. 
Розроблені підходи та алгоритми можуть бути застосовані під час розв’язання оптимізаційних 
задач упакування будь-яких тривимірних гомотетичних твердих тіл. 
Запропонований підхід з деякими модифікаціями можна використовувати для розв'язку задачі 
упакування різних опуклих багатогранників.  
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Додаток 1 
З роботи [18] випливає, що функція вигляду ),(3 jilij uuΨ  визначає взаємодію двох ребер багато-
гранників iP  та .jP  Нехай )](),([ iikiio upup  буде ребром iP , котре лежить на прямій лінії, яка утворена 
перетином площин 0=),( iir uXζ  та 0=),(1, iri uX+ζ . А )](),([ jjvjjs upup  буде ребром jP , котре лежить 
на прямій лінії, яка утворена перетином площин 0=),( ijl uXζ  та 0=),(1, ilj uX+ζ .  Площини формують 
двогранні кути ir∆  та jl∆ , такі, що iriP ∆⊂  та .jljP ∆⊂  Вочевидь, ці двогранні кути не перетинаються, 
якщо .= ∅∩ ji PP  Тому сформулюємо умову неперетину двогранних кутів у аналітичному вигляді. 
Транслюючи ребро )](),([ jjvjjs upup  на вектор )()( jjsiik upup −  та ребро )](),([ iikiio upup  на век-
тор )()( iikjjs upup − , отримуємо 
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)],(),([=)](),()()([ jiabijjiojjsjikijsjio uuaupupupupup +− , 
де )),,(),,(),,((=),( 321 jiabijjiabijjiabijjiabij uuauuauuauua  a  та b  номери ребер та 
)](),,([=)](),()()([ jiojibaijjjvjikijsjio upuuaupupupup +− , відповідно. 
Далі побудуємо рівняння площини abijQ , що проходить через точки )(),( jivjio upup  та ),( jiabij uua  
0=))())(())(((
))())(())((())())(())(((=),,(
33
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та площини baijQ , що проходить через точки )(),( jjvjjs upup  та ),( jibaij uua  
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Площина abijΘ  проходить через ребра )](),([ iikiio upup  та )],(),([ jiabijjik uuaup , а площина baijΘ   
– через ребра )](),([ ijvijs upup  та )].(),,([ jiojibaij upuua  Оскільки )](),([ iikiio upup  паралельно 
)](),,([ jiojibaij upuua  та )](),([ jjvjjs upup  паралельно )],(),([ jiabijjik uuaup , то площини abijΘ  та baijΘ  є па-
ралельними. Якщо площина abijΘ  ( baijΘ ) є відокремлювальною площиною для ir∆  та jt∆ , нерівності 
0,)},),((),,),(({min=)},(),,({min 1,1,3231 ≥ϕϕ +− jiikiabijjiikiabijjiabijjiabij uuupFuuupFuuuu  
0,)},),((),,),(({min=)},(),,({min 1,1,3433 ≥ϕϕ +− jijvjbaijjijvjbaijjibaijjibaij uuupFuuupFuuuu  
0),),((=),(35 ≥jiijvabijjiabij uuupFuuϕ  
виконуються, abijikiiki upup Θ∈+− )(),( 1,1,  – це суміжні вершини до вершини )( iik up , а 
ba
ijjvjjvj upup Θ∈+− )(),( 1,1,  – суміжні вершини до вершини ).( ijv up  
Таким чином, нерівність 
,0>)},),((),,),((
),,),((),,),((),,),(({min=),(
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буде виконуватись, якщо .= ∅∆∩∆ jtir   
Звідси випливає, що якщо хоча б одна з нерівностей структури 0,>),(3 jiabij uuΨ  
2}={1,2,...,, −+ευ∈ ba , тоді .= ∅∩ ji PP  Для зручності позначимо ),,( jiabij uuΨ  
2},={1,2,...,, −+ευ∈ ba  як ),,({min=),( 33 jiclijjilij uuuu ϕΨ  },Mc ∈  Ll ∈ . Тоді, якщо функція 
0>},),,({max 3 Lluu jilij ∈Ψ , то .= ∅∩ ji PP  
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