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SISTEM DETEKSI DINI KANKER PAYUDARA PADA CITRA 
MAMMOGRAM MENGGUNAKAN METODE CONVOLUTIONAL 
NEURAL NETWORK (CNN) 
ABSTRAK 
 
Kanker payudara merupakan penyakit yang mematikan, tidak hanya terjadi pada wanita 
namun pria juga dapat terkena penyakit ini. Seseorang bisa rentan terkena penyakit kanker 
payudara seiring bertambahnya usia, baik disebabkan karena pola hidup yang kurang sehat 
atau bahkan karena keturunan. Oleh karenanya, perlu ada pencegahan sejak dini dengan 
cara mendeteksi adanya kanker. Pada penelitian ini dilakukan deteksi kanker payudara 
menggunakan metode Convolutional Neural Network (CNN) karena pada beberapa 
penelitian, metode ini memiliki akurasi yang sangat bagus. Citra yang digunakan adalah 
citra mammogram yang sebelumnya dilakukan pre-processing untuk memperbaiki kualitas 
citra. Data yang digunakan dalam penelitian ini adalah data citra mammogram yang diambil 
dari Mammographic Image Analysis Society (MIAS) tahun 2011. Jumlah data sebanyak 
322 data citra yang berukuran 1024 x 1024. Untuk mendapatkan hasil akurasi yang terbaik 
dilakukan 3 kali uji coba model. Model ini berasal dari modifikasi layer. Dari hasil uji coba 
diperoleh model terbaik pada uji coba model ke-1 dengan 𝐾 = 5. Berdasarkan evaluasi 
yang diperoleh pada data testing dengan terdapat 3 output hasil klasifikasi yaitu payudara 
normal, benign, dan malignan, didapatkan akurasi sebesar 84,38%, sensitivitas 62,50%, 
spesifisitas 91,67%, dan presisi 71,43%. 
 
Kata Kunci: Citra Mammogram, Convolutional Neural Network (CNN), Kanker 
Payudara 
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EARLY BREAST CANCER DETECTION SYSTEM ON MAMMOGRAM 
IMAGES USING THE CONVOLUTIONAL NEURAL NETWORK 
METHOD (CNN) 
 
ABSTRACT 
 
Breast cancer is a deadly disease, not only in women but men can also get this disease. A 
person can be susceptible to breast cancer with age, both due to a lifestyle that is less 
healthy or even due to offspring. Therefore, there must be early prevention by detecting 
cancer. In this study breast cancer detection was done using the Convolutional Neural 
Network (CNN) method because in some studies, this method had very good accuracy. The 
image used is a mammogram image that was previously pre-processed to improve image 
quality. The data used in this study are mammogram image data taken from the 2011 
Mammographic Image Analysis Society (MIAS). The amount of data is 322 image data 
measuring 1024 x 1024. To obtain the best accuracy results, 3 model trials were conducted. 
This model comes from layer modification. From the results of the trial, the best model was 
obtained in the first model trial with K = 5. Based on the evaluation obtained from the 
testing data with 3 output classifications, namely normal, benign, and malignant breast, the 
accuracy was 84.38%, sensitivity 62.50%, specificity 91.67%, and precision 71.43%. 
 
 
 
Keywords : Mammogram Images, Convolutional Neural Network (CNN), Breast 
Cancer 
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BAB I  
PENDAHULUAN 
A. Latar Belakang 
Sel kanker secara umum didefinisikan sebagai sel yang tidak normal, 
perkembangannya cepat dan tak terkendali. Jutaan manusia mati disebabkan oleh 
kanker. Beberapa jenis kanker yang menyebabkan kematian terbesar setiap 
tahunnya adalah kanker hati, paru, kolorektal, perut, dan kanker payudara. Bagi 
wanita, kanker payudara merupakan kasus baru tertinggi yaitu sebesar 43,3% 
dengan persentase kematian akibat kanker payudara ini sebesar 12,9% 
(InfoDATIN, 2015). Namun kanker payudara tidak hanya menyerang wanita, akan 
tetapi juga terdapat pria yang menderita penyakit ini walaupun hanya dalam 
persentase kecil.  
Kanker payudara bisa menyerang siapa saja, risiko kanker ini akan semakin 
meningkat seiring dengan bertambahnya usia seseorang. Jika terdapat keturunan 
baik orang tua maupun kerabat yang pernah menderita kanker payudara maka 
seseorang akan lebih memungkinkan terkena penyakit ini. Pola makan serta gaya 
hidup yang kurang sehat juga menjadi salah satu faktor. Selain itu siklus mentruasi 
pada wanita yang mengalami menstruasi pertama sebelum usia 12 tahun atau wanita 
yang mengalami menopause setelah usia 55 tahun mempunyai faktor risiko yang 
lebih tinggi (InfoDATIN, 2015).  
Melihat banyaknya kasus kanker payudara tersebut, perlu adanya pencegahan 
dini yang mampu menekan angka penderita kanker  payudara.  Dalam  Islam  juga    
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dianjurkan untuk menjaga kesehatan, seperti hadis dari Ibnu ‘Abbas 
radhiyallahu’anhuma, Rasulullah shallallah’alaihi wa sallam pernah menasehati 
seseorang : “Manfaatkanlah lima perkara sebelum lima perkara, waktu mudamu 
sebelum datang waktu tuamu, waktu sehatmu sebelum datang waktu sakitmu, 
waktu kayamu sebelum datang waktu miskinmu, waktu luangmu sebelum datang 
waktu sempitmu, waktu hidupmu sebelum datang waktu matimu”. (HR. Al Hakim 
dalam kitab Al Mustadrok. Al Hakim mengatakan bahwa hadist ini shahih sesuai 
syarat Bukhari Muslim namun keduanya tidak mengeluarkannya). 
   Dari hadist yang telah dijelaskan di atas, dapat disimpulkan bahwa 
pencegahan secara dini lebih baik untuk dilakukan dari pada harus menunggu sakit 
barulah melakukan pengobatan. Tak jarang seseorang menghabiskan banyak biaya 
untuk berobat ke rumah sakit. Dalam kasus kanker payudara, hal sederhana yang 
mampu dilakukan dengan mudah adalah periksa payudara sendiri (SADARI). Sikap 
ini perlu dilakukan untuk mendeteksi apakah terdapat benjolan maupun perubahan 
lain di sekitar area payudara yang menyebabkan kanker. Walaupun kondisi 
pencegahan tersebut sangat mudah dilakukan, namun tidak banyak orang memiliki 
pengetahuan tentang SADARI dan mempraktekkannya. 
Sebuah penelitian kuantitatif yang dilakukan oleh Sinaga dan Ardayani (2016) 
terhadap 100 remaja putri di sebuah sekolah SMA menunjukkan bahwa persentase 
yang memiliki pengetahuan baik terhadap SADARI hanya sebesar 10%, dengan 
pengetahuan cukup sebesar 13%, sedangkan persentase remaja putri yang memiliki 
pengetahuan kurang yaitu sebesar 77%. Persentase pengetahuan kurang yang 
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terbilang cukup tinggi tersebut diharapkan mampu diimbangi dengan pelayanan 
dari pihak dinas terkait (Sinaga & Ardayani, 2016). 
Pelayanan bagi masyarakat untuk melakukan pemeriksaan payudara yaitu 
dengan cara pemeriksaan payudara secara klinis (SADANIS) atau yang biasa 
disebut dengan Clinical Breast Examination (CBE) . Dalam proses pemeriksaan ini 
terdapat beberapa tahapan yaitu dimulai dari persiapan klien dan petugas, setelah 
itu tempat dan peralatan yang digunakan harus disediakan, selanjutnya ialah tahap 
pelaksanaan yang berupa pemeriksaan inspeksi dan palpasi, serta yang terakhir 
ialah penilaian atau memberikan kesimpulan tentang hasil pemeriksaan yang telah 
dilakukan (Wahidin, 2015). 
  Penelitian Sudarmi dan Nurchairina (2017) dengan melakukan observasi atau 
pengamatan langsung proses SADARIS yang dilakukan oleh petugas terlatih, 75% 
proses yang dilakukan sudah sesuai dengan standar namun masih terdapat 25% 
yang tidak sesuai dengan standar. Pengamatan yang dilakukan dimulai dari tahap 
persiapan hingga tahap kesimpulan pemeriksaan. Dengan adanya kondisi tersebut 
dan melihat bahwa sekarang ini merupakan era modern, perlu adanya alat atau 
sistem yang bisa digunakan dalam proses pemeriksaan kanker payudara dengan 
baik. Selain itu juga dapat mengurangi atau memangkas tahap pemeriksaan yang 
terlalu panjang, mudah untuk dilakukan, dan sesuai dengan standar pemeriksaan 
(Sudarmi & Nurchairina, 2017). 
Beberapa penelitian telah dilakukan untuk pembuatan sistem yang bisa 
membantu dalam proses pemeriksaan atau deteksi penyakit kanker payudara. 
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Penelitian oleh Kadek dan I Made dilakukan menggunakan data citra mammogram 
yang diklasifikasikan secara visual menggunakan metode segmentasi K-Means ke 
dalam computer, Gray Level Co-Occurrence Matrix (GLCM) sebagai ekstraksi 
fitur dan Support Vector Machine (SVM) sebagai metode yang digunakan dalam 
proses klasifikasi. Hasil ekstraksi fitur yang diperoleh akan digunakan sebagai 
masukan pada proses klasifikasi citra mammogram yang normal dan tidak normal. 
Pembuatan aplikasi dengan menggunakan metode ini menghasilkan akurasi sebesar 
80%  (Setiawan & Putra, 2018). 
Penelitian lain oleh Amaliah dan Puspita (2018) yang membuat sistem dalam 
mendeteksi lokasi adanya tumor atau kanker payudara  memperoleh tingkat akurasi 
sebesar 88%. Data yang digunakan untuk proses deteksi ini menggunakan citra 
mammogram dengan  metode pengolahan data gabungan dari algoritma morfologi 
dan multilevel threshold. Diperoleh 2 citra dari hasil segmentasi yaitu citra gray 
yang menjadi masukan dalam proses ekstraksi menggunakan GLCM dan citra RGB 
yang digunakan dalam proses penentuan lokasi adanya tumor atau kanker (Amaliah 
& Puspita, 2018). 
Levy dan Jain (2016) melakukan penelitian menggunakan metode 
Convolutional Neural Network (CNN), untuk klasifikasi kanker payudara pada citra 
mammogram. Dengan mengunakan inputan berukuran 224 x 224 x 3, terdiri dari 3 
convolutional layer berukuran 3 x 3, batch norm, ReLU, dan max pooling untuk 
ektraksi fiturnya. Sedangkan untuk klasifikasinya menggunakan 3 fully connected 
layer yang masing-masing berukuran 128, 64, dan 2.  Pada layer terakhir digunakan 
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fungsi aktifasi soft-max sehingga diperoleh akurasi yang cukup tinggi yaitu sebesar 
90% (Levy & Jain, 2016).  
Berdasarkan beberapa penelitian diatas yang pernah dilakukan pada data citra 
mammogram menunjukkan bahwa CNN memiliki tingkat akurasi yang lebih baik. 
Hal ini dikarenakan CNN memiliki kelebihan dibandingkan neural network yang 
lain,  yaitu dapat mengklasifikasikan inputan baru yang letak atau posisinya diluar 
dari posisi yang ada dalam data training sedangkan tidak dapat diklasifikasi dengan 
baik oleh neural network yang lain. Hal ini dapat diklasifikasi dengan baik oleh 
CNN karena CNN dapat membagi matriks input kedalam bagian-bagian yang 
sangat kecil sehingga klasifikasi yang dihasilkan cukup akurat dan mendetail 
(Tobias, Ducournau, Rousseau, Mercier, & Fablet, 2016). 
Dari penjelasan diatas, penulis mencoba mengaplikasikan CNN sebagai 
metode dalam ekstraksi fitur (feature extraction) dan untuk proses klasifikasinya 
(classification), dengan menggunakan citra mammogram kanker payudara. 
Sebelum menggunakan metode CNN, data citra tersebut akan dilakukan pre-
processing untuk memperbaiki kualitas citra. Pada proses feature extraction akan 
terdapat 2 layer yaitu convolutional layer dan pooling layer yang akan diulang 
sebanyak 2 kali. Sebelum hasil dari feature extraction digunakan sebagai inputan 
dalam proses klasifikasi, terdapat adanya flatten yaitu untuk mengubah matriks 2 
dimensi menjadi matriks kolom yang digunakan pada proses pelatihan dan 
pengujian. Pada akhir penelitian akan dilakukan pengecekan atau validasi kinerja 
dari klasifikator untuk mengetahui tingkat keakuratannya.  
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Berdasarkan kondisi yang telah dipaparkan, maka penulis akan melakukan 
penelitian dengan judul “Sistem Deteksi Dini Kanker Payudara Pada Citra 
Mammogram Menggunakan Metode Convolutional Neural Network (CNN)”. 
Hasil dari penelitian ini diharapkan mendapatkan model terbaik dari Convolutional 
Neural Network (CNN) untuk mengklasifikasi citra mammogram. Klasifikasi 
kanker payudara dilakukan dengan menghasilkan 3 kategori yaitu normal, tumor 
jinak (benign), dan tumor ganas (malignan). Selain itu juga diharapkan  mampu 
membantu dalam proses deteksi penyakit kanker payudara dengan akurat dan 
mendetail.   
B. Rumusan Masalah 
Berdasarkan permasalahan yang terdapat pada latar belakang maka pada 
penelitian ini terdapat beberapa rumusan masalah : 
1. Bagaimana hasil ekstraksi fitur dari Convolutional Neural Network (CNN) 
untuk mengklasifikasi kanker payudara pada citra mammogram? 
2. Bagaimana model terbaik dan hasil dari klasifikasi kanker payudara pada 
citra mammogram menggunakan Convolutional Neural Network (CNN)? 
C. Tujuan Penelitian 
Berdasarkan rumusan masalah yang ada, tujuan dalam penelitian ini adalah : 
1. Mendapatkan hasil ekstraksi fitur dari Convolutional Neural Network 
(CNN) untuk mengklasifikasi kanker payudara pada citra mammogram. 
2. Mendapatkan model terbaik dan hasil dari klasifikasi kanker payudara pada 
citra mammogram menggunakan Convolutional Neural Network (CNN). 
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D. Batasan Masalah 
Mengingat ruang lingkup permasalahan yang begitu luas, maka pada penelitian 
ini terdapat beberapa batasan masalah agar pembahasan yang akan dilakukan bisa 
terfokus. Diantaranya adalah: 
1. Data yang digunakan adalah data citra mammogram yang diambil dari 
Mammographic Image Analysis Society (MIAS) sebanyak 322 (209 normal, 
61 tumor jinak, dan 52 tumor ganas). 
2. Terdapat proses cropping dikarenakan ukuran data terlalu besar yaitu 
1024x1024. 
3. Deteksi kanker payudara dibagi menjadi 3 kategori yaitu normal, tumor 
jinak (benign), dan tumor ganas (malignan). 
4. Penelitian ini menggunakan computer dengan spesifikasi processor intel 
core i5, RAM 4GB, VGA intel HD 2GB. 
E. Manfaat Penelitian 
Manfaat bagi peneliti : 
1. Dapat menambah wawasan dan ilmu pengetahuan tentang suatu masalah 
dan penyelesaiannya 
2. Dapat mengetahui sistem kerja metode yang digunakan dalam penelitian 
Manfaat bagi Akademik : 
1. Bisa digunakan sebagai referensi untuk pengembangan ilmu pengetahuan 
dan teknologi kedepannya. 
2. Sebagai bahan kajian dalam pembelajaran metode CNN. 
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Manfaat bagi bidang kedokteran: 
1. Membantu mengambil keputusan untuk mendiagnosa pasien. 
2. Menambah pengetahuan tentang sistem deteksi kanker menggunakan 
teknologi komputer. 
Manfaat Secara Teoritis : 
1. Memahami metode K-Fold Cross Vaalidation yang digunakan untuk 
membagi data menjadi training dan testing. 
2. Memahami metode CNN yang dapat digunakan untuk mengekstraksi fitur 
dari sebuah citra mammogram payudara serta mengklasifikasinya menjadi 
3 kategori yaitu payudara normal, benign, dan malignan. 
F. Sistematika Penulisan 
Penyusunan sistematika penulisan pada penelitian ini adalah sebagai berikut : 
Bab I Pendahuluan, berisi tentang penjelasan mengenai latar belakang 
penelitian, rumusan permasalahan, tujuan penelitian, batasan masalah, manfaat 
penelitian, serta sistematika penulisan. 
Bab II Landasan Teori, berisi tentang teori-teori mengenai kanker, kanker 
payudara, metode Convolutional Neural Network (CNN) untuk ektraksi fitur dan 
klasifikasi. 
Bab III Metode Penelitian, berisi tentang gambaran dan penjelasan mengenai 
jenis penelitian, waktu penelitian, pengumpulan data data, analisis data, 
pengujian, dan evaluasi 
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Bab IV Hasil dan Pembahasan, berisi tentang proses serta hasil pembentukan 
model dalam ektraksi fitur. Terdapat pula proses pelatihan dan pengujian untuk 
klasifikasi kanker payudara menggunakan metode Convolutional Neural 
Network (CNN) pada citra mammogram. 
Bab V Penutup, Bab terakhir ini berisi tentang kesimpulan yang didapatkan 
berdasarkan penelitian sistem deteksi dini kanker payudara yang telah 
dikerjakan. Selain itu diberikan saran-saran yang dapat membantu untuk 
pelaksanaan penelitian selanjutnya. 
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BAB II 
TINJAUAN PUSTAKA 
A. Kanker 
Kanker merupakan  sebuah penyakit yang terjadi akibat adanya sebagai sel 
yang tidak normal serta perkembangannya cepat dan tak terkendali yang berubah 
menjadi sebuah sel kanker. Bagi masyarakat luas kanker merupakan penyakit 
mematikan yang sangat mengerikan. Di seluruh dunia, salah satu penyebab 
kematian terbesar atau utama adalah penyakit kanker. Data Kanker tahunan pada 
tahun 2012 yang berjumlah 14 juta diperkirakan akan meningkat menjadi 22 juta 
dalam waktu dua dekade berikutnya (InfoDATIN, 2015). 
Terdapat beberapa jenis kanker yang ada dalam tubuh manusia. Berdasarkan 
organ tubuh yang diserang dan sel penyebab awalnya, kanker dibagi menjadi 
beberapa jenis diantaranya (Pertama, 2011): 
1. Karsinoma 
Karsinoma adalah jenis kanker yang berasal dari sel yang melapisi 
permukaan tubuh atau permukaan saluran tubuh. Yang termasuk dalam 
jenis kanker ini yaitu jaringan seperti sel kulit, ovarium, testis, sel melamin, 
kelenjar mucus, payudara, kolon, leher Rahim, lambung, rectum, esofagus, 
dan pankreas. 
2. Limfoma 
Limfoma merupakan jenis kanker yang berasal dari jaringan yang 
membentuk darah dan tidak membentuk massa tumor, diantaranya meliputi 
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leukemia, jaringan limfe, limfa, lacteal, berbagai kelenjar limfe, timus, dan 
sumsung tulang. 
3. Sarkoma 
Sarkoma ialah jenis kanker yang diakibatkan oleh rusaknya jaringan 
penunjang berada dipermukaan tubuh. Beberapa yang termasuk dalam jenis 
kanker ini yaitu jaringan ikat, sel-sel yang ditemukan di otot dan di tulang 
4. Glioma 
Glioma merupaka jenis kanker yang berasal dari susunan saraf, seperti sel-
sel glia (jaringan penunjang) di dalam susunan saraf pusat. 
5. Karsinoma in situ 
Karsinoma in situ adalah sebuah istilah yang dipakai untuk menjelaskan sel 
epitel abnormal yang keberadaannya masih terbatas di daerah tertentu 
sehingga jenis kanker ini masih dianggap sebagai sebuah kelainan atau luka 
yang belum menyebar (lesi prainvasif). 
Penyebab munculnya kanker terkadang tidak bisa diketahui secara pasti, 
karena terdapat beberapa faktor yang bisa menyebabkan seseorang berisiko terkena 
kanker. Faktor-faktor tersebut meliputi faktor keturunan baik dari orang tua 
kandung maupun dari saudara. Faktor genetik ini menyababkan seseorang memiliki 
risiko lebih besar. Selain itu faktor lingkungan yang kurang sehat juga akan 
mengundang resiko seperti merokok, radikal bebas, makanan yang dikonsumsi. 
Faktor lain bisa dikarenakan adanya virus, infeksi, dan gangguan keseimbangan 
hormonal (Pertama, 2011). 
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Penyakit kanker masih mempunyai peluang cukup tinggi untuk dicegah, 
dengan melakukan perubahan terhadap faktor risiko tentang perilaku serta pola 
makan yang menyebabkan terjadinya penyakit kanker. Penanganan yang lebih baik 
bisa dilakukan apabila sudah mengetahui atau mendeteksi adanya kanker sejak dini. 
Oleh karena itu, upaya pencegahan kanker sejak dini perlu untuk dilakukan. Untuk 
menentukan langkah-langkah apa saja yang perlu dilakukan dalam proses 
pencegahan dan proses deteksi dini adanya kanker perlu adanya upaya dalam 
meningkatkan kesadaran bagi masyarakat untuk mengenali gejalanya. 
B. Kanker Payudara 
Payudara merupakan organ tubuh yang terdiri atas jaringan kelenjar meliputi 
jaringan kelenjar susu, lemak, dan jaringan ikat. Namun apabila sel-sel yang berada 
pada kelenjar susu mengalami pembelahan diri dan berkembang secara cepat dan 
tidak terkendali, maka sel-sel tersebut dapat berkembang menjadi sebuah tumor 
jinak atau tumor ganas (Anggorowati, 2013). Kanker payudara banyak ditemukan 
atau terjadi pada wanita, namun beberapa pria juga menderita penyakit ini. Secara 
umum kanker ini akan berisiko tinggi seiring dengan bertambahnnya usia. Beberapa 
faktor eksternal juga sangat berpengaruh sebagai penyebab terjadinya kanker 
seperti pola makan, pengggunaan obat, serta perilaku atau gaya hidup. 
Kematian akibat kanker payudara merupakan sebuah penyumbang tertinggi 
angka kematian yang diakibatkan oleh kejadian kanker (Suarni, Keloko, & Purba, 
2017). Sedangkan penyakit kanker memang merupakan salah satu penyakit yang 
menyebabkan kematian utama di seluruh dunia.  
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Gambar 2.1 Persentase Kasus Baru dan Kematian Akibat Kanker (Sumber: 
GLOBOCAN, IARC, 2012) 
Data pada Gambar 2.1 menunjukkan bahwa kanker payudara pada perempuan 
memiliki persentase tertinggi dalam kategori kasus baru (setelah dikontrol oleh 
umur) dibandingkan dengan jenis kanker lain yaitu sebesar 43,3% dan juga 
penyebab kematian tertinggi sebesar 12,9%. Dapat dianalisa bahwa persentase 
kasus baru kanker payudara dibandingkan persentase kematiannya memiliki 
perbandingan yang cukup jauh, sehingga dapat disimpulkan bahwa jika penyakit 
ini dapat dideteksi dengan baik maka kemungkinan penderita bisa sembuh akan 
cukup tinggi. 
Penelitian yang dilakukan oleh Ida Leida Maria dkk menunjukkan bahwa 
faktor-faktor dari gaya hidup (life style) yang berhubungan dengan kanker payudara 
meliputi obesitas, merokok aktif maupun pasif, sering mengkonsumsi lemak, dan 
stres. Kanker payudara terjadi pada wanita yang mengalami stress dan sering 
mengkonsumsi banyak lemak memiliki nilai probabilitas yang cukup besar yakni 
65,3% (Maria, Sainal, & Nyorong, 2017). Oleh karena itu, disarankan bagi seorang 
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wanita untuk lebih proaktif dalam penerapan hidup sehat dan tidak lupa untuk 
memeriksakan sejak dini tentang adanya kanker payudara. 
Beberapa cara yang dapat dilakukan untuk menyelidiki dan mendeteksi 
(diagnosa) kanker payudara yaitu dengan memeriksa riwayat medis dan 
pemeriksaan fisik. Gejala-gejala berisiko terkena kanker payudara yang dapat 
dilakukan dengan pemeriksaan sendiri meliputi (InfoDATIN, 2015): 
1. Payudara :  
- Benjolan dengan berbagai ukuran 
- Perubahan bentuk dan ukuran 
- Cerukan pada kulit 
- Tersumbatnya pembuluh vena atau bentuk kulit payudara seperti kulit 
jeruk 
2. Puting Susu 
- Keluarnya cairan dengan bercak darah 
- Retraksi (putting masuk ke dalam payudara) 
3. Ketiak 
- kelenjar getah bening bengkak 
C. Citra Mammogram 
Kanker payudara ialah penyakit kanker yang menyerang kelenjar air susu dan 
jaringan penunjang payudara. Untuk mengurangi risiko kanker payudara perlu 
adanya pemeriksaan secara dini, salah satu yaitu pemeriksaan secara medis (Dyanti 
& Suariyani, 2016). Pemeriksaan yang biasa dilakukan oleh dokter dalam kasus 
seperti ini yaitu menggunakan sinar  X (mammografi) sebagai sumber cahaya dalam 
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menghasilkan citra. Hasil dari pemeriksaan mammografi disebut dengan citra 
mammogram, seperti pada Gambar 2.2 (Panigoro, et al., 2015). 
 
Gambar 2.2 Citra Mammogram Payudara 
Teknik pemeriksaan menggunakkan citra mammogram mampu menemukan 
adanya kanker yang masih kecil dan tidak bisa teraba secara langsung oleh 
pemeriksaan fisik (Ramli, 2015). Untuk standarisasi dalam penilaian dan 
melaporkan hasil mammografi, digunakan BIRADS yang telah dikembangkan oleh 
American College of Radiology yaitu terdapat tanda primer dan sekunder (Panigoro, 
et al., 2015).  
Tanda primer : 
1. Densitas yang semakin tinggi pada kanker 
2. Batas kanker yang tidak teratur dikarenakan terdapat proses infiltrasi ke 
jaringan sekitarnya atau batas yang tidak jelas 
3. Gambaran translusen di sekitar kanker 
4. Gambaran sel stelata  
     digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
16 
 
 
 
5. Adanya bintik-bintik kecil kalsium yang berada di payudara 
(mikrokalsifikasi) 
6. Ukuran radiologis lebih kecil dibandingkan ukuran klinis kanker   
Tanda sekunder berupa : 
1. Penebalan kulit atau retraksi kulit 
2. Vaskularisasi atau pembentukan pembuluh darah yang abnormal 
bertambah banyak 
3. Posisi puting berubah 
4. Kelenjar getah bening aksila (+) 
5. Keadaan daerah kanker dan jaringan air susu (fibroglandular) yang tidak 
teratur 
6. Kepadatan pada jaringan sub areolar (daerah sekitar puting berwarna gelap) 
yang berbentuk utas 
D. Convolutional Neural Network (CNN) 
Convolutional Neural Network (CNN) adalah sebuah metode pengembangan 
dari Jaringan Saraf Tiruan (JST) yang biasa digunakan untuk mengelola data citra. 
Metode CNN dapat digunakan untuk mendeteksi atau mengenali suatu object pada 
sebuah citra. Metode ini terdiri dari neuron yang memiliki bobot, bias, dan fungsi 
aktifasi seperti halnya Jaringan Sayaraf Tiruan (JST) yang lain. Sehingga dapat 
dikatakan bahwa CNN tidak jauh berbeda dengan JST yang lain seperti Perceptron 
maupun Backpropagation (Tobias, Ducournau, Rousseau, Mercier, & Fablet, 
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2016). Seperti yang terlihat pada Gambar 2.3 bahwa arsitektur jaringan dari CNN 
secara garis besar dibagi menjadi 2 yaitu feature extraction dan classification. 
 
Gambar 2.3 Arsitektur CNN (Sumber : Matlab) 
1. Feature extraction  
Feature extraction adalah layer yang berfungsi sebagai  proses ekstraksi 
fitur dari sebuah citra. Dalam feature extraction terdapat 2 layer yaitu 
convolutional layer dan pooling layer (Kamencay, Benco, Mizdos, & Radil, 
2017). 
a. Convolutional Layer 
Semua citra akan mengalami proses convolutional layer, dimana 
pada layer ini dilakukan proses ektraksi ciri. Di dalam proses ini terdapat 
filter, stride, dan zero padding.  
Filter merupakan sebuah matriks hasil yang telah dipotong-potong 
menjadi bagian atau ukuran yang lebih kecil, dengan ukuran filternya 
yaitu n x n piksel. Pada convolutional layer, di setiap piksel yang berada 
dalam sebuah filter akan diberikan bobot secara random. Pada filter ini 
juga terdapat yang namanya operasi dot, yaitu proses perkalian antara 
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bobot dan matriks hasil dari setiap piksel. Setelah setiap piksel sudah 
dilakukan perkalian maka akan dijumlahkan sebagai fitur hasil (Zufar & 
Setiyono, 2016). 
Stride adalah sebuah pergeseran jalannya filter. Sebuah filter 
bergeser 1 piksel ke arah kanan sampai tepi citra, setelah itu ganti 
bergeser 1 piksel ke arah bawah. Sedangkan Zero padding merupakan 
penambahan 1 piksel di seluruh tepi citra. Penambahan 1 padding berarti 
menambahkan angka 0 di setiap tepi atau sisi dari citra (gambar). 
Terdapat beberapa jenis penggunaan filter, stride, dan zero padding 
dalam convolutional layer meliputi (Dumoulin & Visin, 2018) : 
1.) No zero padding, unit stride 
No zero padding berarti tidak ada penambahan piksel di tepi citra 
dan unit stride artinya terdapat 1 pergeseran (stride). Untuk 
menentukan dimensi  fitur hasil dari convolutional layer, 
bergantung pada ukuran dimensi matriks input dan dimensi 
matriks filter. 
ℎ = (𝑖 − 𝑟) + 1   (2.1) 
Dimana : 
ℎ = dimensi fitur hasil dari convolutional layer 
  𝑖 = dimensi matriks input (n × n) 
 𝑟 = dimensi matriks filter (n × n) 
2.) Zero padding, unit stride 
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Jika pada convolutional layer terdapat zero padding dan unit stride 
berarti terjadi penambahan angka 0 di setiap piksel pada semua 
sisi citra serta filter bergeser 1 langkah. Untuk menentukan 
dimensi fitur hasil menggunakan persamaan : 
ℎ = (𝑖 − 𝑟) + 2𝑝 + 1   (2.2) 
dengan 𝑝 adalah jumlah padding.  
3.) No zero padding, no unit stride 
No unit stride berarti  pergerakannya (stride) tidak 1 atau lebih 
dari 1. Untuk menentukan dimensi fitur hasil tanpa zero padding 
dan no unit stride yaitu : 
ℎ =  ⌊
𝑖 − 𝑟
𝑠
⌋ + 1                                     (2.3) 
Lambang ⌊𝑥⌋ berarti hasil operasinya dibulatkan ke bawah dan 𝑠 
adalah jumlah stride. 
4.) Zero padding, no unit stride  
Untuk menentuksn dimensi fitur hasil dengan adanya zero 
padding dan no unit stride menggunakan persamaan : 
ℎ = ⌊
𝑖 + 2𝑝 − 𝑟
𝑠
⌋ + 1                       (2.4) 
Gambar 2.4 merupakan gambaran dari proses berjalannya filter 
dengan 1 stride dan tanpa zero padding. Dengan dilakukannya operasi 
dot menggunakan persamaan (2.5).  
𝐶ℎ,ℎ = 𝑓 (∑ 𝑎𝑥 ∗ 𝑤𝑥 + 𝑏
𝑟
𝑥=1
)                    (2.5) 
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Gambar 2.4 Convolutional Layer  
Sumber : (Dumoulin & Visin, 2018) 
Fungsi Aktifasi yang sering digunakan ialah Rectified Linier Unit 
(ReLU). Penggunaannya berada pada fitur hasil convolutional layer dan 
digunakan ketika operasi dot sudah dilakukan. Fungsi aktifasi ini 
digunakan untuk mengambil citra yang negatif, dengan persamaan (2.6): 
𝑓(𝑥) = max(0, 𝑥)                                (2.6) 
b. Pooling Layer 
Pada proses feature extraction tahap layer yang kedua yaitu 
pooling atau biasa juga disebut dengan down sampling. Pada layer ini 
akan mengurangi atau menurunkan dimensi matriks. Terdapat 2 jenis 
fungsi yang terdapat dalam pooling yaitu max dan mean atau average. 
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Contoh penerapan dengan max pooling ditunjukkan pada Gambar 2.5 
(Zufar & Setiyono, 2016). Perhitungan untuk setiap filter pada pooling 
layer menggunakan max pooling yaitu seperti pada persamaan (2.7). 
𝑃 = max(𝑥1, 𝑥2, … , 𝑥𝑛)                          (2.7) 
 
Gambar 2.5 Pooling Layer 
Sumber : (Kamencay, Benco, Mizdos, & Radil, 2017) 
c. Flatten atau Reshape 
Flatten atau reshape adalah proses mengubah matriks hasil dari 
pooling layer n × n kedalam bentuk matriks n × 1. Hasil dari flatten ini 
yang akan digunakan sebagai inputan atau masukan dalam proses 
selanjutnya yaitu klasifikasi (Sena, 2017). 
2. Classification 
a. Forward Pass 
Pada tahap forward pass hasil dari convolutional dengan 𝑤 adalah bobot 
dan 𝑎𝑥,𝑦 adalah matriks input, dapat dilihat pada persamaan (2.8). 
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𝑧𝑥,𝑦 = ∑ ∑ 𝑤𝑙,𝑘𝑎𝑥−1,𝑦−𝑘 + 𝑏              
𝑘𝑙
           (2.8) 
= 𝑤 ∗ 𝑎𝑥,𝑦 + 𝑏                           
Dimana 𝑙 dan 𝑘 adalah dimensi dari kernel, sedangkan 𝑏 adalah bias. 
𝑎𝑥,𝑦 = ℎ(𝑧𝑥,𝑦)                                          (2.9) 
Pada persamaan (2.9),  𝑎𝑥,𝑦 berbeda dengan yang ada pada persamaan 
(2.8). Dimana pada persamaan (2.9), 𝑎𝑥,𝑦 adalah sebagai hasil dari layer 
sebelumnya. Sedangkan pada persamaan (2.8), 𝑎𝑥,𝑦 merupakan matriks 
input dari citra mammogram. Pada fully connected neural nets diasumsikan 
ℓ sebagai indeks matriks yang dituju, sehingga persamaan (2.8) dan (2.9) 
dapat ditulis kembali seperti pada persamaan (2.10) dan (2.11). 
𝑧𝑥,𝑦(ℓ) = ∑ ∑ 𝑤𝑙,𝑘(ℓ)𝑎𝑥−1,𝑦−𝑘(ℓ − 1) + 𝑏(ℓ)
𝑘𝑙
 
= 𝑤(ℓ) ∗ 𝑎𝑥,𝑦(ℓ − 1) + 𝑏(ℓ)                          (2.10) 
𝑎𝑥,𝑦(ℓ) = ℎ (𝑧𝑥,𝑦(ℓ))                                             (2.11) 
Untuk ℓ = 1, 2, 3, … , 𝐿𝑐, dimana 𝐿𝑐 adalah banyaknya layer pada 
convolutional neural network. Ketika ℓ = 1, dan ℎ adalah fungsi terhadap 
𝑧. 
𝑎𝑥,𝑦(0) = {nilai piksel pada citra input}       (2.12) 
Ketika ℓ = 𝐿𝑐, 
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𝑎𝑥,𝑦(𝐿𝑐) = {nilai dari banyaknya fitur 𝑝𝑜𝑜𝑙𝑖𝑛𝑔 𝑙𝑎𝑦𝑒𝑟 terakhir} (2.13) 
b. Backpropagation 
Pada proses ini kita akan menghitung nilai eror serta memperbaiki bobot 
dan bias. Untuk mendapatkan persamaan yang akan digunakan dalam 
menghitung nilai eror digunakan persamaan (2.14). Dimana 𝜕𝐸 adalah 
perubahan nilai eror dan 𝜕𝑧 adalah perubahan nilai 𝑧. 
𝛿𝑥,𝑦(ℓ) =
𝜕𝐸
𝜕𝑧𝑥,𝑦(ℓ)
                                       (2.14) 
Untuk mengaitkan dengan 𝛿𝑥,𝑦(ℓ + 1), dapat digunakan chain rule 
sehingga diperoleh persamaan (2.15). 
𝛿𝑥,𝑦(ℓ) =
𝜕𝐸
𝜕𝑧𝑥,𝑦(ℓ)
= ∑ ∑
𝜕𝐸
𝜕𝑧𝑢,𝑣(ℓ + 1)
𝑣
𝜕𝑧𝑢,𝑣(ℓ + 1)
𝜕𝑧𝑥,𝑦(ℓ)
𝑢
       (2.15) 
Dimana 𝑢 dan 𝑣 adalah dua variabel yang memungkinkan dari nilai 𝑧. 
Berdasarkan definisi pada persamaan (2.14), persamaan (2.15) dapat ditulis 
kembali menjadi persamaan (2.16).  
𝛿𝑥,𝑦(ℓ) =
𝜕𝐸
𝜕𝑧𝑥,𝑦(ℓ)
= ∑ ∑ 𝛿𝑢,𝑣(ℓ + 1)
𝑣
𝜕𝑧𝑢,𝑣(ℓ + 1)
𝜕𝑧𝑥,𝑦(ℓ)
       (2.16)
𝑢
   
Substitusikan persamaan (2.11) ke persamaan (2.10) dan gunakan hasil 
dari 𝑧𝑢,𝑣 sehingga didapatkan persamaan (2.17).  
𝛿𝑥,𝑦(ℓ) = ∑ ∑ 𝛿𝑢,𝑣(ℓ + 1)
𝑣𝑢
𝜕
𝜕𝑧𝑥,𝑦(ℓ)
[∑ ∑ 𝑤𝑙,𝑘(ℓ + 1)ℎ (𝑧𝑢−𝑙,𝑣−𝑘(ℓ))
𝑘
+
𝑙
𝑏(ℓ + 1)] (2.17) 
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Nilai dari turunan yang ada di dalam kurung siku adalah nol kecuali 
𝑢 − 𝑙 = 𝑥 dan 𝑣 − 𝑘 = 𝑦. Akan tetapi ketika 𝑢 − 𝑙 = 𝑥 dan 𝑣 − 𝑘 = 𝑦, 
maka 𝑙 = 𝑢 − 𝑥 dan 𝑘 = 𝑣 − 𝑦. Sehingga persamaan (2.17) dapat ditulis 
menjadi persamaan (2.18).  
𝛿𝑥,𝑦(ℓ) = ∑ ∑ 𝛿𝑢,𝑣(ℓ + 1)
𝑣𝑢
[∑ ∑ 𝑤𝑢−𝑥,𝑣−𝑦(ℓ + 1)ℎ′ (𝑧𝑥,𝑦(ℓ))
𝑣−𝑦𝑢−𝑥
]            (2.18) 
Apabila nilai 𝑥, 𝑦, 𝑢, dan 𝑣 tetap, maka 𝑢 − 𝑥 dan 𝑣 − 𝑦 konstan.  
𝛿𝑥,𝑦(ℓ) = ∑ ∑ 𝛿𝑢,𝑣(ℓ + 1)
𝑣𝑢
𝑤𝑢−𝑥,𝑣−𝑦(ℓ + 1)ℎ′ (𝑧𝑥,𝑦(ℓ)) 
= ℎ′ (𝑧𝑥,𝑦(ℓ)) ∑ ∑ 𝛿𝑢,𝑣(ℓ + 1)
𝑣𝑢
𝑤𝑢−𝑥,𝑣−𝑦(ℓ + 1)                (2.19) 
Substitusikan persamaan (2.10) ke persamaan (2.19). 
𝛿𝑥,𝑦(ℓ) = ℎ′ (𝑧𝑥,𝑦(ℓ)) [𝛿𝑥,𝑦(ℓ + 1) ∗ 𝑤−𝑥,−𝑦(ℓ + 1)]         (2.20) 
Rotasikan 𝑤 sebesar 180° untuk menghilangkan negatif dari 𝑤 yang 
diakibatkan oleh refleksi 𝑤 terhadap kedua sumbu.  
𝛿𝑥,𝑦(ℓ) = ℎ′ (𝑧𝑥,𝑦(ℓ)) [𝛿𝑥,𝑦(ℓ + 1) ∗ 𝑟𝑜𝑡180 (𝑤𝑥,𝑦(ℓ + 1))]       (2.21)    
Akan tetapi bobot tidak bergantung pada 𝑥 dan 𝑦 sehingga dapat ditulis 
kembali menjadi persamaan (2.22). 
𝛿𝑥,𝑦(ℓ) = ℎ′ (𝑧𝑥,𝑦(ℓ)) [𝛿𝑥,𝑦(ℓ + 1) ∗ 𝑟𝑜𝑡180(𝑤(ℓ + 1))]    (2.22)   
     digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
25 
 
 
 
Untuk mendapatkan persamaan yang akan digunakan dalam 
menghitung nilai bobot dan bias yang baru, maka digunakan persamaan 
awal (2.23). 
𝜕𝐸
𝜕𝑤𝑙,𝑘
= ∑ ∑
𝜕𝐸
𝜕𝑧𝑥,𝑦(ℓ)
𝑦𝑥
𝜕𝑧𝑥,𝑦(ℓ)
𝜕𝑤𝑙,𝑘(ℓ)
                     (2.23) 
= ∑ ∑ 𝛿𝑥,𝑦(ℓ)
𝑦𝑥
𝜕𝑧𝑥,𝑦(ℓ)
𝜕𝑤𝑙,𝑘(ℓ)
 
= ∑ ∑ 𝛿𝑥,𝑦(ℓ)
𝑦𝑥
𝜕
𝜕𝑤𝑙,𝑘
[∑ ∑ 𝑤𝑙,𝑘(ℓ)ℎ
𝑘
(𝑧𝑥−𝑙,𝑦−𝑘(ℓ − 1)) + 𝑏(ℓ)
𝑙
] 
= ∑ ∑ 𝛿𝑥,𝑦(ℓ)ℎ
𝑦𝑥
(𝑧𝑥−𝑙,𝑦−𝑘(ℓ − 1)) 
= ∑ ∑ 𝛿𝑥,𝑦(ℓ)𝑎𝑥−𝑙,𝑦−𝑘(
𝑦𝑥
ℓ − 1) 
Dengan proses yang sama seperti mencari persamaan (2.22), maka 
didapatkan persamaan (2.24). 
𝜕𝐸
𝜕𝑤𝑙,𝑘
= ∑ ∑ 𝛿𝑥,𝑦(ℓ)𝑎−(𝑙−𝑥),−(𝑘−𝑦)(
𝑦𝑥
ℓ − 1)               (2.24) 
= 𝛿𝑙,𝑘(ℓ) ∗ 𝑎−𝑙,−𝑘(ℓ − 1) 
= 𝛿𝑙,𝑘(ℓ) ∗ 𝑟𝑜𝑡180(𝑎(ℓ − 1)) 
Didapatkan persamaan (2.25) untuk menghitung bobot yang baru. 
𝑤𝑙,𝑘(ℓ) = 𝑤𝑙,𝑘(ℓ) − 𝛼
𝜕𝐸
𝜕𝑤𝑙,𝑘
                                  (2.25) 
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= 𝑤𝑙,𝑘(ℓ) − 𝛼𝛿𝑙,𝑘(ℓ) ∗ 𝑟𝑜𝑡180(𝑎(ℓ − 1)) 
Didapatkan persamaan (2.26) untuk menghitung bias yang baru. 
𝑏(ℓ) = 𝑏(ℓ) − 𝛼
𝜕𝐸
𝜕𝑏(ℓ)
                                  (2.26) 
= 𝑏(ℓ) − 𝛼 ∑ ∑ 𝛿𝑥,𝑦(ℓ)
𝑦𝑥
 
E. Pengukuran Keakuratan Hasil Klasifikasi 
Untuk melihat seberapa akurat suatu sistem dalam mealukakan klasifikasi data 
dengan benar, perlu dilakukan pengukuran atau pengecekan kinerja klasifikator. 
Tidak bisa dipungkuri bahwa kinerja sistem sebuah klasifikator tidak dapat bekerja 
100% dengan benar. Matrix confution adalah tabel yang umum digunakan untuk 
mencatat atau mengukur hasil kerja klasifikator (Prasetyo, 2014). 
Tabel 2.1 Confution Matrix  
Keterangan : 
TP =  Kanker payudara yang terdiagnosa tepat 
TN = Payudara yang tidak terkena kanker yang terdiagnosa tepat 
FP = Payudara yang tidak terkena kanker namun terdiagnosa terkena kanker 
 Kelas Hasil Prediksi 
Positif Negatif 
Data Asli Positif True Positive (TP) False Negative (FN) 
Negatif False Positive (FP) True Negative (TN) 
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FN = Kanker payudara namun terdiagnosa tidak terkena kanker 
Confution matrix pada Tabel 2.1 menunjukkan pengukuran hasil kerja 
klasifikator. Pada penelitian ini, evaluasi yang digunakan adalah akurasi, 
sensitivitas, spesifisitas, dan presisi. 
1. Akurasi 
Akurasi adalah kemampuan pengujian untuk mengidentifikasi jumlah 
data yang di klasifikasikan secara benar. 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑇𝑃 +  𝑇𝑁
𝑇𝑃 +  𝑇𝑁 + 𝐹𝑃 +  𝐹𝑁
                                    (2.27) 
2. Sensitivitas dan Spesifisitas 
Sensitivitas adalah kemampuan pengujian untuk mengidentifikasi hasil 
yang positif dari sejumlah data yang sebenarnya positif. Sedangkan 
spesifisitas adalah kemampuan pengujian untuk mengidentifikasi hasil 
yang negatif dari sejumlah data yang sebenarnya negatif. 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑎𝑠 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
                                  (2.28) 
𝑆𝑝𝑒𝑠𝑖𝑓𝑖𝑠𝑖𝑡𝑎𝑠 =
𝑇𝑁
𝐹𝑃 + 𝑇𝑁
                                   (2.29) 
3. Presisi 
Presisi adalah kemampuan pengujian untuk mengidentifikasi hasil yang 
positif dari sejumlah data yang terdiagnosa positif oleh sistem.  
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
                                        (2.30) 
F. K-Fold Cross Validation 
K-Fold Cross Validation adalah salah satu jenis metode yang digunakan untuk 
membagi data menjadi data training dan data testing. Dimana pada metode ini, 
setiap data memiliki kesempatan umtuk menjadi data training dan data testing. 
Kinerja dari metode ini adalah menentukan nilai 𝐾, yang mana nilai 𝐾 tersebut akan 
membagi keseluruhan data menjadi set data yang sama. Setiap set data akan 
mengalami proses training sebanyak 𝐾 − 1 kali dan mengalami tepat 1 kali proses 
testing.  Berikut persamaan (2.31) merupakan cara untuk menentukan pembagian 
data (Prasetyo, 2014). 
𝐷 =
𝑁
𝐾
                                                       (2.31) 
Keterangan : 
𝐷 = Jumlah pembagian data 
𝑁 = Banyaknya data 
𝐾 = Jumlah set data 
Contoh kasus : 
Terdapat data yang berjumlah 10 yaitu 1, 2, 3, 4, 5, 6, 7, 8, 9, dan 10. Dimana 
k = 5, yang berarti set data dibagi menjadi 5 bagian yang sama besar. Dengan 
menggunakan persamaan (2.32) diperoleh : 
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𝐷 =
10
5
= 2 
Pada contoh kasus tersebut, setiap set data berjumlah 2 dengan anggota-
anggotanya dipilih secara random. Sebagai contoh untuk pembagian data training 
dan testing dapat dilihat pada Tabel 2.2. Sehingga dapat disimpulkan bahwa jumlah 
data training sebanyak 8 dan data testing sebanyak 2.  
Tabel 2.2 Contoh Pembagian Data 
𝑲 = 𝟓 Set Data-1 Set Data-2 Set Data-3 Set Data-4 Set Data-5 
𝐾1 1 dan 4 5 dan 6 2 dan 10 9 dan 8 7 dan 3 
𝐾2 1 dan 4 5 dan 6 2 dan 10 9 dan 8 7 dan 3 
𝐾3 1 dan 4 5 dan 6 2 dan 10 9 dan 8 7 dan 3 
𝐾4 1 dan 4 5 dan 6 2 dan 10 9 dan 8 7 dan 3 
𝐾5 1 dan 4 5 dan 6 2 dan 10 9 dan 8 7 dan 3 
 
Keterangan : 
  = Data Training 
  = Data Testing 
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BAB III 
METODE PENELITIAN 
A. Jenis Penelitian 
Berdasarkan tujuan yang ingin dicapai dalam penelitian ini maka penelitian ini 
digolongkan ke dalam jenis penelitian kuantitatif. Karena data penelitian yang 
digunakan ialah berbentuk angka atau numerik yang didapatkan dari hasil ektraksi 
fitur citra mammogram. Klasifikasi yang dilakukan dengan menggunakan metode 
Convolutional Neural Network (CNN) diharapkan mampu menjadi alternatif yang 
lebih cepat dan akurat untuk mendeteksi payudara normal, jinak (benign), dan ganas 
(malignan). 
B. Perancangan Sistem 
Perancangan sistem merupakan susunan langkah-langkah yang digunakan 
dalam membuat suatu sistem. Proses ini digunakan untuk mendesain sistem yang 
baik untuk deteksi kanker payudara. Perancangan sistem ini dimulai dari 
pengumpulan data hingga pada proses analisa hasil.  
 
Gambar 3.1 Perancangan Sistem 
Mulai
Pengumpulan 
Data
Pre-
Processing
K-Fold 
Cross 
Validation
TrainingTesting
Analisa 
Hasil
Selesai
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Dalam penelitian ini terdapat langkah-langkah yang dilakukan untuk 
merancang sistem deteksi kanker payudara. Perancangan sistem yang digunakan 
dapat dilihat pada Gambar 3.1. 
1. Pengumpulan Data 
Data yang digunakan dalam penelitian ini adalah data citra mammogram 
yang diambil dari Mammographic Image Analysis Society (MIAS) tahun 2011. 
Jumlah data sebanyak 322 data citra yang berukuran 1024 x 1024. Citra 
mammogram ini terdapat 3 kategori yaitu citra payudara normal, tumor jinak 
(benign), dan tumor ganas (malignan). Adanya tumor atau kanker ditandai 
dengan warna putih yang mencolok pada area payudara seperti yang 
ditunjukkan pada Gambar 3.2.  
 
Gambar 3.2 (a) Citra mammogram untuk payudara normal, (b) tumor jinak 
(benign), (c) tumor ganas (malignan) 
2. Pre-Processing 
Pre-processing dilakukan dengan 1 tahapan yaitu cropping. Proses ini 
dilakukan untuk memperbaiki kualitas citra. Cropping merupakan proses 
pemotongan citra menjadi ukuran yang lebih kecil dan fokus pada objek. 
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3. K-Fold Cross Validation 
K-Fold Cross Validatian merupakan metode untuk membagi data menjadi 
data training dan data testing. Pada penelitian ini digunakan 𝐾 = 5, sehingga 
data yang berjumlah 322 dibagi menjadi 5 set data. Dimana 4 set data adalah 
sebagai data training dan 1 set data lainnya digunakan sebagai data testing.  
4. Training 
Untuk mendeteksi penyakit kanker payudara digunakan beberapa langkah 
pelatihan (training) dalam proses klasifikasinya. 
 
Gambar 3.3 Training 
Langkah-langkah dalam proses training dimulai dari proses ekstraksi fitur 
hingga didapatkannya output CNN yang mengklasifikasikan payudara yang 
normal, benign, dan malignan adalah sebagai berikut : 
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a) Inputkan data training citra mammogram payudara. 
b) Semua citra yang telah diinputkan, pertama akan diekstraksi melalui 
convolutional layer, dimana didalamnya terdapat filter, stride, dan bisa 
ditambahkan zero padding. Operasi yang digunakan adalah operasi dot. 
c) Layer kedua dalam ektraksi fitur yaitu pooling layer, pada layer ini 
fungsi yang akan digunakan adalah max pooling. 
d) Fully connected layer digunakan untuk klasifikasi citra 
e) Jika belum mancapai iterasi, maka dilakukan update parameter dan 
kembali ke proses ektraksi fitur. Proses akan selesai apabila sudah 
mencapai iterasi. 
5. Testing 
 
Gambar 3.4 Testing 
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Langkah-langkah untuk melakukan testing adalah sebagai berikut : 
a) Input data yang digunakan untuk proses testing. 
b) Ekstraksi fitur dengan model modifikasi layer terbaik. 
c) Fully connected layer digunakan untuk klasifikasi citra. 
d) Didapatkan hasil klasifikasi dari citra mammogram payudara. 
6. Analisis Hasil 
Hasil dari klasifikasi menggunakan metode CNN dianalisis dalam 3 
kategori atau kelas yaitu payudara normal, benign, dan malignan. Evaluasi 
seberapa akurat sistem pada proses klasifikasi diukur menggunakan tingkat 
akurasi, sensitivitas, spesifitas, dan presisi.  
C. Rancangan Uji Coba 
Dilakukan beberapa uji coba dalam penentuan model terbaik untuk klasifikasi 
citra mammogram payudara. Dengan membagi data training dan testing 
menggunakan metode K-Fold Cross Validation yang nilai 𝐾 = 5, uji coba model  
dilakukan melalui modifikasi layer pada proses ekstraksi fitur. Layer yang akan 
dimodifikasi tersebut yaitu convolutional layer dan pooling layer. Berikut Tabel 3.1 
merupakan rancangan dari 3 uji coba model yang dilakukan.  
Tabel 3.1 Rancangan Uji Coba 
No. Uji Coba Rangkaian Model 
1. Uji Coba 1 C-P-C-C-P-C 
2. Uji Coba 2 C-P-C-P-C-P 
3. Uji Coba 3 C-P-C-P-C-C 
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Keterangan : 
1. C-P-C-C-P-C : convolutional layer – pooling layer - convolutional layer – 
convolutional layer – pooling layer - convolutional layer 
2. C-P-C-P-C-P : convolutional layer – pooling layer - convolutional layer – 
pooling layer - convolutional layer – pooling layer 
3. C-P-C-P-C-C : convolutional layer – pooling layer – convolutional layer – 
 pooling layer – convolutional layer - convolutional layer 
Dari 3 model ini, akan dipilih model terbaik berdasarkan nilai akurasi, 
sensitivitas, spesifisitas, dan presisi yang paling tinggi. Model tersebut dapat 
menjadi pertimbangan untuk pengembangan CNN kedepannya dalam 
pengembangan sistem klasifikasi penyakit kanker payudara. 
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BAB IV 
HASIL DAN PEMBAHASAN 
A. Pre-processing Data 
Tahap pertama pada penelitian ini adalah pre-processing data, yaitu proses yang 
dilakukan untuk memperbaiki kualitas citra sebelum dilakukannya proses ektraksi 
fitur. Di tahap ini, citra yang diambil dari MIAS akan dipotong atau crop. Proses 
ini dilakukan karena data yang dimiliki berukuran cukup besar sehingga proses 
cropping cukup penting untuk memperkecil citra. Yang awalnya citra berukuran 
1024 x 1024  dilakukan cropping dan difokuskan pada area payudara menjadi 
ukuran 256 x 256, dengan menggunakan fungsi cropping pada matlab yaitu: 𝑜 =
𝑖𝑚𝑐𝑟𝑜𝑝(𝑖, [𝑥 𝑦 256 256]), dimana 𝑥 dan 𝑦 merupakan titik koordinat pusat kanker. 
Hasil cropping dapat dilihat pada Gambar 4.1 dengan menggunakan syntax for 
pada matlab untuk dilakukan perulangan proses cropping pada setiap data citra 
mammogram. 
 
Gambar 4.1 Citra Awal dan Citra Hasil Cropping 
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B. Contoh Perhitungan CNN Menggunakan Sampel Citra Mammogram 
Citra yang digunakan pada penelitian ini untuk mengklasifikasi citra 
mammogram payudara memiliki ukuran 256 × 256 yang terbilang masih cukup 
besar untuk dilakukan perhitungan secara manual. Oleh karena itu, dalam 
melakukan contoh perhitungan akan digunakan sampel citra seperti pada Gambar 
4.2.  
 
Gambar 4.2 Sampel Citra Mammogram 
152 157 150 146 145 147 154 161 172 177 179 187 188 186 181 181 
160 159 151 144 145 151 157 165 174 174 178 189 194 187 182 179 
160 158 152 149 153 158 160 167 176 176 179 189 193 190 189 186 
159 159 157 157 158 163 167 171 176 181 187 190 189 189 191 190 
158 159 161 161 163 168 173 181 181 183 186 188 186 186 189 191 
157 161 162 163 170 175 184 191 189 185 183 184 185 184 188 191 
157 162 167 172 172 179 188 193 192 186 185 184 184 187 188 189 
158 163 172 177 176 182 187 187 190 188 188 188 187 187 184 183 
156 165 175 179 180 183 185 187 190 189 190 189 188 183 181 180 
161 168 178 181 181 183 183 186 188 186 188 188 186 181 178 180 
170 177 182 181 184 185 184 180 188 191 187 186 185 187 184 182 
174 181 179 177 182 183 181 177 180 189 189 190 186 189 184 179 
173 177 175 175 177 173 172 175 179 186 189 189 183 180 177 178 
176 178 177 174 171 170 173 179 187 188 185 182 182 180 181 177 
180 176 172 171 166 164 165 173 182 184 182 183 179 178 183 179 
177 172 167 163 161 159 161 167 172 178 178 178 174 170 174 179 
Gambar 4.3 Sampel Matriks input 16 x 16 
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Sampel citra seperti pada Gambar 4.2 terdiri dari banyak piksel yang setiap 
pikselnya memiliki bobot tingkat keabuan. Gambar 4.3 merupakan matriks bobot 
dari piksel sampel citra input yang berukuran 16 x 16. Matriks tersebut akan 
dilakukan ektraksi dengan ukuran filter 3 x 3, 1 unit stride dan no zero padding. 
Dengan menggunakan matriks bobot filter pada Gambar 4.4 yang diperoleh 
secara random, dilakukan operasi dot antara matriks filter dan matriks bobot filter 
dengan menggunakan persamaan (2.5). Untuk menentukan dimensi hasil dari 
operasi dot pada sampel ini digunakan persamaan (2.1) karena bergeser sebanyak 1 
kali (unit stride) dan no zero padding. Nilai bias yang digunakan yaitu 1. 
0 -1 0 
0 1 0 
-1 1 0 
Gambar 4.4 Matriks bobot filter 
Perhitungan dimensi matriks pada sampel citra dengan menggunakan 
persamaan (2.1) yakni sebagai berikut: 
ℎ = (𝑖 − 𝑟) + 1 
ℎ = (16 − 3) + 1 
ℎ = 13 + 1 
ℎ = 14 
Dari Gambar 4.3 digunakan sebagai contoh untuk dilakukan operasi 
perhitungan yaitu dengan mengambil matriks 3 × 3 dari matriks 16 × 16. 
152 157 150 
160 159 151 
160 158 152 
Gambar 4.5 Matriks filter ukuran 3 × 3 
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𝐶ℎ,ℎ = 𝑓 (∑ 𝑎𝑥 ∗ 𝑤𝑥 + 𝑏
𝑟
𝑥=1
) 
𝐶1,1 = (152 ∗ 0 + 157 ∗ (−1) + 150 ∗ 0 + 160 ∗ 0 + 159 ∗ 1 + 151
∗ 0 + 160 ∗ (−1) + 158 ∗ 1 + 152 ∗ 0) + 1 
𝐶1,1 = (0 − 157 + 0 + 0 + 159 + 0 − 160 + 158 + 0) + 1 
𝐶1,1 = 0 + 1 
𝐶1,1 = 1 
Dengan perhitungan menggunakan persamaan yang sama yaitu persamaan 
(2.5) diperoleh sebagai berikut: 
157 150 146 
159 151 144 
158 152 149 
Gambar 4.6 Matriks filter yang bergeser 1 kali 
𝐶ℎ,ℎ = 𝑓 (∑ 𝑎𝑥 ∗ 𝑤𝑥 + 𝑏
𝑟
𝑥=1
) 
𝐶1,2 = (157 ∗ 0 + 150 ∗ (−1) + 146 ∗ 0 + 159 ∗ 0 + 151 ∗ 1 + 144
∗ 0 + 158 ∗ (−1) + 152 ∗ 1 + 149 ∗ 0) + 1 
𝐶1,2 = (0 − 150 + 0 + 0 + 151 + 0 − 158 + 152 + 0) + 1 
𝐶1,2 = (−5) + 1 
𝐶1,2 = −4 
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Dengan cara yang sama seperti perhitungan di atas untuk setiap filter maka 
diperoleh matriks hasil convolutional seperti pada Gambar 4.7. 
1 -4 -4 5 10 6 12 12 -2 3 13 11 -1 1 
0 0 6 10 13 8 7 8 8 8 4 -1 4 10 
3 8 9 8 11 13 13 1 8 12 4 -5 0 6 
5 6 6 13 11 16 18 4 -1 -2 0 -1 -3 3 
8 7 8 8 15 21 16 8 -3 -3 -4 0 2 1 
7 15 15 2 11 10 3 7 0 3 1 -1 4 -2 
11 16 10 6 7 2 -3 2 2 5 4 3 -4 -5 
10 14 6 5 4 -1 4 3 0 5 2 0 -8 -5 
11 9 2 5 2 -2 -4 7 1 -5 -1 -2 1 -5 
17 3 -1 9 4 0 -9 4 15 0 0 -4 10 2 
9 -4 -3 1 -5 -3 1 -3 6 6 5 -4 0 -2 
-1 -4 -4 -7 -10 -5 5 8 -1 -2 -3 -2 -10 -5 
-2 -1 -1 -10 -4 3 13 18 5 -5 -5 -4 0 10 
-6 -9 -6 -6 -7 -5 1 1 3 -2 2 -6 -5 7 
Gambar 4.7 Matriks hasil convolutional 
Matriks hasil convolutional dikenakan fungsi aktifasi ReLU sehingga 
didapatkan matriks baru seperti pada Gambar 4.8. Dengan menggunakan 
persamaan (2.6) yang diterapkan pada matriks hasil convolutional baris 
pertama ialah sebagai berikut: 
Matriks1,1  : 𝑓(1) = max(0,1) = 1  
Matriks1,2  : 𝑓(−4) = max(0, −4) = 0  
Matriks1,3  : 𝑓(−4) = max(0, −4) = 0   
Matriks1,4  : 𝑓(5) = max(0,5) = 5  
Matriks1,5  : 𝑓(10) = max(0,10) = 10  
Matriks1,6  : 𝑓(6) = max(0,6) = 6  
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Matriks1,7  : 𝑓(12) = max(0,12) = 12  
Matriks1,8  : 𝑓(12) = max(0,12) = 12 
1 0 0 5 10 6 12 12 0 3 13 11 0 1 
0 0 6 10 13 8 7 8 8 8 4 0 4 10 
3 8 9 8 11 13 13 1 8 12 4 0 0 6 
5 6 6 13 11 16 18 4 0 0 0 0 0 3 
8 7 8 8 15 21 16 8 0 0 0 0 2 1 
7 15 15 2 11 10 3 7 0 3 1 0 4 0 
11 16 10 6 7 2 0 2 2 5 4 3 0 0 
10 14 6 5 4 0 4 3 0 5 2 0 0 0 
11 9 2 5 2 0 0 7 1 0 0 0 1 0 
17 3 0 9 4 0 0 4 15 0 0 0 10 2 
9 0 0 1 0 0 1 0 6 6 5 0 0 0 
0 0 0 0 0 0 5 8 0 0 0 0 0 0 
0 0 0 0 0 3 13 18 5 0 0 0 0 10 
0 0 0 0 0 0 1 1 3 0 2 0 0 7 
Gambar 4.8 Matriks hasil ReLU 
Matriks hasil dari convolutional + ReLU akan masuk ke layer selanjutnya 
yaitu pooling layer. Berikut perhitungan pada pooling layer menggunakan 
operasi max pooling dengan menggunakan persamaan (2.7) sehingga 
didapatkan matriks hasil pooling layer pada Gambar 4.9. 
1 10 13 12 8 13 10 
8 13 16 18 12 4 6 
15 15 21 16 3 1 4 
16 10 7 4 5 4 0 
17 9 4 7 15 0 10 
9 1 0 8 6 5 0 
0 0 3 18 5 2 10 
Gambar 4.9 Matriks hasil pooling 
𝑃1,1 = max(1,0,0,0) = 1 
𝑃1,2 = max(0,5,6,10) = 10 
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𝑃1,3 = max(10,6,13,8) = 13 
𝑃1,4 = max(12,12,7,8) = 12 
𝑃1,5 = max(0,3,8,8) = 8 
𝑃1,6 = max(13,11,4,0) = 13 
𝑃1,7 = max(0,1,4,10) = 10 
Gambar 4.9 merupakan matriks hasil dari proses ektraksi fitur. Sebelum 
masuk ke layer selanjutnya untuk proses klasifikasi, maka matriks tersebut 
akan melalui proses flatten sehingga didapatkan matriks 1 dimensi. 
C. Perancangan Model CNN 
Data yang telah melewati pre-processing, selanjutnya dilakukan proses 
training. Namun sebelumnya data citra perlu dibagi menjadi data training dan data 
testing. Untuk membagi data tersebut pada penelitian ini digunakan metode K-
Fold Cross Validation. Dengan menggunakan metode ini, setiap data 
berkesempatan menjadi data training dan data testing. Nilai 𝐾 yang digunakan 
adalah 𝐾 = 5.  
Selain penentuan nilai 𝐾, juga dilakukan modifikasi layer pada ekstraksi fitur. 
Layer yang akan dilakukan modifikasi yaitu convolutional layer dan pooling 
layer. Beberapa uji coba untuk menentukan model terbaik dengan melakukan 
percobaan modifikasi layer pada convolutional layer dan pooling layer adalah 
sebagai berikut : 
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1. Uji Coba Model 1 
Uji coba model yang pertama yaitu dengan menggunakan nilai 𝐾 = 5 dan 
modifikasi beberapa convolutional layer serta pooling layer pada proses 
ekstraksi fiturnya. Alur proses uji coba dapat dilihat pada Gambar 4.10, 
dimana jumlah convolutional layer lebih banyak dibandingkan pooling layer. 
Fungsi aktifasi yang digunakan dalam convolutional layer ialah fungsi 
aktifasi ReLU dengan operasi yang digunakan ialah operasi dot. Pada pooling 
layer digunakan operasi max pooling. 
Klasifikasi pada metode CNN di uji coba pertama ini menggunakan 1 fully 
connected layer, dimana fungsi aktifasi yang digunakan ialah fungsi aktifasi 
softmax. Output yang dihasilkan dari klasifikasi ini berjumlah 3 kategori yaitu 
payudara normal, benign, dan malignan. Dengan menggunakan 
convolutional layer sebagai layer terakhir pada proses ekstraksi fitur, dan 
nilai 𝐾 = 5 maka terdapat 5 hasil training dengan masing-masing akurasi 
sebesar 99,61%, 100%, 99,61%, 99,61%  dan 100%, seperti yang terlihat pada 
Gambar 4.11. 
 
Gambar 4.10 Alur Uji Coba Model 1  
Mulai
Input Citra 
Mammogram
Convolutional 
Layer
Pooling Layer
Convolutional 
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Convolutional 
Layer
Pooling Layer
Convolutional 
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Fully 
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Klasifikasi
Selesai
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Gambar 4.11 Hasil Training Uji Coba 1 
2. Uji Coba Model 2 
Uji coba model yang kedua yaitu dengan menggunakan nilai 𝐾 = 5 dan 
modifikasi layer yang cukup sederhan. Alur proses uji coba dapat dilihat pada 
Gambar 4.12 dimana 1 convolutional layer dan 1 pooling layer berurutan 
sebanyak 3 kali. Fungsi aktifasi yang digunakan sama seperti uji coba 
sebelumnya yaitu fungsi aktifasi ReLU pada convolutional layer dan fungsi 
aktifasi sofmax pada fully connected layer. 
 
Gambar 4.12 Alur Uji Coba Model 2  
Mulai
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Gambar 4.13 Hasil Training Uji Coba 2 
Dengan menggunakan modifikasi layer ini pada proses ekstraksi fitur, 
diperoleh hasil akurasi sebesar 99,61%, 100%, 99,61%, 100%, dan 99,22% 
seperti yang terlihat pada Gambar 4.13.  
3. Uji Coba Model 3 
Uji coba model yang ketiga digunakan modifikasi layer menggunakan 
model pada Gambar 4.14. Dengan menggunakan nilai 𝐾, operasi dan fungsi 
aktifasi yang sama seperti uji coba lainnya diperoleh hasil training masing-
masing memiliki akurasi sebesar 99,61%, 99,61%, 100%, 99,61%, dan 100% 
yang dapat dilihat pada Gambar 4.15. 
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Gambar 4.14 Alur Uji Coba Model 3 
 
 
 
Gambar 4.15 Hasil Training Uji Coba 3 
D. Penentuan Model Terbaik 
Penentuan model yang terbaik untuk digunakan dalam proses klasifikasi 
kanker payudara ialah dengan menggunakan model yang memiliki nilai akurasi, 
sensitivitas, spesifisitas, dan presisi yang paling tinggi. Selain itu dapat dilihat juga 
berdasarkan kecepatan kekonvergenan suatu model. Berdasarkan tiga uji coba 
model yang telah dilakukan dengan melakukan modifikasi layer dengan nilai 𝐾 =
5 pada metode K-Fold Cross Validation, diperoleh perbandingan nilai evaluasi 
model seperti pada tabel 4.1.  
Mulai
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Pooling Layer
Convolutional 
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Pooling Layer
Convolutional 
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Convolutional 
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Layer
Output Hasil 
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Selesai
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Tabel 4.1 Perbandingan Nilai Evaluasi Uji Coba Model 
No 
Uji Coba 
Model 
Rata-rata 
Akurasi Sensitivitas Spesifisitas Presisi 
1 Uji Coba 1 99,77% 99,78% 99,76% 99,56% 
2 Uji Coba 2 99,69% 99,11% 99,88% 99,78% 
3 Uji Coba 3 99,77% 99,56% 99,76% 99,56% 
Tabel 4.1 menunjukkan bahwa nilai evaluasi terbaik pada uji coba model 1, 
dimana pada ekstraksi fiturnya digunakan modifikasi layer berupa convolutional 
layer – pooling layer - convolutional layer – convolutional layer – pooling layer - 
convolutional layer. Sedangkan pada proses klasifikasinya digunakan satu fully 
connected layer, di dalam convolutional layer digunakan operasi dot dan fungsi 
aktifasi ReLU, sedangkan pada pooling layer digunakan operasi max pooling, dan 
di fully connected layer digunakan fungsi aktifasi softmax. Hasil output yang 
didapatkan dari model ini yaitu klasifikasi kanker payudara dalam tiga kategori 
yaitu payudara normal, benign, dan malignan. Selain itu, berdasarkan kecepatan 
kekonvergenannya uji coba 1 konvergen pada iterasi ke-98, sedangkan uji coba 2 
konvergen pada iterasi ke-172 dan uji coba 3 konvergen pada iterasi ke-126. Hal 
ini menunjukkan bahwa uji coba 1 lebih cepat konvergen dibandingkan dengan uji 
coba 2 dan uji coba 3.    
E. Hasil Testing  
Berdasarkan hasil uji coba pada model terbaik menggunakan 64 data uji 
didapatkan hasil sampel seperti pada Tabel 4.2.  
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Tabel 4.2 Sampel Hasil Klasifikasi Menggunakan CNN 
No Citra Asli Prediksi Keterangan 
1 Benign Benign TP 
2 Benign Benign TP 
3 Normal Normal TN 
4 Normal Normal TN 
5 Benign Malignan FP 
6 Normal Normal TN 
7 Normal Normal TN 
8 Normal Normal TN 
9 Normal Normal TN 
10 Benign Benign TP 
11 Normal Normal TN 
12 Benign Benign TP 
Tabel 4.2 menunjukkan bahwa masih terdapat citra yang terdeteksi berbeda 
dengan citra aslinya. Berdasarkan Tabel 4.2, juga terdapat payudara normal yang 
terdeteksi normal dan kanker yang terdeteksi kanker. Kondisi tersebut 
dikarenakan sistem sudah mengenali pola dari kedua jenis citra. Sedangkan 
terdapat payudara benign yang terdeteksi malignan. Hal ini menunjukkan bahwa 
masih terdapat klasifikasi yang salah. Kondisi ini bisa terjadi karena tingkat 
kemiripan citra mammogram payudara dengan pola hasil prediksi sangat dekat. 
Untuk hasil klasifikasi lebih lengkap dapat dilihat pada Lampiran 1. 
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Keakuratan hasil klasifikasi dapat diperoleh dengan menggunakan persamaan 
(2.27) sampai persamaan (2.31), sehingga didapatkan persentase keakuratan 
sebagai berikut. 
1. Pada penelitian in diperoleh nilai akurasi sebesar 84,38%, yang berarti 
bahwa pasien yang menderita kanker maupun normal apabila melakukan 
uji diagnosa akan berpeluang terdeteksi benar sebesar 84,38%. 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑃 +  𝑇𝑁
𝑇𝑃 +  𝑇𝑁 + 𝐹𝑃 +  𝐹𝑁
=
54
64
× 100% = 84,38% 
2. Nilai sensitivitas dari hasil klasifikasi diperoleh sebesar 62,50%, yang 
berarti bahwa pasien yang menderita kanker payudara apabila melakukan 
uji diagnosa berpeluang sebesar 62,50% terdiagnosa tepat terkena kanker 
payudara. 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑎𝑠 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
=
10
16
× 100% = 62,50% 
3. Nilai spesifisitas dari hasil klasifikasi diperoleh sebesar 91,67%, yang 
berarti bahwa pasien yang memiliki payudara normal apabila melakukan 
uji diagnosa berpeluang sebesar 91,67% terdiagnosa tepat memiliki 
payudara normal. 
𝑆𝑝𝑒𝑠𝑖𝑓𝑖𝑠𝑖𝑡𝑎𝑠 =
𝑇𝑁
𝐹𝑃 + 𝑇𝑁
=
44
48
× 100% = 91,67% 
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4. Nilai presisi dari hasil klasifikasi diperoleh sebesar 71,43%, yang berarti 
bahwa tingkat keakuratan sistem dalam mendeteksi pasien yang 
menderita kanker payudara sebesar 71,43%. 
𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
=
10
14
× 100% = 71,43% 
  
  
     digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
51 
 
BAB V 
PENUTUP 
A. SIMPULAN 
Berdasarkan hasil penerapan metode Convolutinal Neural Network 
(CNN) pada citra mammogram untuk mendeteksi secara dini kanker 
payudara, diperoleh simpulan bahwa: 
1. Metode CNN dapat digunakan untuk mendeteksi citra kanker payudara 
yaitu dengan melakukan proses ekstraksi fitur dan klasifikasi. Pada 
proses ekstraksi fitur terdapat dua layer yang dapat dimodifikasi 
sehingga mendapatkan hasil ekstraksi yang baik. Layer tersebut adalah 
convolutional layer dan pooling layer. Pada penelitian ini digunakan 3 
model modifikasi layer untuk ekstraksi fitur. Hasil klasifikasi dari 
ekstraksi fitur ketiga model tersebut sudah cukup bagus berdasarkan 
nilai akurasi semua model hasil training dengan nilai di atas 90%. 
2. Berdasarkan hasil uji coba yang dilakukan didapatkan model terbaik 
yaitu uji coba 1, dengan 𝐾 = 5 dan proses ekstraksi fitur terdapat 
modifikasi layer yaitu convolutional layer – pooling layer - 
convolutional layer - convolutional layer – pooling layer - 
convolutional layer. Hasil akurasi data testing terbaik yang dihasilkan 
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adalah 84,38%, sensitivitas 62,50%, spesifisitas 91,67%, dan presisi 
71,43%. 
B. SARAN 
Beberapa saran dari peneliti untuk perbaikan dan pengembangan 
selanjutnya yaitu: 
1. Pada proses ekstraksi fitur, disarankan lebih banyak mencoba variasi 
antara convutional layer dan pooling layer dan beberapa parameter 
yang ada di dalamnya. 
2. Memperbanyak jumlah data yang digunakan untuk proses training 
sehingga dapat memperbaiki tingkat akurasi. 
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