Abstract. In this paper we study some geometrical properties using the norm derivatives. We define the bisectrice of an angle and establish some characterizations of hilbertian norms in a smooth space.
Introduction
Let (X, ∥·∥) be a real linear normed space and let us denote the directional derivatives of the norm by:
(1) n ′ ± (x; y) = lim t→±0 ∥x + ty∥ 2 − ∥x∥ 2 2t , for all x, y ∈ X, limits which always exist ( [3] , [10] ). The basic properties of n ′ ± to be frequently used are the following: (i) n ′ ± (x; x) = ∥x∥ 2 and n ′ ± (x; y) ≤ ∥x∥ · ∥y∥, ∀x, y ∈ X;
(ii) n ′ − (x; y) ≤ n ′ + (x; y), ∀x, y ∈ X;
(iii) n ′ + (−x; y) = n ′ + (x; −y) = −n ′ − (x; y), ∀x, y ∈ X;
(iv) n ′ + (αx; βy) = n ′ + (βx; αy) = αβn ′ + (x; y), ∀x, y ∈ X and α, β ≥ 0.
(v) n ′ + (x; y 1 + y 2 ) ≤ n ′ + (x; y 1 ) + n ′ + (x; y 2 ), ∀x, y 1 , y 2 ∈ X;
(vi) n ′ + (x; αx + y) = n ′ + (x; y) + α∥x∥ 2 , ∀x, y ∈ X and α ≥ 0.
If n ′ − (x; y) = n ′ + (x; y), for all x, y ∈ X, then we say that the norm is Gâteaux differentiable, because n ′ + (x, •) is a linear continuous functional for each element x ∈ X. In this paper, whenever we will say that the norm is differentiable, we must understand the Gâteaux differentiability.
In a linear normed space, if the norm is differentiable, then we say that the space is smooth. For instance, a linear normed space is smooth whenever his dual is strictly convex ( [3] , [10] ).
In this paper we study the problem of bisectrices of a triangle with the respect of Birkhoff orthogonality and we will also study some characterizations of linear normed spaces with the norm generated by an inner product using some metric properties of the heights and bisectrices of a triangle in a linear normed space, properties which are well-known in the Euclidian geometry.
Most of the properties which use the directional derivatives lead us frequently to the symmetry of directional derivatives, which allow us to use the next well-known characterization:
Then X is an inner product space if and only if for all linearly independent vectors x, y in X
According to (iv) it is sufficient that the property (2) to be satisfied only in the points x, y ∈ X with ∥x∥ = ∥y∥ = 1.
If the space is smooth, this property has been established for the first time by Leduc in [12] . And if dim X ≥ 3 it is sufficient the next property to be satisfied:
(see [12] , Theorem 3). The non-smooth case has been established by Amir in [2] . In [14] , Papini shows that the property (2) it is sufficiently to be satisfied in the next weaker expression, i.e. we have: (4) |n
In [16] we proved that the symmetry property (2) is sufficiently to be satisfied only in the pairs of points in which the norm is quite differentiable, taking into account that for an arbitrary norm, the set of differentiable points is dense in the space ( [3] , [9] ). In fact, most of the characterizations of hilbertian norms established by different authors in the case of smooth spaces can be easily extended asking for those properties to be satisfied only in the points where the norm is quite differentiable (see, for instance [15] ).
Orthogonality relations
Let (X, ∥ · ∥) be a general real linear normed space, endowed with the following orthogonality relation: (5) x ⊥ y ⇔ ∥x + ty∥ ≤ ∥x∥, for all x, y ∈ X and t ∈ R, which usually it is known as Birkhoff orthogonality ( [5] ). Also, on X we can define another important orthogonality relation, namely:
which usually it is known as isosceles orthogonality. The basic properties of this types of othogonality and the connections with other types of orthogonalities in a linear normed space were established in [2] , [6] , [7] , [11] .
Taking into account the property of minimum elements of a convex function (see, for example, [3] , [9] , [10] ), if the space is smooth, this type of orthogonality can be characterized using the differential of the norm. Precisely:
In the case of the norms which are not necessarily Gateaux differentiable, the orthogonality condition can be characterized by directional derivatives of the norm:
Let (X, ∥ · ∥) be a real smooth linear normed space, dim X ≥ 2, x, y ∈ X two linearly independent vectors and the triangle of vertices 0, x, y.
Using the orthogonality properties, in [16] we defined the height vector by:
Indeed, the following orthogonality property holds: (x − y) ⊥ h(x; y), for all x, y ∈ X. In [1] , Alsina, Guijarro and Tomas obtained another expression for the height vector, namely:
In the case of smooth linear normed spaces it can be easily verified that the heights given by (8) and (9) are the same for any triangle if and only if the norm of the space is hilbertian (see [16] ).
Bisectrix in a triangle
Let us suppose for the beginning that X is a smooth linear normed space endowed with Birkhoff orthogonality, which in this spaces can be equivalently defined by (7) .
So, let us consider x, y ∈ X linearly independent and for simplicity we can consider the triangle with vertices 0, x, y. Using (7) we get:
where b(x, y) = tx + (1 − t)y is a point of bisectrix. Now, let us define the bisectrix of the angle x0y by the Euclidian condition: (11) ∥tx
which has the unique solution
Thus, from (10) and (11) we obtain:
And if we denote by
. Therefore, we get the next form for the bisectrices in any triangle having a vertex in the origin:
, we observe that we also have:
And if we replace x by x ∥x∥ and y by y ∥y∥ we get:
In spaces with the norm not necessarily differentiable, the bisectrix can be given using the directional derivatives and the property (7 ′ ). For example, if the norm is not differentiable the bisectrix from the origin can be considered as:
where α ∈ R and a(x; y) ∈ R has the following property:
If X is a space with a semi-inner product in Lumer's sense ( [8] , [13] ), it is natural that the bisectrix to be considered:
where α ∈ R and [., .] is the semi-inner product in X.
If the norm is differentiable on X, it is well-known that [x, y] = n ′ (x, y) for all x, y ∈ X. Now, taking into account the action in case of translation of properties (10) and (11), we can define the bisectrices of any triangle with vertices x, y, z ∈ X, which are not all on the same straight as it follows:
Using (14), we get:
where α ∈ R and the vertices x, y, z ∈ X are three arbitrary elements which are not all on the same straight.
Remark 3.1. Taking into account the manner we determined the bisectices in a triangle, it is natural to say that all three bisectrices of a triangle are meeting in an unique point, called the incenter of the triangle.
Some characterization of hilbertian norms
In order to give some characterizations of hilbertian norms, we will use some results in the theory of semi-inner products in a strictly convex space. 
Proof. If we assume that property (21) holds and if we suppose n ′ (x, y) = 0, we obtain ∥n ′ (y; x)y−∥y∥ 2 x = ∥x∥·∥y∥ 2 . But, n ′ (x; ∥y∥ 2 x−n ′ (y; x)y) = ∥x∥ 2 ∥y∥ 2 − n ′ (y; x) · n ′ (x; y) = ∥x∥ 2 ∥y∥ 2 . So, we get:
Using Lemma 4.1, it follows that ∥y∥ 2 x−n ′ (y; x)y = tx, for certain t > 0. As x, y are linearly independent in X, we have: ∥y∥ 2 = t and n ′ (y; x) = 0. Shortly, we supposed that n ′ (x, y) = 0 and we obtained n ′ (y; x) = 0. Since dim X ≥ 3, this means, according to property (3) , that the norm on X is hilbertian.
The next characterization recalls a well-known property in Euclidian geometry, namely the bisectrix theorem. 
Proof. If X is an inner-product space, we can immediately verify that the condition (22) is satisfied. Now, if we assume (22), using (14), we get:
(
And after a simply computation, we obtain:
So, using Lemma 4.2., the proof is finished.
Remark 4.5. We know that in an inner product space, if we consider an isosceles triangle (meaning two sides with equal length), then the bisectrix vector divides the third side into two segments of equal length. This property characterizes the inner product spaces and is an immediately conclusion using the bisectrix theorem.
The next theorem gives us characterizations of hilbertian norms using some properties from the Euclidian geometry. We must say that it is sufficient to consider all this in the case of ∥x∥ = ∥y∥ = 1, without any loss of generality. , for all linearly independent x, y ∈ X with ∥x∥ = ∥y∥ = 1.
Firstly, if we assume (ii), using (8) we get:
After a simply computation, we obtain:
and using Lemma 4.2 it follows that X is an inner product space. Now, let's assume the condition (iii) and using (14) we get:
After a simply computation we obtain: k(−y; x − y) = k(−x; y − x), which leads us to: ∥y∥ 2 x − n ′ (y; x)y = ∥x∥ 2 y − n ′ (x; y)x and using again Lemma 4.2 it means the norm on X is hilbertian. And now, if we assume that (iv) holds, then we get:
Replacing k(y; x) in (23), we obtain:
If we substitute y → −y, the next equality follows:
If we divide (24) by (25), we obtain:
After a simply computation we obtain: n ′ (x; y) = n ′ (y; x) and so, using Theorem 1.1, we get that the norm is hilbertian. With all these, the proof is complete.
In Euclidian geometry, it is well-known that the bisectrices of an angle (interior and exterior) are orthogonal. We will proof that in linear normed spaces this property characterizes the hilbertian norms, of course in certain conditions.
In this way, let us consider two linearly independent vectors x, y in X and the triangle of vertices 0, x, y. Obviously, the exterior bisectrix of the angle from the origin is as follows:
, where α ∈ R. After a simply computation we obtain: k(y, x) = ∥y∥ ∥x∥ , meaning ∥x∥·∥y∥ 2 x− n ′ (y; x)y∥ = ∥y∥ · ∥x∥ 2 y − n ′ (x; y)x∥ and using Lemma 4.2 we obtain that the norm is hilbertian.
There are other ways to define the bisectrices of a triangle. For instance, in [1] , Alsina, Guijarro and Tomas have defined the bisectrix replacing the metric property (10) with the property of equality between angles. In this case the bisectrix of an angle determined by two linearly independent vectors x, y in X is: According to Theorem 1.1, it is obvious that the bisectrices given by (13) and (31) are the same if and only if the norm of the space is hilbertian. On the other side, in any triangle the three bisectrices given by (31) are not meeting any more in an unique point. If we will ask for the bisectrices to meet in an unique point, we will obtain again a characterization of hilbertian norms (see [17] ).
