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ABSTRACT 
Dynamic Pressure Sensing for the Flight Test Data System 
Marc Yves Goupil 
 
This thesis describes the design, assembly, and test of the FTDS-K, a new device in the 
Boundary Layer Data System (BLDS) family of flight data acquisition systems. The FTDS-K 
provides high-frequency, high-gain data acquisition capability for up to two pressure 
sensors and an additional three low-frequency pressure sensors. Development of the 
FTDS-K was separated into a core module, specialized analog subsystem, and practical 
testing of the FTDS-K in a flow measurement mission. The core module combines an 
nRF52840-based microcontroller module, switching regulator, microSD card, real-time 
clock, temperature sensor, and trio of pressure sensors to provide the same capabilities 
as previous-generation BLDS-P devices. An expansion header is included in the core 
module to allow additional functionality to be added via daughter boards. An analog 
signal chain comprised of two-stage amplification and fourth-order active antialiasing 
filters was implemented as a daughter board to provide an AC-coupled end-to-end gain 
of 7,500 and a DC-coupled end-to-end gain of 50. This arrangement was tested in a wind 
tunnel to demonstrate that sensors with a full-scale range of 103 kPa can be used to 
reliably discriminate between laminar and turbulent flows based on pressure fluctuation 
differences on the order of tens of Pa. A combination of wind-off correction and band-
filtering was used to reduce the effect of inherent and induced electrical noise, while two-
sensor correlation was tested and shown to be effective at removing certain types of 
noise. Total power consumption for the FTDS-K in a representative mission is 208 mW, 
which translates to an operational endurance of 9 hours with 2 AAA LiFeS2 cells at -40°C. 
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1 INTRODUCTION 
 
This report discusses the development of a novel data acquisition system: the Flight Test 
Data Acquisition System, Kulite (FTDS-K). This system is a member of the Boundary Layer 
Data System (BLDS) family of devices– autonomous, low-cost data acquisition systems 
designed for flight test applications. The FTDS-K extends the BLDS family’s capabilities 
with the ability to interface with high sound pressure level, DC-to-audio frequency 
pressure transducers. The development of the FTDS-K includes the design and test of 
electrical hardware, firmware, and data processing techniques needed to interface with 
these transducers, particularly to capture the low-level pressure fluctuations associated 
with turbulent flows. Special attention was paid to the frequency domain performance of 
the system to ensure that data collected can be meaningfully separated into spectral 
components.  
In addition to implementing the ability to measure high-frequency pressure sensor data, 
the FTDS-K was designed to provide the same core sensor suite capabilities as preceding 
BLDS systems, albeit with increased data storage capacity and operational endurance 
(Table 1.1).  
Table 1.1. Summary of design requirements for FTDS-K project 
Capability BLDS-P (PTDS) FTDS-K 
High-speed data acquisition N/A Acquire signals up to 22 kHz for 
two channels 
Data storage 2 MB 8+ GB 
Operational endurance >2 hours >5 hours 
Power supply 3-4x AA LiSO2 2x AAA LiFeS2 
Core sensors 3x pressure, 1x temperature 3x pressure, 1x temperature 
Overall height 16 mm < 12.7 mm 
Mass < 1lb < 1 lb 
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1.1 The Boundary Layer Data System 
 
The Boundary Layer Data System (BLDS) is a family of small, self-contained data 
acquisition systems used for in-flight flow measurements on aircraft (Figure 1.1). The 
primary advantages of the BLDS over conventional flight test instrumentation are that it 
requires no modification of the aircraft under test, is self-powered, and operates 
autonomously [1]. 
 
  
Figure 1.1. 3rd generation BLDS variants, Preston (BLDS-P/PTDS) configuration (top left) BLDS-T/R (top right), and 
BLDS-RAKE (bottom) [1] 
The most thoroughly flight-tested BLDS is the 3rd generation BLDS, which has been in 
operation since 2007. This system is built around a core module that combines a 
microcontroller, temperature sensor, and a trio of pressure sensors (Figure 1.2). This core 
can be combined with additional modules to extend the BLDS’s capabilities. Examples 
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include a rotatable probe for determining 3D velocity profile, a motorized traverse stage, 
and additional pressure sensors and probes. This document focuses on the capabilities of 
the core BLDS module in the Preston tube configuration (PTDS). 
  
Figure 1.2. Architecture of the 3rd generation BLDS. Rake version (not shown) includes 17x SM58xx sensors in the core 
sensor board. 
 
The 3rd generation BLDS is controlled by a TFX-11v2 microcontroller comprised of a 
Motorola 68HC11F1 with a PIC PIC16F873A slave. The 3rd generation BLDS is a 5V device 
that consumes approximately 14 mA when active and 4 mA in sleep mode (70 and 20 
mW, respectively). The core sensor package contains three pressure sensors (one 
absolute, two differential, each consuming 40 mW), and a single temperature sensor 
consuming 5 mW. Sensors are read by a 12-bit ADC, and their readings are written to a 2 
MB nonvolatile flash memory chip with a global timestamp. This timestamp is used to 
synchronize measurements across several BLDS modules or with other flight instruments. 
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The system is coded in TFBASIC, and its behavior can be adjusted depending on mission 
parameters. 
 
Power management is a major challenge for the BLDS system. Ambient temperatures at 
typical cruise altitudes for jet aircraft are around -55°C [2], severely reducing battery 
capacity. The BLDS is powered by a pack of 3 or 4 AA cell LiSO2 batteries that provide 600 
mWh of energy to the device in low-temperature conditions. To deal with power 
restrictions, the BLDS spends much of its time in a power-saving sleep mode, only 
powering sensors when performing measurements. The ability to alternate between 
measurement and sleeping mode allows for an average power consumption of 50 mW or 
less during a standard mission. 
 
While the 3rd generation BLDS provides unique capabilities for in-flight data acquisition, 
many core components have reached the end of their commercial lifecycle and are no 
longer produced. The increasing difficulty of obtaining replacement parts, combined with 
advances in microcontrollers, data storage, batteries, and sensors over the last decade 
offer the opportunity to develop improved BLDS hardware. 
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1.2 The next generation: the FTDS 
 
In light of the need for new hardware, several projects (Figure 1.3) have examined the 
possibility of a next-generation BLDS, generally focusing on updated electronics, sensors, 
and batteries.  
 
 
Figure 1.3. Comparison of several BLDS systems. Scale at bottom is in cm. 
 
The BLDS-M is a proof-of-concept device showing the effect of smartphone and internet-
of-things generation electronics in a BLDS-like system. The BLDS-M uses an Arduino-
compatible microcontroller (the Simblee RFD772012), LiFeS2 primary cells and switching 
converter, micro SD cards for data storage, and an all-digital pressure sensor interface [3]. 
These changes allow for greatly reduced profile, a 1,000x increase in data storage, longer 
battery life, and better sensor performance. 
 
BLDS 3vb
BLDS-M
recorder
module
BLDS-M-RAKE
FTDS-K
pressureWing
v2
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The pressureWing is a design along similar veins, although more focused on extensibility 
of pressure sensing capabilities through an I2C bus [4]. The pressureWing carries a 
microcontroller built around Adafruit’s Feather standard (Figure 1.4), a family of small-
profile, Arduino compatible development boards. Additionally, the board carries a 
PCF8523 real-time clock (RTC) unit and TMP 116 temperature sensor unit, both of which 
were adopted in the FTDS-K. 
 
Figure 1.4. Comparison of TVX 11v2 (BLDS 3rd gen microcontroller) and a Feather board (pressureWing, BLDS-K). Scale 
at bottom is in cm. 
The BLDS-M-RAKE [5] is an extension of the BLDS-M concept which carries 10 pressure 
sensors to instrument a pitot tube rake. Both the BLDS-M-RAKE and the pressureWing 
contribute to a common firmware base that was used by the FTDS-K. 
TVX-11v2 Feather 
nRF52840
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Overall, these developments show several trends which were taken into consideration 
with the development of the FTDS-K: use of modern microcontroller architecture, 
microSD card for nonvolatile memory, improved batteries and a 3.3V operating voltage, 
newer digital pressure transducers, and a common codebase. 
 
1.2.1 Updated microcontroller 
 
Modern microcontroller architectures offer both performance improvements (faster 
processing speed and low-power sleep modes) and quality-of-life improvements for 
developments (commercially available development kits and more familiar coding 
interface). Because the BLDS project is largely student-run, there is little time for learning 
new coding languages, and access to cheap development boards is crucial for bringing 
new users up to speed. The introduction of the Feather standard to BLDS development 
greatly simplifies the process for getting new developers situated, offering <30 USD 
development boards and a conventional C++ based coding environment. 
 
1.2.2 MicroSD card 
 
MicroSD cards offer a vast improvement over the 2MB fixed flash memory present in the 
3rd generation BLDS. The secondary value of SD cards is that they can be swapped out 
between flights, eliminating the need to download data from a BLDS, as well as allowing 
worn out flash memory to be swapped without requiring board rework.  
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1.2.3 Improved power supply 
 
The AAA LiFeS2 cells used in contemporary BLDS modules perform better at low 
temperatures with less loss in capacity for modest current draws (<25 mA) than other 
battery chemistries. Taas [6] benchmarked these batteries at low temperatures, 
demonstrating capacities around 3-400 mWh per cell at -50°C, depending on discharge 
current.  
In addition to different battery chemistries, contemporary BLDSs use 3.3V electronics and 
switching regulators. The BLDS-M and pressureWing systems run on a 3.3V, which 
generally consumes less power and requires fewer primary cells to reach the desired 
operating voltage than prior 5V buses. The use of switching regulators instead of linear 
regulators allows these systems to operate on battery voltages lower than the main bus 
voltage and offers regulator efficiencies exceeding 90% [7]. 
 
1.2.4 Newer pressure sensors 
 
BLDS projects frequently encounter difficulties with pressure transducer configuration 
and availability. The Silicon Microstructures SMxx91 model sensors used in the 
pressureWing are difficult to source and lack documentation, while the BLDS-M-RAKE’s 
Honeywell HSC sensors are available only in limited ranges and quantities. To address 
these issues, two newer pressure transducers are being evaluated for use in BLDS 
instruments: Honeywell MPR series sensors, and Bosch Sensortec BMP-388s. These 
sensors are attractive for their increased resolution (up to 24 bits), which could allow 
absolute pressure sensing models to resolve the small pressure levels typically handled 
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by differential sensors. Additionally, these sensors are considerably smaller than current 
devices (Figure 1.5), although BMP-388s are not equipped with a tube fitting, 
complicating routing to external probes. 
 
 
Figure 1.5. Comparison of pressure sensor candidates for the FTDS system.  
1.2.5 Common codebase 
 
Improvements to the BLDS codebase are critical for continued development and 
refinement of BLDS behaviors. Better version control and accessibility to firmware 
streamlines code development and management for future BLDS projects. These 
improvements are generally: high-level interface routines, scheduling and state machine 
handling, and codebase version control. This report will not focus on improvements to 
the codebase, although the FTDS-K project did use Arduino IDE, object-oriented C++ 
Scale 
in mm BMP
HSC
MPR
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libraries, and Git tracking via Bitbucket, in line with the best-practices for the BLDS 
project.  
 
 
 
1.3 High-speed data acquisition: the FTDS-K 
 
The core goal of this project is to implement high-frequency measurement in a BLDS 
device. This system is designated the FTDS-K, with K standing for “Kulite”, the common 
name for a range of high-frequency pressure transducers that are typically used in this 
role. Note that the 3rd generation BLDS has a Kulite module which is capable of interfacing 
with such sensors, albeit at a reduced data rate and with no provision for frequency-
domain analysis.  
 
The initial requirements for the FTDS-K were: 
1. The ability to measure signal components up to 22 kHz frequency 
2. 12-bit resolution with 0.1% effective resolution 
3. Between 2 and 8 channels 
 
These requirements represent back-of-the-envelope estimates for the performance 
required by a high-frequency pressure measurement system. While used for early 
decisions, these requirements were adjusted and expanded as the design of the FTDS-K 
progressed. A more complete discussion of performance metrics is available in Chapter 3. 
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1.3.1 Maximum frequency of interest 
 
The upper limit of human hearing is 22 kHz, and this frequency is often used as upper the 
limit for acoustics measurements (for instance, evaluating aircraft cabin noise). 
Additionally, the frequency content of aerodynamic flows begins to decrease sharply 
above 10 kHz [8]. This range of frequencies presents a straightforward performance 
requirement, but the sampling rate required to achieve this depends on several factors, 
discussed further in Section 3.3. 
 
1.3.2 Measurement resolution 
 
Initial resolution requirements were chosen to deal with the limitations of sensor range, 
particularly due to the difficulty and cost of obtaining high-frequency pressure 
transducers. For most 12-bit analog-to-digital converters (ADCs), some amount of their 
resolution is contaminated by noise, meaning that the effective resolution is generally 
less than 12 bits for a single measurement [9]. The remaining resolution (assumed to be 
approximately 10 bits) can be used to make up for less-than-full-scale range readings. 
 
1.3.3 Channel count 
 
The channel count chosen was relatively arbitrary, but the provision of a second channel 
allows for the use of noise-cancellation techniques [10] that are of interest in turbulence 
measurement.  
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1.4 Turbulence measurement with the FTDS-K 
 
Discriminating between turbulent and laminar flows is of great interest for high-efficiency 
aircraft, which may try to reduce skin drag with significant areas of laminar flow. Third 
generation BLDS units have been used to determine if flow over an aircraft or aircraft-
borne model is laminar or turbulent by measuring skin friction. This method uses an 
absolute pressure sensor to measure a static reference, a differential sensor to measure 
freestream-to-static pressure, and a second differential sensor to measure a Preston tube 
probe or Stanton gage. This approach amounts to a measurement of mean flow 
conditions (skin friction) to determine a time-varying flow property (turbulent versus 
laminar flow). 
 
Determination of turbulence using direct measurements of time-varying pressure 
fluctuations  has been previously investigated by Karasawa [11] and Lillywhite [12]. 
Karasawa investigated the use of a 5-psi differential Kulite transducer measuring 
fluctuations in the dynamic pressure of the boundary layer, while Lillywhite measured the 
same fluctuations using a lower sound-pressure-level (SPL) microphone probe.  
 
In the interest of demonstrating its capabilities, the FTDS-K was used to perform a similar 
measurement mission. Testing was similar to that performed by Karasawa and Lillywhite 
, albeit using sensors with much higher full-scale range and including both static and 
dynamic pressure measurements (Figure 1.6 and Table 1.2). 
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Figure 1.6. Comparison of pressure fluctuation measurement types. Static method shown is a pinhole method, where 
the sensor is embedded into the aerodynamic surface. 
 
Table 1.2. Comparison of turbulent pressure measurements 
Test Sensor 
pressure 
range 
Measurement 
type 
Mean pressure 
measurement 
Measured 
body 
Karasawa [11] 34.5 kPa Dynamic Yes Elliptical 
nosed plate 
Lillywhite [12] 23 Pa* Dynamic No Sharp-
nosed plate 
This report 103.4 kPa Dynamic, static Yes** Sharp-
nosed plate 
*Represented as Pa RMS SPL… 
 
**Useful data only collected for static case, although device is capable of mean measurements of 
both. 
 
While the testing performed on the FTDS-K took place in Cal Poly’s 2x2 ft wind tunnel, 
which is capable of flows up to 110 mph (Mach 0.14), the final application envisaged 
would be on a commercial jet transport operating at altitudes up to 40,000 ft and speeds 
up to Mach 0.8. To that end, the FTDS-K is designed for the full operating envelope, 
although it was only tested to a modest fraction of it.  
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1.5 Structure of document 
 
This document covers the development of the FTDS-K in three sections. First, the design 
and validation of the core FTDS module is discussed. This discussion includes the selection 
of a microcontroller, design of power supplies, and selection and testing of temperature 
and pressure sensors. Second, the analog circuitry and data handling unique to high-
speed, frequency-domain acquisition from Kulite sensors is discussed, with particular 
focus on amplifier design and sampling techniques to minimize out-of-band noise. Third, 
a demonstrative application of the FTDS-K to measure turbulence-related pressure 
variations is presented. The discussion of this application includes noise-reduction 
techniques, pressure sensor calibration, and test data for dynamic and static pressure 
sensors in both laminar and turbulent flows. Conclusions drawn from this project are then 
presented, including a comparison of initial specification and final performance, as well 
as a list of known issues. Finally, recommendations for directions of further work are 
presented. 
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2 FTDS CORE MODULE 
 
Prior to developing the systems unique to the FTDS-K mission, a core module capable of 
performing similar functions to the previous BLDS core was needed. This module carries 
the main processor and power supply, as well as data storage. Additionally, the core 
module provides a global timestamp and reference condition sensors (Figure 2.1).  
 
 
Figure 2.1. Block diagram of FTDS core module 
2.1 Processor selection 
 
A central concern for the FTDS is the selection of the microcontroller and development 
kit associated with it. Ideally, this selection should include an easy-to-use software 
development environment (IDE). Based on these considerations, only microcontrollers 
with readily available development boards were considered, and compatibility with the 
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(nRF52840)
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Microcontroller module
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Reverse 
polarity and 
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selection
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Arduino IDE was preferred. Outside of these basic requirements, processors should have 
low power draw and be capable of satisfying the interface requirement in Table 2.1. 
Table 2.1. Summary of pinout requirements for FTDS microcontroller 
 Name Type Used for 
1 SDA 
I2c I2c data bus 
2 SCL 
3 MISO 
SPI 
SPI data bus 
4 MOSI  
5 SCK  
6 PS1_CS 
Digital output 
Pressure sensor chip 
selects 
7 PS2_CS 
8 PS3_CS 
9 SD_CS SD card chip select 
10 SPI_PWR_S SPI bus power cutoff 
11 BATT_MON 
Analog input 
Battery voltage 
monitor 
12 ANALOG_PWR_S Digital output 
For use by FTDS-K 
analog board 
13 CH1_ANALOG 
Analog input 
14 CH2_ANALOG 
 
2.1.1 Wireless capabilities 
 
A wireless communication module is another potential interface capability. This is not a 
hard requirement but considered a nice-to-have for potential future uses. During 
processor selection for the FTDS-K, wireless communication was considered for use 
during module configuration and data download. The ability to interact with modules 
wirelessly is valuable for turnaround time on flight testing, where modules may be located 
in hard-to-access areas of aircraft (Figure 2.2). Being able to verify preflight data and 
download flight test data without needing physical access to the modules could 
streamline the work needed on the ground between flight tests. 
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Figure 2.2. Example of a BLDS installed on an aircraft [13]. 
There are many commercially available microcontroller modules that have wireless 
capabilities. The options considered were: 
• Sub-GHz– good for low data rate, longer-range communication. Different 
frequency bands for different countries. 
• Cellular– long-range transmission. Different carrier standards for different 
countries. 
• WiFi– power-hungry, short range, good data throughput. 
• Bluetooth low energy (BLE) – low power, short range, widely supported.  
• No radio– frees up board space, reduces cost, easier to develop.  
Sub-Ghz and cellular were excluded, as the modules do not need a range greater than a 
few meters. WiFi was excluded due to the excessive power consumption, leaving BLE and 
no radio as possible standards. For BLE, if the range is too small for a single module to 
span the length of an aircraft, several modules can act in a net to extend range. Beyond 
this, the low-power and wide use of the standard are attractive for the needs of the FTDS. 
Modules without radios are attractive, as some customers may prefer not to have a 
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wireless capable device in flight, and no measurement function of the FTDS relies on 
wireless capabilities.  
 
2.1.2 Core architecture 
 
As a further simplification, microcontrollers with ARM Cortex M-series cores were the 
focus. Some common development kits use other cores (Beaglebone, Raspberry Pi, 
Espressif), but these tend to consume much more power than M-series cores, and were 
not considered viable choices for the FTDS-K. 
 
The Cortex M series is split into three groups [14]: 
• M4/M4F– DSP compatible and (usually) equipped with a floating point unit (FPU).  
• M3– Essentially the same as the M4, but without DSP and FPU. For applications 
that do not need DSP/FPU, M3 is equivalent in performance to the M4. 
• M0+– Tuned to cost-sensitivity. Recommended for transition from 8-bit systems 
due to slightly different instruction set. 
 
The M4F core was selected, as it does not consume meaningfully more power than other 
cores while offering additional functionality. At this point, several development kits 
carrying M4F-based microcontrollers with either BLE radios or no wireless capability were 
considered (Table 2.2). 
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Table 2.2. Comparison of microcontroller options 
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Ultimately, the nRF52840 was selected for the large range of suitable development 
boards and wireless capabilities. The Feather nRF52840 development board was chosen 
for its small size and compatibility with other Feather boards, including the ATSAMD51-
based Feather M4 Express [15], which has been used in other Feather-based BLDS 
systems. The low-power operation modes and power monitoring of the TI options were 
not considered sufficiently valuable when compared to the larger size of the available 
development boards. 
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2.2 Battery and power systems 
 
The power supply (Figure 2.3) provides power the various subsystems of the FTDS-K while 
enabling the microcontroller module to shut off power-hungry portions of the system for 
sleep mode, as well as the ability to bypass the battery system when connected to an 
external (USB) source. The FTDS-K also introduces a simple circuit to provide power to the 
real-time clock for a long-term standby mode without loss of global timestamp. 
 
Figure 2.3. Block diagram of FTDS-K power supply system. Purple items are components on the FTDS-K main board, 
blue are components on the microcontroller module, and orange are components on the FTDS-K analog board. Solid 
lines represent power transmission, dashed lines are control or sensing connections. 
While the all-digital pressureWing connects the output of its switching regulator directly 
to the power bus of its equipment, The FTDS-K incorporates a secondary linear regulator 
to reduce the effect of voltage ripple on analog components. In the interest of reducing 
parts count, the built-in low-dropout regulator on the Feather board (an AP2112 3.3V) is 
used. This regulator is supplied power by a Texas Instruments TLV61220 adjustable output 
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switching regulator. The question is then how to tune this power supply for efficiency. 
This was approached in three steps: 
 
1. Determining power loads 
2. Modeling the battery, including the effects of: 
a. temperature and current draw on battery capacity 
b. temperature on battery nominal voltage 
3. Modeling the switching regulator and the effect of output current and input 
voltage on efficiency 
 
There are four main power consumers in a BLDS/FTDS: the processor, the sensors, data 
storage, and losses in the power supply. As a rule, BLDS/FTDS can cut shut down their 
sensors to reduce power draw. This gives two operating cases: active measurement and 
sleep mode. Note that during this phase of the design, the power consumed by specialized 
analog circuitry was unknown, but estimated to be on the same order as the SD card and 
never powered at the same time as the other sensors or the SD card. Because of this 
assumption, the analog circuitry power draw is ignored in this analysis. 
 
The FTDS-K main board is designed to be able to fulfill the same measurement mission as 
a PTDS. As such, a PTDS provides a good baseline for comparing power consumption 
(Table 2.3). Power consumption values of the PTDS are based on measurements, while 
the projected power consumption of the FTDS-K is based on a combination of 
measurements and datasheet values.  
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Table 2.3. Power draw sources 
System Device 
Sleeping 
power 
Active 
power Notes 
mW mW 
PTDS 
Processor 20 70 
Per [1] 
Pressure 
sensors (3x) 
0 120 
Temperature 
sensor 
0 5 
Data storage NA NA 
No numbers provided for current 
consumption due to data write.  
Linear regulator 4 23 Assuming 1.5 V of regulator dropout. 
Total 24 218  
FTDS-K 
Processor 0.3 20 
Measured active current for feather 
board is 6 mA. Sleep current based on 
nRF52840 product datasheet for sleep 
with full RAM retention [16]. 
Pressure 
sensors (3x) 
0 40 
Rated current consumption is 4 mA for 
digital sensors on 3.3 Vdc supply, per 
datasheet [17]. Assuming no sleeping 
power consumption due to MOSFET 
cutoff. 
Temperature 
sensor 
0 0.01 
Active power uses rated current 
consumption for 1 Hz conversion cycle. 
Sleeping power rounded to zero 
(quiescent current is in nA range) 
Data storage 1.2 66 
SD card current consumption observed to 
average around 20 mA in tests. Using 
rated sleep current per SanDisk OEM spec 
[18]. 
DC-DC regulator 0.2 14 Assuming 88% converter efficiency 
Linear regulator 1.7 21 For a voltage drop from 4 V to 3.3 V 
Total 3.3 158  
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Figure 2.4. Comparison of active power draw for PTDS and projected power draw for FTDS, active mode. 
 
Looking at active mode power consumption (Figure 2.4), the FTDS-K is projected to 
consume 30% less power than a BLDS. Note that while the FTDS-K does not need to 
operate with both its sensors and SD card active, the current design is unable to separate 
the power domains of the two, so they are treated as simultaneous power draws.  
 
While the FTDS-K has a lower overall power consumption and uses a more efficient DC-
DC converter, the power supply loss is roughly equal to a BLDS. The comparatively high 
losses in the FTDS-K power supply are due to the inclusion of secondary linear regulators 
in the FTDS-K, which result in a lower overall efficiency.  
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Figure 2.5. Comparison sleeping power draw of PTDS and projected FTDS power consumption 
 
In sleep mode (Figure 2.5), the projected performance of the FTDS-K is far better: a 90% 
reduction in power consumed. This reduction in power consumption is thanks to the 
lower-power sleep modes offered by modern microcontrollers. Ultimately, the power 
consumption of the FTDS depends on how much time the system spends sleeping versus 
active (Table 2.4).  
Table 2.4. Effect of duty cycle on average power consumption 
Active 
time 
Average 
power 
consumption 
Average 
current 
draw 
% mW mA 
10 19 6 
25 42 13 
50 81 25 
75 120 36 
100 158 48 
 
These values were used as a starting point for the design of the FTDS power supply, which 
must be able to provide at least 5 hours of operation endurance for a mission with 
reasonably high active time (50% or greater). 
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2.2.1 Modeling battery performance 
 
The FTDS-K is designed around AAA Energizer Lithium Ultimate batteries. These were 
chosen for their availability, small size, and good capacity at low temperatures. In order 
to determine a suitable power supply design, a model was developed that accounts for 
the reduction in cell voltage and capacity that occur with decreasing temperature, as well 
as the reduction in capacity at higher current draws.  
 
First, curves were fitted to the datasheet plot of battery capacity versus temperature and 
current draw (Figure 2.6). 
 
Figure 2.6. Temperature effect on capacity for an Energizer Lithium Ultimate L92 AAA cell [19] 
The curves fitted are 6th order polynomials of the form: 
𝐶𝑎𝑝 [𝑚𝐴ℎ] = 𝐴6𝑇
6 + 𝐴5𝑇
5 + 𝐴4𝑇
4 + 𝐴3𝑇
3 + 𝐴2𝑇
2 + 𝐴1𝑇
1 + 𝐴0 
whose coefficients are listed in Table 2.5. 
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Table 2.5. Model coefficients for battery capacity 
Current 
draw A6 A5 A4 A3 A2 A1 A0 
mA 
25 0 0 0 0 -0.0221 0.1802 1239.4 
250 -2E-
08 
2E-06 -5E-05 0.0015 -0.1036 1.6188 1234.12 
1000 2E-09 5E-07 -0.0001 0.0059 -0.1859 3.7662 1110.8 
 
 
These coefficients provide three curves for battery capacity versus temperature. 
Capacities for currents between these values were determined via linear interpolation. 
Current draws less than 25 mA used the 25-mA curve, while those above 1000 mA 
returned zero capacity. 
 
Estimating cell voltage is more challenging, as the battery datasheets do not provide this 
information. Instead, data from Taas [6] were used to estimate the loaded battery voltage 
change. The voltage of a cooled cell after 2 hours of discharging into a 30 Ohm load was 
used (Figure 2.7). Higher discharge currents would result in lower cell voltages (see 20 
Ohm traces), but this effect is not modeled. Additionally, the reduction in battery voltage 
with discharge is not modeled, with the end result that this model tends to overestimate 
the amount of energy in cell. 
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Figure 2.7. Location of test points used to develop battery voltage model 
The points extracted from Figure 2.7 were fitted with a linear model (Figure 2.8) to 
generate the model for cell voltage versus temperature.  
 
Figure 2.8. Linear fit used to create the battery voltage model. 
𝑉𝑐𝑒𝑙𝑙[𝑉] = 0.0031𝑇 + 1.446 
 
These two equations allow for a preliminary model of battery performance. The next step 
is to model the converter that is used to boost the battery output to usable levels. 
 
Vcell = 0.0031(Temp) + 1.446
R² = 0.9666
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2.2.2 Converter performance 
 
DC-DC converters have a roughly proportional relationship between the ratio of output 
voltage to input voltage and the ratio of input current to output current [20]. Essentially, 
if a converter provides double the voltage at the output as it has on the input, it will also 
draw double the input current as the output current it provides. The current draw is also 
affected by the efficiency of the converter, 𝜂 and the peak-to-peak ripple current, 𝛥𝐼, in 
the converter, providing the relationship: 
 
𝐼𝐼𝑁 = 𝐼𝑂𝑈𝑇 ∗
𝑉𝑂𝑈𝑇
𝑉𝐼𝑁
∗
1
𝜂
+
𝛥𝐼
2
 
 
In the calculations performed for the FTDS, ripple current was assumed to be zero. This 
assumption leaves two design parameters: the input voltage and the output voltage. The 
input voltage is determined by the battery configuration, while the output voltage is 
dependent on the operating bus voltage and necessary overhead. Output current is fixed 
by the power requirements estimated above, and the input current and efficiency are 
driven by the other parameters. 
 
To design the power supply for the FTDS-K, the required output voltage was first 
determined, and then the battery configuration was adjusted to get the best efficiency 
and battery capacity.  
 
The output of the switching regulator is based on the input voltage required by the linear 
regulator. All of the dropout voltage of a linear regulator is wasted as heat, so the output 
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of the switched regulator should be as close to the minimum input of the linear regulator 
as is prudent. In this case, the value should be: 
𝑉𝑂𝑈𝑇 = 𝑆𝐹 (𝑉𝐿𝑅 + 𝑉𝐷𝑂 +
𝑉𝑆𝑅
2
) 
 
Where: 
• 𝑉𝑂𝑈𝑇 is the output voltage of the switching regulator 
• 𝑆𝐹 is the safety factor 
• 𝑉𝐿𝑅 is the desired output voltage of the linear regulator 
• 𝑉𝐷𝑂 is the dropout voltage of the linear regulator 
• 𝑉𝑆𝑅 is the peak-to-peak switched ripple voltage 
 
For a 10% safety factor on top of a worst-case dropout and ripple,  
𝑉𝑂𝑈𝑇 = 1.1 (3.3 + 0.2 +
0.12
2
) = 3.916𝑉 
 
Based on this, the switching regulator output was set to 4V. Note that the value used for 
ripple voltage is for a XCL101xx switching regulator, as the TLV61220 datasheet does not 
list this specification. 
 
With the output voltage set, the next question is determining the input voltage. Note that 
the efficiency of the converter depends on the input voltage; the regulator is more 
efficient at higher input voltages. To account for this a model was created to match the 
efficiency curves shown in the selected converter’s datasheet (Figure 2.9). Note that the 
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curves fitted do not behave correctly for inputs above 5 volts. This is not an issue in 
practice, as the model is not used for input voltages above 3 volts.  
  
Figure 2.9. Efficiency versus output current for TLV61220, datasheet [7] (left) and MATLAB curve fit (right) 
 
Because the efficiency of the converter increases with increasing input voltage, a series 
battery configuration is preferred. The effect of this choice can be seen in the comparison 
of projected endurances for different battery arrangements shown in Figure 2.10. These 
comparisons assume a 100% duty cycle at the load current listed, where the load current 
is the draw at the output of the boost converter.  
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Figure 2.10. Operational endurance versus battery setup 
 
Comparing results for a 30-mA load, parallel cells offer 18.9 hours of endurance, while 
series cells provide 22.7 hours of endurance, a 13% increase. This model also allows 
forecasts based on operating temperature (Figure 2.11). For instance, at -60C, the system 
should be capable of a 5-hour mission, assuming current draw is kept below 40 mA. 
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Figure 2.11. Operational endurance versus temperature 
 
Based on these models, the FTDS should be able to meet operational endurance 
requirements while maintaining a reasonable measurement-to-sleep ratio. Additionally, 
these models suggest that devices with sub-20 mA average current draws may be capable 
of missions longer than 30 hours. 
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2.2.3 USB/battery handling 
 
In addition to efficiency, the FTDS power supply needs to gracefully handle the transition 
from a preflight state to a flight-ready state. This transition requires circuitry to handle 
two behaviors: 
1. Automatically switching from USB to battery power (and vis versa) 
2. Disconnecting the Feather board’s battery charging circuit when USB power is 
plugged in. 
The first behavior is handled by a MOSFET selector switch that is used to perform 
USB/battery switching on the Feather board (Figure 2.12).  
 
Figure 2.12. Feather built-in voltage selector 
 
The second behavior uses a MOSFET selector external to the Feather (Figure 2.13), which 
disconnects the Feather’s VBAT pin when USB voltage is provided. Instead, USB bus 
voltage is provided directly to the Feather’s regulator. Disconnecting the battery when 
USB is connected prevents the charging circuitry built into the Feather module from back 
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driving the switching regulator and primary cell batteries without requiring any 
modification of the Feather module itself. 
 
Figure 2.13. VBAT cutoff to prevent Lipo charge circuit from driving BLDS-K batteries. Note that DCDC_OUT is the 
output of the switching regulator 
2.3 Sensors 
 
Beyond processing and power supply, the FTDS-K main board needs to provide the 
sensors required for generating global timestamps and measuring flow reference 
conditions. In the development of the FTDS-K, particular care was put into ensuring 
seamless operation of the timestamp across power cycles and determining the accuracy 
of pressure sensors at low temperatures. 
2.3.1 Realtime clock 
 
The real-time clock (RTC) is an integrated circuit used to maintain a count of the current 
time, which is in turn used to synchronize test data to other systems such as an aircraft’s 
air data record. A modern microcontroller like the nRF52840 has a built-in RTC peripheral, 
but this requires processor-specific code to interact with. To simplify and standardize 
interaction with the RTC, a separate PCF8523 RTC module was included in the FTDS-K. 
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This module interacts with the microcontroller via an i2c bus, has an Arduino library for 
interface code, and is available built into a Feather shield (Adalogger FeatherWing) for 
easy prototyping. 
With hardware selected, the next question is how to handle power to the RTC. Ideally, 
the FTDS-K should be capable of maintaining its global timestamp to an accuracy of 1s 
across several days, and preferably between battery changes. To achieve this, the RTC 
uses a series of diodes (Figure 2.14) to pull power directly from the batteries, switching 
regulator, or USB bus. 
 
Figure 2.14. Battery pack, diode-selector, power switch, and reverse polarity protection of BLDS-K 
Diode D1 provides a direct connection to the battery pack, continuously supplying 2.5-3V 
when the batteries are installed, regardless of the status of the power switch (S1) (Figure 
2.14). Powering the RTC directly from the battery is unlikely to deplete the batteries 
unnecessarily, as the PCF8523 draws only 150nA, which translates into 200+ days of 
standby time on only 10mAh of capacity. Allowing the rest of the system to be powered 
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off using the main power switch provides a simple method for entering long-term sleep 
mode, with no need for the main processor to enter low power sleep. 
 
When the power switch is turned on, the switching regulator starts, providing a 4V voltage 
rail to diode D2, switching the RTC’s supply over to this higher bus. This is desirable for 
two reasons: 
1. It stages the change in the voltage supply to the RTC to ensure it does not 
momentarily turn off when the switch is pushed. 
2. The higher bus voltage gives some margin to keep the I2C bus voltage within spec 
for the RTC when it communicates with the microcontroller (max I2C “high” 
voltage is VRTC+0.5V). 
 
The third diode, D3, allows the RTC to use USB voltage to maintain its state, which allows 
a user to replace batteries without needing to reset the RTC, so long as the system is 
plugged into USB.  This behavior is summarized in Table 2.6.  
Table 2.6. Power domains of RTC 
Supply 
State 
System "off" - 
power switch 
off, batteries 
installed 
Normal 
operation- 
power switch 
on, batteries 
installed 
Battery 
swap/preflight- 
USB connected 
Battery     
Switching regulator     
USB     
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This design provides allows a user to put the FTDS into ultra-low power mode while 
maintaining the timestamp simply by setting the power switch to the “off” position. This 
design also allows the timestamp to persist across a battery swap with minimal 
intervention from the test technician. 
 
2.3.2 Pressure sensors 
 
The primary sensors of the FTDS-K core module are its three pressure sensors. These are 
used to determine local flow conditions and are the backbone of in-flight measurements. 
When selecting pressure sensors, the type of interface, pressure range and resolution, 
power consumption, overall size, mechanical interface requirements, and availability 
need to be considered.  
 
The three most common interface types for pressure sensors suitable for use in the FTDS-
K are: 
1. Analog– which provide an analog output proportional to the pressure sensed. 
Analog sensors have the disadvantage of requiring an analog-to-digital converter 
channel to read and are more susceptible to external electrical noise. 
2. I2C– which use a shared two-wire bus to communicate serial data. These sensors 
require very little in the way of IO, but do not scale gracefully. Two of the same 
model of sensor often share the same I2C address, requiring two separate I2C 
buses for communication. 
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3. SPI– which uses a bidirectional three-wire bus plus a chip select line to 
communicate serial data. These sensors have the disadvantage of requiring one 
additional IO per sensor, but otherwise scale well for design requiring 3-6 sensors. 
 
Within the scope of this project, only SPI sensors were considered. These sensors offer 
the higher (12+ bit) resolution of digital sensors without the address collision issues 
associated with I2C. 
Four pressure sensor models were investigated and are summarized in Table 2.7. Two 
Honeywell HSC series sensors were chosen because they were previously used in the 
BLDS-M-RAKE project [5] and represented safe options. Honeywell MPR series and Bosch 
Sensortec BMP 388s were investigated for their reduced size, lower power consumption, 
and improved resolution. 
 
Table 2.7. Summary of pressure sensors investigated with FTDS 
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  kPa bits Pa mW mm mm  
HSCMRNN-
1.6BASA3 
Absolute 160 12 39 13 13 x 10 6 Single 
radial 
barbed 
port 
HSCMRRN-
160MDSA3 
Differential 16 12 7.8 13 13 x 10 6 Dual radial 
barbed 
port 
MPRLS0015PA 
[21] 
Absolute 103 14 6.3 10* 5 x 5 5.8 Single 
barbless 
axial port 
BMP-388 [22] Absolute 110 24 0.0066 0.01 2 x 2 0.75 Unported. 
Requires a 
custom 
manifold. 
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While the MPR provides an improvement over HSC series sensors, the performance of 
BMP-388s appears far better than both. Additionally, comparing the MPR/BMP with the 
HSCMRRN-160MDSA3 suggests that absolute pressure sensors with 16+ bits could 
provide equivalent performance to a dedicated differential sensor. As such, high-
resolution pressure sensors are attractive from a parts count perspective, as an FTDS 
system could use the same sensor for its absolute reference and differential instruments, 
simplifying procurement and calibration. 
 
While all the sensors listed in Table 2.7 underwent preliminary testing, the difficulties 
associated with soldering MPR and BMP sensors were deemed too daunting for 
integration into an FTDS-K board. The test results presented below cover results obtained 
from an FTDS-K main board carrying three HSC series sensors, as well as separate tests 
which include a pair of MPR and a pair of BMP breakout boards. The goal of this validation 
testing was to determine if these sensors are suitable for operation in the low 
temperatures found at altitude, as well as whether the claims regarding resolution appear 
to be plausible.  
 
2.3.2.1 Temperature testing pressure sensors 
 
Pressure sensors are generally sensitive to temperature changes, so high-accuracy 
sensors use internal temperature compensation to correct for zero drift. The sensors 
listed above can compensate down to 0°C, but the FTDS-K may experience temperatures 
below -55°C. As such, pressure sensors that are to be used with the FTDS-K need to be 
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tested at low temperatures to determine a temperature calibration for each individual 
sensor. 
 
A small vacuum chamber with room to load dry ice (the Micro-TVAC [23]) was used to 
perform calibration tests for low temperature, low pressure operation. A Setra 204 
reference sensor measured the absolute pressure of the micro TVAC chamber and was 
compared to the FTDS-K’s onboard absolute pressure sensor. Vacuum chamber 
temperature was measured by the onboard temperature sensor in the FTDS-K. This 
provides a comparison between a sensor at room temperature and a sensor at reduced 
temperature (Figure 2.15). 
 
Figure 2.15. Pressure and temperature profile for preliminary micro-TVAC test. Comparison of cooled sensor (FTDS-K 
HSC) and room temperature reference sensor (Setra 204). 
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Temperature drift can be seen in the behavior of the differential pressure sensors when 
cooled (Figure 2.16).  
 
Figure 2.16. Wind-off zero readings from board-mounted 160MDSA3 differential sensors (±160 mbar range). Pressure 
transducer temperature correction limit is at 0 °C (highlighted). 
 
Both ports of both sensors are open to the same ambient conditions, so the sensors 
should both read zero. At temperatures above 0°C, this is true, but as the temperature 
drops below this point, the zero of the sensor begins to drift, accumulating 0.4% to 0.5% 
error. As the ambient temperature returns to the sensors’ compensation range, the zero 
returns as well.  
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To compare the performance of all three absolute pressure sensors at low temperature, 
this micro TVAC test was re-run with a pair of MPR breakout boards and a pair of BMP 
breakout boards added to the FTDS-K. The low-temperature low-pressure portion of the 
test profile is shown in Figure 2.17.  
 
Figure 2.17. Detailed view of low temperature, low pressure portion of absolute pressure sensor comparison test. Note 
that both BMP traces overlap each other almost entirely. 
Similar to before, the residuals of each pressure sensor relative to the reference sensor 
was determined (Figure 2.18). Note that the BMP sensors appear to be almost totally 
unaffected by temperature, while the MPR series sensors appear less sensitive to 
temperature than the HSC sensor. 
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Figure 2.18. Difference between sensors and absolute pressure reference at low temperatures. No additional 
calibration applied. 
The data taken in this test were used to generate a pressure and temperature calibration 
curve for each sensor. This calibration was then applied to the same data to forecast the 
performance of a calibrated sensor. Ideally, calibrations should be checked against newly 
collected data, not the data used to generate the calibration– however– this method 
provides a preliminary estimate for the effect of calibration.  
 
First, the calibration was generated using JMP Pro 14 to fit a general linear model of the 
form: 
 
𝑃𝑐𝑎𝑙 = 𝐴2 ∗ 𝑃𝑠𝑒𝑛𝑠𝑜𝑟  + 𝐴1 ∗ 𝑇 + 𝐴0  
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This equation represents a linear scaling factor between the indicated measurement and 
the calibrated measurement, as well as a linear compensation factor for sensor 
temperature, and an intercept term. In practice, the first two coefficients would be 
calibrated periodically for a given sensor, while the intercept term would be applied as a 
“wind off” correction immediately prior to testing. The intercept term would be used to 
null differential sensors or ensure that absolute pressure sensors match a reference 
measurement.  
 
Board temperature (via the TMP 116) was used for HSC and MPR calibrations, while BMP 
calibration used each BMP’s internal temperature sensor. The model coefficients for a 
least-squares model are listed in Table 2.8. 
 
 
Table 2.8. Summary of model coefficients for temperature sensor calibration 
Sensor 
Temperature 
used 
Pressure term 
(A2) 
Temperature 
term (A1) 
Intercept 
(A0) 
kPa/kPa kPa/°C kPa 
HSC 
Board (TMP 116) 
0.9909 0.03320 0.3699 
MPR1 1.003 0.01457 -0.009455 
MPR2 0.9940 0.01451 0.07501 
BMP1 Sensor (BMP1) 1.003 0.0009019 0.4428 
BMP2 Sensor (BMP2) 1.003 0.0007074 0.4391 
 
These model coefficients show that all sensors’ nominal pressure sensitivities are within 
0.3 to 1% of the calibrated value. The temperature sensitivity of the HSC sensor is twice 
as high as that of the MPR sensors, which are in turn 18 times higher than that of the BMP 
sensors. Some of the differences in performance may be due to differences in the 
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temperatures reached by the BMP sensors, which remained warmer than the rest of the 
apparatus during testing (Figure 2.19). That said, the difference in temperature 
sensitivities is sufficiently large to suggest that it is a real phenomenon. Using these 
coefficients, a BMP 388 sensor with no external temperature correction applied would 
accrue a full-scale error on the order of 60 Pa across an 80°C swing in temperature– this 
is an error of only 0.055% full-scale range. 
 
Figure 2.19.Comparison of FTDS-K board temperature sensor (TMP 116) and pressure-sensor internal temperature 
sensors (BMP1 and BMP2). BMP sensors did not make good thermal contact with micro-TVAC, likely causing this 
difference in reading. 
  
The reference pressure was then subtracted from calibrated values to generate residuals 
(Figure 2.20). Of particular interest is the standard deviation of these residuals, as it 
represents scatter of measured values around an estimated ground truth. An estimate for 
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the 95% range of the error can be determined as two standard deviations from the mean 
(Table 2.9). 
 
 
 Figure 2.20. Distributions of residuals after calibrating absolute pressure sensors. Data used are from 16:30 – 18:00 
UTC of test. 
The outliers in the negative residuals shown in Figure 2.20 are from two datapoints. The 
outlier in HSC and MPR2 is from 17:59 during the test, occurring almost at the very end 
of the data. The outlier for BMP1 and BMP2 occurred at 17:41 during the period of rapid 
pressure change shown in Figure 2.17. The cause of these outliers is unknown. 
Table 2.9. Summary statistics of residuals of calibrated sensors 
Measurement HSC MPR1 MPR2 BMP1 BMP2 
Mean (Pa) -1.12E-08 -1.97E-08 -2.71E-09 -1.97E-08 5.81E-09 
Std dev (Pa) 62 46 45 12 12 
4x std dev- 
95% CI (Pa)  248 184 179 49 50 
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Note that while HSC and MPR series sensors have higher standard deviation than BMP 
sensors, comparison is not entirely fair. The BMP sensors were set to internally 4x 
oversample and use a 3rd order IIR filter on their data. For the 2s sample period used in 
this test, MPR sensors would be capable of this same behavior if desired, albeit requiring 
the oversampling and IIR filtering to occur within code, rather than internally to the 
sensor. Using the results in Table 2.9 and the full-scale ranges listed in Table 2.7, it is 
possible to estimate the accuracy of these sensors in pressures as low as 4 kPa and board 
temperatures reaching almost -55 °C. 
 
Table 2.10. Summary of absolute pressure sensors with rated and estimated accuracy 
Part number  
Range Resolution 
Estimated 
accuracy 
Datasheet 
accuracy 
kPa bits Pa Pa 
% Full-
scale 
% Full-scale 
HSCMRNN-
1.6BASA3 
160 12 39 248 0.16 0.25 
MPRLS0015PA 
[19] 
103 14 6.3 184 0.18 0.25 
BMP-388  [17] 110 24 0.0066 50 0.045 0.046 
 
Note that the accuracy estimates in Table 2.10 are within the rated datasheet accuracy. 
In the case of the Honeywell models, the estimates are less than half the rated accuracy, 
while the BMP estimate is very close to the datasheet value. Based on this testing, it is 
possible to conclude the following: 
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1. All sensors tested can be made to perform equal to or better than their rated 
accuracy at low temperatures 
2. HSC and MPR series pressure sensors require temperature calibration to provide 
desired performance 
3. BMP-388 sensors do not require temperature calibration to achieve 0.055% 
accuracy across 80 C of temperature change but can have their performance 
increased by incorporating an external temperature correction. 
4. BMP-388 sensors are significantly more precise than the other sensors tested 
 
2.3.3 Temperature sensor 
 
The FTDS-K requires an accurate measurement of ambient temperature for two reasons: 
First, as discussed above, temperature measurements are needed to correct pressure 
measurements. Second, temperature is needed to determine the viscosity and density of 
local air, which is critical for flow measurements. 
 
The FTDS-K main board incorporates a Texas Instruments TMP 116 digital temperature 
sensor. This same sensor type was previously implemented in the pressureWing and was 
adopted by the FTDS to maintain parts and code compatibility. This sensor offers  0.3 °C 
accuracy from -40°C to +105°C and a full-scale range of -55°C to 125°C.  
 
Because the range of the TMP 116 is sufficient for the application and its rated accuracy 
is equal to or greater than any reference equipment available, no calibration was 
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performed. Instead, the values output from the TMP 116 were compared with a Paro 
Scientific 745 lab reference, and found to be stably within 0.1°C of each other at ambient 
conditions of 21.2°C (Figure 2.21).  
 
 
Figure 2.21. Comparison of TMP116 to Paro scientific lab standard. Note that readout is within 0.1°C of lab reference. 
 
Additionally, temperatures reported by the TMP 116 during micro TVAC testing were 
compared to those collected by a K-type thermocouple measuring board temperature 
(Figure 2.22). The two sensors were not co-located, and the calibration of the 
thermocouple is unknown, so only a general conclusion that the TMP 116 reads 
reasonably true at low temperatures can be made. While the minimum measured value 
got very close, at no point during testing was a TMP brought below -55 °C, leaving the 
behavior of this sensor outside of its rated operating limits unknown. 
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Figure 2.22. Temperature data taken during micro-TVAC test. Note that the K-type thermocouple was monitoring 
battery temperature, not board temperature. Pressure sensors’ internal temperature measurements saturate at -50°C. 
 
The discrepancy between the TMP sensor and K-type thermocouple are likely due to their 
different location: while the TMP-116 measure board temperature, the thermocouple 
was used to measure battery temperature. Some of this difference may be due to the 
greater thermal capacitance of the batteries compared to the thermal capacitance of the 
board. Figure 2.22 also shows readings from the internal temperature sensors of HSC 
series pressure sensors. These readings were proposed as a possible replacement for 
separate temperature sensors by Hoyt [5]. Unfortunately, HSC series sensors’ 
temperature readings saturate at -50°C, which limits its usability in many missions. For 
full operational range, a TMP 116 or similar discrete temperature sensor is required.  
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2.4 Board layout and mechanical design 
 
While the primary objective of this first prototype of the FTDS main board was to provide 
a platform for evaluating the FTDS-K analog board, the main board was designed to meet 
the practical requirements for flight tests as much as possible. Easy access to batteries, 
control switches, and the SD card were priorities, as was a low overall height. Layouts 
were chosen to minimize the overall height of the system, as lower-profile systems 
experience less loading due to wind, making them easier to mount to aircraft. By moving 
the battery carrier off of the main printed circuit board assembly and using low-profile 
headers for connecting the feather module, the system is able to maintain an overall 
height of 0.49”, not including the case. The main board’s footprint is 2.73 x 2.03 inches, 
no including batteries. 
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Figure 2.23. Early designs for the FTDS system. Top, an initial design with batteries mounted on the main board, a 
single pressure sensors, and a two-board analog module. Bottom, a version with batteries in a separate holder and 
two pressure sensors. 
To separate design risk and allow the FTDS-K to be more modular, the FTDS-K main board 
has a breakout connector that allows for different daughter boards to be attached. The 
FTDS-K’s specialized analog board was implemented as a daughter board, as was a 
standard breakout board (Figure 2.24) for prototyping. 
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Figure 2.24. FTDS main board with analog daughter board (left) and breakout daughterboard (right). 
 
The main board is built on a single two-layer PCB with a single-sided component load. 
Test points are provided for the power and communication buses. No indicators or user 
inputs are built into the board, as Feather modules generally include at least one user-
addressable LED and tactile switch. There are footprints available for pull-up resistors on 
the I2C data and clock lines, as well as SPI chip select lines. These were left unpopulated 
to save on component count, instead using software-defined pullups internal to the 
microcontroller. Figure 2.25 shows the general layout of functional elements on the 
board.  
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Figure 2.25. FTDS main board with components labeled 
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2.5 Summary of FTDS core module capabilities 
 
The core module described above provides similar capabilities to the 3rd generation PTDS, 
while also accommodating other functionality through a breakout header. A summary of 
the capabilities of this module are listed in Table 2.11.  
 
Table 2.11. Summary of FTDS core module capabilities. 
Parameter Value Units Notes 
Length 69 [2.73] mm [in]  
Width 52 [2.03] mm [in]  
Height 12.4 [0.49] mm [in]  
Weight 40 [1.4] g [oz] 
Includes battery holder, Feather module, 
and main board. Does not include case or 
batteries. 
Microcontroller nRF52840  
Wireless capability Bluetooth low energy  
Processor Cortex M4F @ 64 MHz  
Power consumption 
(active) 
158 mW 
 
Power consumption 
(sleep) 
3.3 mW 
 
Operational endurance 12-27 hrs 
For 100% and 50% duty cycle, respectively, 
at -40°C. 2x AAA in serial configuration. 
Estimated. 
Input voltage 2-3 V  
Standby endurance 200+ days 
Time for RTC to consume 10 mAh of 
battery with power switch off. 
Temperature sensor 
range 
-55 to 125°C °C 
Behavior below -55°C unknown. 
Temperature sensor 
accuracy 
±0.3°C °C 
For temperatures between -40°C and 
105°C. 
Pressure sensor range 
(absolute) 
160 kPa 
 
Pressure sensor 
resolution (absolute) 
39 Pa 
 
Pressure sensor 
accuracy (absolute) 
±124 
[±0.08] 
Pa [%FSR] 
Better than rated value (±0.25% FSR). 
Pressure sensor 
temperature 
coefficient (absolute) 
33.2 Pa/°C 
 
Pressure sensor range 
(differential) 
±16 kPa 
 
Pressure sensor 
resolution (differential) 
7.8 Pa 
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The core module described above was sufficient to meet the needs of the FTDS-K project. 
The following section discusses the development of a daughter board for this core module 
that enables the high-speed acquisition of pressure transducer signals that is unique to 
the FTDS-K.  
 
  
 57 
 
3 FTDS-K ANALOG SYSTEMS 
 
The FTDS-K analog system is responsible for amplifying and filtering signals so that they 
can be digitized and recorded. Amplification boosts low-level signals, while filtering 
rejects signal components that are too high frequency to be properly measured. Both of 
these processes require analog circuitry, which adds complexity, distortion, and noise to 
the signal chain. The challenge, then, is to use as simple of an analog front end as possible 
to perform the required conditioning to prepare a signal to be properly digitized by the 
ADC (Figure 3.1). 
 
 
Figure 3.1. Functional block diagram of FTDS-K analog signal chain 
 
3.1 Analog-to-digital converter basics 
 
The core of the FTDS-K analog system is the analog-to-digital-converter (ADC), which 
takes incoming analog signals and converts them into digital words (digitization). 
Digitization consists of two operations: sampling and quantization. Sampling converts a 
continuous-time signal to a discrete-time signal, while quantization converts a 
continuously valued signal to a discrete-valued signal. Both operations entail a loss of 
information, and require careful selection of sample rate, converter resolution, and 
analog design to ensure that the digitized signals capture the information desired. 
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Figure 3.2. Sampling and quantization of a signal. Signal is sampled every 10 X-units, then quantized to 5 Y-units. 
 
At the most basic level, the quantization performance of an ADC is expressed in bits of 
resolution, while the sampling performance is expressed in terms of sampling rate. 
Different architectures of ADCs manage these tradeoffs differently (Figure 3.3). 
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Figure 3.3. Comparison of common ADC architectures and their performance tradeoffs. Dashed line represents state-
of-the-art in mid-2005. [24] 
 
The FTDS-K mission is to measure signals in the 20 kHz range with an effective resolution 
on the order of 10 bits. These requirements make SAR ADCs a natural fit, as they offer 
resolutions of 8-18 bits, and sample rates between 100k and 10M samples per second. 
Pipeline ADCs fall on the higher-sample-rate, lower-resolution side of SAR ADCs, and are 
not attractive for use in the FTDS-K. Sigma-Delta converters, however, are of interest, as 
the faster units among them offer sufficiently high sample rates, while the increased 
resolution (16-24 bits) enables much higher precision. 
The FTDS-K was designed around the SAR ADC internal to the nRF52840. This option 
requires very little power and no extra board space. The ADC internal to the ATSAMD51 
was also considered, as it offers higher sampling rates in a Feather-compatible package. 
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Additionally, two Sigma-Delta converters were investigated, primarily to determine if 
their improved resolution and different sampling methods could meet the needs of the 
FTDS-K. These are discussed further in Appendix C, as well as in section 5.5.1. 
A summary of converter properties is listed in  
Table 3.1. 
Table 3.1. Comparison of ADCs considered for the FTDS-K 
ADC Type Resolution Maximum 
sample 
rate 
Current 
consumption 
(mA) 
Notes 
  bits kSPS   
nRF52840 
internal 
ADC 
SAR 12 200 1 [25]  
ATSAMD51 
internal 
ADC 
SAR 12 1,000 N/A Contains two 
separate ADCs. 
ADS127L01 Delta-
sigma 
24 512 8.3 Current 
consumption is 
AVDD + LVDD + 
DVDD current for 
LP mode 
ADS131A04 Delta-
sigma 
24 128 5.7 Acquires 4 
channels 
simultaneously 
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3.2 Quantization and amplifier design 
 
As mentioned previously, an ADC’s quantization performance is expressed in bits. The 
normalized resolution of the output signal is then 
1
2𝑏𝑖𝑡𝑠
, so an 8-bit ADC has a resolution of 
1/256, a 10-bit ADC has a resolution of 1/1024, and so on. Values for common converter 
resolutions are listed in Table 3.2. 
 
Table 3.2. Comparison of resolution in bits for common ranges of embedded ADCs 
ADC 
resolution 
Normalized resolution 
Bits 
% of full-scale 
range 
ppm 
8 0.39 3906 
10 0.098 977 
12 0.024 244 
16 0.0015 15 
24 6.0E-06 0.06 
 
The values in Table 3.2 are ideal and do not account for the noise present in a real ADC. 
This noise can be seen in a shorted input test (Figure 3.4), where the positive and negative 
reference of the ADC are shorted together. For a differential ADC (which can resolve both 
positive and negative values), the resulting samples should be zero-centered with a 
distribution that represents the noise inherent to the converter.  
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Figure 3.4. Shorted input tests for nRF52840 ADC operating in differential mode. 
 
Because this noise is randomly distributed, it can be reduced by collecting several samples 
(oversampling) and averaging them into a single sample. The distribution of non-
oversampled values in Figure 3.4 is much broader than the distribution of 256x averaged 
samples. The standard deviation of this distribution can be used to describe the effective 
number of bits (ENOB) of a converter: 
 
𝐸𝑁𝑂𝐵 = 𝑁 − log2(𝜎) [26] 
 
Where 𝑁 is the number of bits of the converter, 𝜎 is the standard deviation of the shorted 
input values in least significant bits (LSBs). The output, ENOB, is in bits and represents the 
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ratio of signal and noise power. In high-accuracy applications, it may be more useful to 
describe a noise-free resolution using a crest factor. A crest factor defines the number of 
standard deviations needed to be considered “noise free”. A common industry standard 
is a crest factor of -2.72 bits, which translates to a 0.1% probability of noise in a 
measurement being outside of this range. ENOB can be transformed into noise-free bits 
(NFB) using the relationship: 
 
𝑁𝐹𝐵 = 𝐸𝑁𝑂𝐵 − 2.72 
 
NFB is a more conservative measure, as it represents the range of the converter where 
almost no converter noise is present in the data. Ensuring noise-free bits is particularly 
crucial when measuring signals that themselves are randomly distributed; in these 
applications, any technique to remove randomly distributed converter noise would also 
remove the desired signal. Additionally, the noise floor of the converter can be expressed 
in volts as: 
 
𝑁𝐹 =
3.3 [𝑉]
2NFB  
  
 
In this, the noise floor is the level above which a reading needs to be to be distinct from 
the noise inherent in the system. Ideally, a signal under measurement would be much 
higher than the noise floor. The shorted input tests shown in Figure 3.4 were translated 
into ENOB and NFB, as listed in Table 3.3. 
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Table 3.3. Shorted input tests for nRF52840 
Case 
Mean Std ENOB NFB 
Noise 
floor  
N 
Notes 
LSBs LSBs bits bits mV Samples 
1 1.2148 1.5637 10.4 7.6 15.1 
10,000 
22us sample period, 3us acq 
time, no pulldown, 
differential, no OSR 
2 0.9131 1.2 10.7 8.0 11.6 
Same as 1, but with 2X 
oversampling.  
3 0.2659 0.4418 12.2 9.5 4.3 
2566us sample period, 256x 
oversample, 10 us acq time 
 
Table 3.3 shows that the noise-free bits of the converter vary substantially depending on 
the degree of oversampling, with a noise floor varying from 15.1 to 4.3 mV. Even with 
very high oversampling, the nRF52840’s nominal 12-bit ADC only achieves 9.5 NFB. 
 
One point of interest is that the ENOB for 256x oversampling is greater than the ADC’s 
ideal resolution. This occurs anytime the standard deviation of the measurement 
distribution is below 1, resulting in a negative log value. Oversampling allows for 
measurement of the mean of a signal more precisely than the resolution of the ADC. For 
every doubling of the oversampling ratio (OSR), the system adds ½ bit of ENOB [9]. 
 
𝑁𝑂𝑆𝑅 = 𝑁 +
log2(𝑂𝑆𝑅)
2
 
 
The nRF52840 offers a 14-bit output mode that is achieved via this technique with 16x 
oversampling. Note that this requires that the signal has normally distributed noise that 
is greater than ½ least significant bit (LSB) of the converters’ resolution, reduces sample 
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throughput, and has a practical upper limit. While this technique can be used in cases 
where more accurate measurement of a mean value is needed, it is too slow for use in 
high-speed data acquisition.  
 
For the sampling speeds required by the FTDS-K specifications, the nRF52840 ADC has a 
noise-free resolution of approximately 8 bits and a noise floor of 12 mV. 
 
3.2.1 Amplifier requirements 
 
With an estimate of the ADC’s quantization performance, the next question becomes 
what amount of amplification is needed to boost sensor inputs to a readable level. This 
requires two additional pieces of information: the properties of the sensors under test 
and the test conditions. The basic specifications of three representative sensors are 
shown in Table 3.4. 
Table 3.4. Sensors considered in model 
Name Sensor 
PN 
Measurement 
type 
Sensitivity 
(mV/Pa) 
Full 
scale 
range 
(Pa) 
Notes 
EPIH 
sensors(A) 
EPIH-
S468-
15P 
Differential, 
dynamic 
2.55E-04 
103.4 Used for dynamic 
pressure 
measurements. 
Differential sensors. 
BLDS-
owned 
Kulite (B) 
LL-080-
1.7BARA 
Absolute, 
static 1.91E-04 
172.4 Absolute sensors. 
Preferred 
Kulite (C) 
LL-2-
125-15A 
Absolute, 
static 3.19E-04 
103.4 Better range for 
atmospheric flight 
than sensor type B. 
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To determine signal level, these sensitivities need to be combined with expected 
operating conditions. Operating conditions vary widely depending on whether the device 
is being tested in a wind tunnel or attached to an aircraft in flight. As an example, this 
section will cover the use of an LL-2-125-15A on a Boeing 737 in normal cruise conditions 
(Figure 3.5). Calculation details and examples for operation of other sensors in a wind 
tunnel environment are available in Appendix B. 
 
 
Figure 3.5. Estimated operating conditions for a Boeing 737 in flight 
 
Figure 3.5 shows the estimated pressure levels in an FTDS-K application. An absolute 
sensor used in this capacity would have a maximum signal level proportional to the 
ambient pressure, on the order of 20-101 kPa. The fluctuations in the static pressure, 
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however, would be around 200 Pa peak-to-peak or less. The derivation of this envelope 
is discussed more in chapter 4 and Appendix B. 
  
With a LL-2-125-15A sensor, these operating conditions translate to a maximum mean 
reading of 32.23 mV and peak-to-peak fluctuations of 0.0638 mV. Clearly, the signals 
coming from these sensors require some amount of amplification to be meaningfully 
resolved; the projected noise-free resolution of the ADC used is around 11 mV, far too 
coarse to resolve a signal in the tens-of-microvolts range. 
 
The relative size of the mean and fluctuating signal presents another problem: the mean 
signal is 505 times larger than the pressure fluctuations. When choosing amplification, 
the maximum mean signal must be within the range of the ADC, which in turn means that 
the fluctuations will be on the order of one part per 500 of the ADC’s full-scale range. For 
an ADC with an NFB of 8.2, there are only 294 noise-free steps. The entirety of the 
pressure fluctuations will occur below the noise floor. The amplifier design needs not only 
to provide high amplification, but also somehow compensate for the large dynamic range 
between mean and fluctuating signals. 
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3.2.2 Amplifier design 
 
Amplifier design began with a previously developed amplifier designed to interface BLDS 
v3bs with Kulite sensors (Figure 3.6).  
 
Figure 3.6. Circuit diagram of BLDS v3b Kulite amplifier. Design and diagram by Donald R. Frame. 
This design was intended for use with 0-5 PSI Kulites in an application with lower flight 
speeds. It is built from three functional blocks (Figure 3.7): 
1. A passive low pass filter on the sensor input. 
2. An instrumentation amplifier that provides a gain of 50 and trimmable bias. 
3. An inverting amplifier that provides two gain/bias settings, both with trimmable 
bias. 
 
 
Figure 3.7. Simplified block diagram of reference design 
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The overall gain of this design can be switched from 310 to 1,500 V/V. This range is 
insufficient for the FTDS-K, as it provides too much amplification for the mean signal while 
not providing enough amplification for fluctuating signals. 
 
To address this problem, an AC-coupling capacitor was added in series between the 
instrumentation amplifier and the inverting amplifier, while adding a separate DC-
coupled path directly to the ADC (Figure 3.8). This requires two ADC channels per sensor 
but allows amplifier gains to be adjusted separately for the mean and fluctuating signals. 
The motivation and design behind the low pass filter stages are described in detail in 
Section 3.3. 
 
 
 
Figure 3.8. Proposed signal chain design 
 
Note that the DC path is only amplified by the instrumentation amplifier; the nRF52840  
internal programmable gain amplifier (PGA) is responsible for providing any remaining 
gain. This provides an overall gain for the DC path of 50-1,200 V/V, which is similar to the 
range provided by the reference design. The AC path has additional gain from the 
inverting amplifier stage, allowing for an overall gain of 1,000-96,000 V/V depending on 
inverting amplifier gain selected. Ultimately, this leaves several parameters that can be 
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tuned for the requirements of the mission. These are marked as “TBD” in Table 3.5. Other 
values are either inherent to the components or determined by other requirements.  
Table 3.5. Parameter summary of proposed design. 
Stage Parameter Value Units 
Adjusted 
by Notes 
Passive low pass fcutoff TBD Hz 
Component 
swap 
Likely in the 40-100kHz 
range 
Instrumentation 
amplifier 
fcutoff 110k Hz Fixed Per datasheet at G = 50 
Gain 50 V/V Fixed  
Bias (max) TBD V/V TBD if 
adjustment 
required  Bias (min) TBD V/V 
AC coupling and 
inverting 
amplifier 
fcutoff (hi 
pass) TBD Hz 
Component 
swap 
Coupling capacitor can 
be replaced with 0 Ohm 
jumper for DC 
operation 
fcutoff (low 
pass) TBD Hz Fixed 
Not expected to be 
significant relative to 
filter bank 
Gain TBD V/V 
Component 
swap 
TBD, likely 20-80 (upper 
bound set by gain-
bandwidth product of 
amplifier) 
Bias 0.5 V/V Fixed 
Centers ADC reading at 
mid-range when AC 
coupled 
Low pass filters 
fcutoff 28k Hz 
Component 
swap  
Gain 1 V/V Fixed  
PGA (internal to 
ADC) 
Gain (max) 24 V/V Software-
controlled 
See note on PGA/ADC 
behavior 
Gain (min) 1 V/V  
 
With a preliminary understanding of the tunable parameters, the next question how to 
calculate the appropriate values. A block diagram of the signal chain is shown in Figure 
3.9, with the typical ranges of values listed in Table 3.6. 
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Figure 3.9. Signal chain diagram 
Table 3.6. Description of variables used in model 
Symbol Name Typical 
value 
Units Notes 
Z Fraction of full-scale 
range used 
0-1 Pa/Pa Defined as 
𝑀𝑎𝑥 𝑠𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑎𝑑𝑖𝑛𝑔
𝑆𝑒𝑛𝑠𝑜𝑟 𝑓𝑢𝑙𝑙 𝑠𝑐𝑎𝑙𝑒 𝑟𝑎𝑛𝑔𝑒
 
S Total signal from 
sensor 
0-1 Pa/Pa Defined as 
𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑎𝑑𝑖𝑛𝑔
𝑀𝑎𝑥 𝑠𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑎𝑑𝑖𝑛𝑔
  
SDC DC-coupled signal 
from sensor 
0-1 Pa/Pa Includes AC component 
SAC AC-coupled signal 
from sensor 
<<1 Pa/Pa Peak-to-peak of fluctuation. 
K AC signal factor 0.004 Pa/Pa Ratio of SAC to SDC 
Gsense Sensor gain 0.01 V/V Expressed in volts output at 
full-scale pressure per volt 
excitation. 
Exc Sensor excitation 
voltage 
3.3 V  
Ginst Instrumentation 
amplifier gain 
50 V/V Fixed 
Binst Instrumentation 
amplifier bias 
0-3.3 V  
Ginv Inverting amplifier 
gain 
<300 V/V Upper limit based on GBP 
considerations of LTC6256 op 
amps for ~20 kHz signal. 
Binv Inverting amplifier 
bias 
0-3.3 V  
GPGAAC, 
GPGADC 
Programmable gain 
of ADC 
1/6,1/4,1/2, 
1,2,4 
V/V Depends on ADC. Values listed 
for nRF52840. 
Ref Reference voltage 
of ADC 
0.6 V Values listed for nRF52840.  
OutAC,OutDC Signal output from 
ADC 
0-1 ul Expressed as a fraction of full-
scale range (1 is 4095 LSBs for 
a 12-bit ADC). 
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The gain of the inverting amplifier stage, Ginv, is limited to be 300 V/V or less. This 
limitation is due to the gain bandwidth product (GBP) limit of the op amp used to 
implement this circuit. With gains above 300, the op amp will attenuate signals within the 
pass band.  
 
The outputs of the signal chain shown in Figure 3.9 are described by Equation 1 and 
Equation 2. 
 
Equation 1. Output from the DC-coupled signal chain as a unitless ratio of ADC range. 
𝑂𝑢𝑡𝐷𝐶 =  (𝑆𝐷𝐶 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑃𝐺𝐴𝐷𝐶 (
1
𝑅𝑒𝑓
) 
Equation 2. Output from the AC-coupled signal chain as a unitless ratio of ADC range. 
𝑂𝑢𝑡𝐴𝐶 = ((𝑆𝐴𝐶 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑖𝑛𝑣 + 𝐵𝑖𝑛𝑣)𝐺𝑃𝐺𝐴𝐴𝐶 (
1
𝑅𝑒𝑓
) 
 
Gsense, Ginst, Exc, and Ref are already set. Binst, Binv, Ginv, GPGADC and GPGAAC need to be found. 
The calculations that follow are designed to map the desired sensing range to the ADC 
range exactly. This leaves no safety factor for greater-than-estimated fluctuations, so the 
gains derived from this model represent upper limits. 
 
The instrumentation amplifier bias can be set by inspection. Because the input is non-
inverting, a bias of zero provides the greatest signal range: 
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𝐵𝑖𝑛𝑠𝑡 = 0 
 
GPGADC can be found by solving Equation 1: first, OutDC is set to 1 and SDC is set to Z. this 
maps the full-scale range of the ADC to the full-scale range of the sensor. 
 
1 =  (𝑍 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑃𝐺𝐴𝐷𝐶 (
1
𝑅𝑒𝑓
) 
 
𝐺𝑃𝐺𝐴𝐷𝐶 =
𝑅𝑒𝑓
𝑍 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒𝐺𝑖𝑛𝑠𝑡𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡
 
 
This gives a value of GPGADC that matches the full-scale range of the sensor to the full-scale 
range of the ADC and should be rounded to the nearest smaller PGA gain.  
 
GPGAAC and Ginv can be calculated using one of two methods:  
1. Maximizing the signal level from the inverting amplifier. This has the advantage of 
passing a very high-level signal to the ADC at the cost of requiring a higher 
inverting amplifier gain.  
2. Setting the inverting amplifier gain manually, and the PGA gain being chosen to 
best match the signal to the ADC. This allows for a balance between the amount 
of amplification in each stage and is a good choice when the inverting amplifier 
gain requirements are near their limit. 
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For the first method, GPGAAC is selected to have as high-level of an output from the 
inverting amplifier without clipping: 
𝐺𝑃𝐺𝐴𝐴𝐶 ≤
𝑅𝑒𝑓
𝐸𝑥𝑐
 
 
Similarly to before, GPGAAC is rounded to the nearest smaller PGA gain. 
 
The inverting amplifier bias is then centered at the midrange of the ADC’s input: 
 
𝐵𝑖𝑛𝑣 =
1
2
∗
𝑅𝑒𝑓
𝐺𝑃𝐺𝐴𝐴𝐶
 
 
Finally, Equation 2 is used to find Ginv. OutAC is set to 1 and  SAC is set to 
𝑍𝐾
2
. This maps the 
peak output of the inverting amplifier (1/2 of the fluctuation plus the bias) to the full scale 
of the ADC: 
1 = ((
𝑍𝐾
2
𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡) 𝐺𝑖𝑛𝑣 + 𝐵𝑖𝑛𝑣) 𝐺𝑃𝐺𝐴𝐴𝐶 (
1
𝑅𝑒𝑓
) 
 
𝐺𝑖𝑛𝑣 =  
(
𝑅𝑒𝑓
𝐺𝑃𝐺𝐴𝐴𝐶
− 𝐵𝑖𝑛𝑣)
(
𝑍𝐾
2 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)
 
 
For the second method, Equation 2 is solved for GPGAAC, given Ginv. 
 75 
 
1 = ((
𝑍𝐾
2
𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡) 𝐺𝑖𝑛𝑣 + 𝐵𝑖𝑛𝑣) 𝐺𝑃𝐺𝐴𝐴𝐶 (
1
𝑅𝑒𝑓
) 
 
Binv should fulfill the same requirements established previously (i.e. be at the midrange of 
the ADC): 
𝐵𝑖𝑛𝑣 =
1
2
∗
𝑅𝑒𝑓
𝐺𝑃𝐺𝐴𝐴𝐶
 
Using this to solve the modified Equation 2: 
 
𝑅𝑒𝑓
(𝑍𝐾𝐺𝑠𝑒𝑛𝑠𝑒𝐺𝑖𝑛𝑠𝑡𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑖𝑛𝑣
= 𝐺𝑃𝐺𝐴𝐴𝐶  
 
Applying these calculations to the mission described above results in a gain of 300, with 
both programmable gains set to ¼. In this case, method 2 for determining inverting 
amplifier gain was used with Ginv = 300. The expected use of the ADC full scale range is 
shown in Figure 3.10. 
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Figure 3.10. Projected ADC readings for in-flight tests (mission C) 
 
As mentioned previously such a system has no safety factor for larger-than-estimated 
fluctuations. While an FTDS-K analog board with a 300 V/V inverting amplifier stage was 
built and bench-tested, most work was performed on a board with 150 V/V gain. This 
reduced gain provided additional full-scale range, and was a better match for the needs 
of the wind tunnel testing discussed in Chapter 4.   
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3.3 Sampling and filter design 
 
An ADC’s sampling performance is largely based on how quickly the ADC can sample and 
quantize a signal. The simplest ADCs to understand are Nyquist converters such as SAR 
converters. These generate a full output word each time they sample a signal. Non-
Nyquist converters such as Delta sigma converters are discussed separately in  appendix 
C. 
 
The most basic sampling requirement is described by the Nyquist-Shannon sampling 
theorem [27]:  
A function that contains no frequencies higher than B hertz can be completely 
determined by a set of points 1/2B seconds apart.  
 
This can be broken into two requirements: 
1. The signal must be sampled at least twice as fast as the highest-frequency 
component of interest 
2. The signal should not contain any frequencies higher than this component 
The second requirement is crucial to prevent aliasing, which occurs when a signal is 
sampled too slowly to be properly represented (Figure 3.11). 
 
 
Figure 3.11. An example of an aliased signal. The original signal (solid pink) is sampled too slowly to prevent aliasing, 
resulting in a lower-frequency reconstruction (dashed line) 
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This results in the signal aliasing or “folding” around multiples of half the sampling 
frequency, creating spurious frequency low components (Figure 3.12). 
 
Figure 3.12. Aliasing of 400 Hz noise on a 300 Hz sample-rate system 
 
The resulting lower-frequency aliases are impossible to distinguish from real signals 
within that frequency band. This is a challenge for the FTDS-K, as it uses sensors with high 
natural frequencies, meaning that not all out-of-band pressure fluctuations will be 
attenuated. An LL-2-125 series Kulite has a natural frequency of 240 kHz, more than 
double the folding frequency of the nRF52840’s 200 kSPS ADC. Additionally, the FTDS-K’s 
sensors require some length of wire between the sensor location and the FTDS-K’s 
electronics. These will act as antennas and may pick up high-frequency electrical noise. 
Hence, the raw signal coming from the sensor cannot be relied on to be band-limited to 
the ADC’s sample rate, so dedicated antialiasing filters are needed.   
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3.3.1 Antialiasing filters and oversampling 
 
An antialiasing filter can be divided into three sections: the pass band, transition band, 
and stop band (Figure 3.13). 
 
Figure 3.13. Low pass filter response. 
The pass band is the region of relatively flat signal response with respect to frequency 
that covers the signals of interest. An ideal antialiasing filter would have a pass band with 
a constant gain of 1. Practical filters generally have either ripple or sag in the pass band, 
resulting in some inconsistency in gain.  
The stop band is the region where the gain is sufficiently small to reduce an input to a 
level imperceptible to the ADC. Ideally, this would attenuate full-scale out-of-band noise 
to less than the signal-to-noise ratio (SNR) of the converter [28]. The SNR can be 
expressed in decibels (dB) as: 
𝑆𝑁𝑅 =  6.02𝑁+1.76 [29] 
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Where the dB value of some gain, G, is defined as: 
 
20 log10(𝐺) 
 
As discussed in section 0, an ADC is generally subject to noise that reduces its effective 
resolution to significantly less than the ideal signal-to-noise ratio. This analysis uses 10 
NFB as the desired antialiasing filter performance level, as this represents a reasonable 
performance point for a 12-bit ADC and is well below the noise floor of the nRF52840 in 
practice. This gives a desired attenuation of -70 dB or more in the stop band. 
 
The transition band contains the frequencies where signals are attenuated more than the 
pass band, but less than the stop band. If the folding frequency occurs in the transition 
band, some frequencies above it will alias, possibly into the pass band. Any analog filter 
implementation will have some non-negligible transition band, so there is a tradeoff 
between transition band width and sampling rate. Filter design, then, becomes a balance 
between: 
 
1. Ensuring that the pass band covers the entirety of the measurement bandwidth 
2. Ensuring that transition band is narrow enough that the folding frequency is in the 
stop band 
3. A tolerable time-domain (step response) of the filter 
4. Using as low-order (simple) filter as possible 
 81 
 
 
Filter types generally trade between transition band width and time domain behavior. A 
filter with a tight transition band gives a worse step response. This tradeoff is inevitable 
for linear filters [30], and the best that can be done is balancing competing requirements. 
Three of the most common filter designs were considered: Butterworth, Chebyshev, and 
Bessel. A comparison of these can be seen in Table 3.7 and Figure 3.14. 
 
Table 3.7. Summary of properties for common filter types 
Filter type Ripple 
in pass 
band? 
Ripple 
in stop 
band? 
Transition 
attenuation 
rate? 
Step 
response? 
Main strength? 
Butterworth NO NO MEDIUM MEDIUM Maximally flat pass 
band 
Chebyshev YES NO BEST WORST Minimal transition 
bandwidth 
Bessel NO NO WORST BEST Constant time delay 
wrt frequency 
 
 
Figure 3.14. Comparison of frequency domain performance (top) and time domain performance (bottom) [28] 
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The FTDS-K uses Butterworth filters, as they are a good compromise between frequency 
and time domain response. While Butterworth filters do cause non-negligible ringing in 
response to a step input, so long as the cutoff frequency is set correctly, the frequency of 
this ringing is above the pass band and can be removed with digital filtering.  
 
Once the filter type is selected, the next question is the order and cutoff frequency. 
Butterworth filters have sag in the pass band (better visualized in Figure 3.15), with the 
frequencies prior to the cutoff frequency still experiencing meaningful attenuation. To 
minimize this effect, the cutoff frequency was set at 28 kHz. This results in roughly 23 kHz 
ringing frequency, which is just outside of the 22 kHz max desired frequency. 
 
Higher-order filters require more parts, are more susceptible to component tolerances, 
but they offer narrower transition bands. The desire is to select the lowest-order filter 
that still provides the desired transition band. As an initial test, 1st, 2nd, 4th, and 6th order 
filters were modeled (Figure 3.15). 
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Figure 3.15. Comparison of Butterworth filters of varying orders, cutoff set to 28 kHz. Maximum frequency of interest 
(22 kHz) labeled. 
The 1st order filter was included to represent the performance of a passive (resistor-
capacitor) filter– this is insufficient to prevent aliasing. Even for the ATSAMD51’s faster 1 
MSPS ADC, the attenuation at the folding frequency is far less than the desired -63 dB. 
The 6th order filter clearly provides sufficient attenuation to reduce noise to an 
imperceptible level. 
Table 3.8. Comparison of filter performance versus filter order 
Filter 
order 
Attenuation 
at frequency 
of interest 
Attenuation at 
folding frequency 
 
200 
kSPS 
1 MSPS 
SNR at 100 kHz with 
full-scale noise 
dB V/V dB dB bits 
1 -2.09 0.79 -11 -25 1.6 
2 -1.40 0.85 -22 -50 3.4 
4 -0.59 0.93 -44 -100 7.1 
6 -0.23 0.97 -66 -150 10.7 
10
4
10
5
10
6
Frequency (Hz)
-80
-70
-60
-50
-40
-30
-20
-10
0
M
a
g
n
it
u
d
e
 (
d
B
)
2
2
 k
H
z
1st order
2nd order
4th order
6th order
Noise floor for 10 NFB 
nRF52840 folding 
frequency 
1MSPS folding 
frequency 
 84 
 
Table 3.8 shows the performance of these filters at the highest frequency of interest (22 
kHz) and the folding frequencies for 200kSPS and 1 MSPS sampling (100 kHz and 500 kHz, 
respectively). The 4th order filter is able to achieve a 7.1-bit signal to noise with a full-scale 
input above the nRF52840’s folding frequency. This represents the worst-case SNR of the 
system, as most applications would not have full-scale out-of-band noise. Additionally, a 
4th order filter can be implemented using a single dual-op-amp package plus passives, 
simplifying electrical design. These considerations were sufficient to justify using a 4th 
order over a more complex 6th order filter. 
 
Filter design was implemented using Analog Device’s Analog Filter Wizard [31], an online 
tool that automates the implementation of analog filters.   
 
Figure 3.16. Electrical implementation of 4th order Butterworth filter 
 
The filter design generated (Figure 3.16) was designed for a single-sided 3.3V supply, low-
power, and 1% tolerance passive components.  Quiescent current is 130 uA/channel. The 
resulting design has worst-case noise of 240 uV peak-to-peak, which is far less than the 
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nRF52840’s best-case 4.3 mV noise floor. Gain tolerance varies across the passband but 
appears acceptable (Figure 3.17). 
 
Figure 3.17. 4th order Butterworth filter built via Analog Devices Filter Wizard. Tolerance band in light blue. 
 
3.3.2 Dynamic effects of amplification stage 
 
While the antialiasing filters described above are the dominant dynamic effect in the 
signal chain, the amplification stage can also contribute, particularly through the low-
passing of the GBP limit on the amplifiers and the high-passing effect of the AC coupling.  
 
For simplicity’s sake, amplifier dynamics were placed outside of the pass band. LTSPICE 
was used to model the AC-coupled inverting amplifier and compared to results of TI’s 
analysis [32] (Figure 3.18). The results are close enough to consider the LTSPICE model 
sufficient for preliminary component selection.  
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Figure 3.18. LTSPICE model and AC sweep results(upper pane) and AC sweep results from SBOA222A. Note that phase 
and gain behavior agree across both models. 
 
The INA155 amplifier was implemented as a custom part per the functional model (Figure 
3.19) provided in its datasheet, and then checked for gain and frequency response 
behavior (50 gain (34dB), 110 kHz cutoff). 
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Figure 3.19. INA155 functional model and frequency response 
 
The inverting amplifier presents a 1st order high pass with a cutoff at 16 Hz. This has 
negligible effect above 100 Hz. The GBP limit of the inverting amplifier is around 44 kHz, 
well outside of the passband. The instrumentation amplifier has no appreciable DC 
dynamics, and its GBP occurs at 110 kHz. As such, the only amplifier dynamic within the 
passband is the high pass of the inverting amplifier, which applies only to the AC signal 
path. 
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3.3.3 Downsampling strategies 
 
As discussed in section 3.3.1, sampling at the maximum possible rate reduces antialiasing 
filter requirements. In a flight test application, however, saving every single sample would 
be wasteful, as it limits the amount of time that the system can spend acquiring data, and 
consumes additional energy to write to flash. Instead, some method of reducing the 
sample rate prior to saving data (downsampling) is needed. The precise method used to 
downsample or sample multiple channels is software-defined and can be deferred until a 
specific flight application is proposed. It is, however, possible to make a few 
recommendations based on the currently specified 22 kHz maximum frequency of 
interest. 
  
3.3.3.1 Downsampling 
 
A high sampling rate is imperative to keep the folding frequency of the ADC within the 
stop band of the antialiasing filter. This motivates the use of the ADC’s full 200 kSPS 
sampling rate. However, frequencies between 28 and 100 kHz are distorted and of little 
use for measurement. Removing these higher frequencies and reducing the output data 
rate to 44 kSPS would result in no meaningful loss of test information. Note that while 44 
kSPS is the minimum data rate required, an even divisor of the original sampling rate is 
more convenient, so this analysis uses 50 kSPS instead. 
 
Two methods were considered for achieving this reduction:  
1. Burst oversampling, where two or more samples are taken at the maximum sample 
rate, then averaged into a single reading. 
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2. Filter-then-decimate, where a large buffer of samples is acquired at the maximum 
sample rate, digitally low-passed, and then resampled at a lower data rate. 
 
Burst oversampling can be performed automatically by the nRF52840 ADC, while filter-
then-decimate requires custom firmware. Both are subject to the same requirement: they 
should attenuate frequency components above the folding frequency of the new data 
rate to prevent aliasing. As the ADC used is 12bit, a -72.2 dB response at the folding 
frequency (25 kHz) is desired. 
 
Two filters of each method were tested. The frequency response for the filters described 
in Table 3.9 was simulated from 20 to 100 kHz (Figure 3.20) and the attenuation at 22 kHz 
and 25 kHz was calculated (Table 3.10). 
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Table 3.9. Summary of digital downsampling antialiasing filters used for 200 kSPS to 50 kSPS transition. 
Method Filter details Notes 
Burst oversampling 2x oversample and 
average 
Maximum order for two-channel 
acquisition with nRF52840 
4x oversample and 
average 
Maximum order for single-channel 
acquisition with nRF52840 
Filter-then-decimate FIR equiripple, N = 
379.  
Minimum order design for -73 dB at 25 
kHz. 0.0001 dB passband ripple. 
FIR window, N = 
2,200 
No passband ripple. 
 
 
Figure 3.20. Frequency response of downsampling strategies 
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Table 3.10. Summary of attenuation performance for filters. 
  
Gain at 22 
kHz 
Gain at 25 
kHz 
Method dB dB 
2x burst 
oversample -0.53 -0.69 
4x burst 
oversample -2.79 -1.38 
Equiripple, 379 0.00 -79.2 
Window,  2,200 0.01 -73.4 
 
The results listed in Table 3.10 show that burst oversampling is inadequate to prevent 
aliasing. Interestingly, the attenuation of 4x burst oversampling at 25 kHz is lower than it 
is at 22 kHz. This is due to an artifact that occurs around 25 kHz. A similar artifact is present 
at 50 kHz for 2x oversampling (Figure 3.21). Whether this is an anomaly of the numerical 
simulation used or a property of the filter is unknown. 
 
Figure 3.21. Comparison of 4x burst oversample (left) and 2x burst oversample (right) anomalies 
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Based on these results, filter-then-decimate to 50 kSPS with a 379th order equiripple filter 
provides the best balance of antialiasing and filter order for downsampling a single 
channel from 200 kSPS. 
 
3.3.3.2 Two-channel acquisition 
 
The analysis above assumes a single channel, while the FTDS-K has two separate channels. 
As both channels are multiplexed to the same ADC, the use of both simultaneously halves 
the available throughput per channel. This presents a problem for the nRF52840 ADC, as 
a reduced per-channel sample also reduces the effectiveness of the analog antialiasing 
filters. Two methods (Figure 3.22) were considered for their ability to mitigate this effect: 
 
1. Burst oversampling– the same technique as described in section 3.3.3.1. This 
allows for both channels to maintain a 200 kSPS sample rate prior to 
downsampling, although for two-channel acquisition oversampling is limited to 
2x.  
2. Interleaved sampling– alternating between channels for each sample. This results 
in two channels of data at 100 kSPS reaching the microcontroller, which would 
then filter-then-decimate to 50 kSPS. 
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Figure 3.22. Comparison of multi-channel burst oversampling (top) and interleaved sampling bottom. Both methods 
show sampling at maximum overall ADC throughput, then reduced to a 50 kSPS output rate. 
These methods were evaluated for their performance when combined with the analog 
antialiasing filter (Figure 3.23). The desired response is for a -72.2 dB gain above 25 kHz 
to eliminate high-frequency signals prior to decimation. 
  
 
Figure 3.23. Combined performance of digital and analog antialiasing filters. Note that the equiripple approach 
creates aliases for signals above 50 kHz, while burst oversampling has aliasing for all signals above 25 kHz. 
Within the passband of the downsampled signal, the behavior shown in Figure 3.23 is 
similar to that seen in Figure 3.20; the filter-then-decimate method used by interleaved 
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sampling is far superior to burst oversampling. Because interleaved sampling runs at 100 
kSPS, the folding frequency is 50 kHz prior to decimation. This is not a practical issue in 
the frequencies between 50 and 75 kHz, where the combined gain of the digital and 
analog filters is less than -72.2 dB (sufficient to push any signal at these frequencies below 
the threshold for a 12-bit number). Above 75 kHz, however, the digital filter response 
returns to 0 dB, leaving only the analog antialiasing filter to attenuate. The resulting 
response peaks at -35 dB at 77.5 kHz– by comparison, the burst oversampling method 
provides -44.5 dB at this frequency. That said, burst oversampling folds at 25 kHz, 
meaning that all signals in the frequency region between 25 and 75 kHz (where 
interleaved sampling performs far better) is aliased into the signal. 
 
Overall, burst oversampling provides some advantages for frequency components in the 
75-100 kHz range, but interleaved sampling far outperforms it in the 25-75 kHz range. 
Practical experience operating the FTDS-K suggests that attenuation in the 25-75 kHz 
range is far more important, as this is where the major components of electrically induced 
noise occur. Based on this, interleaved sampling using an equiripple filter-then-decimate 
approach provides better performance than burst oversampling for two-channel 
acquisition. 
 
Other than oversampling, the methods described above were not implemented as 
embedded code on the nRF52840 ADC, primarily to save development time. 
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3.4 Board layout and mechanical design 
 
The FTDS-K analog board is implemented as a daughter board to the FTDS-K main board. 
The analog board includes two channels of amplification and filtering, as well as a linear 
voltage regulator and optional external ADC. 
 
Figure 3.24. FTDS-K analog board. Top and bottom view with main subsystems highlighted. 
Power from the FTDS-K’s boost regulator or USB bus is used to generate a 3.3V analog 
supply voltage, which is used to power the amplifiers and filters, as well as provide a 
reference voltage to the BLDS-K ADC (Figure 3.25). This regulator can be shut off via 
software to disable power to the analog board. 
 
Figure 3.25. Analog power supply block diagram. 
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The board includes an external ADC footprint for an ADS131A04 capable of 
simultaneously sampling all four channel (AC– and DC-coupled channels 1 and 2) as well 
as provisions for cutting traces depending on the operating mode chosen (built-in ADC or 
external).  
 
3.5 Testing 
 
The FTDS-K’s analog system was tested to validate its performance prior to use in a flow 
measurement application. The nRF52840’s internal ADC was benchmarked for 
quantization and dynamic performance. Once this was established, the antialiasing filters 
were tested for power consumption, noise addition, gain, frequency response, and step 
response. Similar tests were performed on the amplifiers, followed by a full-signal-chain 
test. These tests and results are presented in detail in the following sections. 
 
3.5.1 ADC tests 
 
3.5.1.1 Missing code tests 
 
For a 12-bit ADC like the nRF52840’s, output codes should span all integers from 0 to 
4095. A sawtooth wave input spanning slightly greater than the ADC’s full-scale range was 
used as an input to an nRF52840 development kit using Nordic nrf_drv_saadc library to 
read the ADC. A MATLAB script checked for any missing codes between the minimum 
code reported and the maximum code reported (Figure 3.26).  
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Figure 3.26. Test setup for missing code test. 
 
Data captured during this test are shown in Figure 3.27.  
 
 
Figure 3.27. Waveform as captured by nRF52840 ADC during missing code check capture used to check for missing 
codes. 
No missing codes were found between 0 and 4095. However, codes as low as -113 were 
reported, even though values below 0 should be outside of a 12-bit converter’s range. 
This is a known issue [33], and may be a quirk of the NRF 5 SDK used to code the ADC or 
the nRF52840’s ADC design. The nRF52840’s ADC is a differential ADC, and when run in 
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single-ended capture mode, simply connects the negative input channel to ground via a 
multiplexer. While the actual comparator and register design of the ADC is unknown, it is 
able to resolve measurements where the negative input is at a higher potential than the 
positive input. The ability to report negative values in single-ended mode is unusual, but 
it does not appear to negatively affect the operation of the ADC.  
 
3.5.1.2 Noise and DC calibration 
 
The presence of all 4,096 ADC codes does not guarantee that those codes are evenly 
spaced across the ADC’s range, nor that they correspond correctly to input voltage. To 
check this, the ADC was used to capture a burst of 10,000 samples at varying DC voltages 
and the mean values of those results were compared to measurements made by a digital 
multimeter (Figure 3.28).  
 
Figure 3.28. Test setup for ADC DC calibration 
The means of these measurements were used to generate a calibration curve. The 
distribution of the samples in each measurement were checked for normality (left side of 
Figure 3.29) and randomness (right side of Figure 3.29).  
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Figure 3.29. Histogram of measurements (left) and measurements in order taken (right). Data are taken from a linear 
DC supply outputting 1.497 V. 
While no formal metric was used, the distribution appears to be normal, and the residuals 
do not show a clear trend. With this information, all DC captures were analyzed as if they 
were normal distributions (Table 3.11). 
 
ADC codes were converted to voltage via the relationship: 
 
𝑉𝐴𝐷𝐶 =
𝑐𝑜𝑑𝑒
2𝑁−𝐸
∗ 𝑅𝑒𝑓 ∗ 𝐺𝑃𝐺𝐴 
 
Where 
• N is the number of bits of the converter 
• E is either 0 for a single-ended measurement or 1 for differential measurements 
• Ref is the ADC’s reference voltage 
• GPGA is the gain of the ADC’s PGA 
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This provides a nominal measurement for the ADC, pre-calibration. 
Table 3.11. Mean and standard deviation for DC measurements 
Actual Measured 
 Average (µ) Std dev (σ) 
V V mV 
0.0053 0.0069 3.7 
0.0502 0.0512 3.7 
0.0953 0.0962 3.6 
0.2026 0.2034 3.6 
0.3016 0.3019 3.5 
0.4005 0.4013 3.7 
0.4999 0.5003 3.7 
0.751 0.7504 3.3 
0.994 0.9915 3.6 
1.246 1.2438 3.5 
1.497 1.4949 3.7 
1.749 1.7451 4.1 
2.001 1.9969 3.6 
2.243 2.2388 3.6 
2.494 2.4890 3.8 
2.747 2.7409 3.6 
2.998 2.9926 3.4 
 
 
Using this information, a DC-calibration was formed (Figure 3.30). The calibration curve’s 
slope is within 0.25% of 1, suggesting good agreement between the ADC’s nominal 
calibration and its actual performance. There is an offset of 1.2 mV, which is less than 
0.1% of the full-scale range. This calibration is sufficiently close to the ADC’s nominal 
calibration that the nominal calibration was used for other tests. 
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Figure 3.30. DC calibration of nRF52840 ADC 
The noise and precision measurements were checked to determine if they had some 
relationship with the level of the DC measurement (Figure 3.31). 
 
 
Figure 3.31. Standard deviations of 10,000 samples each from a linear power supply providing a DC voltage level. No 
pattern evident with respect to input voltage level. 
 
While no formal metric was used to test this, there does not appear to be a meaningful 
trend with input voltage. These noise measurements include the noise of the voltage 
Actual voltage = 1.0025*ADC reading - 0.0012
R² = 1
0
0.5
1
1.5
2
2.5
3
3.5
0.0000 0.5000 1.0000 1.5000 2.0000 2.5000 3.0000 3.5000
A
ct
u
al
 v
o
lt
ag
e 
(V
)
nRF52840 ADC reading (V)
3.0
3.2
3.4
3.6
3.8
4.0
4.2
0 0.5 1 1.5 2 2.5 3 3.5
St
d
 d
ev
. o
f 
m
ea
su
re
m
en
t 
(m
V
)
Input voltage (V)
 102 
 
source under measurement, and as such are not a pure measurement of the ADC. For 
reference, 3.7 mV is 5 LSBs, or 7 NFB, about 0.8 worse than a shorted input test. For a 
more accurate idea of the noise inherent to the converter, shorted input data such as that 
shown in Figure 3.4 should be consulted.  
 
Ultimately, the ADC was found to perform sufficiently well with DC inputs that no 
additional calibration or compensation was needed. 
 
3.5.1.3 Frequency testing 
 
With the DC performance of the ADC established, the dynamic performance became the 
next focus. In particular, the ability to accurately identify the signal level of sine wave 
inputs of varying frequency. This provides a performance benchmark for the system’s 
ability to perform spectral analysis. 
 
Sine waves were generated by a Wavetek 180 LF signal generator and passed through an 
oscilloscope to verify that they were of the approximately correct frequency. The exact 
frequency of the input signal was not needed for this test, as the goal was to verify that 
the ADC identifies amplitudes correctly across a broad range of frequencies. The sine 
waves were centered at approximately 1.6 V and ranged approximately 3 V peak-to-peak.  
 
The ADC captured 60,000 samples at each frequency. A Discrete Fourier Transform (DFT) 
was applied to the data to isolate the energy within each frequency band. This provided 
a measure of the energy in the original sine wave signal, a comparison made possible due 
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to Parseval’s relation, which states that a DFT contains the same energy as the signal used 
to create it [30].  
 
∑ 𝑥[𝑖]2
𝑁−1
𝑖=0
=
2
𝑁
∑ 𝑀𝑎𝑔𝑋[𝑘]2
𝑁/2
𝑘=0
  
 
Because the inputs were sine waves, their RMS values could be checked against the values 
reported by the DFT. The DFT was implemented as a post-processing step using MATLAB’s 
built-in Fast Fourier Transform (FFT) function.  
 
Performing a DFT directly on raw data may result in leakage if the true frequency of the 
sine wave is located between the discrete frequencies of the DFT (Figure 3.32). This can 
result in serious underestimation of power at that frequency. 
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Figure 3.32. Non-windowed data show more leakage around the actual frequency than windowed data, and 
underreports the peak RMS of the signal being measured 
 
To compensate for this, a window is used. This window is a transformation of the data 
that provides some benefits in transition to the frequency domain. Three windows were 
considered: rectangular, Hanning, and flattop (Table 3.12). Of these, the rectangular 
window is the same as using no window and offers no benefits. 
 
Table 3.12. Window types for DFT analysis 
Name Use Correction factor 
(approximate) 
Rectangular (none) N/A 1 
Hamming Accurately identify 
frequencies 
1.85 
Flattop Accurately identify 
amplitudes 
4.64 
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Because the goal of this test is to compare RMS amplitudes, the flattop window was used. 
This has the effect of spreading spectral peaks (Figure 3.36), making precise identification 
of frequency difficult.  
 
Figure 3.33. Comparison of window effects on the DFT of a nominally 10 kHz input sine. 
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The use of a window requires a correction factor, as the window itself changes the 
amplitude of the input signal (Figure 3.34).  
 
 
Figure 3.34. Windowed data (right) have a lower RMS amplitude than the original data (left). 
This correction is defined as: 
𝐴𝑐𝑜𝑟𝑟 =
𝑁
∑ 𝑤(𝑛)𝑁−1𝑛=0
 
 
And is applied to the spectrum as: 
𝑃𝑤𝑐𝑜𝑟𝑟 = 𝐴𝑐𝑜𝑟𝑟𝑃𝑤 
 
Note that the spectral peak shown in Figure 3.33 includes this correction. 
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For these tests, the ADC was set to output data from a single channel at 45.5 kSPS, with 
internal 2x oversampling at a rate of 200 kSPS. Data were taken for inputs ranging from 5 
Hz to 36 kHz– this covers the lower limit of signal representation to the aliasing limit of 
the sampling strategy chosen. Once sampled, a DFT of the signal was taken, and the 
maximum value of that peak recorded. Additionally, the RMS of the sampled signal was 
recorded (Figure 3.35). 
 
 
Figure 3.35. Test setup for ADC frequency testing. 
 
Results are listed in Table 3.13 and plotted in Figure 3.36. 
 
Table 3.13. DFT results for sine wave inputs 
Nominal 
Sampled 
signal 
RMS 
DFT RMS  Ratio Notes 
Hz Vrms Vrms ul  
5 0.9589 0.95828 0.99935343  
50 0.9585 0.9598 1.00135629  
500 0.96009 0.9654 1.00553073  
1,000 0.96016 0.9632 1.00316614  
2,000 0.96082 0.96082 1  
5,000 0.96045 0.9507 0.98984851  
10,000 0.95846 0.8804 0.91855685  
22,500 0.95289 0.5928 0.62210748 
Signal represents with 
significant beats 
36,000 0.94897 0.6271 0.66082173 Signal aliases to 9.95 kHz 
Waveform 
generator
ADC
Oscilloscope
DFT
RMS Sampled 
signal RMS
DFT 
RMS
Max()
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Figure 3.36. DFT response levels for differing input sine frequencies. Includes data taken at a higher sample rate 
 
Figure 3.36 shows the ratio between time-domain signal RMS and peak spectral (DFT) 
RMS. This value should be near 1, but generally below it, as the time-domain RMS includes 
the energy contributions of all frequencies, while the DFT RMS only provides the signal 
energy at a single frequency.  Note that sampling at 45.5 kSPS results in a reduction of the 
ratio at 10+kHz. By comparison, higher sampling rates with no oversampling (1x OSR 
166.7 kSPS) show less or no reduction. While oversampling seems to effect the DFT RMS, 
time-domain RMS values at these frequencies are higher than expected  given the 
oversampling ratio (Figure 3.37). 
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Figure 3.37. Comparison of expected signal RMS and actual measured RMS 
 
The 22.5  and 36 kHz time-domain signal RMSes are within 1-2% of the RMS of in-band 
signals, despite their lower DFT RMS readings. For the 36 kHz signal, this seems to be due 
to a more spread-out signal spectrum (Figure 3.38). The signal energy is more evenly 
distributed across a small range of frequencies, while an in-band signal such as the 10 kHz 
signal shown forms a more coherent peak.  
0.8
0.82
0.84
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1 10 100 1000 10000 100000
Sa
m
p
le
 s
ig
n
al
 R
M
S 
(V
)
Input sine frequency (Hz)
2x OSR 45.5 kSPS Theoretical 2x OSR Theoretical 4x OSR
 110 
 
 
Figure 3.38. Comparison of the DFT of a true, nominally 10 kHz signal with the alias of a 36 kHz signal. Both have a flat 
top window applied. 
The location for the first alias of a signal of frequency 𝐹𝑎𝑐𝑡𝑢𝑎𝑙  would be represented as: 
 
𝐹𝑎𝑙𝑖𝑎𝑠 = 𝐹𝑠𝑎𝑚𝑝𝑙𝑒 − 𝐹𝑎𝑐𝑡𝑢𝑎𝑙  
Where 
𝐹𝑠𝑎𝑚𝑝𝑙𝑒 > 𝐹𝑎𝑐𝑡𝑢𝑎𝑙 >
𝐹𝑠𝑎𝑚𝑝𝑙𝑒
2
 
 
This puts the expected alias frequency of a 36 kHz signal at 8.5 kHz, which is lower than 
the measured value of 9.95 kHz. This is likely due to difficulties in setting the frequency 
exactly using the waveform generator. 
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The 22.5 kHz signal is more puzzling. The sampled signal demonstrates a noticeable beat 
frequency around 1.1 kHz (Figure 3.39). 
 
Figure 3.39. 22.5 kHz sine wave sampled at 45.5 kSPS showing significant beats. 
 
The cause of this is unknown. The DFT of this signal has no obvious peaks other than at 
22.5 kHz, and a comparison between this peak and a peak taken at a similar frequency 
but higher sample rate (Figure 3.40) shows no obvious increase in width, only a lower 
overall peak height. 
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Figure 3.40. Comparison of different sampling rates for a 22.5-23 kHz input signal. 
 
Ultimately, these tests show that the ADC can reliably extract the RMS value of 3 V peak-
to-peak input sinusoids between DC and 5,000 Hz. At 10 kHz, the DFT-determined RMS 
value begins to be lower than expected, while the time-domain RMS remains closer to 
the true input RMS, but more than would be expected for the level of oversampling. 
 
3.5.1.4 Determining timer performance 
 
The frequency tests above establish that the ADC is capable of determining the amplitude 
of dynamic signals but does not provide much information on how accurately it can 
measure their frequency.  
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The ADC’s sampling rate is set by a timer peripheral of the microcontroller, which triggers 
the sample-and-hold and conversion of the ADC on a regular interval. The timer uses a 
peripheral-peripheral interface (PPI) to directly trigger the ADC without needing to 
execute code on the main microcontroller core. The accuracy of the ADC’s sample rate is 
therefore reliant on the accuracy of this timer.  
 
To measure the timer, a PPI was used to connect the timer to a GPIO toggle, resulting a 
digital output changing state each time the timer triggered a conversion. The state of this 
GPIO was then recorded using a Saleae logic analyzer (Figure 3.41).  
 
 
Figure 3.41. Test setup for ADC timer benchmarking. 
The period of the timer compare was varied from 10 to 1000 µs to determine how the 
timer offset varies with differing periods (Table 3.14 and Figure 3.42). 
Table 3.14. Summary of timer 1 compare events 
Nominal Mean Std dev 
µs µs µs 
10 9.87 0.01191 
22 21.74 0.02034 
25 24.70 0.02033 
50 49.39 0.02586 
75 74.09 0.03518 
100 98.74 0.04019 
250 246.90 0.10293 
500 493.86 0.20453 
750 740.75 0.25135 
1000 987.08 0.32220 
nRF52840 GPIO
Logic 
analyzer
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Figure 3.42. Measured versus desired period. The slope of the line shown is a correction factor that may be used to 
adjust the periods entered in code. 
 
Figure 3.42 suggests that the timer is consistently 1.28% faster than expected. The 
measurements performed should, in theory, reflect a direct measurement of the 
operation of a timer peripheral, which in turn is operated by a clock source, which is 
driven by a crystal oscillator (Figure 3.43). The oscillator used has an accuracy around 50 
ppm (0.005%), making a 1.3% offset unexpected. 
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Figure 3.43. Schematic of nRF52840 clock and timer peripherals [16] 
Several causes were considered: 
1. Software overhead– this was dismissed out-of-hand, as the nRF52840 runs faster 
than expected. 
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2. Incorrect timer settings– it is possible that some software settings may be 
incorrect, although no likely culprit was found when checking the 22us case. 
a. Prescaler– the prescaler can be set in multiples of 1/2. For a 22us period, 
the expected prescaler value should be 1, which was confirmed with a 
readout at runtime. 
b. Compare ticks– for a 22us period, the expected timer tick is 352 (
22𝜇𝑠
(
1
16𝑀𝐻𝑧
)
, 
which is the same as reported by software. Additionally, this is an exact 
value, so there is no rounding error to blame. 
3. Clock source error– as mentioned above, a 1.3% error would be very unusual for 
a crystal oscillator, and would most likely interfere with UART communication, 
which the chip does successfully at 115200 baud. 
a. Non-crystal-based clock– the nRF52840 DK uses a 16 MHz oscillator 
(HFXO), which is fed into HFCLK, which should then provide the signal to 
PCLK16M. It is possible that the internal oscillator, HFINT, is being used 
instead, which has a +/- 5% tolerance. 
 
Ultimately, the most likely cause of this offset is that the internal oscillator is being used 
as a clock source. However, the clock module was configured and initialized per the NRF 
5 SDK’s guidelines for using the external oscillator. Whether this is a hardware or software 
issue remains unknown. Because the timer offset is consistent, it was ignored for future 
tests, as a 1.3% offset in frequencies does not affect the other tests run. 
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3.5.2 Filter tests 
 
Once basic ADC performance was measured, the next item under test was the antialiasing 
filter. This should provide a gain of 1 across the pass band and appropriate attenuation 
into the transition and stop band. Particular concerns were the addition of noise to the 
system, susceptibility to temperature variation, and power consumption.  
 
3.5.2.1 Power consumption 
 
To estimate the power consumption of a single channel of filters, a 20 kHz 3.2 V peak-to-
peak square wave was provided as an input. Current draw was measured via the current 
readout of the power supply, whose resolution is 1 mA. Indicated current was 1 mA, likely 
due to the lack of measurement resolution. Expected quiescent current for a channel is 
0.13 mA, so an active current at or below 1 mA is not unexpected. 
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3.5.2.2 Shorted input (noise addition to system) 
 
Shorted input tests were run to determine how much noise is added to the signal chain 
by the filter stage. This was accomplished by measuring 60k samples with the ADC 
connected directly to the ground plane (cases 10 and 11) and connected through the filter 
stage to the ground plane (cases 8 and 9). In all cases, the filter stage was powered by the 
board under test (Figure 3.44). 
 
Figure 3.44. Test setup for measuring effect of filter on shorted input noise. 
 
Table 3.15. Comparison of shorted input results with and without filters. 
Case 
Mean Std NFB N 
Notes LSBs LSBs bits Samples 
8 25.4 3.76 7.5 
60,000 
200 kSPS, no pulldown, single-
ended, no OSR. With filter 
installed. 
9 25.6 3.78 7.5 Repeat of case 8. 
10 1.33 2.99 7.8 
Same as 9, but without filter. 
Filter is still powered by 
board, but signal goes directly 
to ADC. 
11 1.35 2.98 7.8 Repeat of case 10. 
 
The results in Table 3.15 suggest that adding a filter reduces best-case system NFB from 
7.8 to 7.5. That said, a filter changes the shape of the distribution of the noise as well 
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(Figure 3.45). The addition of the filter increases the number of outliers significantly, 
rather than causing the distribution to grow like a conventional Gaussian distribution. 
Oversampling may be especially effective at removing this noise, but further testing 
would be needed to prove this.  
 
 
Figure 3.45. Comparison of case 10 (no filter) and case 8 (filter) shorted inputs. The filter adds approximately 20 mV of 
offset, and introduces a larger number of outliers, with the end effect of increasing the standard deviation of readings. 
 
3.5.2.3 DC gain and offset 
 
The filter stage has a nominal gain of 1 and an offset of 0. This was checked by providing 
several DC voltages from a benchtop power supply and measuring the output voltage 
(Figure 3.46). 
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Figure 3.46. Test setup for DC calibration of antialiasing filter stage. 
 
The data from this test are presented in Table 3.16. These results also provide a check on 
the linearity of the filter stage across DC inputs (Figure 3.47). 
Table 3.16. DC calibration curve for filter stage. 
Nominal 
(V) 
Input 
(V) 
Output 
(V) 
Output 
post-
calibration
(V) Notes 
0 -0.003 0.017 0.005  
0.5 0.502 0.506 0.497  
1 0.997 0.999 0.993  
1.5 1.501 1.503 1.499  
2 1.995 1.996 1.995  
2.5 2.499 2.497 2.499  
3 3.003 3.001 3.006  
3.3 3.299 3.261 3.267 
Datapoint not used to generate 
calibration; amplifiers likely 
saturated at supply rail. 
 
DMM
DC source
AA 
filter
ADC
 121 
 
 
Figure 3.47. DC calibration curve for antialiasing  filter stage 
 
Without calibration, the filter gain is within 0.6% of the specified gain of 1, and the offset 
is 12.1 mV. Because the filter is used in the AC-coupled signal chain, the offset is 
unimportant. Because of this, no additional calibration was used with the antialiasing 
filter.  
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3.5.2.4 Frequency response 
 
To determine the gain of the filter across its bandwidth, 1V peak-to-peak sine inputs of 
varying frequencies were measured. The peak-to-peak amplitude of the output was 
measured as an indication of the system’s gain at that frequency (Figure 3.48). 
  
 
 
Figure 3.48. Test setup for measuring frequency response of antialiasing filters. Filters used were built from an Analog 
Devices development kit, not the FTDS-K analog board. 
Frequencies above 50 kHz were not measured because the resulting waveforms were too 
attenuated to be read easily by the oscilloscope. 
 
Table 3.17. Frequency response of filter stage. 
Frequency (kHz) 
Gain 7/23/19 
(V/V) 
Gain 7/3/19  
(V/V) Theoretical 
0.1 1.000 1.000 1.000 
1 0.970 0.993 1.000 
5 0.970 0.993 1.000 
10 0.970 0.975 1.000 
20 0.936 0.931 0.968 
25 0.788 0.793 0.844 
30 0.552 0.562 0.604 
40 0.230 0.206 0.233 
50 0.109 0.084 0.098 
Variation across passband 
(0.1-20 kHz) 0.0658 0.0690 0.0320 
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The data collected generally agree with the filter’s theoretical model (Figure 3.51). There 
is some inconsistency between measurements taken at different dates, although whether 
this is due to natural variation in the measurement versus component aging is unknown. 
Additionally, the variation within the passband is slightly more than double the expected 
theoretical value, ranging between 6.6 and 6.9%. Some part of this may be due to the 
limited ability of an oscilloscope to perform this type of measurement. 
 
 
Figure 3.49. Frequency response of 4th order Butterworth low pass with cutoff at 28 kHz. Comparison of theoretical 
and measured performance. 
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3.5.2.5 Step response 
 
Butterworth filters overshoot when given a step input. To measure this behavior, a 0-2V 
square wave was provided to the filter stage, and an nRF52840 was used to capture the 
resulting signal.  
 
 
Figure 3.50. Test setup for measuring step response of antialiasing filters. Filters used were built from an Analog 
Devices development kit, not the FTDS-K analog board. 
Figure 3.51 shows this captured response versus the predicted behavior.   
 
 
Figure 3.51. . Step response of 4th order Butterworth low pass with cutoff at 28 kHz. Comparison of theoretical and 
measured performance. Measured response has been normalized. 
Waveform 
generator
AA
filter
ADC
0 20 40 60 80 100 120
Time ( s)
0
0.2
0.4
0.6
0.8
1
1.2
R
e
s
p
o
n
s
e
 (
V
/V
)
Experimental (2V input)
Theoretical
 125 
 
The two signals are relatively close, although the experimental results show slightly less 
peak ripple, and appears to oscillate for slightly longer. 
 
3.5.2.6 Effect of temperature variation 
 
One particular concern with active filters in the FTDS-K is whether the analog components 
are susceptible to temperature-based variation. If this were the case, FTDS-K analog 
boards would require temperature calibration prior to use, making them more 
cumbersome to use. The DC and frequency-domain performance of filters were tested at 
room temperature and reduced temperatures to determine if FTDS-K analog components 
are sensitive to ambient temperature. 
 
3.5.2.6.1 DC gain and offset 
 
DC gain and offset was measured using the same technique as described previously. To 
reduce temperature, the board was placed in a minifridge freezer to lower its 
temperature, and a thermocouple probe was placed on the mother board to measure 
board temperature. A separate set of measurements were made at room temperature. 
 
This created two calibrations (Figure 3.52): one at 20°C nominal (A) and one at -20°C 
nominal (B). The data were fit with the general linear model: INPUT VOLTAGE = OUTPUT 
VOLTAGE + [A or B]+OUTPUT VOLTAGE * [A OR B]. This tests for three effects: the 
calibration between the ADC’s output and the input voltage (expected to be a 1:1 ratio), 
offset effects due to temperature, and gain effects due to temperature. An ANOVA test 
 126 
 
was used to determine if temperature has a meaningful effect on the relationship 
between input and output voltage (Table 3.18).  
 
 
Figure 3.52. JMP model fit for DC calibration. Note that run A (20 °C) and B (-20 °C) are essentially identical, and 
described by the equation below: 
Table 3.18. Effects test showing that run ID (temperature) is not a significant effect for DC calibration. 
Source Nparm DF Sum of Squares F Ratio Prob > F 
Output voltage 1 1 28.4 3431147 <.0001* 
Run ID 1 1 1.30e-7 0.0157 0.9013 
Output voltage*Run ID 1 1 3.83e-7 0.0462 0.8317 
 
The ANOVA test shows there is insufficient evidence (F(1,24) = 0.0157, p = 0.9013) to 
conclude that temperature has a measurable effect on the DC offset of this filter stage 
and similarly insufficient evidence (F(1,24) = 0.0462, p = 0.8317) that is affects DC gain. 
  
That said, the residuals of the linear model fit (Figure 3.53) show a marked downward 
trend with increasing input voltage. This may be due to the unusual behavior of the 
residual at zero volts (far left). This may be due to the same rail to rail output issue seen 
when trying to use a 3.3V measurement point for DC calibration; the op amps may be 
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struggling to reach the very limits of their voltage output swing. Because of this, 
calibration may perform better when ignoring extreme (0,3.3V) values, and using nearby 
values instead (0.1, 3.2 V). 
 
 
Figure 3.53. Residuals of linear model fit, note the response near zero and the downward trend of other data 
 
3.5.2.6.2 Magnitude response across frequency 
 
The test setup used is similar to the test setup used in section 3.5.2.4. The board was 
again placed in a minifridge freezer to lower its temperature, and a thermocouple probe 
was placed on the mother board to measure board temperature. 
 
Gain data were taken for 100, 1,000, 10,000 and 30,000 Hz sine wave inputs and was 
recorded alongside current board temperature. These frequencies were chosen to span 
the passband and include some measurement in the transition band (30kHz). The 
property of interest here is the stability of the gain in the pass band; small variations in 
the cutoff frequency or roll-off should not meaningfully reduce performance. 
  
A general linear model of the form GAIN = FREQUENCY(DISCRETE) + TEMPERATURE was 
fitted to the data, then tested with ANOVA (Table 3.19).  
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Table 3.19. Effects test for temperature effect on frequency response. Note that temperature is not a significant effect 
Source Nparm DF Sum of Squares F Ratio Prob > F 
Frequency 3 3 2.78 7814 <.0001* 
Temperature 1 1 0.000152 1.285 0.2611 
 
 
Again, there is insufficient evidence to suggest that the frequency response 
characteristics vary meaningfully with temperature (F(1,67) = 1.2846, p = 0.2611). 
 
 
Figure 3.54. Residuals by predicted response. Note that the residuals for 30 kHz gain (left side) have more variance 
than other frequencies. 
The variance in residuals is greater at 30kHz than for lower frequencies (Figure 3.54). This 
makes sense, as 30 kHz is in the transition band, a more sensitive region of the response 
curve, so small variations in input frequency cause large changes in gain. 
 
While temperature does not seem to affect filter response, it was observed during testing 
that condensation does have an effect. When removed from the freezer, light 
condensation formed on the filter stage. Gain at 100 Hz was reduced to 0.88 (from 1.0 
when dry). Once dried, the board returned to normal performance. No further testing 
was pursued regarding this phenomenon. 
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3.5.2.7 Summary of filter testing results 
 
Ultimately, tests of the filter stage assuaged most of the initial concerns, although they 
do add meaningful noise. A summary of results is presented in Table 3.20. 
 
Table 3.20. Summary of filter performance test results 
Property Value Units Notes 
Current 
consumption 
1 mA Per channel 
DC gain 1.0057 V/V Does not vary meaningfully with temperature 
DC offset 12.1 mV  
Gain variation 
within 
passband 
6.7 % Does not vary meaningfully with temperature 
NFB with filter 
in series 7.5 Bits 
Increased number of outliers compared to a 
normal distribution. Reduced from a no-filter 
NFB of 7.8 bits. 
Step response 
oscillation 
Similar to or less than theoretical model. 
 
 
  
 130 
 
3.5.3 Amplifier tests 
 
Amplifiers were subjected to similar testing as the antialiasing filters, including DC 
calibration, noise measurement, and frequency-based gain. Because the amplifiers use 
similar op amps and passives to the filter elements, no temperature-based testing was 
performed. 
 
DC calibrations for instrumentation amplifier (Figure 3.55 and Figure 3.56) and inverting 
amplifier (Figure 3.57 and Figure 3.58) were determined separately. 
 
 
Figure 3.55. Test setup for measuring instrumentation amplifier DC calibration. 
  
 
Figure 3.56. Instrumentation amplifier DC calibration of FTDS-K unit 1. 
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The INA155 instrumentation amplifiers performed very close to its nominal performance, 
with both units having a gain well within 1% of specification. Unlike the offset of the 
antialiasing filters, the offset of the instrumentation amplifier matters; it is in the DC-
coupled signal chain. Offset voltage was measured to be between 0 and -3.2 mV, below 
the noise floor of the nRF52840 even when highly oversampled. 
 
Figure 3.57. Test setup for determining inverting amplifier DC calibration. Note that the AC-coupling capacitor was 
bypassed. This requires slight board modification to access the post-AC-couple signal line. 
 
Figure 3.58. DC calibration of inverting amplifiers of FTDS-K analog unit 1. Note that after this calibration, the voltage 
divider was adjusted to place the center value at 0.3V, rather than 1.63V. 
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The inverting amplifiers are slightly less tightly calibrated, having gains that differ from 
nominal by up to 1.2%. The offset of the amplifiers is not important for the same reason 
as the antialiasing filters: these are AC-coupled measurements. Instrumentation and 
inverting amplifier gains found via these calibrations were used to correct readings taken 
by the FTDS-K analog board during later wind tunnel tests.  
 
The noise level of the system including the entire analog signal path was measured via 
shorted input tests. These tests measured both the noise output along the DC-coupled 
path and the AC-coupled path. A comparison between tests run at the maximum sample 
rate and with differing analog components is shown in Table 3.21. 
 
Table 3.21. Shorted input test results 
Case 
Mean Std NFB N 
Notes 
LSBs LSBs bits Samples 
10 1.3321 2.987 7.7 
60,000 
 
 
 
ADC only 
11 1.3537 2.9791 7.7 
8 25.4212 3.761 7.4 
Antialiasing filter only 
9 25.6208 3.777 7.4 
12 1.8985 3.4344 7.5 
10,000 
Entire DC-coupled signal path 
13 2.1018 3.4571 7.5 
14 2239 3.4713 7.5 
Entire AC-coupled signal path 
15 2240 3.3547 7.5 
 
As expected, the addition of analog components reduces the noise-free resolution by 
introducing more noise. Unexpectedly, the antialiasing filters alone are noisier than the 
full signal chain, and the AC-coupled signal chain is roughly equivalently noisy to the DC-
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coupled signal chain, despite the large differences in number of components in each path. 
The source of these differences is unknown and was not investigated further.  
 
Frequency calibration of the amplifiers was complicated by the low input signal levels 
required. Signal levels needed to be below 67 mV peak-to-peak to avoid saturating the 
output of the instrumentation amplifier, and below 22 mV peak-to-peak for the inverting 
amplifier. This signal level is at the lower limit of the Wavetek 180 LF waveform generator 
used, and noisy enough to be difficult to measure accurately with an oscilloscope. As such, 
the variation in gain from one frequency to another was the focus of these tests, rather 
than the absolute gain measured. Variation in gain at a given frequency was measured as 
the ratio between the RMS signal level at that frequency and the RMS signal level for a 1 
kHz input. 
 
 
Figure 3.59. Gain behavior of instrumentation amplifier across frequency 
Figure 3.59 shows that the normalized gain versus frequency for the instrumentation 
amplifier remains within 2.5% through to 100 kHz (the limit of the amplifier frequency). 
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Not shown in this figure is the actual gain measured, which was on the order of 16, rather 
than the expected 50. The cause of this is unknown, but only occurs when the negative 
input of the instrumentation amplifier is connected directly to ground. When the negative 
input is separated from ground via a resistance (as it would be with a Kulite sensor and 
was during DC calibration), the gain is very close to 50. While it appears that the 
instrumentation amplifier should function correctly in the FTDS-K application, the 
instrumentation amplifier gain and behavior should be checked carefully prior to using 
the FTDS-K board for other sensor types. 
 
 
Figure 3.60. Comparison of theoretical behavior of the inverting amplifier and antialiasing filter stage with measured 
behavior. Gains are normalized to 0 dB for passband gains. 
The behavior of the inverting amplifier and antialiasing filters was closer to ideal, with 
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due to the difficulty of measuring the input amplitude rather than an actual difference in 
the gain. When normalized, the curve fits relatively well with theory (Figure 3.60). At 
frequencies below 100 Hz, the reported gain is much lower than expected, although this 
may partially be due to the sampling length– at 10 Hz, only one half cycle is captured. 
Tests show slightly steeper attenuation in the transition band. This increased attenuation 
may be due to the GBP limit of the inverting amplifier, whose effect is not present in the 
model.   
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Figure 3.61. Comparison of noise spectra for instrumentation and inverting amplifier. 
 
Figure 3.61 shows a 19.5-kHz signal that is persistent across both the instrumentation 
amplifier and inverting amplifier output. Harmonics of the signal are strongly present in 
the instrumentation amplifier but less so in the inverting amplifier, likely due to the 
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device, so it is not switching noise. The source of these peaks remains unknown, though 
as they are near the functional upper limit of the passband, their cause was considered 
unimportant for analysis of the passband. 
 
3.5.4 Full signal chain tests 
 
Once the entire signal chain had been validated through unit tests, an end-to-end test of 
the FTDS-K signal chain was performed. The focus of this test was to see that the AC-
coupled signal path of the BLDS-K has the desired frequency response, and the 
approximately correct gain behavior. 
Because of the high overall gain of the system, the input signal needed to be very small, 
on the order of 100 microvolts peak-to-peak. This required the use of an additional 
attenuation stage was placed ahead of the FTDS-K to reduce signal level (Figure 3.62). 
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Figure 3.62. Test setup (top) and block diagram (bottom) 
 
A Wavetek model 180LF signal generator was used to generate an approximately 100 mV 
sine wave. This signal was fed to an attenuator with a nominal gain of 1/1,000, resulting 
in a signal approximately 100 uVpp. This signal was then fed into the input channel of a 
FTDS-K analog board. An external nRF52840 development kit was used to measure the 
output of the AC-coupled amplifier and low pass filter. This test used BLDS-K analog board 
unit 1 (150 AC gain) and set the PGA to 1x (0.6V full-scale range).  The ADC sampled at 
45.5 kSPS with 4x oversampling, taking 5,000 samples per measurement. 
 139 
 
 
Data were collected for inputs at 10, 100, 10,000, 15,000, and 20,000 Hz. Additional tests 
were run at 25, 50, and 100 kHz to evaluate the performance of the antialiasing filters and 
oversampling. Data were processed similarly as in section 3.5.1.3 by comparing the signal 
RMS from a DFT to the overall signal level (Table 3.22). 
 
3.5.4.1 Results 
 
Table 3.22. RMS signal level versus input frequency. In theory, values should be the same across all levels. 
Input 
frequency 
RMS 
signal 
DFT 
RMS 
Ratio Notes 
Hz Vrms Vrms ul  
10 0.034 0.024 0.716 Below intended cutoff of amplifier 
100 0.067 0.067 0.987 Believed to be high pass filtered by 
AC coupling of inverting amplifier 
and attenuator 1000 0.083 0.081 0.971 
5000 0.209 0.206 0.987  
15000 0.217 0.216 0.993  
20000 0.183 0.184 1.002  
25000 0.141 0.140 0.992  
50000 0.016 0.006 0.358 
Creates an alias at 3.6 kHz, but at 
greatly reduced magnitude 
100000 0.014 0.007 0.479 Creates a very small alias at 750 Hz. 
 
While the rms output of the signal generator was kept constant for this test, the data 
show a large variation in signal level (Figure 3.63).  
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Figure 3.63. RMS signal level from full-signal-chain test 
 
RMS signal levels reported by the ADC show low values increasing through to 5 kHz, then 
beginning to drop above 15 kHz. While some additional low-frequency attenuation would 
be expected from the addition of the AC-coupling circuit of the attenuator, the degree of 
attenuation at 100 Hz is greater than expected. Similarly, the increase in response from 
1kHz to 10 kHz and subsequent decrease are unexplained.  
 
Unfortunately, the variability in the signal levels of this data make it unsuitable for 
quantitative comparison across frequencies. Qualitatively, the signals captured appear to 
be sine waves, albeit noisy, and present clear spectral peaks at their fundamental 
frequency (Figure 3.64). 
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Figure 3.64. Capture of  1kHz sine wave 
 
The spectrum of these signals shows the same ~19.5 kHz noise peak as seen in previous 
amplifier tests. Ultimately, the FTDS-K appears capable of resolving signals in the 
microvolt ranges. Lack of proper measurement instrumentation makes quantification of 
this difficult. In particular, the dynamics introduced by the attenuator are unknown and 
may have a large effect on the results presented in this section.    
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3.6 Summary of FTDS-K Analog systems 
 
The FTDS-K analog board provides separate DC– and AC-coupled signal paths that allow 
low-level signals to be amplified by up to 7,500 V/V. The DC and frequency response 
behaviors of these systems were tested and found to provide consistent performance 
between 100 Hz and 15 kHz, depending on ADC sampling strategy used. Overall power 
consumption is on the same order as predicted in previous power supply calculations. 
 
Table 3.23. Summary of performance parameters of the FTDS-K analog board 
Parameter Value Units Notes 
Length 
96.7 
[3.81] 
mm 
[in] 
Adds 63.5 mm [2.5”] of length to FTDS 
main board. 
Width 
31.3 
[1.23] 
mm 
[in] 
Does not increase width of FTDS main 
board. 
Height Does not increase height of FTDS main assembly 
Mass 
10  
[0.35] 
g 
[oz] 
Does not include wiring harness or 
sensors. 
Active power consumption 69 mW 
Analog board circuitry consumes approx. 
21 mA at 3.3V. Does not include power 
dissipated directly by sensors. For 2 
sensors with 1.5 kΗΩ bridge resistance, 
add ~30 mW. 
Estimated endurance 9 hrs 
Assuming core module is run at a 100% 
duty cycle, and analog board is run at 
50% duty cycle. Includes power 
consumption for 2x sensors as described 
above, estimated power consumption for 
this mode is 208 mW. 
Filter power consumption 
(per channel) 
<3.3 mW <1 mA/filter 
Maximum sample rate 200 kSPS 
For single-channel acquisition. 100 kSPS 
for dual-channel acquisition.  
Maximum undistorted 
frequency 
100-
15,000 
Hz 
Within +/- 5% of unity gain, per frequency 
response of inverting amplifier + 
antialiasing filters + AC coupling. If 
sampling at 45.5 kSPS, upper limit is 
closer to 10kHz. 
Maximum deviation of 
instrumentation amplifier 
gain from nominal 
-0.68 % Used to calibrate device. 
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Parameter Value Units Notes 
Maximum deviation of 
inverting amplifier gain 
from nominal 
-1.25 % 
Maximum deviation of AA 
filter gain from nominal 
0.57 % 
Not used in overall calibration of device 
Maximum deviation of ADC 
gain from nominal 
-0.45 % 
Maximum deviation of 
sample rate from nominal 
1.28 % 
Overall signal path gain (DC-
coupled) 
50 V/V Nominal. Does not include PGA gain. 
Overall signal path gain (AC-
coupled) 
7,500 V/V Nominal. Does not include PGA gain. 
Noise-free bits 7.5 bits 
For both DC– and AC-coupled signal 
paths. Using 0.1% crest factor. 
Maximum DC offset voltage -0.32 mV 
Measured at instrumentation amplifier 
output. 
AA filter type Butterworth 
Can be bypassed via optional jumpers on 
board. 
AA filter order 4 ul 
AA filter cutoff frequency 28 kHz 
AC-coupling cutoff 
frequency 
16 Hz 
Location of first noise spike 
in spectrum 
19.5 kHz  
 
The work described above provided assurances that the FTDS-K’s analog and digital 
systems are capable of performing turbulence measurement missions. The following 
section will describe the test setup and analysis used to implement the FTDS-K to measure 
turbulent pressure fluctuations using Kulite sensors.
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4 MEASURING TURBULENCE WITH THE FTDS-K 
 
While the FTDS-K analog board can be configured for any number of high-frequency 
measurement missions, the split DC– and AC-coupled signal paths make it particularly 
capable for measurement of low-level fluctuations on a comparatively much larger mean 
signal. This capability is intended to enable simultaneous measurements of mean 
absolute pressure and turbulent pressure fluctuations on the skin of an aircraft in flight, 
where full-scale range of the sensor cannot be closely matched to the signal level of 
fluctuations.  
 
An estimate of the mean static pressure and freestream dynamic pressure experienced 
by a representative jet aircraft (a Boeing 737) are shown in Figure 4.1. This assumes a 
cruising speed of Mach 0.8 at an altitude of 40,000 ft.  
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Figure 4.1. Projected static pressure (upper subplot) and dynamic pressure  for a 737 in cruising flight 
 
The root mean square (RMS) fluctuations in the static pressure level due to turbulence 
would, however, scale on roughly 1% of the dynamic pressure [34]. As an estimate, the 
expected peak-to-peak pressure fluctuations in normal flight conditions would be on the 
order of 200 Pa. Compared to the full-scale range of 101 kPa, this presents a wide range 
of pressures to resolve. While within the electrical capabilities of the FTDS-K, whether a 
sensor in a real flow environment can resolve these signals remains to be seen. Testing 
these capabilities on an aircraft in flight is impractical, motivating the use of wind tunnel 
testing instead. A flat plate model in a 110-mph wind tunnel was used as a test model, 
providing pressure fluctuations in the tens to hundreds of RMS Pa, representative of the 
level of pressure fluctuations that would be seen in flight.  
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Testing was approached by developing estimates for the expected level of pressure 
fluctuation, creating a basic model for measurement noise, and then evaluating the small-
signal calibration of the pressure sensors. After this, wind tunnel tests were performed to 
gather data on pressure fluctuations in turbulent and laminar flows. This testing was 
divided into two stages: measurement of dynamic pressure fluctuations and 
measurement of static pressure fluctuations (Figure 4.2).  
 
Figure 4.2. Comparison of dynamic (left) and static (right) pressure measurement methods. 
 
Dynamic pressure fluctuations are larger in amplitude for a given airspeed, providing an 
opportunity to evaluate experimental and data-processing techniques with a higher AC-
coupled signal level. Once these tests were completed, tests were run while measuring 
static pressure fluctuations. Across these tests, noise reduction techniques were 
evaluated for their effectiveness in isolating pressure fluctuations due to turbulence. 
Finally, data collected in these tests were compared to previous work. 
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4.1 Other devices used to measure turbulence 
 
Previous work with BLDS systems in-flight does not use direct measurement of pressure 
fluctuation to determine if a flow is laminar or turbulent. Instead, PTDS units are used to 
measure skin friction, and infer flow state from that; turbulent flows have skin frictions 
on the order of 4x higher than laminar flows. 
 
For direct measurement of turbulence velocity fluctuations, hot-wire anemometry is 
often used, as it offers high sensitivity and a fast response time. While a BLDS system has 
been wind tunnel tested with a hot-wire anemometer, these devices are generally not 
considered suitable for use in flight testing, due to the risk of damage to the sensor 
element.   
 
 
Audio-based methods have been used to qualitatively determine whether a flow is 
turbulent or not. These either use a pitot tube mounted to a stethoscope, or a 
microphone used as a total pressure probe. Both probe types produce a muted roar when 
measuring a turbulent boundary layer, and quiet or occasional popping when measuring 
a laminar boundary layer. 
 
Prior work by Karasawa [11] and Lillywhite [12] developed methods for discriminating 
between laminar and turbulent flows via direct measurement of dynamic pressure 
fluctuations. Karasawa achieved this with Kulites and a BLDS v3b while Lillywhite used 
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microphones and a commercial data acquisition system. The FTDS-K is distinct from these 
efforts in that it is used to measure static pressure sensors with a full-scale range 3x of 
those used by Karasawa and 1,000x those used by Lillywhite. Additionally, the FTDS-K 
captures full time-domain information (as opposed to the RMS values collected by 
Karasawa) in a flight-ready device (as opposed to the external DAQ used by Lillywhite). 
 
Additionally, tests performed by Wu [35] used MEMS microphones to measure static 
pressure fluctuations at the surface of a flat plate model under the same test conditions 
performed as part of this project. Data from Lillywhite and Wu were used as points of 
comparison for dynamic and static measurements, respectively. 
 
4.2 Properties of turbulence 
 
The pressure measured at any given instant at a single point in a flow can be expressed 
as: 
 
𝑝(𝑡) = 𝑝′(𝑡) + ?̅? 
 
Where 𝑝(𝑡)is the total pressure measured, 𝑝′(𝑡) is the instantaneous pressure 
fluctuation, and ?̅? is the mean pressure over time. This decomposition assumes that 𝑝′ is 
a zero-centered signal, so the average over time of these fluctuations in a steady flow is 
zero  
 
𝑝′̅ = 0 
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The RMS (√𝑝′2̅̅ ̅̅  ) of these pressure fluctuations is used as a measure of the intensity of 
the fluctuation and may scale on the freestream dynamic pressure. Measurements 
performed by Schewe [34] suggest that a properly-sized transducer should report RMS 
static wall pressure fluctuations on the order of 1% of free-stream dynamic pressure, with 
larger transducers reporting lower ratios (Figure 4.3). 
 
 
Figure 4.3. Comparison of normalized surface static pressure fluctuations to normalized sensor diameter [34].  
Lillywhite measured the flow over a flat plate using a dynamic probe placed on the 
surface, finding RMS dynamic pressure fluctuation scales on the order of 10% of the 
freestream dynamic pressure, decreasing with increasing freestream dynamic pressure, 
down to 4% (Figure 4.4).  
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Figure 4.4. Data from Lillywhite for varying designs of microphone-based dynamic pressure probe. 
 
These values were used as first estimates for the expected signal level during tests: 10% 
of freestream dynamic for dynamic fluctuations and 1% of freestream dynamic for static 
fluctuations.  
 
4.3 Other sources of pressure fluctuations 
 
Turbulence is not the only source of pressure fluctuations in a real flow. Depending on 
wind tunnel design and flow state, other significant pressure fluctuations may exist. In 
addition to true pressure fluctuations, mechanical vibration of the sensor or electrical 
noise may contaminate the recorded signal. 
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𝑝′ = 𝑝𝐴
′ + 𝑝𝑡
′ 
 
Here, the acoustic variations are assumed to be coherent streamwise along the wind 
tunnel, while turbulent fluctuations are not. Miller et al. [8] expand on this with the 
consideration of vibrational noise, which is treated as uncorrelated noise that cannot be 
easily separated from the turbulent signal measured [8]: 
 
𝑝′ = 𝑝𝑎
′ + 𝑝𝑡
′ + 𝑝𝑣
′  
 
Wood and Westphal [36] consider the effect of induced fluctuations in the boundary 
layer, 𝑝𝑖
′: 
 
𝑝′ = 𝑝𝑖
′ + 𝑝𝑡
′ + 𝑝𝑎
′  
 
Note that the portion represented here as 𝑝𝑎
′  is written as 𝑝𝑢
′  in the original text and 
described as unsteadiness due to flow facility equipment. For the purposes of this 
document, it is treated as correlated acoustic noise, similar to the models described 
above. Of particular interest, they make the case that the spectral distributions of these 
fluctuations overlap, and that use of a high-pass filter to remove unsteadiness due to flow 
equipment will ultimately underreport the turbulent pressure fluctuation. 
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Practical tests of the FTDS-K show an additional, non-negligible  source of measured 
pressure fluctuations: electrical noise. This noise can be divided into two sources: wind-
off noise, and electrical interference caused by wind tunnel power electronics. Wind-off 
noise consists of low-level broadband noise, as well as harmonics of 60 Hz (mains 
frequency). Electrical interference due to the wind tunnel also has a small broadband 
component, as well as spikes starting around 5 kHz. 
 
This report will use a pressure fluctuation model of the form: 
 
𝑝′ = 𝑝𝑒
′ + 𝑝𝑎
′ + 𝑝𝑡
′ + 𝑝𝑜𝑡ℎ𝑒𝑟
′  
 
Where the overall signal measured can be decomposed into fluctuations due to electrical 
noise, fluctuation due to acoustic propagated noise, fluctuations due to turbulence, and 
fluctuations due to other sources, including vibrations (Figure 4.5). 
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Figure 4.5. Qualitative view of sources of measured pressure fluctuations. The contribution of p’other is not shown, for 
lack of a model of its spectral contributions. 
Note that the spectra of the electrical, acoustic, and turbulent signals overlap. While some 
of the electrical noise may be high frequency enough to be separable from the turbulent 
signal, mains harmonics and much of the low-level broadband noise is still in the same 
frequency band as turbulence. While there are techniques for removing coherent peaks 
from broadband signals (discussed further in 4.3.1.2), these cannot be applied to remove 
broadband noise or noise that is correlated with turbulence near the sensor. Ultimately, 
it is expected that some amount of 𝑝𝑎
′  and 𝑝𝑒
′  can be removed from the overall signal, no 
method was developed to address 𝑝𝑜𝑡ℎ𝑒𝑟
′ . 
 
4.3.1 Correcting the pressure fluctuation signal 
 
With a model for measurement noise established, the next question is how to best isolate 
pressure fluctuations due to turbulence. As discussed above, this is complicated by the 
overlapping spectra of non-turbulent signals.  
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4.3.1.1 Electrical noise 
 
Despite precautions taken to reduce electrical noise in the FTDS-K, the high gains of the 
amplifier and unshielded sensors result in some noise contaminating the signal. These 
fluctuations can be separated into two sources: wind-off noise inherent to the analog 
circuitry, and noise induced on sensor wires by nearby devices emitting electromagnetic 
radiation. Switching power electronics such as variable-frequency drives (VFDs) have a 
strong effect on the electrical noise of the system (Figure 4.6). 
 
  
Figure 4.6. Environmental  noise measured by an FTDS-K due to the VFD of the wind tunnel used in testing.  
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The noise spectrum shown in Figure 4.6 can be split into three types: 
 
1. Mains-frequency and harmonics 
2. EMI-induced harmonics (spikes at 5.2 kHz and above) 
3. Broadband noise 
 
In the wind-off condition (VFD control panel is on, but set to 0 Hz), mains and broadband 
noise are present. Once the VFD is activated, all three components are present, and 
exacerbated by the transition from 10 to 20 Hz on the VFD. Past this point, the overall 
noise signal does not increase appreciably.  
 
The wind-off condition was measured with an EPIH-S468-15P sensor installed as it would 
be during a flow test with the wind tunnel VFD on standby (powered on, but set to 0 Hz 
output, so no flow in the tunnel). This test gave a baseline measurement for the electrical 
fluctuations in the system. To determine if a correction needed to be performed for each 
wind tunnel run, a Tukey HSD comparison was made between this series of 
measurements (Figure 4.7). 
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Figure 4.7. Tukey HSD comparison of wind-off voltage fluctuations in FTDS-K. Tests not sharing a letter are significantly 
different from one another for p < 0.05. 
Comparing wind-off voltage fluctuations shows that while the overall differences in 
fluctuation are quite small (the y-axis of Figure 4.7 only ranges 2 mVRMS), there is a 
statistically significant difference in wind-off fluctuations for the same board and sensor 
in the same environment. Once calibrated into pressure units for this particular sensor, 
the wind-off effect is equivalent to 56  3 PaRMS. 
 
This wind-off correction does not account for electrical noise that is generated by the 
wind tunnel itself. As shown in Figure 4.6, wind tunnel operation generates significant 
spectral peaks and a broadband increase in signal level. This is believed to be due to 
interference from the VFD coupling onto unshielded sensor wires. To reduce the effect of 
VFD noise, particularly in the upper frequency bands, a digital band-pass filter is 
proposed. While Wood and Westphal provide convincing arguments for high-pass 
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filtering being inappropriate for laboratory-grade measurements of turbulence, The 
FTDS-K already has band-pass filtering built into the hardware, namely the high-pass 
behavior of the AC signal chain (16-Hz cutoff), and the low-pass behavior of the 
antialiasing filter (28-kHz cutoff). A digital band-pass filter would further narrow this range 
but provide better rejection of VFD noise and therefore less run-to-run variation. 
 
Miller et. al restrict the upper frequency limit of their data to reduce noise, using a digital 
filter with a cutoff of approximately 2.7 kHz for flow speeds comparable to our application 
[8]. The tests performed for the FTDS-K use a 1000-order digital filter was used to select 
data from the spectral regions that were believed to be free of most electrical noise (100 
Hz to 5kHz). This filter was applied twice, once forward, then again backwards to remove 
any associated phase lag. Figure 4.8 shows the combined magnitude response of this 
double filtering. 
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Figure 4.8. Magnitude response of band-pass digital filter used. 
 
Note that even with a very high-order filter, the low-frequency cutoff is limited, reaching 
only -17 dB. This limited attenuation is due to very high sample rate (200 kSPS) when 
compared to the frequencies being filtered. A more practical implementation of this filter 
may be to low-pass filter the signal, decimate it, then high-pass the reduced data rate 
signal. 
 
This filter had the effect of reducing the overall RMS of the signal, but also reducing test-
to-test variability in the signal due to wind tunnel electrical noise. This results in lower 
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variability in signal levels, particularly for laminar flows where electrical noise is 
comparatively larger source of fluctuations (Figure 4.29). 
  
Using the methods described above, data were treated via the following algorithm to 
reduce electrical noise: 
 
1. Band-limit all data with a digital filter 
2. Calculate the wind-off RMS√𝑝𝑊𝑂
′2̅̅ ̅̅ ̅̅   by averaging the RMS of several band-limited, 
wind-off data collected at the beginning of each run. 
3. Correct all band-limited data by subtracting the wind-off RMS 
√ 𝑝′2̅̅ ̅̅
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑
= √ 𝑝′2̅̅ ̅̅
𝑟𝑎𝑤
−  𝑝′2̅̅ ̅̅
𝑊𝑂
  
 
4. If the band-limited data RMS is less than the wind-off RMS, its corrected RMS is 
equal to zero. 
 
The effect of this processing can be seen when comparing readings before and after 
processing (Figure 4.9). 
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Figure 4.9. Comparison of environmental noise before and after correction. Plot shows data in pressure units for the 
sensor under test. Error bars shows the range of values obtained across two separate tests, three measurement per 
VFD setting per test. 
Figure 4.9 shows the general trend of electrical noise in the raw data. There is some 
resting-level noise with the wind tunnel off (0 Hz), which then increases from 10 to 20 Hz 
and stays relatively constant afterwards. After correcting for electrical noise, the wind-off 
correction brings measurements at VFD = 0 towards zero, and the band-filtering greatly 
reduces the increase in RMS with increasing VFD.  
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4.3.1.2 Acoustic noise 
 
Turbulent pressure fluctuations, 𝑝𝑡
′, are considered to be uncorrelated to the same type 
of measurement located at least one boundary layer’s width away [37].   This property 
allows for pressure fluctuations that are not  random to be separated from turbulence 
measurements. In the case of acoustic noise propagated streamwise in a wind tunnel, this 
means that two sensors located at the same streamwise distance should measure the 
same fluctuations at the same time. Subtracting the signals from these two sensors 
should, then, remove these correlated acoustic readings [10]. So long as the two sensors 
are placed more than a boundary layer’s width apart, fluctuations due to turbulence will 
be uncorrelated, and thus remain after this subtraction. This decorrelation method can 
be applied between two sensors using the following relationship: 
 
𝑝𝑡
′2̅̅ ̅̅ =
(𝑝1
′ − 𝑝2
′ )2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
2
 
 
As this method relies on data being uncorrelated, the sample size matters; smaller sample 
sizes will be more variable with respect to their decorrelated RMS. To estimate the order 
of this effect, synthetic signals were created from 500 Hz sine waves of 1 unit peak-to-
peak amplitude with 0.25 rms units of white noise added (Figure 4.10). These were 
generated at 200 kSPS for sample lengths of 100, 500, 1,000, 10,000, and 60,000 points. 
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Figure 4.10. Zoomed-in view of synthetic signals 
For each sample length, 1,000 pairs of these signals were generated, decorrelated, and 
the resulting decorrelated RMS was compared with the expected RMS (0.25). The results 
are listed in Table 4.1 and plotted in Figure 4.11. 
 
Table 4.1. Results of decorrelating noise from a 500 Hz sine wave 
Length of signal 
(sample points) 
Mean Standard 
deviation 
95% Confidence 
interval (% of 0.25 
units RMS) 
Number of 
samples 
100 0.9996 0.06989 27.4% 
1,000 
500 0.9998 0.03078 12.1% 
1,000 0.9992 0.02198 8.6% 
10,000 0.9998 0.00715 2.8% 
60,000 1.0001 0.00294 1.2% 
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Figure 4.11. Confidence interval in decorrelated RMS with signal length. 
 
As expected, the means trend towards 1 (decorrelated RMS equaling expected RMS), 
while the standard deviation decreases with an increasing number of sample points. 
These are in unitless ratios of the overall RMS, and can be converted to a percent of the 
total RMS. This shows that for reasonable data acquisition lengths (10k+ points) 
decorrelation can provide relatively small error ranges (on the order of a few percent). 
 
Decorrelation requires matching of frequency, phase, and gain across the two channels 
used to decorrelate components. Frequency matching is straightforward to ensure; both 
ADC channels are sampled using the same clock source. Phase matching is more 
complicated for two reasons: differences in sample time for single-channel ADCs, and 
phase distortion due to analog circuitry. Gain matching is primarily an issue with gain 
variation across frequencies.  
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For the purpose of initial testing, a multi-channel, simultaneous-acquisition ADC was used 
for decorrelation tests, eliminating sampling offset effects. While same FTDS-K analog 
board as used in other tests was employed, an ADS131A04 ADC module was used to 
acquire data instead of an nRF52840. This choice allowed for simultaneous sampling of 
both AC-coupled outputs, simplifying the correlation process. The ADS131A04 was set to 
output samples at 42.7 kSPS, with internal 96x oversampling at a 4.1 MHz frequency. Due 
to the nature of the ADS131A04 converter, there is low-pass filtering within the passband, 
with -3 dB gain at 4.3 kHz. As the purpose of this test was to show that the in-band 
acoustic peaks shown in section 4.6.1 can be reduced by removing correlated data 
between sensors, rather than determining exact RMS values, this low-passing behavior 
was not considered an issue. 
 
Phase and gain distortion due to the analog circuitry could not be removed. The largest 
source of phase distortion is believed to be in the antialiasing filters whose response is 
shown in Figure 4.12. 
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Figure 4.12. Projected phase performance of the antialiasing filter. Light blue indicates tolerance limits. 
 
Phase distortion alone is not the issue; so long as the distortion is matched between the 
two channels, the signals will decorrelate correctly.  Differences in tolerances (shown in 
light blue) may cause mismatch between channels, but those projected for the 
antialiasing filters do not occur until above 200 kHz, well outside of the passband. 
 
Meaningful changes in gain tolerance  for the antialiasing filter (Figure 4.13) do occur 
within the passband, however. 
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Figure 4.13. Gain behavior of antialiasing filters. Note light blue tolerance band begins to increase around 8 kHz 
 
To directly test the FTDS-K analog board’s channel-to-channel phase and gain matching, 
a sinusoidal input was injected at both inverting amplifier inputs (Figure 4.14) and then 
decorrelated.  
 
Figure 4.14. Test setup for benchmarking decorrelation. Note that an external ADS131 ADC was used, rather than the 
FTDS-K's nRF52840 ADC. 
This provides a benchmark for the behavior of the signal chain from the AC-coupling 
capacitor to the ADC. The instrumentation amplifier was not included in this test due to 
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the signal level challenges inherent in testing the full signal chain. The reduced signal 
chain still incorporates the two blocks most likely to cause matching issues; the inverting 
amplifier and antialiasing filters. While the signal generator was set to the minimum 
amplitude possible, signals still saturated the inverting amplifier. This was not considered 
an issue for the purposes of this test, as both channels’ amplifiers saturate similarly. 
 
Frequency was varied between 10, 100, 1,000, and 10,000 Hz to establish the 
effectiveness of decorrelation across the passband. The signals captured were 
decorrelated, and the RMS of the decorrelated signal was compared with the average 
RMS of the captured signals (Table 4.2 and Figure 4.15). Ideally, the decorrelated RMS 
would be near to zero, save for noise, as the signals are identical. 
 
Table 4.2. Effect of decorrelation across frequency 
Frequency Channel 1 Channel 2 Decorrelated Ratio 
Hz Vrms Vrms Vrms Vrms/Vrms 
10 0.79 0.76 0.0149 0.0192 
100 1.31 1.31 0.0069 0.0053 
1,000 1.31 1.31 0.0042 0.0032 
10,000 0.90 0.90 0.0155 0.0172 
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Figure 4.15. Effect of decorrelation across frequency 
 
Ultimately, decorrelation appears slightly less effective at 10 and 10,000 Hz, which may 
be due to greater analog distortion at the edges of the passband. Overall, decorrelation 
reduces signal strength of correlated components within the passband by between 98 
and 99.5%, which is more than significant enough to be useful.  
4.4 Pressure sensor calibration 
 
Testing was performed with two types of sensor: EPIH S468-15P differential sensors and 
Kulite LQ-131A-125-25A absolute, disk-type sensors (Table 4.3). 
Table 4.3. Pressure sensors used 
Sensor PN and 
image 
Sensor SN Used for Notes 
EPIH-S468-15P 
 
A05525 Dynamic pressure 
fluctuations 
Large amount of drift 
in DC-coupled 
reading. 
Kulite LQ-131A-
125-25A 
8276-4A-578 Static pressure 
fluctuations 
Small-signal 
calibration not 
checked. 
EPIH-S468-15P A05780 Second sensor for 
correlation tests 
Calibration not 
checked. 
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Figure 4.16. EPIH (left) and Kulite (right) sensors used in test. 
 
 
 
Figure 4.17. Dimensioned drawings of EPIH in mm (top) and Kulite in in. (bottom) 
 
While prior work established that the FTDS-K is capable of resolving low-level signals, 
whether the sensors being used by the FTDS-K respond linearly to such small pressure 
fluctuations was not well-understood. This was checked on EPIH A05525 using two 
methods: a quasi-static calibration, and a sound-level calibrator. 
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The quasi-static calibration used a Fluke 718-1G pressure calibrator applied to the 
reference port of the sensor. The calibrator drew a vacuum while the DC-coupled output 
of the sensor was recorded using the nominal sensitivity of EIPH SN A05525. The sensor 
was wind-off zeroed using the mean of the initial and final zero readings. This was 
necessary due to significant drift in the DC-coupled output of the sensor over time. 
 
 
Figure 4.18. Quasi-static calibration of EPIH A05525 
Figure 4.18 suggests that the nominal calibration of the EPIH combined with the 
instrumentation amplifier calibration is relatively close to true (expected slope is 1). Note 
that the full-scale range of this sensor 103 kPa, so this calibration only covers 7% of the 
sensor’s range. This corresponds to an overall change in the ADC reading of 4mV, which 
is, in turn, 0.2% of the ADC’s full-scale range. 
Dynamic calibration used a fixed-frequency, fixed-amplitude microphone calibrator (a 
General Radio Company sound level calibrator, model 1567). The output frequency was 
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1 kHz at 114 dB sound intensity.  The calibrator was checked against a General Radio 
Company sound level meter, model 1565-C. Two 3D printed adapters were used to fit the 
sensor and a brass sleeve into the calibrator (Figure 4.19). 
 
Figure 4.19. Microphone calibrator setup used with EPIH sensor. Overall view shown on left, with a cutaway view on 
right. 
 
 
Note that 114 dB is in reference to a base sound level of 20 μPa: 
 
𝐼[𝑑𝐵] = 20 log10 (
𝑃
𝑃0
), where 𝑃0 = 20 𝜇𝑃𝑎 
 
This can be rearranged to find P, the RMS amplitude of the pressure wave: 
10
𝐼[𝑑𝐵]
20 𝑃0 = 𝑃 
 
For 114 dB  calibrator, the RMS amplitude is 10 Pa.  
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An order 1,000 digital bandpass filter with cutoffs at 950-1050 Hz was used to isolate the 
1 kHz component of the signal. After this, the RMS value of the zero-centered signal was 
taken and corrected against a control run via the relationship: 
 
𝑅𝑀𝑆𝐶𝑂𝑅 = √𝑅𝑀𝑆𝑅𝐴𝑊
2 − 𝑅𝑀𝑆𝐶𝑂𝑁𝑇
2   
 
The results of these calibrations are shown in Table 4.4. 
Table 4.4. Comparison of amplitudes found via calibrator 
Date Run RMS Average 
9/9/19 
1 7.99 
7.98 
2 8.33 
3 7.70 
4 8.09 
5 7.94 
6 7.86 
9/14/19 
1 9.57 
12.26 
2 11.95 
3 13.21 
4 13.49 
5 12.50 
6 12.83 
 
 
Note that these response levels represent at most 0.013% of the full-scale range of the 
sensor. Some degree of inaccuracy in this range is to be expected. Additionally, the 
mechanical setup in the calibrator could have been improved with a tighter-fitting 
adapter. Based on these results, the dynamic small-signal response appears to be 
between 0.77 and 1.3x of the nominal calibration, with evidence of either day-to-day or 
setup-to-setup variability. 
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Overall, calibration results suggest that the nominal calibration of the EPIH sensors is 
reasonably close to true, even for very small signal levels. Work performed by Basham-
Clair [38] on sensors with a similar geometry suggests that the static calibration of these 
sensors differs from the real behavior when in a  mean flow [38].  
 
 
Figure 4.20 Comparison of calibrations, static (left) and dynamic (right). Note that the sensitivity of the sensor is 
dependent on the end condition. [38] 
This is of particular interest when using EPIH sensors as dynamic pressure sensors, as their 
tip geometry and the presence of a cover (Figure 4.21) may affect their pressure response. 
This was not investigated further for the purposes of these tests but remains a possible 
source of additional error. 
 
 
Figure 4.21. Comparison of a covered sensor (left) an uncovered sensor (right). The covered sensor includes a short 
length of tube that causes flow to stagnate ahead of the sensor face, while the uncovered sensor’s stagnation point is 
at the face of the sensor element itself. 
Sensor Sensor
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Due to lack of appropriate fixtures to handle disk-type sensors, no small-signal calibration 
check was performed on the Kulite sensor. Overall calibration was checked by comparing 
the DC-coupled readings with separate measurements of a nearby static tap across 
several wind tunnel tests, both tripped and not. The resulting linear fit covered only 2.1% 
of the sensor’s full-scale range but appears very linear (Figure 4.22).  
 
Figure 4.22. Linear fit of static pressure readings for Kulite SN: 8276-4A-578 
 
Table 4.5. Fit coefficients for Kulite SN: 8276-4A-578 calibration. 
Term Estimate Std Error t Ratio Prob>|t| 
Intercept (Pa) 29656 218.9 135.49 <.0001* 
Slope (Pa/V) 3374397 10539 320.17 <.0001* 
 
The fit coefficients listed in Table 4.5 were used to check sensitivity via the relationship: 
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𝑆𝑡𝑎𝑡𝑖𝑐 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 [𝑃𝑎] = 3374400 ∗ 𝑉𝑠𝑒𝑛𝑠𝑜𝑟 + 29700 
 
The nominal sensitivity of Kulite sensors is 10mV/V, essentially that a sensor at full-scale 
range will give 10 mV output for every 1V of excitation. Note that this is the inverse of the 
slope for the voltage to raw pressure. As such, the slope of the line relating sensor voltage 
to the pressure should be around 100 V/V. To check this, the slope found in the equation 
above is modified: 
𝑠𝑙𝑜𝑝𝑒 [
𝑃𝑎
𝑉
] ∗ 3.3 𝑉 ∗
1
103𝐸3 𝑃𝑎
= 108.1118 
𝑉
𝑉
 
 
This was considered sufficiently close to the nominal calibration value for the Kulite 
sensor. Ultimately, nominal calibrations were used for both sensors, as those were 
assumed to have been measured more accurately than the small-signal confirmation 
measurements performed above. While tests on the EPIH sensor suggest that small-
signal sensitivity is similar to the nominal sensitivity, further testing would be needed to 
conclusively establish that the two are comparable.  
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4.5 Test setup 
 
Tests were conducted in Cal Poly’s 2x2ft 110 mph wind tunnel, located in Building 13-102. 
The test model used was a 36” x 23.9” flat plate model as described in Appendix A of 
Kinkade [39]. An 0.020” diameter trip wire located 3” streamwise from the plate’s leading 
edge was used to trip flow for turbulent test cases and removed for laminar cases. Sensors 
were placed 28” from the leading edge, along with a wall static pressure tap, Preston 
tube, and pitot tube for reference measurements. The arrangement of these sensors for 
the dynamic pressure fluctuation test is shown in Figure 4.23. Note that the pitot tube is 
not indicated; it is located along the centerline, in the freestream above the plate, 
approximately 4 inches above the surface.  
 
 
Figure 4.23. Test setup for dynamic pressure fluctuation test. 
Instruments, including the EPIH sensors were taped flush to the plate surface using strips 
of Kapton tape (Figure 4.24 and Figure 4.25). All reference sensors were connected to a 
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Setra 204 pressure transducer. The connections could be combined to read the 
differential between the pitot tube and static tap, differential between the Preston tube 
and static tap, and the difference between ambient atmospheric pressure and the static 
tap. Ambient temperature and absolute pressure were checked immediately prior to test 
using a Paroscientific 745 laboratory standard. 
 
 
 
Figure 4.24. Top view of dynamic pressure measurement instrumentation on the flat plate (left) and side view (right) 
Instrument layout was similar for static tests, although the static reference was 
disconnected, and the sensor was placed 1.5” away from the reference, rather than 1”. 
The disk-type sensor was fastened to the plate using transfer adhesive (Figure 4.25). No 
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aerodynamic fairing was used to streamline flow over the sensor element, which 
protruded approximately 1.5 mm above the plate’s surface. 
 
Figure 4.25. EPIH sensor taped directly to flat plate (left) and Kulite mounted with transfer adhesive (right). 
 
Measurements were taken at 0, 10, 20, 25, 30, 35, 40, 45, 50, 55, and 60 Hz settings on 
the wind tunnel’s VFD controller. Operation at 60 Hz is the maximum speed of the tunnel, 
corresponding to approximately 110 mph (50 m/s). Data taken at 0 Hz were used for wind-
off corrections as described in 4.3.1.1, and data taken at 10 Hz were not used in analyses 
as the trip wire was not sufficient to cause turbulent flow. Tests were run in ascending, 
then descending order. Once it was established that measurements were not sensitive to 
the order of VFD setting change, all further tests were run in ascending order. Each test 
consisted of a single set of mean-flow measurements at each VFD setting, and several 200 
kSPS 60,000-point captures of both the DC-and AC-coupled sensor readings.  
 
At least two tests were run of each setup, with at least two set-ups to determine if there 
was any variation due to installation of the test model in the wind tunnel (Table 4.6). Tests 
were varied between tripped and not tripped, with Preston tube readings being used to 
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verify that flow over the plate was laminar or turbulent. In addition to tripped/not tripped 
tests, “environmental” tests were run with the test model outside of the wind tunnel to 
establish the effect of electrical noise on sensors. 
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Table 4.6. Tests performed 
Sensor 
used 
Test 
ID Date Test setup 
EPIH 
O 
9/11/19 
Not tripped 
P Not tripped 
Q Tripped 
R Tripped 
S 
9/12/19 
Not tripped 
T Environmental 
U Tripped 
V Tripped 
W Not tripped 
AJ 9/13/19 Environmental 
KULITE 
AK 
9/16/19 
Not tripped 
AL Not tripped 
AM Tripped 
AN Tripped 
AO Environmental 
AP Environmental 
AQ Not tripped 
AR Not tripped 
AS Tripped 
AT 
9/17/19 
Tripped 
AU Tripped 
AV Environmental 
AW Not tripped 
AX Not tripped 
AY Tripped 
AZ Tripped 
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Correlation tests were performed with an additional EPIH sensor mounted as shown in 
Figure 4.26. 
 
Figure 4.26. Sensor layout for correlation test 
 
For two-probe correlation tests, the sample rate was reduced to 42.7 kSPS for each 
channel, the number of samples per channel was reduced to 16,384, and only one capture 
was performed per VFD setting. Four tests were run for the tripped case, and two for the 
non-tripped case (Table 4.7). 
 
Table 4.7. Order of tests performed for correlation 
Sensor 
used 
Test 
ID Date Test setup 
2x 
EPIH 
CN4 
10/10/19 
Tripped 
CN5 Tripped 
CN6 Tripped 
CN7 Tripped 
CT1 Not tripped 
CT2 Not tripped 
 
Data were not collected from the reference sensors for the correlation tests.  
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4.6 Test results 
 
4.6.1 Dynamic pressure fluctuation on a flat plate 
 
Data from the dynamic pressure tests are shown in Figure 4.27. 
 
Figure 4.27. Wind-off corrected, band-filtered dynamic pressure fluctuations. VFD setting noted for each group of 
readings. 
 
As expected, the pressure fluctuations in the tripped flow are generally greater than those 
in non-tripped flow and increase with increasing freestream dynamic pressure. While the 
trend from 100-550 Pa dynamic freestream appears linear, there is a marked increase in 
fluctuation amplitude and run-to-run variance between data points starting around 700 
Pa freestream dynamic. Comparing the DFTs of tripped and not tripped flow 
measurements (Figure 4.28) show that this trend may be due to the appearance of a 
structured peak of noise centered around 580 Hz during the 45 Hz VFD setting. 
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Figure 4.28. DFTs for tripped and not tripped data with pressure harmonics highlighted. 
 
The peak shown in the middle subplot at 580 Hz agrees with external observations made 
during testing: at VFD setting of 45 Hz, the tunnel produces an audible tone. A cell phone 
equipped with an audio FFT application measured an audio peak around 600 Hz outside 
of the wind tunnel, which is believed to be the same tone as measured by sensors inside 
the tunnel.  At 50 Hz, the tunnel remains loud, but the tone splits (bottom subplot). The 
split-peak trend that occurs at 50 Hz VFD persists into 55 and 60 Hz VFD. Note that these 
peaks are present in both tripped and not-tripped data, suggesting that they are not due 
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to turbulence, and are instead caused by the wind tunnel. Lillywhite observed similar 
peaks, and attributed them to resonance modes (Table 4.8) of the wind tunnel chamber 
[12].  
 
Table 4.8. Potential resonant modes of wind tunnel 
Mode shape 
Lillywhite This paper 
Predicted 
frequency 
Observed 
frequency 
Observed 
frequency 
Hz Hz Hz 
 
562.5 580.1 579.8 
 
628.9 627.0 616.5 
 
562.5 580.1 579.8 
 
1125 1130.9 1220 
 
If these peaks are due to acoustic noise, they could be reduced by the decorrelation 
technique discussed in section 4.3.1.2. The results of these attempts are discussed further 
in section 4.6.3.  
 
As posited in section 4.3.1.1, applying wind-off correction and band-filtering separates 
the data more clearly and reduces the overall signal level (Figure 4.29).  Note that this 
plot only shows data where the VFD is set to 40 Hz or less. 
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Figure 4.29. Comparison of raw (upper) and wind-off, band-filtered (lower) dynamic pressure data in the low range of 
tunnel speeds. Note that data filtering separates the data more clearly between laminar and turbulent flows. 
This plot compares raw data (upper subplot) with corrected data (lower subplot) in the 
lower range of freestream dynamic pressures, where the effect of band filtering and wind-
off compensation is more evident. In particular, the spread of non-tripped readings is 
reduced, likely by removing the effect of high-frequency electrical noise. 
  
To deal with ranges above 40 Hz on the wind tunnel VFD, a narrower frequency band (2-
5 kHz) was used to see if it could better exclude wind tunnel acoustic noise (Figure 4.30). 
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Figure 4.30. Data with a narrower, 2-5 kHz band filtered apply. Similar technique used for wind-off correction. Note 
the better separation of data, particularly at high freestream dynamic pressures 
While the more tightly-filtered data (lower subplot) better distinguish between laminar 
and turbulent flows in the wind-tunnel-noise-dominated region when compared to the 
wider band-passed data (upper subplot), the overall signal level is much smaller. The 2-5 
kHz band-filtered data suggest that turbulent pressure fluctuations scale on 4% of 
freestream dynamic, less than half the expected 10%. While other filter settings may be 
envisioned that would more accurately exclude wind tunnel spectral spikes with less 
reduction in overall signal level, the general problem with this approach remains: it 
requires some understanding of the acoustic properties of the flow environment and will 
always remove some turbulent pressure fluctuations as well.  
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To estimate the scaling with freestream dynamic, only data in the lower range of 
freestream dynamic pressures were used, with two separate linear fits (Figure 4.31), one 
for tripped, one for not tripped. These had the intercept set to zero, providing just the 
ratio between freestream dynamic pressure and dynamic pressure fluctuations.  
 
 
Figure 4.31. Comparison of linear fits, tripped and not tripped. 
 
Note that while the relationship for the turbulent flow appears very linear, the laminar 
flow does not. The slopes of these lines and their 95% confidence intervals are listed in 
Table 4.9.  
 
  188 
 
Table 4.9. Relation between RMS dynamic pressure fluctuation and freestream dynamic pressure for lower end of test 
parameters. 
Test type 
Slope 
Lower 5% Mean Upper 95% 
PaRMS/Pa PaRMS/Pa PaRMS/Pa 
Tripped 0.0727 0.0734 0.0742 
Not tripped 0.0373 0.0389 0.0404 
 
 
While an ANOVA would be a more formal method for establishing that the two flow types 
are significantly different, the total lack of overlap in the 95% confidence intervals of the 
two slopes provides sufficient evidence to believe that they are distinct. Dynamic pressure 
fluctuations in the low wind tunnel ranges appear to scale on 3.9 % of the dynamic 
freestream for laminar flow, while turbulent fluctuations scale on 7.3% of the dynamic 
freestream. 
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4.6.2 Static pressure fluctuation on a flat plate 
 
Static pressure data (Figure 4.32) show a similar trend to that seen in dynamic pressure 
measurements.  
 
Figure 4.32. Static pressure fluctuations with band filtering and wind-off compensation 
 
There is an initial linear region at lower wind tunnel speeds, then a sharp increase in run-
to-run variability occurring around 700 Pa freestream dynamic pressure. In addition to 
this, the not tripped flow shows an even greater increase in variability at the highest wind 
tunnel speed. To estimate the scaling of pressure fluctuations with freestream dynamic 
pressure, the same 20-40 Hz VFD range was selected as used in the dynamic pressure 
fluctuation analysis (Figure 4.33). 
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Figure 4.33. Zoomed-in view of 20-40 Hz wind tunnel VFD setting for static pressure measurements. Note that 
separation between laminar and turbulent flows is less apparent than for the dynamic case (Figure 4.29). 
 
Similarly to before, a linear model was fit to this restricted range of data (Figure 4.34). 
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Figure 4.34. Linear fit lines for static pressure fluctuations 
 
The slope of the resulting fit (Table 4.10) provides the scaling factors. While the resulting 
factors are closer, their 95% confidence intervals do not overlap, suggesting that they are 
distinct. 
 
Table 4.10. Static pressure fluctuation scaling factors 
Test type 
Slope 
Lower 5% Mean Upper 95% 
PaRMS/Pa PaRMS/Pa PaRMS/Pa 
Tripped 0.0259 0.0270 0.0280 
Not tripped 0.0184 0.0193 0.0203 
 
Based on these tests, laminar pressure fluctuations appear to scale on 1.9% of freestream 
dynamic and turbulent flows scale on 2.7%.  
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4.6.3 Correlated sensor tests 
 
Correlated sensor tests were performed using the same flat plate model as the tests 
above. Two sensors were installed at the same streamwise locations and 1.5 inches apart. 
Data were collected in both the tripped and not tripped condition. First, the correlation 
coefficient (𝑅12) between the two zero-mean fluctuating pressure signals (𝑝1 and 𝑝2) was 
determined for each burst of data using the relationship:  
 
𝑅12 =
𝑝1′𝑝2
′̅̅ ̅̅ ̅̅ ̅
𝑅𝑀𝑆(𝑝1′) ∗ 𝑅𝑀𝑆(𝑝2′)
 
 
These were plotted against wind tunnel VFD setting (Figure 4.35) to show trends in 
correlation with wind tunnel speed. 
 
Figure 4.35. Correlation coefficients for decorrelation tests. Data with the prefix "CN" are not tripped, while those with 
"CT" are tripped. 
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Figure 4.35 shows no initial correlation at 0 Hz VFD where the majority of  the signal 
measured is noise inherent to each channels’ analog signal chain. Correlation peaks at 0.7 
for 10 Hz VFD, suggesting that a majority of the signal at this setting is common between 
both channels. Correlation then steadily decreases to 40 Hz VFD, followed by a small 
increase with 45 Hz, and then little change. The increase in correlation from 40 to 45 Hz 
VFD is expected, as the 580 Hz peak shown in Figure 4.28 was believed to be wind tunnel 
acoustic noise, and therefore correlated across the two sensors.  Otherwise, the results 
come as a surprise; signal spectra from 10 to 35 Hz do not show any frequency peaks that 
would be attributed to wind tunnel acoustic noise, so the high correlation coefficients are 
unexpected. 
 
Using the method described in section 4.3.1.2, data for the 45 Hz wind tunnel setting were 
decorrelated. The spectra of the original signals were then compared to the spectrum of 
the decorrelated signal, providing an idea of where in the frequency band decorrelation 
is the most effective.  
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Figure 4.36. DFT of decorrelation tests at 45 Hz VFD. Spectra are averaged across all not-tripped datapoints (upper 
subplot) and all tripped datapoints (lower subplots). 
Figure 4.36 shows overall signal level varied more between each sensor than expected 
(they should be approximately equal), and sensor 1 reported a 740 Hz frequency 
component not seen in previous tests. The 580 Hz peak is still present, is shared across 
both sensors, and as a result is strongly attenuated in the decorrelated signal (Figure 
4.37).  
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Figure 4.37. DFT of decorrelation tests at 45 Hz VFD. Spectra are averaged across all not-tripped datapoints (upper 
subplot) and all tripped datapoints (lower subplots). Spectral peak at 580 Hz is shared between both sensors and 
almost entirely removed, while the ~740 Hz peak on sensor 1 is much less attenuated. 
Because the sensors were placed at the same streamwise position, this suggests that the 
580 mode is purely streamwise, particularly that it is the streamwise 2,0,0 mode.  
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Decorrelation also appears to reduce mains (60 Hz) harmonics (Figure 4.38).  
 
Figure 4.38. Reduction in mains harmonics due to decorrelation. Measurements taken at instrumentation amplifier, 
averaged for all 20 Hz VFD not tripped runs. 
Additionally, noise spikes assumed to be caused by the wind tunnel VFD were reduced 
(Figure 4.39). This reduction in electrical noise is a secondary advantage of this technique 
and could possibly be used to extend the usable frequency range of measurements into 
higher frequency ranges where EMI noise is an issue. 
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Figure 4.39. Reduction of high-frequency noise peaks via correlation. Tests are averaged across all not-tripped tests at 
45 Hz VFD. 
The reduction in electrical noise as well as acoustic noise suggests the source of the 
correlation coefficient trend shown in Figure 4.35: large portions of the correlated signal 
are electrical noise, not acoustic noise. If this were the case, the correlation coefficient 
would be higher for frequencies above 5 kHz (where high-frequency electrical noise 
becomes present in the signal) than it would be for lower frequencies. The portion of the 
signal’s energy that is correlated can be separated into 𝑛 frequency bands (Table 4.11) 
using the relationship: 
𝐶𝑘 = 𝑅12,𝑘 ∗
𝑝1,𝑘
′2̅̅ ̅̅ ̅ + 𝑝2,𝑘
′2̅̅ ̅̅ ̅ 
∑ [𝑝1,𝑘
′2̅̅ ̅̅ ̅ + 𝑝2,𝑘
′2̅̅ ̅̅ ̅]𝑛𝑘=1  
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Table 4.11. Frequency bands used to separate correlation coefficients. 
 𝒌 = 𝟏 𝒌 = 𝟐 𝒌 = 𝟑 𝒌 = 𝟒 
Frequency 
range (Hz) 
1-500 500-1,500 1,500-5,000 5,000 + 
 
Here 𝐶𝑘 is the portion of the original signal energy that is correlated within the 𝑘𝑡ℎ 
frequency band. This method takes band-passed pressure data, determines the 
correlation coefficient and signal energy, multiplies the two, and normalizes the result by 
the total signal energy present across all frequency bands. These results are plotted 
against VFD setting in Figure 4.40. 
 
Figure 4.40. Fraction of energy in each frequency band that is correlated between sensors. Data shown are averages of 
the four wind tunnel runs performed. 
Across all VFD settings except for 0 and 45 Hz, the 5 kHz+ frequency band contains the 
largest amount of correlated energy. This suggests that the main effect of decorrelation 
in the tests performed was in reducing wind tunnel electrical noise. In particular, the high 
level of correlation seen at 10 Hz VFD in Figure 4.35 is due to a larger portion of the signal’s 
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energy being made up of high-frequency electrical noise, rather than the presence of 
correlated acoustic noise.  Wind tunnel acoustic noise would primarily occur in the 500-
1,500 Hz band, where the fraction of correlated energy is close to zero, except at 45 Hz 
VFD. This suggests that where the pressure sensors’ correlation coefficients are high, the 
cause is most likely electrical noise, while the overall level of correlated energy due to 
wind tunnel acoustics is generally below 5%. In light of this, decorrelation does not appear 
to remove meaningful amounts of noise outside of that which would be removed by the 
band-pass filtering already performed.  
 
The placement of the sensors in this test was not centered around the plate, which is 
recommended by Simpson et. al [10]. This lack of symmetry may have reduced the overall 
effectiveness of the method, particularly for laterally based modes. Further testing, 
particularly with more careful sensor placement and calibration could give a clearer idea 
of the performance improvements offered by decorrelation. 
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4.7 Summary of turbulence measurement with the FTDS-K 
 
Table 4.12. Summary of results for flat plate tests in 2x2 ft 110 mph wind tunnel. 20-40 Hz VFD range used (100-550 
Pa freestream dynamic pressure) 
  Dynamic Static Units 
RMS pressure (max) 42.8 20.2 Pa 
Laminar scaling factor 0.0389 0.0193 PaRMS/Pa 
Turbulent scaling factor (Expected) 0.1 0.01 PaRMS/Pa 
Turbulent scaling factor (Measured) 0.0734 0.0270 PaRMS/Pa 
Difference between measured and 
expected -27 170 % 
ADC range used 3.0 2.6 % 
Sensor range used 0.042 0.020 % 
 
 
These tests were performed with no prior assumption regarding the degree of pressure 
fluctuations in the laminar flow regime. The resulting scaling factors for dynamic and 
static measurements of pressure fluctuations in laminar flows are around ½ those found 
for turbulent flows.   
 
The scaling factor found for dynamic pressure fluctuations due to turbulence is 27% less 
than the expected value. Figure 4.41 shows a comparison for scaling ratios found at each 
wind tunnel setting with those found by Lillywhite. 
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Figure 4.41. Comparison of FTDS-K data  with Lillywhite's data 
 
The overall scaling factor is less than expected, but when looking at the ratios across 
different wind tunnel speeds, the FTDS-K results begin to be higher than those recorded 
by Lillywhite at higher wind tunnel speeds. 
 
While the small-signal pressure calibration discussed in section 4.4 shows that the EPIH 
sensor behaves somewhat in line with its nominal calibration for signals around 10 Pa 
RMS, the actual sensitivity in this range remains unknown. The FTDS-K is using a small 
fraction of the sensor full-scale range, well below 1%, and only 3% of the ADC’s full-scale 
range. These factors could contribute to the differences seen in comparison to Lillywhite’s 
data. Additionally, the effects of unshielded sensors described by Basham-Clair [38] 
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should, in theory, throw off the calibration, but should tend to increase the signal level, 
not decrease it. 
 
Static pressure fluctuations, conversely, were much higher than expected. When 
compared to data taken by Wu [35], the signal level is 4-5 times higher (Figure 4.42). 
 
Figure 4.42. Comparison of static pressure fluctuations. Error bars indicate 95% confidence interval in mean. 
While the exact source of this difference is unknown, Wu’s implementation used a fairing, 
while the FTDS-K installation did not. This is likely a large factor, as the FTDS-K 
measurement would include the effect of disturbed airflow over the protruding sensor.  
 
Figure 4.43. Cutaway view of Wu's microphone installation (left) and side view of bare Kulite disk-type sensor used in 
FTDS-K testing (right). 
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While these results suggest problems in the test setup of the static sensor, the FTDS-K 
was still able to distinguish between the laminar and turbulent case, despite using only 
0.02% of the sensor’s full-scale range. The range of the ADC used is similar to the dynamic 
pressure test, which suggests that the large difference between measured and actual 
static pressure reading is due to the sensor used and its implementation, rather than the 
FTDS-K itself.   
 
Within the context of measurements performed in-flight, these tests show that the FTDS-
K has sufficient dynamic range to discriminate between turbulent and laminar flows using 
static pressure fluctuations. These fluctuations are on the order of 50 Pa RMS, which 
aligns with the 150-50 Pa RMS requirement shown in Figure 4.1.  
 
As a practical technique for separating between laminar and turbulent flows, this 
approach has serious limitations . When the measurement environment becomes 
dominated by other pressure fluctuations, the ability to distinguish between flows is 
severely limited. In particular, there is no clear method for differentiating between a 
laminar flow with a large amount of acoustic noise and a turbulent flow with very little 
acoustic noise. Decorrelation seems promising for removal of some of these signals but 
may be sensitive to the placement of the second correlation sensor.  
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5 CONCLUSIONS AND RECOMMENDATIONS 
 
A system for measuring DC-to-audio frequency high sound pressure level data for the 
FTDS was developed. This system was then tested in a wind tunnel to evaluate its ability 
to distinguish between laminar and turbulent flows in airflow over a flat plate. 
 
Conclusions from the development of the core module, development of the analog 
system, and wind tunnel testing are discussed in sections 5.1, 5.2, and 5.3, respectively. 
Overall project results and known issues with the FTDS-K are discussed in section 5.4, with 
recommendations for future work are presented in 5.5. 
 
5.1 FTDS-K core module 
 
The FTDS-K core module offers similar functionality to a 3rd-generation PTDS, albeit with 
more data storage, improved sensor resolution, and longer battery life. 
 
While the FTDS main module uses the same Honeywell HSC series sensors as the BLDS-M 
Rake developed by Hoyt [5], Honeywell MPR and Bosch BMP series absolute pressure 
sensors were also tested. Both of these sensor types perform better than HSC series 
sensors for pressures as low as 4 kPa and temperatures as low as  -50°C, and their 
measured accuracy may even be sufficient to be used in applications traditionally 
reserved for differential pressure sensors. While further testing is required to prove this 
point, there is strong evidence that future FTDS systems could use MPR or BMP series 
pressure sensors instead of HSC sensors. 
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Power consumption for the FTDS-K was modelled, leading to a design with projected 
operational endurance in excess of 12 hours at altitude for an FTDS core performing 50% 
duty cycle measurements. These improvements stem from a 27% decrease in active 
power consumption and 86% reduction in sleep power consumption for compared to a 
PTDS, as well as improved low-temperature battery performance. Standby endurance 
was increased with a simple power supply circuit allows the FTDS main board to remain 
in an ultra-low-power state while maintaining its internal RTC setting. Both operational 
and standby endurance require functional testing to establish that they meet their 
projected performance. 
 
In designing the core module, particular attention was paid to extensibility. The core 
module uses a commercially-available development kit for the microcontroller module 
and breaks out most GPIO via an expansion header, enabling prototyping of other FTDS 
capabilities. The FTDS-K analog board demonstrates this paradigm, and is discussed 
further in 5.2 
 
5.2 FTDS-K analog board 
 
The FTDS-K analog board provides a split signal chain that allows for both full-scale mean 
measurements and small-amplitude, AC-coupled fluctuations to be measured from the 
same sensor. Overall gains as high as 7,500 were tested in a flow environment, 
corresponding to 150 magnification of AC-coupled signals when compared to DC-coupled 
signals. While this capability is unique among BLDS devices, the FTDS-K analog board can 
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also be implemented as a fully DC-coupled, two-stage amplifier, similar to the previously 
developed BLDS v3b Kulite amplifier. While individual measurements of the behavior of 
each analog stage were made, the high amplification and AC-coupling of the FTDS-K 
analog board precluded any high-quality end-to-end testing of system response. 
 
In addition to amplification, the FTDS-K analog board combines antialiasing filters and 
oversampling to reject out-of-band signals. This allows the FTDS-K to record two channels 
at 50 kSPS with negligible out-of-band noise for frequencies up to 75 kHz, and at least 35 
dB attenuation for frequencies above that. No work was performed to establish effective 
throughput to nonvolatile storage, but a buffer of at approximately 30,000 samples per 
channel is available, allowing for continuous capture length up to 0.6s for two channels. 
 
While the antialiasing filter stage was tested at -20°C and determined to be insensitive to 
temperature changes, the rest of the FTDS-K analog system remains to be tested at low 
temperatures. In particular, the behavior of the INA155 instrumentation amplifier at low 
temperature is unknown, and while the FTDS-K inverting amplifier uses the same op amp 
and passive components as the filter stage, the sensitivity of a high-gain inverting 
amplifier to temperature variation is unknown. 
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5.3 Measuring turbulence with the FTDS-K 
 
Wind tunnel test results suggest that the FTDS-K is capable of resolving pressure 
fluctuations on the order of tens of Pa while using sensors with a full-scale range of 100+ 
kPa. While testing suggests that the FTDS-K can meaningfully differentiate between 
pressure fluctuations at these levels, the actual calibration of the sensors when used to 
measure such small signals is still uncertain. 
 
Correcting for wind-off noise reduces the effect of electrical noise inherent to the system, 
while band-limiting data can reduce the effect of induced electrical noise on sensor wires. 
The frequency band used for band-limiting can be adjusted depending on need, although 
the narrower it is, the more of the turbulent fluctuation spectrum is cut out. A 
combination of wind-off and a 100 Hz to 5 kHz bandpass filter appear to be sufficient for 
discriminating between flows where pressure fluctuations differ by a few tens of Pa RMS. 
 
Decorrelation between two sensors was shown to reduce the effect of spatially-
correlated wind tunnel noise and the effect of electrical interference. The overall 
reduction in noise level is low, particularly at higher wind tunnel speeds, and the 
technique does appear to be sensitive to the calibration and placement of sensors. 
 
Ultimately, the practical value of the FTDS-K as a device for distinguishing between 
turbulent and laminar flows via pressure fluctuation is unclear; the method tested 
required data for the same body experiencing both laminar and turbulent flows to 
  208 
differentiate the two. This could be accomplished in flight testing through use of a control 
model, an identical aerodynamic surface with a trip installed. This would be used to 
establish a known turbulent reference, then compared to measurements made of an 
experimental model (with no trip installed) to determine if the experimental model is 
experience turbulent or laminar flow. Whether this approach is preferable to use of skin 
friction measurements, however, is uncertain.  
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5.4 Summary of conclusions 
 
A comparison of specification requirements and FTDS-K performance is shown in Table 
5.1. This table includes both tested values and estimates based on models. Instances 
where specifications were not met are highlighted. A list of known issues and 
recommendations is provided in Table 5.2.  
Table 5.1. Summary of FTDS-K performance 
Parameter Spec Value Units Notes 
Overall length 127 
[5.0] 
133 
[5.23] 
mm  
[in] 
63.5 mm (2.5”) of length is due to FTDS-K 
analog board. 
Overall width 50.8 
[2.00] 
52 
[2.03] 
mm  
[in] 
 
Overall height 19.1 
[0.75] 
12.4 
[0.49] 
mm [in] 
 
Overall mass 
<454 
[<16] 
65 
[2.3] 
g  
[oz] 
FTDS-K value is combined mass of core 
module, analog board, battery holder, 
and 2xAAA Energizer L92 ultimate 
lithium batteries (7.6g each). Does not 
include case. Specification value does 
include case weight. 
Operational endurance 
<5 9 hrs 
For 50% duty cycle of analog board and 
2x Kulite transducers (total average 
power consumption: 208 mW). FTDS-K 
value is projected based on measured 
current draws during normal operation. 
Temperature sensor 
range 
-60 to 
+40 
-55 to 
+125 
°C 
Behavior of temperature sensor below -
55°C is unknown. 
Absolute pressure 
sensor range 
3.5 to 
103 
4 to 160 kPa 
HSC sensor tested to a minimum 
pressure of approx. 4 kPa, performance 
below this pressure unknown. 
High frequency 
channels 
2-8 2 channels 
 
Usable frequency range 
0-
22,000 
100 -
15,000 
Hz 
Region where end-to-end gain of FTDS-K 
AC-coupled signal chain is within ±5% of 
nominal gain.  
Effective resolution 
(DC-coupled) 
10* 
[7.3] 
10.2 
[7.5] 
ENOB 
[NFB] 
Specification unclear on amount of gain 
required. Original wording is for 12-bit 
converter with 0.1% effective resolution 
(approx. ENOB = 10). FTDS-K 
performance is for 50 overall gain (DC) 
and 7,500 overall gain (AC) 
Effective resolution 
(AC-coupled) 
10* 
[7.3] 
10.2 
[7.5] 
ENOB 
[NFB] 
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Table 5.2. Summary of known issues with FTDS-K 
System Description Recommendation 
FTDS-K core 
module 
SD and pressure 
transducer MOSFET 
does not fully shut off 
Switch from high-side FET to low-side FET 
(disconnect GND rather than 3.3V bus).  
Actual operation 
endurance not tested 
Conduct operational endurance tests at 
low temperatures. 
RTC accuracy over time 
unknown 
Test RTC for accuracy across multiple days 
of operation. 
Battery voltage sense 
line missing. 
Redesign board to include battery power 
sense line. 
FTDS-K 
analog board 
Odd behavior of 
instrumentation 
amplifier when IN- is 
connected to GND 
Check behavior prior to using amplifier for 
three-wire devices. No issue when using 
four-wire sensors.  
No end-to-end gain 
measurement 
Locate instrument capable of 70dB+ SNR at 
100 kSPS or more and use to test FTDS-K. 
FTDS-K ADC sampling 
code written in NRF5 
SDK 
Implement code as an Arduino-compatible 
library. 
Unknown low-
temperature 
performance 
Benchmark sensor, instrumentation 
amplifier, and inverting amplifier 
performance at low temperatures. 
Performance of filters already established. 
Downsampling strategy 
not implemented 
Implement method discussed in section 
3.3.3 as embedded code. 
Effectiveness of 
decorrelation for non-
simultaneous ADC 
acquisition. 
Test decorrelation using nRF52840 ADC to 
establish if offset between channel 
samples requires additional correction. 
Turbulence 
measurement 
Effectiveness of 
decorrelation overall 
More tests with two-sensor decorrelation, 
calibrate sensors used more thoroughly. 
High static pressure 
fluctuation values. 
Rerun tests with fairing on static pressure 
sensors. 
Limited small-signal 
calibration information 
for sensors 
See recommendations in section 5.5.2 
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5.5 Recommendations 
 
The FTDS-K represents the first generation device of its type and its development clarified 
the requirements and subtleties associated this type of instrument. In particular, this 
project demonstrates the difficulties associated with calibrating the small-signal response 
of audio-frequency pressure sensors and their associated signal chain. Section 0 covers 
recommendations to improve the electrical design of the FTDS-K, while section 5.5.2 
discusses potential improvements to calibration. 
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5.5.1 ADC recommendations and improved analog board design 
 
The results of FTDS-K development and testing suggest that very small portions of Kulite-
type sensors can be used to measure meaningful flow data. These low signal levels require 
an analog-to-digital signal chain capable of resolving microvolt level signals, a 
requirement met by the FTDS-K with a mediocre ADC and a very high-gain amplifier. 
Developing, characterizing, and calibrating a high-gain signal chain is not a trivial task, 
however. Reducing the amount of gain required with a higher-dynamic-range ADC could 
simplify board design and calibration requirements.  
 
In particular, a Texas Instruments ADS127 delta-sigma converter would be able to provide 
comparable resolution with end-to-end gain as low as 7.5 (see appendix C). Thanks to the 
delta-sigma modulator’s digital oversampling, the ADS127’s sample rate is several MSPS, 
while its output data rate can be in the tens of kSPS. This greatly relaxes the requirements 
for antialiasing filters and obviates the need for microcontroller-side downsampling code. 
This simplifies several aspects of implementation, particularly eliminating high-gain 
inverting amplifiers and replacing active antialiasing filters with simple resistor-capacitor 
filters. 
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Figure 5.1. Comparison of FTDS-K signal chain and potential signal chain for a sigma-delta-based system 
 
5.5.2 Improved calibration methods 
 
While some effort was made to measure the small-signal calibration of the sensors used, 
only general conclusions could be made about the performance of EPIH sensors, while no 
high-frequency calibration was performed on the Kulite disk-type sensor. Two potential 
improvements are proposed: more thorough use of microphone calibrators and use of 
free-jet calibration. 
 
Of the sensors used in this project, only the EPIH models were used in a microphone 
calibrator, and the fixture used to adapt them was not ideal. In particular, three different 
adapters were used together to mount the sensors. A tighter-fitting, monolithic adapter 
might reduce the variation seen in calibration tests, while a purpose-built adapter would 
be necessary to fit Kulite disk-type sensors. 
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Beyond this, a calibrator with multiple sound pressure levels and multiple frequencies 
would provide a better benchmark for sensor response across a range of conditions. Wu 
[35] describes a method using a speaker and microphone of known calibration, which 
offers another path for multi-level calibration at low sound pressure levels. 
 
For dynamic measurement probes, a free jet offers a range of dynamic pressure and  
pressure fluctuation levels without the same level of facility acoustic noise as a wind 
tunnel. This approach is used by Arend and Saunders [40] to benchmark the performance 
of a combined steady state/high frequency probe, as well as by Basham-Clair [38] to 
measure the performance of bare sensors similar to those used by the FTDS-K. The use of 
a free jet would remove the need for noise separation techniques, and thus provide a 
better baseline for determining the performance of dynamic sensors in a known flow 
field.  
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APPENDIX A: SPECIFICATIONS 
 
 
Group No Type Name 
Min 
value 
Max 
value Units Description and notes Why requested? 
Verification 
method 
Core features 1 D 
ADC 
resolution 12 N/A bits 
Minimum resolution of 
channels 
Desired effective 
resolution of 0.1% 
or better. TEST 
Core features 2 S 
Temperature 
sensing -60 40 C 
System should have an 
onboard temperature 
sensing range that 
covers the expected 
flight envelope. Note 
that this also defines 
the required operating 
temperatures. 
Temperature 
readings are used in 
combination with 
static pressure to 
estimate air 
properties TEST 
Core features 3 S 
Low battery 
safe mode N/A N/A N/A 
System should be able 
to sense when the 
battery is running low 
and safely store any 
cached data to 
nonvolatile memory. 
3rd gen BLDS has 
the ability to 
monitor battery 
voltage and revert 
to a low-power 
state if the battery 
drops too low. TEST 
Core features 4 S 
Static 
pressure 
sensing 0.5 15 psia 
Built-in absolute 
pressure sensor with 
capability to function up 
to 60,000 ft  
Static pressure 
readings are used in 
combination with 
temperature to 
estimate air 
properties TEST 
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Group No Type Name 
Min 
value 
Max 
value Units Description and notes Why requested? 
Verification 
method 
Core features 5 S 
Real-time 
clock (RTC) 
accuracy N/A 1 s/week 
System should maintain 
its RTC timestamp 
within specified 
requirement when 
running on battery 
backup. 
RTC used to 
synchronize with 
readings taken by 
other flight 
instruments or 
equipment TEST 
Core features 6 S 
Maximum 
physical 
envelope N/A N/A N/A 
3/4" H x 2" W x 5" L, 
contoured top 
A smaller system is 
more likely to be 
certified as tape 
mountable. Height 
is the critical 
measurement 
(lower is better). NOMINAL 
Core features 7 S 
Tube 
connection on 
all pressure 
sensors N/A N/A N/A 
All pressure sensors 
should be equipped 
with tube fitting 
Allows device to be 
used to measure 
pressure from 
different locations 
(if desired)  NOMINAL 
Core features 8 S 
Timestamped 
data N/A N/A N/A 
Data output should 
include a global 
timestamp. 
Allows data 
collected to be 
compared with data 
from other sources, 
including non-BLDS 
sensor packages. TEST 
Dynamic 
measurement 9 S 
Maximum 
frequency 
measurement 8 22 kHz 
The system should be 
able to accurately 
measure signals with 
frequency components 
up to this maximum 
High dynamic range 
pressure sensors 
provide unique 
measurement 
capabilities. TEST 
Dynamic 
measurement 10 S 
Number of 
channels 2 8 channels 
Minimum 2 channels 
capable of high-
frequency data capture TBD TEST 
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Group No Type Name 
Min 
value 
Max 
value Units Description and notes Why requested? 
Verification 
method 
Dynamic 
measurement 11 D 
Sensor 
package 
current draw TBD TBD mA 
Current draw of sensor 
package when active. 
May be a significant 
portion of the 
power budget  
Operational 
endurance 12 S 
Scheduled 
turn-on N/A N/A N/A 
System should be able 
to automatically 
transition from sleep 
mode to active based 
on a real time clock Power saving TEST 
Operational 
endurance 13 S 
Sensor-based 
turn on N/A N/A N/A 
System should be able 
to automatically 
transition from sleep 
mode to active based 
on sensor reading (e.g. 
altitude, 
temperature…). This 
behavior may be 
implemented as a 
"wake and check" 
method. Power saving NOMINAL 
Operational 
endurance 14 S 
AAA Lithium 
ultra batteries N/A N/A N/A 
System should be 
designed to use 2x 
Energizer Ultimate AAA 
Lithium  batteries 
AAA provide 
reasonable capacity 
and small packaging 
size. Lithium 
formulation 
provides good low 
temperature 
operation. APPROVAL 
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Group No Type Name 
Min 
value 
Max 
value Units Description and notes Why requested? 
Verification 
method 
Operational 
endurance 15 D 
Battery 
voltage 1 1.8 V 
Battery voltage at 
minimum operating 
temperature 
Based on the Taas 
report. 1.8V as the 
maximum voltage 
for a fully-charged 
cell, 1V as the 
lowest allowable 
voltage prior to 
cutoff. TEST 
Operational 
endurance 16 D 
Battery 
capacity 265 339 mAh 
Battery capacity at 
minimum operating 
temperature 
Based on the Taas 
report, 20Ohm and 
30 Ohm draws at -
60C, down to 1V 
battery voltage TEST 
Operational 
endurance 17 S 
Operational 
endurance 5 30 hours 
System should be 
capable of a 5-hour 
mission at altitude with 
at minimum a 50% 
measurement duty 
cycle. 
Use in HALE 
application may 
require long 
missions. TEST 
Operational 
endurance 18 D 
Standby 
endurance 2 N/A hours 
Length of time system 
can wait in low-power 
mode on 10 mAh of 
capacity 
System will spend 
time primed, ready, 
and waiting on 
runway for flight 
checks or other 
work. TEST 
Operational 
endurance 19 D 
Average 
current draw N/A 20 mA 
Amount of current draw 
consumed by system in 
"active" mode (data 
logging). Not including 
current draw from 
sensors. 
Combination of 
battery and 
endurance 
requirements. TEST 
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Group No Type Name 
Min 
value 
Max 
value Units Description and notes Why requested? 
Verification 
method 
Operational 
endurance 20 D 
Max current 
draw N/A 100 mA 
The system should draw 
no more than this 
current at peak 
To ensure that max 
current capacity of 
converter isn't 
exceeded. This limit 
may be due to 
internal resistance 
of the battery as 
well. TEST 
Operational 
endurance 21 D 
Power cutoff 
for sensors N/A N/A N/A 
System should be able 
to cut power to sensors 
when not actively 
measuring. Extends battery life TEST 
Student 
accessibility 22 S 
Student-
accessible IDE N/A N/A N/A 
Installation of IDE 
should take under a day 
for a new user 
Primary developers 
of device will be 
students, many of 
whom have little 
training. Need low-
investment method 
for dealing with 
turnover. APPROVAL 
Student 
accessibility 23 S Stable IDE N/A N/A N/A 
IDE should not rely on 
ongoing support of the 
manufacturer. 
Expected service life 
for device may be 
10 years. Need to 
maintain ability to 
adjust code during 
that period APPROVAL 
Student 
accessibility 24 S 
Support for 
python N/A N/A N/A 
System allows the use 
of CircuitPython or 
similar interpreted 
coding language. 
Interpreted code is 
easier to prototype 
on, and python 
offers a familiar, 
higher-level 
interface. APPROVAL 
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Group No Type Name 
Min 
value 
Max 
value Units Description and notes Why requested? 
Verification 
method 
Student 
accessibility 25 S 
High-level 
peripheral 
interface N/A N/A N/A 
ADC readings, GPIO 
behavior, and timer 
functions should have 
high-level functions 
Easier to use for 
non-mechatronics 
programmers APPROVAL 
Student 
accessibility 26 S 
User-readable 
output N/A N/A N/A 
The system should have 
a default read out (over 
serial, BLE, or other) of 
its sensor readings in 
sensors' units (deg C, 
kPa, etc). 
Allows test 
personnel to more 
easily verify results 
and functioning. APPROVAL 
Student 
accessibility 27 S 
Commercially-
available dev 
boards N/A N/A N/A 
The processor used in 
the system should be 
available commercially 
as part of a 
development kit. 
To aid in 
prototyping and 
development, 
especially for future 
student projects. APPROVAL 
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APPENDIX B: MISSION REQUIREMENTS FOR SIGNAL CHAIN DESIGN 
 
Goal: 
 
This appendix provides preliminary estimates of the range required from a BLDS-K 
sensor system for various missions. The goal is to determine appropriate settings for 
amplifier gains for various missions.  
 
Overview of sensors and missions: 
There are three sensor types (Table B.1) and three missions projected for use with the 
BLDS-K. The missions are either wind tunnel proofs-of-concept with speed varying from 
30-50 m/s or in-flight measurements occurring as high as 30,000 ft and at Mach 0.84. 
 
Table B.1. Summary of sensor properties 
Name Sensor 
PN 
Measurement 
type 
Scale 
(mV/V) 
Full scale 
range (psi) 
Notes 
ETIH 
sensors(A) 
EPIH-
S468-
15P 
Differential, 
dynamic 
8 15 Used for 
dynamic 
pressure 
measurements 
BLDS-
owned 
Kulite (B) 
LL-080-
1.7BARA 
Absolute, 
static 
10 25 (abs)  
Boeing-
preferred 
Kulite (C) 
LL-2-
125-15A 
Absolute, 
static 
10 15 (abs) Preferred 
sensors for 
flight testing 
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EPIH sensor in wind tunnel (mission A) 
 
Figure B.1. EPIH sensor in wind tunnel 
At 50 m/s the expected dynamic pressure is 1.7 kPa, with turbulent fluctuations of 0.2 
kPa. Note that the full-scale range of the sensor used is 103 kPa. We are making poor 
use of the sensor’s full-scale range. The ratio of the turbulent signal to the mean signal 
is, however, quite good: 0.12. 
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Kulite in wind tunnel (mission B) 
 
Figure B.2 Kulite sensor in wind tunnel 
At 50 m/s, static fluctuations are expected to be approximately 22 Pa, compared to a 
mean static pressure of 101 kPa, resulting in a very low AC signal factor (0.00025). The 
sensor in question has a full-scale range of 172 kPa, resulting in a slightly reduced FSR 
factor of 0.6. 
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Kulite on aircraft (mission C) 
 
Figure B.3 Kulite sensor in flight 
At the higher speeds and altitudes of flight testing, the AC factor for a static 
measurements are much better (0.004) than in wind tunnel tests. The FSR factor for the 
sensors used is better as well (1). Here, fluctuations in static pressure reach 
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approximately 300 Pa for reasonable flight regimes. Fluctuations exceed this value 
during low-altitude, high-speed flight, but this is a less likely testing regime, and is 
ignored. 
 
The projections above were used to select gain and bias settings, primarily focusing on 
selecting the operating point for the inverting amplifier and PGA which are shown in 
Table B.2. 
Table B.2. Signal chain settings, various missions 
  Mission   
Symbol Name A B C Units Notes 
K AC signal factor 0.12 0.00025 0.004 Pa/Pa Ratio of peak-to-peak 
fluctuation to the 
mean reading of the 
sensor 
Z FSR factor 0.02 0.6 1 Pa/Pa Portion of the full-
scale range used 
Gsense Sensor gain 0.08 0.10 0.10 V/V  
Binst Instrumentation 
amplifier bias 
0 0 0 V  
Ginv Inverting amplifier 
gain 
150 300 300 V/V  
Binv Inverting amplifier 
bias 
0.3 0.075 1.2 V  
GPGAAC  Programmable 
gain of ADC 
1 
 
4 ¼ V/V  
GPGADC Programmable 
gain of ADC 
4 ½  ¼  V/V  
 
The inverting amplifier gain is limited to 300V/V by the amplifier’s GBW. Above this, the 
amplifier will attenuate signals within the system’s desired pass band. The ADC’s 
internal PGA can be used to reduce the performance required of the inverting amplifier, 
though this presents a tradeoff: the signals exiting the inverting amplifier will be lower-
level (possibly below 1V peak-to-peak), making them more susceptible to noise. In 
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general, the designs proposed here try to keep the signal level on the order of 1 V peak-
to-peak or greater, although this is not possible for mission B. 
 
The mission requiring the highest overall gain is the static sensor wind tunnel mission 
(B), followed by the dynamic wind tunnel mission (A). This is because B has an extremely 
low AC signal factor (fluctuations are very subtle), while mission A has a low FSR factor 
(the sensor has far too much range for its purpose). Mission C requires significant 
amplification but achieves a high-level output from the inverting amplifier. 
 
Ultimately, all missions could be accomplished with a gain of 300, although with varying 
GpgaACs, and thus various Binv. This suggests that the most useful adjustment for the 
analog board is Binv. (Currently, only Binst is field-modifiable). 
 
All three missions entail at least five times more inverting amplifier gain than the 
original Kulite conditioner provides in high gain mode (150+ versus 31). This may result 
in noise and frequency response issues. Should these issues occur, the amplifier stage 
could have its gain reduced and be DC-coupled to function as a more conventional 
Kulite conditioner. Ultimately, the performance of this circuit at any of the gains 
required is unknown and will need to be tested prior to use in a wind tunnel. 
 
The performance envelopes for BLDS-K systems with the gains set as listed in Table B.2 
are shown in Figure B.4, Figure B.5, and Figure B.6. The upper subplot shows the 
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performance of the system in the typical, DC-coupled mode, while the lower subplot 
shows the AC-coupled turbulence measurement. 
 
Note that the DC-coupled readings generally do not use the full-scale range of the ADC. 
This is because there is no inverting gain stage available for fine adjustment of the 
output level. The only secondary amplification the DC signal gets is from the PGA, which 
is relatively coarse. 
 
 
Figure B.4. Projected ADC readings for stagnation wind tunnel tests (mission A) 
Mission A’s operating envelope is good, with a wide range of signal levels in the AC-
coupled mode. The DC-coupled mode’s scaling is less desirable, as it only uses 15% of 
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the ADC’s full-scale range. That said, if only used for low-frequency mean flow 
measurements, the DC signal can be measured at a higher ENOB (up to 10.5 bits). 
 
Figure B.5. Projected ADC readings for in-flight tests (mission B) 
Even with extremely high overall gains, mission B only uses 50% of the ADC’s full-scale 
range. That said, at the projected 7.5 ENOB for dynamic measurements, the ADC should 
be able to resolve meaningful data in this regime; about 90 noise-free ADC codes cover 
this range. 
 
In the wind tunnel test, the DC-coupled signal is largely useless, so the small range 
presented is not an issue. 
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Figure B.6. Projected ADC readings for in-flight tests (mission C) 
Mission C shows the fullest use of the ADC’s range, both in DC and AC. Note that high 
speed, low altitude flight may saturate the AC-coupled signal. Depending on the flight 
regime expected, the PGA could be selectively reduced to 1/6 to avoid this.  
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Fluidic calculations: 
 
Air properties were calculated based on the 1975 international standard atmosphere. 
[2] 
Table B.3. Summary of properties used 
Property 
Regime 
Units Notes Wind 
tunnel 
Cruise 
Geometric 
altitude 
61  
[200] 
9,144 
[30,000] 
m  
[ft] 
 
Velocity 30-50  
[67-112] 
65-260  
[150-570] 
m/s 
[mph] 
Cruise speed based on 
Mach 0.84 at altitude, 
assuming a 150-mph stall 
speed. 
Air temperature 14.63 -44.32 °C  
Ambient air 
pressure 
100.6 30.09 kPa  
Air density 1.218 0.4584 kg/m3   
 
Determining pressure at altitude: 
MATLAB script used: getPressureAtAltitude.m 
Values are interpolated from Figure B.7 
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Figure B.7. Pressure and density versus altitude for ISA [2] 
 
Determining air temp at altitude: 
Matlab script used: getAirTemp.m 
First, altitude is converted to geopotential altitude: 
𝐻 =
𝑟0 ∗ 𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒
𝑟0 + 𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒
 
 
𝑟0 = 6,356,766 [𝑚] 
H is used to find the nearest lower atmospheric layer, as described below: 
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Layer name Starting 
height, Hlayer 
[m, 
geopotential] 
Base 
temperature, 
Tbase [°C] 
Lapse rate , 
Rlapse [°C/km 
geopotential] 
Troposphere -611 19 6.5 
Tropopause 11,000 -56.5 0 
Stratosphere 20,000 -56.5 -1 
Stratosphere (2) 32,000 -44.5 -2.8 
Stratopause 47,000 -2.5 0 
Mesosphere 51,000 -2.5 2.8 
Mesosphere (2) 71,000 -58.5 2 
Mesopause 84,852 -86.28 N/A 
 
 
The values for Tbase, Rlapse, and Hlayer in this table are used in the equation: 
𝑇 = 𝑇𝑏𝑎𝑠𝑒 −
𝑅𝑙𝑎𝑝𝑠𝑒
1,000
(𝐻 − 𝐻𝑙𝑎𝑦𝑒𝑟) 
Determining air density: 
MATLAB script used: getAirDensity.m 
𝜌 =
𝑝𝐴𝐵𝑆
𝑅𝑠𝑝𝑒𝑐𝑇𝐴𝐵𝑆
 
𝑅𝑠𝑝𝑒𝑐 = 287.058
𝐽
𝑘𝑔𝐾
 (for dry air) 
 
Determining the speed of sound: 
𝑐𝑎𝑖𝑟 = (331.3 + 0.606 ∗ 𝑇) [𝑚/𝑠] 
Where T is the temperature in Celsius 
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Using data from Andy Wu’s wind tunnel testing with Kulites, the RMS fluctuation in the 
dynamic pressure due to turbulence is assumed to be approx. 0.1 times the mean 
pressure, so: 
𝑝𝑑𝑦𝑛
′ ≈ 0.1414 ?̅?𝑑𝑦𝑛  
Where a factor of √2 has been used to convert RMS to peak to peak (assuming 
sinusoidal fluctuations). Note that ?̅?𝑑𝑦𝑛 is the free stream dynamic pressure, and this 
factor holds for measurements near the wall. 
 
 
Per J. O. Hinze, Turbulence, McGraw-Hill, 1975 pp. 309-310 
 
√𝑝′2
𝜌𝑢′2̅̅ ̅̅
≈ 0.58 − 0.7 
Other sources give similar values: 
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Figure B.8. RMS turbulence intensity [41] 
At the wall: 
√𝑝𝑤𝑎𝑙𝑙
′2̅̅ ̅̅ ̅̅ ̅ ≈ 𝐶𝜏?̅? where 2.6 < 𝐶 < 3.5 
 
𝜏?̅? ≈ 0.003 ∗
1
2
𝜌U2 
 
√𝑝𝑤𝑎𝑙𝑙
′2̅̅ ̅̅ ̅̅ ̅
1
2 𝜌U
2
≈ 0.01 
 
√𝑢′2̅̅ ̅̅ ̅
U
|
𝑀𝐴𝑋
≈ 0.12 (near surface) 
 
1
2 𝜌𝑢
′2̅̅ ̅̅
1
2 𝜌U
2
|
𝑀𝐴𝑋
≈ 0.014 
√𝑝′2̅̅ ̅̅
1
2 𝜌U
2
||
𝑀𝐴𝑋
≈ 0.014 ∗ 0.6 ≈ 0.009 − 0.01 
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Similar to the dynamic fluctuation case, this RMS fluctuation is multiplied by a factor of 
√2 to generate peak-to-peak fluctuations: 
𝑝𝑠𝑡𝑎𝑡𝑖𝑐
′ ≈ 0.01414?̅?𝑑𝑦𝑛  
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The same relationships described in “190807 BLDS-K Analog board” are used to 
determine the ADC output for various unitless sensor readings. 
 
Equation 3. Output from the DC-coupled signal chain as a unitless ratio of ADC range. 
𝑂𝑢𝑡𝐷𝐶 =  (𝑆𝐷𝐶 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑃𝐺𝐴𝐷𝐶 (
1
𝑅𝑒𝑓
) 
Equation 4. Output from the AC-coupled signal chain as a unitless ratio of ADC range. 
𝑂𝑢𝑡𝐴𝐶 = ((𝑆𝐴𝐶 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑖𝑛𝑣 + 𝐵𝑖𝑛𝑣)𝐺𝑃𝐺𝐴𝐴𝐶 (
1
𝑅𝑒𝑓
) 
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Gains are calculated using similar methods to those described in “190807 BLDS-K Analog 
board”, with the addition of: 
1. A method for calculating inverting amplifier gain as a driven, with PGAAC driving 
2. Addition of a “Z” factor for calculating gain when the FSR of the sensor is larger 
than desired 
Symbol Name Typical 
value 
Units Notes 
S Total signal from sensor 0-1 Pa/Pa Defined as 
𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑎𝑑𝑖𝑛𝑔
𝑀𝑎𝑥 𝑠𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑎𝑑𝑖𝑛𝑔
  
SDC DC-coupled signal from 
sensor 
0-1 Pa/Pa Includes the AC component 
SAC AC-coupled signal from 
sensor 
0-0.2 Pa/Pa Peak-to-peak of fluctuation 
K AC signal factor 0.0005-0.1 Pa/Pa Ratio of SAC to SDC 
Z Full-scale-range factor 0-1 Pa/Pa Ratio of the full-scale-range of the sensor 
that will actually be used. For instance, a 0-
15 psia sensor where only 0-5 psi range is 
needed would have Z = 0.33 
Gsense Sensor gain 0.07-0.01 V/V Depends on the sensor 
Exc Sensor excitation voltage 3.3 V  
Ginst Instrumentation amplifier 
gain 
50 V/V Fixed 
Binst Instrumentation amplifier 
bias 
0-3.3 V  
Ginv Inverting amplifier gain <300 V/V Upper limit based on GBP considerations 
Binv Inverting amplifier bias 0-3.3 V  
GPGAAC, 
GPGADC 
Programmable gain of ADC 1/6,1/4,1/2, 
1,2,4 
V/V Depends on ADC. Values listed for nRF52840. 
Ref Reference voltage of ADC 0.6 or 3.3 V 0.6 for internal reference (nRF52840), 3.3 for 
external reference 
OutAC, 
OutDC 
Signal output from ADC 0-1 ul Expressed as a fraction of full-scale range 
(e.g. 1 is 4095 counts for a 12-bit ADC). 
 
Equation 5. Output from the DC-coupled signal chain as a unitless ratio of ADC range. 
𝑂𝑢𝑡𝐷𝐶 =  (𝑆𝐷𝐶 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑃𝐺𝐴𝐷𝐶 (
1
𝑅𝑒𝑓
) 
Equation 6. Output from the AC-coupled signal chain as a unitless ratio of ADC range. 
𝑂𝑢𝑡𝐴𝐶 = ((𝑆𝐴𝐶 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑖𝑛𝑣 + 𝐵𝑖𝑛𝑣)𝐺𝑃𝐺𝐴𝐴𝐶 (
1
𝑅𝑒𝑓
) 
Note that Gsense, Ginst, Exc, and Ref are already set. Binst, Binv, Ginv, GPGADC and GPGAAC need 
to be found. 
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First, the instrumentation amplifier bias can be set by inspection. Because the input is 
non-inverting, a bias of zero provides the greatest signal range: 
𝐵𝑖𝑛𝑠𝑡 = 0 
 
GPGADC can be found by solving Equation 1: 
Set OutDC = 1, SDC = Z. this maps the full-scale range of the ADC to the 
appropriate fraction of the full-scale range of the sensor. 
1 =  (𝑍 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑃𝐺𝐴𝐷𝐶 (
1
𝑅𝑒𝑓
) 
𝐺𝑃𝐺𝐴𝐷𝐶 =
𝑅𝑒𝑓
𝑍 ∗ 𝐺𝑠𝑒𝑛𝑠𝑒𝐺𝑖𝑛𝑠𝑡𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡
 
Finally, round GPGADC to the nearest smaller PGA gain. 
 
GPGAAC can be selected to have as high-level of an output from the inverting amplifier 
without clipping, i.e.: 
𝐺𝑃𝐺𝐴𝐴𝐶 ≤
𝑅𝑒𝑓
𝐸𝑥𝑐
 
 Similarly to before, round GPGAAC to the nearest smaller PGA gain. 
NOTE: this will select for low GPGAAC (and therefore high Ginv) 
 
The inverting amplifier bias is then centered at the midrange of the ADC’s input: 
𝐵𝑖𝑛𝑣 =
1
2
∗
𝑅𝑒𝑓
𝐺𝑃𝐺𝐴𝐴𝐶
 
Finally, use Equation 2 to find Ginv: 
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Set OutAC = 1 and  SAC = Z*K/2. This maps the peak output of the inverting 
amplifier (1/2 of the fluctuation plus the bias) to the full scale of the ADC: 
1 = ((
𝑍𝐾
2
𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡) 𝐺𝑖𝑛𝑣 + 𝐵𝑖𝑛𝑣) 𝐺𝑃𝐺𝐴𝐴𝐶 (
1
𝑅𝑒𝑓
) 
𝐺𝑖𝑛𝑣 =  
(
𝑅𝑒𝑓
𝐺𝑃𝐺𝐴𝐴𝐶
− 𝐵𝑖𝑛𝑣)
(
𝑍𝐾
2 𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)
 
 
 
It is possible to manually select GINV to balance inverting amplifier gain and the level of 
the inverting amplifier output, essentially trading off the “work” between the ADC’s PGA 
and the inverting amplifier.  
In this case, we are solving Equation 2 for GPGAAC, given Ginv. 
1 = ((
𝑍𝐾
2
𝐺𝑠𝑒𝑛𝑠𝑒 ∗ 𝐺𝑖𝑛𝑠𝑡 ∗ 𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡) 𝐺𝑖𝑛𝑣 + 𝐵𝑖𝑛𝑣) 𝐺𝑃𝐺𝐴𝐴𝐶 (
1
𝑅𝑒𝑓
) 
Currently, Binv is also unknown, but should fulfill the same requirements as previously 
(i.e. be at the midrange of the ADC): 
𝐵𝑖𝑛𝑣 =
1
2
∗
𝑅𝑒𝑓
𝐺𝑃𝐺𝐴𝐴𝐶
 
 
Substituting in and solving gives: 
 
𝑅𝑒𝑓
(𝑍𝐾𝐺𝑠𝑒𝑛𝑠𝑒𝐺𝑖𝑛𝑠𝑡𝐸𝑥𝑐 + 𝐵𝑖𝑛𝑠𝑡)𝐺𝑖𝑛𝑣
= 𝐺𝑃𝐺𝐴𝐴𝐶  
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APPENDIX C: DELTA-SIGMA CONVERTER PERFORMANCE 
 
FTDS-K development and testing suggest that very small portions of Kulite-type sensors 
can be used to measure meaningful flow data. This requires an analog-to-digital signal 
chain capable of resolving microvolt level signals, a requirement met by the FTDS-K with 
a mediocre ADC and a very high-gain amplifier. Developing, characterizing, and 
calibrating a high-gain signal chain is not a trivial task, however. Reducing the amount of 
gain required with a higher-dynamic-range ADC could simplify board design and 
calibration requirements.  
 
The overall requirements of signal chain can be approximated by describing the total 
effective resolution of the system including both the ADC and the amplification stage: 
 
𝑅 = 𝑁𝐹𝐵 + log2(𝐺) 
 
This gives the effective resolution, 𝑅, in bits as a function of the noise-free bits, 𝑁𝐹𝐵, 
and end-to-end gain, 𝐺, of the signal chain. This represents the noise-free counts that an 
equivalent system would have to provide but does not express the dynamic range. For 
instance, a 24 NFB ADC with no gain and a system with 8-bit NFB and a gain of 2^16 
would have the same effective resolution, but the former has this effective resolution 
across the entirety of the reference voltage, while the latter is limited to inputs that are 
½^16th of the reference voltage or less.  
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The FTDS-K has 7.5 NFB and an overall gain of 7,500, resulting in an effective resolution 
of  20.4 bits. Note that most of the effective resolution comes from the amplification; 
this has the drawback discussed above; the allowable full-scale signal is quite small.  
 
With this effective resolution in mind, a 24-bit delta-sigma converter appears promising 
for meeting this requirement with minimal gain. Two delta-sigma ADCs were evaluated 
for their suitability in an improved FTDS-K design: a TI ADS131A04 and TI ADS127L01. 
Their NFB were determined using the same technique discussed in section 3.2and are 
listed in Table C.1. 
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Table C.1. Shorted input tests for delta-sigma converters 
  ADS131 ADS127 Units 
  CH1 CH2 CH3 CH4   
Mean 653.9 807.1 1035.5 430.4 -239.5 LSB24 
Standard deviation 36.8 37.5 37.9 36.7 13.8 LSB24 
NFB 16.1 16.1 16.0 16.1 17.5 NFB 
Sample rate (kSPS) 46.7 62.5 kSPS 
Number of 
samples 10,000 samples 
 
While neither ADC offers the same 20.4-bit effective resolution that the FTDS-K does, 
their improved NFB rating reduces the gain needed for equivalent performance to as 
low as 7.5. For  a nominally 10 mV/V excitation sensor such as a Kulite, an end-to-end 
signal chain gain of 100 is required to match the full-scale range of the sensor to the full-
scale range of the ADC. This amounts to an additional 6.6 bits of effective resolution, 
which if combined with the ADS1271L01 would result in an effective resolution of 24.1 
bits, 16 times more resolution than the current FTDS-K.  
 
Note that these estimates assume that the addition of an analog stage would result in 
the same NFB as the ADC alone. This is overly-optimistic; for reference, the analog front 
end for the FTDS-K reduced the NFB from 7.8 for the ADC alone to 7.5 overall. Several 
possible configurations and their estimated effective resolutions are listed in Table C.2. 
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Table C.2. Comparison of effective resolution for different ADC and amplifier combinations 
Instrumentation 
amplifier gain 
Inverting 
amplifier 
gain 
ADC 
Effective 
resolution Notes 
V/V V/V bits 
50 150 nRF52840 20.4 FTDS-K operating point 
50 2 ADS127 24.1 Matches full-scale range of a 
Kulite to full-scale range of 
ADC. 
50 N/A ADS127 23.1 Single-stage amplifier design. 
N/A N/A ADS127 17.5 No amplifiers required.  
 
 
While delta-sigma converters offer clear advantages with respect to the amplification 
requirements of the analog signal chain, they also offer sampling benefits. First, both 
the ADS131A04 and ADS127L01 are designed for simultaneous sampling, the former 
having four converters built into a single chip and both models being capable of daisy-
chaining with additional converters. This simplifies the implementation of multichannel 
sampling and decorrelation. 
Second, delta-sigma converters are not Nyquist converters; they take multiple samples 
for each output word. This provides built-in oversampling, where the oversampling 
frequency is on the order of several MSPS without requiring any processor time to 
downsample and filter data. In particular, the ADS127 offers a wideband filter which 
exceeds the requirements presented in section 3.3.1.  (Figure C.1) 
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Figure C.1. Comparison of experimental data for ADS131 and ADS127 W2 frequency responses. 
 
The ADS131A04 is a conventional sigma delta, whose oversampling approach causes 
passband droop and poor attenuation above the folding frequency. The wideband filter 
of the ADS127 combines a flat passband with an aggressive cutoff at the folding 
frequency. The values shown in the plot above were not able to fully characterize the 
filter, as noise inherent to the test setup appears as response, limiting the minim gain 
reported. The datasheet filter response (Figure C.2) shows a better view of filter 
performance. 
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Figure C.2. Wideband filter responses for ADS127L01 
This filter response would obviate the need for active antialiasing filters. A single-pole, 
passive RC filter would likely be sufficient to provide equal or better antialiasing 
performance to FTDS-K. 
 
Additionally, the SPI interface used by ADS series ADCs obviates the need for 
microcontroller-specific code. Currently, while the FTDS-K core module can be 
controlled by any Feather module, the FTDS-K analog signal chain requires an nRF52840 
Express board to achieve its intended sample rate due to the microcontroller-specific 
code required to configure the ADC for high-speed operation. Other microcontrollers 
are capable of equivalent or better performance but would require their own 
specialized ADC configuration code.  
 
