Abstract. A semi-computable set S in a computable metric space need not be computable. However, in some cases, if S has certain topological properties, we can conclude that S is computable. It is known that if a semi-computable set S is a compact manifold with boundary, then the computability of ∂S implies the computability of S. In this paper we examine the case when S is a 1-manifold with boundary, not necessarily compact. We show that a similar result holds in this case under assumption that S has finitely many components.
Introduction
A closed subset of R m is computable if it can be effectively approximated by a finite set of points with rational coordinates with arbitrary precision on an arbitrary bounded region of R m . A compact subset S of R m is semi-computable if we can effectively enumerate all rational open sets which cover S. Each compact computable set is semi-computable. On the other hand, there exist semi-computable sets which are not computable.
Hence the implication S semi-computable ⇒ S computable (1.1)
does not hold in general and the question arises whether there are some conditions under which it does hold. A motivation for this question lies in the fact that semi computable subsets of R m are exactly compact co-computably enumerable sets. A closed subset of R m is called co-computably enumerable (co-c.e.) if its complement can be effectively covered by open balls. Furthermore, co-c.e. sets are exactly the sets of the form f −1 ({0}), where f : R m → R is a computable function. So the question under what conditions (1.1) holds is related to the question under what conditions the set of all zero-points of a computable function f : R m → R is computable. It is known that there exists a computable function f : R → R which has zero-points and all of them lie in [0, 1], but none of them is computable [13] . This means that f −1 ({0}) is a nonempty semi-computable set which contains no computable point. In particular, f −1 ({0}) is not computable. Since each nonempty computable set contains computable points, this shows that there exist semi-computable sets which are "far away from being computable".
Basic notions and techniques
If X is a set, let P(X) denote the set of all subsets of X.
For m ∈ N let N m = {0, . . . , m}. For n ≥ 1 let N n m = {(x 1 , . . . , x n ) | x 1 , . . . , x n ∈ N m }. We say that a function Φ : N k → P(N n ) is computable finitely valued or c.f.v. if the function Φ : N k+n → N defined by Φ(x, y) = χ Φ(x) (y), x ∈ N k , y ∈ N n is computable (i.e. recursive), where χ S : N n → {0, 1} denotes the characteristic function of S ⊆ N n , and if there exists a computable function ϕ :
for all x ∈ N k .
Proposition 2.1.
(1) If Φ, Ψ : N k → P(N n ) are c.f.v. functions, then the function N k → P(N n ), x → Φ(x) ∪ Ψ(x) is c.f.v. (2) If Φ, Ψ : N k → P(N n ) are c.f.v. functions, then the sets {x ∈ N k | Φ(x) = Ψ(x)} and {x ∈ N k | Φ(x) ⊆ Ψ(x)} are decidable. for each x ∈ N k . A number x ∈ R is said to be computable if there exists a computable function g : N → Q such that |x − g(i)| < 2 −i for each i ∈ N [14] . By a computable function N k → R we mean a function f : N k → R for which there exists a computable function F : N k+1 → Q such that
for all x ∈ N k and i ∈ N.
Proposition 2.2.
(1) If f, g : N k → R are computable, then f + g, f − g : N k → R are computable.
(2) If f, g : N k → R are computable functions, then the set {x ∈ N k | f (x) > g(x)} is c.e.
A tuple (X, d, α) is said to be a computable metric space if (X, d) is a metric space and α : N → X is a sequence dense in (X, d) (i.e. a sequence the range of which is dense in (X, d)) such that the function N 2 → R,
is computable (we use notation α = (α i )).
If (X, d, α) is a computable metric space, then a sequence (x i ) in X is said to be computable in (X, d, α) if there exists a computable function F : N 2 → N such that
for all i, k ∈ N. A point a ∈ X is said to be computable in (X, d, α) if there exists a computable function f : N → N such that d(a, α f (k) ) < 2 −k for each k ∈ N.
The points α 0 , α 1 , . . . are called rational points. If i ∈ N and q ∈ Q, q > 0, then we say that B(α i , q) is an (open) rational ball. Here, for x ∈ X and r > 0, we denote by B(x, r) the open ball of radius r centered at x, i.e. B(x, r) = {y ∈ X | d(x, y) < r}. By B(x, r) (for x ∈ X and r ≥ 0) we will denote the corresponding closed ball {y ∈ X | d(x, y) ≤ r}.
If B 1 , . . . , B n , n ≥ 1, are open rational balls, then the union B 1 ∪ · · · ∪ B n will be called a rational open set. Example 2.3. If α : N → R n is a computable function (in the sense that the component functions of α are computable) whose image is dense in R n and d is the Euclidean metric on R, then (R n , d, α) is a computable metric space. A sequence (x i ) is computable in this computable metric space if and only if (x i ) is a computable sequence in R n and (x 1 , . . . , x n ) ∈ R n is a computable point in this space if and only if x 1 ,. . . ,x n are computable numbers.
2.2. Effective enumerations. Let (X, d, α) be a computable metric space. Let q : N → Q be some fixed computable function whose image is Q ∩ 0, ∞ and let τ 1 , τ 2 : N → N be some fixed computable functions such that {(τ 1 (i), τ 2 (i)) | i ∈ N} = N 2 . Let (λ i ) i∈N be the sequence of points in X defined by λ i = α τ 1 (i) and let (ρ i ) i∈N be the sequence of rational numbers defined by ρ i = q τ 2 (i) . For i ∈ N we define
The sequences (I i ) and ( I i ) represent effective enumerations of all open rational balls and all closed rational balls.
Let σ : N 2 → N and η : N → N be some fixed computable functions with the following property: {(σ(j, 0), . . . , σ(j, η(j))) | j ∈ N} is the set of all finite sequences in N (excluding the empty sequence), i.e. the set {(a 0 , . . . , a n ) | n ∈ N, a 0 , . . . , a n ∈ N}. We use the following notation: (j) i instead of σ(j, i) and j instead of η(j). Hence
is the set of all finite sequences in N. For j ∈ N let
Then (J j ) is an effective enumeration of all rational open sets. Note that the function N → P(N), j → [j] is c.f.v. (Proposition 2.1(3)). Also note that any finite nonempty subset of N equals [j] for some j ∈ N.
Since the set of all (x, l), x ∈ N k , l ∈ N, for which Φ(x) = [j] holds is decidable by Proposition 2.1(2), for each x ∈ N k we can effectively find j ∈ N such that Φ(x) = [j].
2.3. Formal properties. In Euclidean space R n we can effectively calculate the diameter of the finite union of rational balls. However, in a general computable metric space the function N → R, j → diam(J j ), need not be computable. This is the reason that we are going to use the notion of the formal diameter.
Let (X, d) be a metric space and x 0 , . . . , x k ∈ X, r 0 , . . . , r k ∈ R + . The formal diameter associated to the finite sequence (x 0 , r 0 ), . . . , (x k , r k ) is the number D ∈ R defined by
It follows from this definition that diam(B(x
Let (X, d, α) be a computable metric space. We define the function fdiam : N → R in the following way. For j ∈ N the number fdiam(j) is the formal diameter associated to the finite sequence
Clearly diam(J j ) ≤ fdiam(j) for each j ∈ N. Let i, j ∈ N. We say that I i and I j are formally disjoint if
Note that we define this as a relation between the numbers i and j, not the sets I i and I j . Let i, j ∈ N. We say that J i and J j are formally disjoint if I k and I l are formally disjoint for all k ∈ [i] and l ∈ [j]. Clearly, if J i and J j are formally disjoint, then J i ∩ J j = ∅.
We will also say that I i and J j are formally disjoint if I i and I l are formally disjoint for each l ∈ [j]. Note that formal disjointness of I i and J j implies I i ∩ J j = ∅.
Let i, m ∈ N and a ∈ X. We say that I i is formally contained in B(a, m) and write 
In the same way we define that I i is formally contained in I m (I i ⊆ F I m ) and that J j is formally contained in I m (J j ⊆ F I m ). 
Proof. For (1) and (2) see [7, Proposition 2.4] . Let us prove (3). Let
We have that Φ is c.f.v. So if we prove that Γ is c.e., we will have that Ω is c.e. (Proposition 2.1). However, the fact that Γ is c.e. follows from Proposition 2.2 since
In the same way we get (4).
The following simple lemma will be very useful to us later. Lemma 2.6. Let m ∈ N and let x ∈ I m . Then there exists ε > 0 with the following property: if j ∈ N is such that x ∈ J j and fdiam(j) < ε, then J j ⊆ F I m .
Proof. We have d(λ m , x) < ρ m and therefore there exists r > 0 such that
is a c.e. subset of N. A closed subset S of (X, d) is said to be co-computably enumerable in (X, d, α) if there exists a computable function f : N → N such that
We say that S is a computable set in (X, d, α) if S is a computably enumerable and a co-computably enumerable set ( [2, 15] ).
Let (X, d, α) be a computable metric space. We say that K is a semi-computable compact set in (X, d, α) if K is a compact set in (X, d) and if the set {j ∈ N | K ⊆ J j } is c.e. We say that K is a computable compact set if K is a semi-computable compact set and K is computably enumerable. 
is computably enumerable ( [2] ). Euclidean space R n (example 2.3) has the effective covering property (see e.g. [4] ). A computable metric space which has the effective covering property and in which each closed ball is compact has a property which turns out to be important if we want to get that some set is computable. The property is this: if S is compact and co-c.e., then we can effectively enumerate all rational open sets which cover S. In other words, if a compact set is co-c.e., then it is semi-computable compact.
We have mentioned the result from [7] regarding the computability of co-c.e. compact manifolds. In [7] the following is proved: Fact 3.1. If a computable metric space has the effective covering property and compact closed balls, then each co-c.e. compact manifold in this space with computable boundary is computable.
However, this result is just a consequence of the following result which is also proved in [7] : Fact 3.2. In any computable metric space any compact manifold which is semi-computable compact and whose boundary is computable compact is computable compact.
Note that in Fact 3.2 we have the stronger assumptions (and the stronger conclusion) on the sets, but there are no assumptions on the ambient space. Since the notions of a co-c.e. set and a semi-computable compact set coincide for compact sets in computable metric space with the effective covering property and compact closed balls, the Fact 3.2 is clearly a generalization of Fact 3.1.
In this paper we examine 1-manifolds, the sets which are not compact in general. We will have the result that if a 1-manifold with finitely many components is co-c.e. and its boundary is computable, then this manifold is computable. However, we will need for this result the assumption that the ambient space has the effective covering property and compact closed balls. We would like to find some analogue of the notion of a semi-computable set for noncompact sets so that, in the same manner as in the case of compact manifolds, we can remove the assumptions on the computable metric space. Of course, we want that the new result which holds in general computable metric spaces be the generalization of the previous result for co-c.e. sets in the computable metric spaces with effective covering property and compact closed balls. And this will be true if this analogue of semi-computability coincides with the the notion of a co-c.e. set in these special computable metric spaces.
That a set S is semi-computable compact means that we can effectively enumerate all rational open sets which cover S. The idea for a generalization of this notion is to observe a set S which may not be compact, but such that the intersection S ∩ B is compact for each closed ball B in the ambient space and furthermore such that we can effectively (and uniformly) enumerate all rational open sets which cover S ∩ B for each closed ball B.
Let (X, d, α) be a computable metric space. Let S ⊆ X. We say that S is c.c.b. (or computable compact on closed balls) if the following holds:
(1) S ∩ B(x, r) is a compact set for all x ∈ X and r > 0; (2) the set
If S is a set which satisfies conditions (1) and (2), then we will say that S is semi-c. On the other hand, we now show that each semi-computable compact set is semi-c.c.b. In other words, the notion of a semi-c.c.b. set generalizes the notion of a semi-computable compact set. Proposition 3.3. Let (X, d, α) be a computable metric space. Let S be a semi-computable compact set in this space. Then S is semi-c.c.b.
Proof. We have to show that the set
Suppose i, j ∈ N are such that I i ∩ S ⊆ J j . Let x ∈ S \ J j . Then x / ∈ I i and therefore there exists some k x ∈ N such that x ∈ I kx and such that I i and I kx are formally disjoint. The set S \ J j is closed, hence compact (since S is compact) and this implies that there exist n ∈ N and x 0 , . . . ,
Therefore, there exists l ∈ N such that S ⊆ J j ∪ J l and I i and J l are formally disjoint.
(3.1)
On the other hand, suppose that (3.1) holds for some i, j, l ∈ N. Then I i ∩ J l = ∅ and therefore I i ∩ S ⊆ J j . Hence we have the following conclusion: I i ∩ S ⊆ J j if and only if there exists l ∈ N such that (3.1) holds.
The function
for all j, l ∈ N and using the fact that S is semi-computable we conclude that the set {(j, l) ∈ N 2 | S ⊆ J j ∪ J l } is c.e. This implies that the set of all (i, j, l) ∈ N 3 such that (3.1) holds is c.e. (Proposition 2.5) and we conclude that the set
Note that semi-computable compact sets are exactly those semi-c.c.b. sets which are compact. (If S is a compact set, then S ⊆ I i 0 for some
Now we show that semi-c.c.b. sets are co-c.e. First we have the following property of semi-c.c.b. sets.
Proof. We may assume that
Suppose i ∈ Ω. Then I i ∩ S = ∅ which implies I i = X and therefore there exists j ∈ N such that I i and J j are formally disjoint. Clearly
Conversely, let us take j ∈ N such that I i and J j are formally disjoint and (i, j) ∈ Γ. Then I i ∩ J j = ∅. But we have I i ∩ S ⊆ J j and this can only be true if
We have the following conclusion:
i ∈ Ω ⇐⇒ there exists j ∈ N such that (i, j) ∈ Γ and I i and J j are formally disjoint.
The fact that Γ is c.e. and Proposition 2.5 imply that Ω is c.e.
Proposition 3.5. Let (X, d, α) be a computable metric space. Let S be a semi-c.c.b. set. Then S is co-c.e.
Proof. Let x ∈ X \ S. Since S is closed, we have B(x, r) ⊆ X \ S for some r > 0. Take a rational point a and a positive rational number λ so that λ < r 2 and x ∈ B(a, λ). Then B(a, λ) ∩ S = ∅. The conclusion is this: for each point x ∈ X \ S there exists i ∈ N such that x ∈ I i and I i ∩ S = ∅.
Let Ω = {i ∈ N | I i ∩ S = ∅}. It follows from the previous fact that
However Ω is c.e. by Proposition 3.4 and this means that S is co-c.e.
In general, a co-c.e. set need not be semi-c.c.b, even if it is compact. Moreover, even a singleton set need not be semi-computable compact if it is co-c.e. To see this, note first the following: if (X, d, α) is a computable metric space and x ∈ X such that {x} is semi-computable compact, then x is a computable point. Namely, for each k ∈ N there exists j ∈ N such that {x} ⊆ J j and fdiam(j) < 2 −k .
2) Since the set of all (k, l) ∈ N 2 for which (3.2) holds is c.e., there exists a computable function ϕ : N → N such that (3.2) holds for each k ∈ N and l = ϕ(k).
By Example 3.2. in [5] there exists a computable metric space (X, d, α) and a point x ∈ X such that {x} is co-c.e., but x is not a computable point. Therefore {x} is not a semi-computable compact set.
We have mentioned that in a computable metric space which has the effective covering property and compact closed balls a set is semi-computable compact if and only if it is compact and co-c.e. Now we prove a more general result. Proof. We have to prove that if S is co-c.e., then S is semi-c.c.b. Suppose S is co-c.e. It is easy to conclude that then there exists a computable function f :
Let i, j ∈ N and suppose that I i ∩ S ⊆ J j . It follows that the set I i \ J j is contained in X \ S. The set I i \ J j is compact and therefore there exists k ∈ N such that I i \ J j ⊆ J f (k) and consequently
On the other hand, if (3.3) holds for some i, j, k ∈ N, then
Hence I i ∩ S ⊆ J j if and only if there exists k ∈ N such that (3.3) holds. The set of all (i, j, k) ∈ N 3 such that (3.3) holds is c.e. (we can find a computable function ϕ :
for all i, k ∈ N as in the proof of Proposition 3.3 and (X, d, α) has the effective covering property). Therefore the set of all (i, j) ∈ N 2 such that I i ∩ S ⊆ J j is c.e., which means that S is semi-c.c.b.
An immediate consequence of the previous proposition is the fact that in a computable metric space which has the effective covering property and compact closed balls a set S is computable (closed) if and only if S is c.c.b.
Chains
If S is a semi-c.c.b. set in a computable metric space and if a is a rational point, then for a given n ∈ N we can effectively enumerate all rational open sets which contain S ∩ B(a, n). In general, the problem is that we do not know, for a given rational open set U = B 1 ∪ · · · ∪ B m which contains S ∩ B(a, n), which of these rational balls B 1 , . . . , B m intersects S.
If we can somehow, for given n ∈ N and ε > 0, effectively find a rational open set U = B 1 ∪ · · · ∪ B m which contains S ∩ B(a, n), such that each of the rational balls B 1 , . . . , B m has the diameter less then ε and such that each of these balls intersects S, then we have that S is computable. Namely, we only have to prove that S is computably enumerable (since S is semi-c.c.b. by assumption). And if i ∈ N, then it is not hard to see that I i intersects S if and only if I i (formally) contains some of the balls B 1 , . . . , B m for some n ∈ N and ε > 0.
In order to effectively get, for given n ∈ N and ε > 0, such a rational open set U , we will use the notion of a chain.
Let X be a metric space. A finite sequence C 0 , . . . , C m of nonempty open subsets of X is said to be a chain in X if C i ∩ C j = ∅ for all i, j ∈ {0, . . . , m} such that |i − j| > 1 (see [3, 10] ). We say that
is a finite sequence of nonempty bounded subsets of X, we define
If ε is a positive real number and C is a chain, we say that C is an ε−chain if mesh(C) < ε.
Let (X, d, α) be a computable metric space. For l ∈ N let H l be the finite sequence of sets J (l) 0 , . . . , J (l) l . Furthermore, for j, p, q ∈ N let H p≤q l be the finite sequence of sets Let l ∈ N. We say that H l is a formal chain if J (l) i and J (l) j are formally disjoint for all i, j ∈ {0, . . . , l} such that |i − j| > 1.
Let a ∈ X and l, p, q, m ∈ N. We say that H p≤q l is formally contained in B(a, m) if Proof. For (i) and (ii) see Proposition 5.4. in [7] .
For the proof of (iii), let Ω = {(j, m) | J j ⊆ F B(a, m)}. By Proposition 2.5 Ω is c.e. Let Φ : N 4 → P(N 2 ) be defined by
Then Φ is c.f.v. (Proposition 2.1(3) ) and (l, p, q, m) ∈ Γ if and only if Φ(l, p, q, m) ⊆ Ω. Now Γ is c.e. by Proposition 2.1(4).
Let j, l ∈ N, We say that J j and H l are formally disjoint if J j and J i are formally disjoint for each i ∈ [l]. The following Lemma is an easy consequence of Proposition 2.5(ii).
Lemma 4.2. Let (X, d, α) be a computable metric space. Then the set of all (j, l) ∈ N 2 such that J j and H l are formally disjoint is c.e.
In the similar way we define that I i is formally disjoint with H p≤q l and the statement similar to Lemma 4.2 also holds.
If A = (A 0 , . . . , A m ) is a finite sequence of sets, then by A we denote the union
for all l, p, q ∈ N such that p ≤ q.
Proof. Let l, p, q ∈ N be such that p ≤ q. We have
Let Λ :
Then Λ is c.f.v. by Proposition 2.1(3). Clearly, we have
for all l, p, q ∈ N such that p ≤ q. Since Λ(l, p, q) = ∅ for all l, p, q ∈ N (condition j = p in the definition of Λ ensures this), there exists a computable function ζ : N → N such that Λ(l, p, q) = [ζ(l, p, q)] for all l, p, q ∈ N. This means that i∈Λ(l,p,q)
for all l, p, q ∈ N. Comparing (4.1) and (4.2) we see that ζ is the desired function. 
Proof. Let ζ be the function from Lemma 4.3.
(i) For all i, l, p, q ∈ N we have (i, l, p, q) ∈ Γ ⇔ (S ∩ I i ⊆ J ζ(l,p,q) and p ≤ q) or (p > q and S ∩ I i = ∅).
That Γ is c.e. as the union of two c.e. sets follows now from Proposition 3.4 and the fact that S is semi-c.c.b.
(ii) Let us first notice that the set {j ∈ N | a ∈ J j } is c.e. This follows from the fact that a ∈ J j ⇔ ∃i ∈ N such that a ∈ I i and i ∈ [j]
and {i ∈ N | a ∈ I i } is c.e. since
(we use here Proposition 2.2). It follows easily now that the set
Since a is a rational point, there exists a computable function f : N → N such that B(a, n) = I f (n) for each n ∈ N such that n ≥ 1. Note that B(a, 0) = {a}.
Let us observe the case a ∈ S. Then we have
covers S ∩ I f (n) and n ≥ 1) or (a ∈ H p≤q l and n = 0).
The fact that Γ is c.e. implies that Ω is c.e. Let us now observe the case a / ∈ S. Then we have
covers S ∩ I f (n) and n ≥ 1) or n = 0 and it follows that Ω is c.e. In the same way we get that Ω is c.e.
Suppose (X, d) is a metric space and S is an arc in this space (a continuous injective image of the segment [0, 1]). Then for each ε > 0 there exists an ε− chain in (X, d) which covers S. We will need an effective version of this fact.
Let (X, d, α) be a computable metric space. Let A ⊆ X, j ∈ N and r ∈ R, r > 0. We write A, j, λ to denote the following fact:
A ⊆ J j and (I i ∩ A = ∅ and ρ i < λ for each i ∈ [j]). Note that A, j, λ and λ ≤ λ implies A, j, λ . Proposition 4.5. Let (X, d, α) be a computable metric space and let f : [0, r] → X be a continuous injection, where r > 0. Let ε > 0. Then there exists n 0 ∈ N, n 0 ≥ 1, such that for each n ≥ n 0 there exist numbers j 0 , . . . , j n−1 ∈ N such that
n r]), j i , ε for each i ∈ {0, . . . , n − 1}; (2) J j i and J j i are formally disjoint for all i, i ∈ {0, . . . , n − 1} such that |i − i | > 1; (3) fdiam(j i ) < ε for each i ∈ {0, . . . , n − 1}.
Before we prove this proposition, we need some facts. Lemma 4.6. Let (X, d, α) be a computable metric space. Let A and B be compact, nonempty and disjoint subsets of X. Then (1) For each ε > 0 there exists j ∈ N such that A, j, ε . (2) For each ε > 0 there exists λ > 0 such that λ < ε and if j, j ∈ N and A ⊆ A and B ⊆ B are such that A , j, λ and B , j , λ , then J j and J j are formally disjoint.
Proof. Let U = {B(α i , r) | i ∈ N, r ∈ Q + , r < ε}. Then U is an open cover of (X, d) (since α is a dense sequence in (X, d) ). The set A is compact and therefore there exist U 1 , . . . , U n ∈ U such that A ⊆ U 1 ∪ · · · ∪ U n . We may assume that U j ∩ A = ∅ for each j ∈ {1, . . . , n}. Choose j 1 , . . . , j n ∈ N so that U k = I j k and ρ j k < ε for each k ∈ {1, . . . , n}. Let l ∈ N be such that [l] = {j 1 , . . . , j n }. Then A, l, ε .
(ii) Since A and B are compact, nonempty and disjoint, we have d(A, B) > 0. Let
Suppose j, j ∈ N and A ⊆ A, B ⊆ B are such that A , j, λ and B , j , λ . Let i ∈ [j] and
3) Since A , j, λ , we have ρ i < λ and I i ∩ A = ∅. Therefore there exists a ∈ A such that d(a, λ i ) < ρ i , hence d(a, λ i ) < λ. Similarly, ρ i < λ and there exists b ∈ B such that d(b, λ i ) < λ.
We have (4.3) follows. The conclusion: J j and J j are formally disjoint.
Lemma 4.7. Let (X, d, α) be a computable metric space and let A 1 , . . . , A n be compact nonempty sets in this space. Let ε > 0. Then there exist j 1 , . . . , j n ∈ N such that
and such that for all p, q ∈ {1, . . . , n} the following holds:
(A p ∩ A q = ∅ =⇒ J jp and J jq are formally disjoint).
Proof. Let C = {(p, q) ∈ {1, . . . , n} × {1, . . . , n} | A p ∩ A q = ∅} . For each (p, q) ∈ C by Lemma 4.6 there exists λ (p,q) > 0 such that λ (p,q) < ε and such that A p , j, λ (p,q) and A q , j , λ (p,q) implies that J j and J j are formally disjoint. Let
By Lemma 4.6 there exist j 1 , . . . , j n ∈ N such that
If p, q ∈ {1, . . . , n} are such that A p ∩ A q = ∅, then (p, q) ∈ C and λ ≤ λ (p,q) . Therefore A p , j p , λ and A q , j q , λ implies A p , j p , λ (p,q) and A q , j q , λ (p,q) and this implies that J j and J j are formally disjoint. And (4.4) clearly follows from λ < ε and (4.5).
Lemma 4.8. Let (X, d, α) be a computable metric space. Let A ⊆ X, j ∈ N and r > 0 be such that A, j, r . Then fdiam(j) < 4r + diam A.
Using ρ i < r and (4.6) we get fdiam(j) < 4r + diam A.
Let us now prove Proposition 4.5. Since f is uniformly continuous, there exists n 0 ∈ N,
n r])) < ε 2 for all i ∈ {0, . . . , n − 1} and n ≥ n 0 . Fix n ≥ n 0 . Let
for i ∈ {0, . . . , n−1}. By Lemma 4.7 there exist j 0 , . . . , j n−1 ∈ N such that A i , j i , ε 8 for each i ∈ {0, . . . , n − 1} and such that J j i and J j i are formally disjoint for all i, i ∈ {0, . . . , n − 1} such that |i − i | > 1. Finally, for each i ∈ {0, . . . , n − 1} we have diam A i < ε 2 and A i , j i ,
and it follows from Lemma 4.8 that fdiam(j i ) < ε.
Co-c.e. topological rays
A metric space R is said to be a topological ray if R is homeomorphic to [0, ∞ . If f : [0, ∞ → R is a homeomorphism, then we say that f (0) is an endpoint of R.
In this section we prove that a semi-c.c.b. set R must be c.c.b. if R is a topological ray with a computable endpoint. Actually, we will prove a more general fact: if R is a topological ray with computable endpoint and if R ∪ F is semi-c.c.b, where F is a closed set disjoint with R, then R is computably enumerable.
The first fact that we need here is that for such an R the following holds: if f : [0, ∞ → R is a homeomorphism, then f (t) "converges to infinity" as t converges to infinity. (In particular, R is unbounded.) The following proposition gives a precise description of this property.
Proposition 5.1. Let (X, d) be a metric space. Let R be a subset of X such that R ∩ B is a compact set for each closed ball B in (X, d) and such that there exists a homeomorphism f : [0, ∞ → R. Then for each closed ball B there exists t 0 ∈ [0, ∞ such that f (t) / ∈ B for each t ≥ t 0 .
Proof. Suppose the opposite. Then there exists a closed ball B such that for each t 0 ∈ [0, ∞ there exists t ≥ t 0 such that f (t) ∈ B. Therefore there exists a sequence (t n ) n∈N in [0, ∞ such that t n ≥ n and f (t n ) ∈ B for each n ∈ N. Then clearly f (t n ) ∈ R ∩ B for each n ∈ N and since R ∩ B is compact, there is a subsequence (t n i ) i∈N of (t n ) such that the sequence (f (t n i )) converges to a point in R ∩ B, hence it converges to a point in R. However, since f is homeomorphism (and f −1 : R → [0, ∞ is continuous), the sequence (t n i ) converges to some point in [0, ∞ , which is impossible since this sequence is clearly unbounded (i ≤ n i ≤ t n i for each i ∈ N).
Note that the previous proposition does not hold without the assumption that R is compact on closed balls. For example, if (X, d) is the real line with the Euclidean metric and R = [0, 1 , then R is homeomorphic to [0, ∞ , but R is clearly bounded.
Suppose R is a semi-c.c.b. topological ray with computable endpoint in some computable metric space. How to prove that R is c.c.b., i.e. how to prove that R is c.e.? Let a be some fixed rational point which is close to the endpoint of R. We want, for given n, k ∈ N, to effectively find finitely many rational open sets C 0 , . . . , C l whose diameters are less then 2 −k and such that these sets cover R ∩ B(a, n) and each of these sets intersects R. If we can do this, the fact that R is c.e. will easily follow. Informally, we can imagine that the image of that part of R which lies in B(a, n) becomes sharper and sharper as k tends to infinity.
So how to get such sets C 0 , . . . , C l ? Let f : [0, ∞ → R be a homeomorphism. By Proposition 5.1 there exists t 0 > 0 such that f (t) leaves B(a, n) after t = t 0 . (See Figure 1 . The blue curve is f ([0, t 0 ]). The black circle is the boundary of B(a, n).) Figure 1 . Figure 2 .
Therefore, R ∩ B(a, n) is contained in f ([0, t 0 ]) and this implies that there exists a rational 2 −k −chain C 0 , . . . , C l which covers R ∩ B(a, n) and such that f (0) ∈ C 0 . (Figure 2 .) These conditions are semi-decidable by results from Section 4 and therefore we can effectively find such a sequence of sets. However, we do not have the condition that each of these sets intersects R and the question is does this follow from the conditions that we have? The answer is no, as Figure 2 shows (the bottom three links do not intersect R). So the question is what additional conditions to require on the chain C 0 , . . . , C l so that these conditions are semi-decidable and so that they imply that each of the sets C 0 , . . . , C l intersects R?
The idea is to proceed in the following way. Since Figure 3 . The green circle is the boundary of B(a, m).) Now we can cover R ∩ B(a, m) (in the same way as we covered R ∩ B(a, n)) by a 2 −k −chain C 0 , . . . , C p such that f (0) ∈ C 0 (Figure 4) . Again, some of the sets C 0 , . . . , C l may not intersect R (the last three in Figure 4 ). However, it will be possible to conclude that for some p ∈ {0, . . . , l − 1} the links C 0 , . . . , C p cover B(a, n) and they are all formally contained in B(a, m) (these conditions are semi-decidable). This altogether will imply that each of the links C 0 , . . . , C p intersects R. (In Figure 4 C 0 , . . . , C m are the links between blue links, including blue links.) Figure 3 . Figure 4 .
The described procedure is applied in the proof of the following theorem.
Theorem 5.2. Let (X, d, α) be a computable metric space. Let R be a subset of X which is, as a subspace of (X, d), a topological ray whose endpoint is computable. Suppose F is a closed set in (X, d) which is disjoint with R and such that R ∪ F is semi-c.c.b. Then R is a computably enumerable (closed) set.
Proof. Let f : [0, ∞ → R be a homeomorphism. Let a be some rational point such that
Let n, k ∈ N. By Proposition 5.1 there exists r > 0 such that f (x) ∈ B(a, n) for each x ≥ r. The set f ([0, r]) is compact and therefore there exists m ∈ N, m ≥ 1 such that f ([0, r]) ⊆ B(a, m). Again, by Proposition 5.1 there exists r > r such that f (x) ∈ B(a, m), for each x ≥ r .
Note that
By Lemma 4.6 there exists λ > 0 such that if j, j ∈ N and A ⊆ f ([0, r ]), then ( F m , j, λ and A, j , λ ) =⇒ J j and J j are formally disjoint.
Let ε = min{µ, λ}. Let u ∈ N be such that F m , u, λ . Using Proposition 4.5 we get n ≥ 1 and j 0 , . . . , j n −1 ∈ N so that
n r ]), j i , ε for each i ∈ {0, . . . , n − 1}; (2) J j i and J j i are formally disjoint for all i, i ∈ {0, . . . , n − 1} such that |i − i | > 1; (3) fdiam(j i ) < min{2 −k , ε} for each i ∈ {0, . . . , n − 1}. It follows from (5.2) that J u and J j i are formally disjoint for each i ∈ {0, . . . , n − 1}.
Let ∈ N be such that
Then H is a formal chain which covers f ([0, r ]), fmesh( ) < 2 −k and J u and H are formally disjoint. Note that We claim that H 0≤p is formally contained in B(a, m) . To see this, let us take i ∈ {0, . . . , p}. We want to prove that J ( ) i is formally contained in B(a, m) .
It would be enough to prove that I k is formally contained in B(a, m)
Hence d(λ k , a) + ρ k < m and this means that I k is formally contained in B(a, m).
Finally, note that p < . Otherwise, we would have p = . It is clear from the construction of the chain H (property (1)) that f (r ) ∈ J ( ) . Hence f (r ) would belong to J ( )p . However f (r ) ∈ B(a, m) which would contradict the fact that J ( )p is (formally) contained in B(a, m).
We have the following conclusion. For each n, k ∈ N there exist , m, p, u ∈ N such that (1) H is a formal chain; (2) J u and H are formally disjoint;
0≤p is formally contained in B(a, m);
Using Proposition 4.1, Lemma 4.2, Proposition 4.4 and Proposition 2.2 we conclude that T is c.e. as the intersection of c.e. sets. (Recall that f (0) is computable point, and if c is some computable point, then it is straightforward to see that the set {j ∈ N | c ∈ J j } is c.e.) We have shown that for all n, k ∈ N there exist m, , p, u ∈ N such that (n, k, m, , p, u) ∈ T . Therefore there exist computable functions m, , p, u : N 2 → N such that (n, k, m(n, k), (n, k), p(n, k), u(n, k)) ∈ T for all n, k ∈ N (Single-Valuedness Theorem).
Let n, k ∈ N. Let m = m(n, k), = (n, k), p = p(n, k) and u = u(n, k). Then for n, k, m, , p, u properties (1)- (8) hold. Now we want to prove that each link of the chain H 0≤p intersects R. Notice first that there exists t ∈ [0, ∞ such that d(a, f (t)) = m. Otherwise, B(a, m) and X \ B(a, m) would be disjoint open sets whose union contain R. However, each of these sets intersects R, which follows from d(a, f (0)) < 1 and Proposition 5.1 and so we would have that the topological ray R is disconnected, which is impossible.
The set {t ∈ [0, ∞ | d(a, f (t)) = m} is a closed and nonempty subset of [0, ∞ and therefore it has a minimal element. Let t 0 be that element. Then d(a, f (t)) < m for each t ∈ [0, t 0 (if f (t) > m for some t ∈ [0, t 0 , then connectedness of f ([0, t]) implies that d(a, f (s)) = m for some s ∈ [0, t] which is impossible since s < t 0 ). Hence f ([0, t 0 ]) ⊆ R m . It follows from property (5) that
Therefore f (t 0 ) ∈ J ( )v for some v ∈ 0, . . . , . But now the property (6) implies that
∈ B(a, m).) Finally, let us prove that each link of the chain H 0≤p intersects R. Suppose that there exists i ∈ {0, . . . , p} such that
are open disjoint sets which cover f ([0, t 0 ]) and each of these sets intersects 
Note the following: if c ∈ R, then c = f (s) for some s ∈ [0, ∞ and there exists n ∈ N such that f ([0, s]) ⊆ B(a, n). Then f (s) (i.e. the point c) lies in some link of H
Let i ∈ N. Suppose I i ∩ R = ∅. Let c ∈ I i ∩ R. Using Lemma 2.6 we conclude that there exist n, k ∈ N such that c belongs to some link of H 0≤ p(n,k) (n,k) which is formally contained in I i . So there exists w ∈ N such that w ≤ p(n, k) and J ( (n,k))w ⊆ F I i .
(5.4)
On the other hand, if (5.4) holds for some n, k, w ∈ N, then I i intersects R because J ( (n,k))w does. Hence I i ∩ R = ∅ if and only if there exist n, k, w ∈ N such that (5.4) holds. It follows from Proposition 2.5(4) that {i ∈ N | I i ∩ R = ∅} is c.e. and this means that R is c.e.
Corollary 5.3. Let (X, d, α) be a computable metric space and let R be a semi-c.c.b. set in this space. Suppose R is a topological ray whose endpoint is computable. Then R is c.c.b.
Co-c.e. topological lines
We will say that L is a topological line if L is a metric space homeomorphic to R. While we may imagine topological rays as arcs which have one endpoint in infinity, a topological line can be thought of as an arc whose both endpoints are in infinity. And while for computability of a semi-c.c.b. topological ray we needed the assumption that its endpoint is computable, in the case of a semi-c.c.b. topological line naturally we will have no such assumption. Hence we will prove that each semi-c.c.b. topological line is c.c.b. Actually, as in the case of topological rays, we will have a more general result.
First, we have a proposition similar to Proposition 5.1 which says that, under certain assumption, both tails of a topological line "converge to infinity". Proposition 6.1. Let (X, d) be a metric space. Let L be a subset of X such that L ∩ B is a compact set for each closed ball B in (X, d) and such that there exists a homeomorphism f : R → L. Then for each closed ball B there exists t 0 ∈ [0, ∞ such that f (t) / ∈ B for each t ≥ t 0 and t ≤ −t 0 .
Theorem 6.2. Let (X, d, α) be a computable metric space. Let L be a subset of X which is, as a subspace of (X, d), a topological line. Suppose F is a closed set in (X, d) which is disjoint with L and such that L ∪ F is semi-c.c.b. Then L is a computably enumerable set.
Proof. Let f : R → L be a homeomorphism. Let a be some rational point such that
Let n, k ∈ N. By Proposition 6.1 there exists r > 0 such that f (x) ∈ B(a, n) for each x ∈ R such that x ≥ r or x ≤ −r. Since f ([−r, r]) is compact, there exists m ∈ N, m ≥ 1 such that f ([−r, r]) ⊆ B(a, m). By Proposition 6.1 there also exists r > r such that f (x) ∈ B(a, m), whenever x ≥ r or x ≤ −r .
We have
By Lemma 4.6 there exists λ > 0 such that if j, j ∈ N and G ⊆ f ([−r , r ]), then ( F m , j, λ and G, j , λ ) =⇒ J j and J j are formally disjoint. (6.3)
Let ε = min{µ, λ, 2 −(k+k 0 +3) }. Let u ∈ N be such that
Let g : [0, 2r ] → X be the function defined by
Applying Lemma 4.5 to g, we get numbers n ≥ 1 and j 0 , . . . ,
We can choose n so that We claim that p < e < q < . It holds
Dividing by D we get p < e. Also eD ≤ r + r − r ≤ (q + 1)D − r < (q + 1)D − 2D < qD and we get e < q. Let us prove that q < . First we have
Hence (q + 1)D < 2r . By definition of it holds = n − 1. Now
and it follows q < . We claim that I A and H e≤ are formally disjoint. Suppose the opposite. Then there exists i ∈ {e, . . . , } such that I A and J ( )i are not formally disjoint. Therefore there exists
Let i ∈ N. As in the proof of Theorem 5.2 we conclude that I i ∩ L = ∅ if and only if there exist n, k, w ∈ N such that p(n, k) ≤ w ≤ q(n, k), n ≥ 1 and J ( (n,k))w ⊆ F I i .
Therefore L is c.e. Corollary 6.3. Let (X, d, α) be a computable metric space and let L be a semi-c.c.b. set in this space. Suppose L is a topological line. Then L is c.c.b.
1-manifolds
A 1-manifold with boundary is a second countable Hausdorff topological space X in which each point has a neighborhood homeomorphic to [0, ∞ . The boundary ∂X of X consists of those points x ∈ X for which every homeomorphism between a neighborhood of x and [0, ∞ maps x to 0. Therefore, each point of X \ ∂X has a neighborhood in X which is homeomorphic to R. If ∂X = ∅, then we simply say that X is a 1-manifold.
If X and Y are topological spaces and f : X → Y a homeomorphism and if X is a 1-manifold with boundary, then Y is also and ∂Y = f (∂X).
For example, R and the unit circle hold? The answer is no, implication (7.1) fails to be true in general. To see this, let S be a c.e. subset of N which is not computable. The fact that S is c.e. implies that the set T = N \ S is co-c.e. in R. Therefore T × R is co-c.e. in R 2 . Let M = T × R. Since T ⊆ N, we have that M is a 1-manifold. That M is not computable in R 2 can be deduced from the fact that T is not computable in N. Of course M is semi-c.c.b. by Proposition 3.6 and we conclude that (7.1) does not hold (note that ∂M = ∅).
However, we will show later that (7.1) holds under additional assumption that M has finitely many components.
It is known (see e.g. [12] ) that if X is a connected 1-manifold with boundary, then X is homeomorphic to R, [0, ∞ , [0, 1] or S 1 . (Here S 1 denotes the unit circle in R 2 .) Hence topological lines, topological rays, arcs and topological circles are all connected 1-manifolds.
It is easy to conclude that if X is a 1-manifold with boundary, then each component of X is also a 1-manifold with boundary and x ∈ X belongs to the boundary of X if and only if x belongs to the boundary of some component of X. The following theorem is an immediate consequence of Theorem 7.3 and Proposition 3.6. Theorem 7.5. Let (X, d, α) be a computable metric space which has compact closed balls and the effective covering property. Let M be a 1-manifold with boundary in this space such that M has finitely many components. Suppose M and ∂M are co-c.e. Then M is computable.
Corollary 7.6. Let (X, d, α) be a computable metric space which has compact closed balls and the effective covering property. Let M be a 1-manifold in this space and suppose M has finitely many components and M is co-c.e. Then M is computable.
Finally, let us mention that Theorem 7.5 and Corollary 7.6 do not hold in a general computable metric space. In [5] an example of a computable metric space (X, d, α) can be found in which there exist a co-c.e. arc with computable endpoints which is not computable and a co-c.e. topological circle which is not computable. Moreover, we can find such (X, d, α) so that (X, d, α) has compact closed balls and we can also find such (X, d, α) so that (X, d, α) has the effective covering property (but of course not with both of these properties at the same time).
