Simulations involving free surfaces and fluid interfaces are highly important for many engineering subjects. There is, however, still a need for improved simulation methods. In this paper we introduce a novel computational interface reconstruction scheme based on calculation of a reconstructed distance function (RDF). By iterating over the RDF calculation and interface reconstruction, we obtain second order convergence of both the interface normal and position within cells even with a strict L ∞ error norm. In 2D this is verified with reconstruction of a circle on structured quadrilateral meshes and on unstructured triangular and polygonal prism meshes. In 3D the second order convergence is verified with reconstruction of a sphere on structured hexahedral meshes and on unstructured tetrahedral and polyhedral meshes. The new scheme is combined with the interface advection step of the recently developed isoAdvector algorithm. Second order convergence with reduced absolute errors is obtained for simple test cases on all the mentioned mesh types. The implementation of the proposed interface reconstruction scheme is straightforward and the computational cost is low. Finally, an OpenFOAM based code library with implementations of the proposed schemes is provided with this paper.
Introduction
Free surface simulations can provide highly valuable quantitative and qualitative insights in a large variety of engineering applications. The first numerical models were developed in the 1970's and the difficulties of this subject are reflected in the continued high level of activity within the research field. Several different approaches are used to model the free surface [1] : moving meshes, marker points, level set, phase fields and volume of fluid. The first two methods are not optimal for large interface deformation and are difficult to implement. The volume of fluid and level set approaches do not suffer from these problems and are the most commonly used interface methods for practical engineering applications. A prominent weakness of the level set is its lack of strict mass conservation which is caused by the fundamental problem that the signed distance function is not a passive tracer field. However, in practice it allows for good predictions if the discretization is fine enough so that the mass loss can be neglected. The volume of fluid method is strictly mass conservative but accurate models are harder to implement. The volume of fluid method based on the approach of Hirt [2] can be divided into two categories: One with a finite interface thickness and the other with infinitesimal interface thickness. Models using finite interface thickness are easier to implement and are still used today e.g. in OpenFOAM and Fluent but are often not sufficiently accurate. Models with an infinitesimal thick interface comprise of two steps: Interface reconstruction and interface advection. The most common reconstruction method is the piecewise linear interface reconstruction method (PLIC), where the interface within a cell is represented by a plane cutting the cell into two subcells. The resulting surface lacks C 0 continuity.
Several approaches for the computation of the normal vector of the plane can be found in literature. In the widely used method by Youngs [3] , the normal vector is calculated from the gradient of the volume fraction. This method is easy to implement and works in three dimensions and on unstructured meshes but lacks accuracy. In the efficient least squares volume-of-fluid interface reconstruction algorithm (ELVIRA) [4] an interface plane is projected into the neighbouring cells. The plane is used to calculate a volume fraction. The error of the calculated volume fraction in the neighbouring cells is minimized by changing the orientation of the plane. This delivers accurate results on all mesh types in three dimensions. However, the method needs a two dimensional minimizer in three dimensions which complicates the implementation and makes the method numerically demanding. Currently, the most accurate approach for the estimation of the normal vector and the curvature is the height function method in which the volume fractions in columns of cells are integrated by direction (x,y,z). The derivative is calculated by finite difference operators. Height functions are second order accurate in curvature and interface normal calculation but only work with hexahedral structured meshes in 3D. In 2D the method has been extended to unstructured meshes [5] and in 3D a so-called Embedded Height Function (EHF) approach was invented [6] , where the VOF field is geometrically mapped onto an overlapping hexahedral mesh on which the height function and its derivatives can then be calculated. This method gives second order convergence, albeit at a fairly high price in terms of complexity of the implementation. A simpler approach was investigated by Cummins et al. [7] who reconstructed a signed distance function, denoted RDF, after a first reconstruction step based on the Youngs method [3] . This method works on unstructured meshes in three dimensions, and although it reduces the errors of the Youngs method by roughly one order of magnitude, it does not converge with mesh refinement.
In the present paper we present a further elaboration of Cummins' method where the main novelty lies in the introduction of several iterations over the RDF construction and the interface reconstruction. As demonstrated in the following, this leads to second order convergence with mesh refinement while still retaining the computational expenses at a moderate level.
The paper is organised as follows: In Section 2, we clarify the role and importance of accurate interface reconstruction in the advection step of interfacial flow simulations. In Section 3, we present the three variants of interface reconstruction procedures under investigation. In Section 4, we demonstrate the accuracy and convergence properties of these reconstruction schemes and compare with results from literature. In Section 5, we investigate their convergence properties in a number of advection test cases. Finally, in Section 6 we summarize our findings.
The fundamental VOF equation
We consider a system of two immiscible, incompressible fluids occupying the space of a computational domain. The state of such a system is described by a velocity field, u(x, t), a pressure field, p(x, t), and finally the instantaneous position of the dynamically evolving sharp fluid interface. The time evolution of the velocity and pressure field are determined by the Navier-Stokes equations together with the incompressibility condition and appropriate boundary conditions on the domain boundaries and on the fluid interface. The fluid interface may be represented by the fluid density field, ρ(x, t), taking a constant value in each of the two fluids, and thus jumping from one to the other value at the fluid interface. With this representation, the interface evolution in time is determined by the continuity equation. This is the basis of the Volume-of-Fluid (VOF) method, where, in the spirit of the Finite Volume Method (FVM), the equation is integrated over a control volume in order to account for the change of mass within the volume. With the control volume being the i'th cell of a FVM mesh, the volume integrated continuity equation can be written,
where V i is the cell volume and the sum is over the polygonal faces comprising the cell boundary. Let us call the reference fluid A and the other fluid B and denote their densities ρ A and ρ B , respectively. Then we can write the density field in terms of the 3-dimensional Heaviside function, which is 1 in fluid A and 0 in fluid B,
Inserting Eqn. (2) into Eqn.
(1) and formally integrating in time, we get after some rearrangement
where we have defined the volume fraction (of fluid A) in cell i as
In the VOF method the cell volume fractions, α i , are used to implicitly represent the fluid interface, and so Eqn. (3) is the exact evolution equation which is to be discretized and solved approximately as part of our interfacial flow solution algorithm. If cells are sufficiently small then the interface within a cell can be approximated with a plane cutting the cell into two disjoint subcells filled with fluid A and fluid B, respectively. Clearly the change in α i during a time interval is closely linked to the motion of the interface inside the cell during the time step. Thus, accurate reconstruction of this interface from the cell VOF data at the beginning of the time step is an essential task in geometric VOF-based interface advection methods. In the following, we describe the interface reconstruction procedures to be investigated in this paper.
Interface reconstruction schemes
If the interface inside a cell is regarded as approximately planar, the role of the reconstruction step in a geometric VOF algorithm is to provide the interface centre position, x S , and unit normal, n S , inside each interface cell at the beginning of a time step. Here we will define an interface cell as a cell with ǫ < α i < 1 − ǫ, where we typically set ǫ = 10 −8 . By convention, n S points away from fluid A and into fluid B. The three procedures for obtaining x S and n S in an interface cell from the available VOF data are described in the following three subsections.
iso-Alpha
The first procedure is the α-isosurface based method described in [8] , where it forms the reconstruction step in the isoAdvector VOF method. This reconstruction procedure can be described by the following three steps:
1. If cell i is an interface cell, then for each of its vertices we interpolate the surrounding cell centre α-values to the vertex by using the inverse cell-centre-to-vertex distances as interpolation weights. 2. Based on these vertex α values, we calculate an internal α 0 -isosurface cutting the cell into two subcells. A root finding algorithm is used to find the (cell specific) isovalue, α 0 , such that V A /V i = α i , where V A is the volume of the subcell filled with fluid A. 3. Finally, we calculate the face centre, x S , and face unit normal,n S , of the internal isosurface using the same formulae as for ordinary mesh faces.
iso-RDF-N
This method uses the x S andn S obtained with iso-Alpha as the initial guess for an iterative improvement procedure with N − 1 subsequent iterations based on RDF-isosurfaces. The method can be described by the following steps:
1. Use iso-Alpha to obtain an initial guess of x S andn S in cell i. 2. Using the plane (x − x S ) ·n S = 0 as the interface approximation, calculate the signed distance function, RDF, in the cell centre of cell i and all its point-neighbours (i.e. cells sharing a vertex with cell i). 3. Interpolate the RDF from the cell centres of cell i and its point neighbours to all the vertices of cell i using the least square interpolation method.
4. Based on these vertex RDF values, we calculate an internal RDF-isosurface cutting the cell into two subcells. A root finding algorithm is used to find the (cell specific) RDF isovalue such that V A /V i = α i , where V A is the volume of the subcell filled with fluid A. 5. Calculate the face centre and unit normal of the newly found RDF isosurface and overwrite the old x S andn S vectors with these new estimates. 6. Repeat steps 2-5 N − 2 times to improve the calculated x S andn S .
N is the numbers of times the root finding based interface reconstruction procedure is performed, which is by far the most expensive step in the reconstruction procedure.
plic-RDF-N
Our third and final variant is similar to iso-RDF-N, but is based on ∇α and the PLIC approach for the initial x S andn S estimates. Furthermore it uses the gradient of the RDF rather than its isosurface in the iterative improvements ofn S . The method can be described by the following steps:
1. If cell i is an interface cell, calculate the cell-centred ∇α vector and usen S = −∇α/|∇α| as the initial guess of the internal interface unit normal. (In the advection algorithm this initialn S estimate will be replaced by an interpolation ofn S from the previous time step.) 2. Use a root finding algorithm to find an interface centre, x S , inside the cell such that the plane defined by (x − x S ) ·n S = 0 cuts the cell into two subcells satisfying V A /V i = α i , where V A is the volume of the subcell filled with fluid A. 3. Using the plane (x − x S ) ·n S = 0 as the interface approximation, reconstruct the signed distance function, RDF, in the centres of cell i and all its point-neighbours. 4. Based on the RDF value in cell i and in all its point neighbours calculate the gradient of the RDF using the least square method. 5. Assuming the RDF gradient to be constant within cell i, normalise it and use the result as our new estiamate of n S . 6. Apply step 2 to find a new interface centre, x S , which is consistent with the newn S from step 5. 7. Repeat steps 3-6 N − 2 times to improve the calculated x S andn S .
Also here N is the number of times the expensive root finding based interface reconstruction procedure is performed. The default value is N = 5 for the reconstruction test cases and N = 2 for the advection test cases.
In the following sections we give some further details regarding the implementation of the three proposed reconstruction schemes.
Isosurface reconstruction from vertex data
In all three methods described above there are steps involving reconstruction of an isosurface inside a cell based on values of a function in the cell vertices. In iso-Alpha (step 2) and iso-RDF-N (step 1), this is done with the volume fractions interpolated to the vertices. In iso-RDF-N (step 4) and plic-RDF-N (step 2), we find planar RDF isosurfaces based on RDF data at the vertices.
Here we describe the procedure to obtain an internal f 0 -isosurface inside a cell where the values of the function f are known at the cell vertices: Consider the edge between the two vertices, x i and x j , with function values f i and f j , respectively. If min(
, then the edge is cut by the f 0 -isosurface at the point
After finding all such edge cut points for the cell, the cut points can be connected to form the periphery of an internal "isoface" as illustrated in Fig. 1 (left). We remark that the face centre, x S , and unit normal,n S , for such an isoface can be calculated the same way as for a mesh face. With N vertex points defining the face, its area vector is defined as the area weighted average of its traingular decomposition based on an average point,
Here we use x N+1 = x 1 , and the vertex points are assumed to be ordered such that each n S ,k points into fluid B. The unit normal vector and face centre point are then calculated aŝ
These definitions are directly adapted from the OpenFOAM code library. 
The root finding based subcell reconstruction
In all the steps where an isosurface is constructed inside a cell i, this must be done multiple times, to find the isovalue yielding a volume V A of the subcell submerged in fluid A such that V A /V i = α i . This subcell's boundary is defined by 1) all the cell faces that are fully submerged in fluid A, 2) the "submerged" part of all the faces that are cut by the isosurface (see Fig. 1 (right)), and 3) the internal isosurface itself. The subcell volume, V A , can be calculated based on the face centres, x f , and face normals, n f , the same way as it is done for a polygonal mesh cell (pyramid decomposition)
and the sums run over all the faces of the subcell. Reconstructing the internal interface and the subfaces can be relatively costly, if done many times to reach V A /V i = α i within a specified tolerance (typically 10 −8 ). As described in [8] the number of necessary evaluations can be limited by exploiting that V A is a piecewise cubic polynomial in f 0 with polynomial coefficients being constant on the f 0 intervals between the vertex values. Thus, once we have done the expensive V A calculation a few times to find the correct f 0 subinterval, we only need two further evaluations (four in all on the subinterval) to obtain the polynomial coefficients of the function V A ( f 0 ). Then we can use an inexpensive polynomial root finding algorithm to quickly get within the required tolerance.
Reconstructing the signed distance function
A good VOF based interface advection algorithm ensures that the jump from α = 0 to α = 1 happens over one cell everywhere along the interface. This sharpness of the volume fraction field comprises a significant challenge when derivatives are required e.g. for curvature calculations. As is well known from the Level Set literature, the signed distance function is much better suited for this kind of calculations. This is the motivation for attempting to numerically reconstruct the signed distance function from the VOF data. Fig. 2 illustrates the difference in smoothness of the raw VOF data and an RDF for a circle on a triangular prism mesh. An RDF is similar to a signed distance function, but where the length of the gradient of the signed distance function is equal to 1, this is not necessary exactly fulfilled for an RDF.
When constructing the RDF in a cell we calculate the shortest distance from the cell centre to the plane. However, a cell may in general have several neighbour cells holding an interface as illustrated in Fig. 3 . The question is then which interface to use to calculate the RDF in the cell centre? In the current implementation the RDF in a cell is obtained as a weighted average of the distances to the interfaces in the cell itself and its neighbours. So for cell j, the distance to the interface in cell i is calculated asF
where x S andn S denote interface centre and unit normal in cell i. From these distances the RDF in cell j is calculated as
where the sum is over all point neighbours of cell j that are interface cells and the weighting factor is chosen to be
Cummins et al. [7] found that their RDF approach worked best with a higher exponent, A = 25, and their choice is frequently adapted in literature. In our proposed iterative algorithm, we have found the exponent to have no influence on the accuracy for well-resolved interfaces. For under-resolved regions we have found that a higher exponent value can cause the method to diverge. Since A = 2 is also less expensive to compute than a higher exponent, this seems like a reasonable choice. RDF values at the centres of faces belonging to the domain boundary are computed in a similar fashion as described above.
Initial estimate ofn S in plic-RDF-N
In step 1 of plic-RDF-N (Section 3.3) the most obvious first guess of the interface orientation inside interface cells is in terms of a numerically calculated gradient of the volume fraction data. With this approach the new method is similar to the approach by Cummins et al. [7] . However, utilizing the gradient from the volume fraction data can provide an erroneous initial guess, especially on fine meshes. Hence, this approach will only be applied in the first time step of an interface advection simulation. For subsequent time steps we have found that an orientation estimate based on the previous time step is more accurate and thus requires fewer iterations. In the current implementation we use nearest-neighbour interpolation for this first guess ofn S . If the normal vectors in all surrounding cells differ by more than 30 degrees, the gradient of volume fraction is used as initial guess. On coarse meshes the gradient of the volume fraction does not limit the accuracy.
Least square fitting
In step 4 of the plic-RDF-N algorithm described in Section 3.3 we use the numerically calculated gradient of the RDF for the interface orientation. To ensure that the gradient scheme does not limit the accuracy of our procedure, a least square method is implemented. Sozer et al. [9] demonstrated that cell based least square gradient schemes are superior to the standard Gauss-Green method. OpenFOAM already has a least square gradient scheme implemented, but it is applied to the whole domain making it inefficient for our purpose. The method implemented here only computes the gradient in the cells where it is required. For the gradient calculation, we assume the RDF to be locally trilinear:
With N cells in the stencil (comprising of the interface cell and its point neighbours), application of the least squares method to Eqn. 12 results in the linear system:
where 
Numerical results for interface reconstruction
The performance of the three proposed methods is now investigated by comparison to simple analytical solutions. First we reconstruct a circle on 2D meshes and a sphere on 3D meshes of varying type and resolution, and compare with results from literature. Thereafter, the new reconstruction methods are tested in combination with the isoAdvector advection procedure.
For our convergence tests we use the L ∞ error norm which picks out the maximum error in the domain and therefore is the most difficult norm to get to converge. For the interface position, x S , and normal,n S , inside a cell we define the two norms, L
where the maximum is taken over all interface cells, x exact is the exact interface position, and n exact is the exact interface unit normal.
Reconstruction of a circle on 2D meshes
In the 2D reconstruction test the VOF field is calculated for a circular disc with radius 0. Fig. 5a , shows the orientation error on the unstructured triangular prism meshes for all three methods and for different number of iterations in the iso-RDF-N and plic-RDF methods. The first observation is that iso-Alpha does not converge in this norm. The second observation is that both iso-RDF-N and plic-RDF-N can be brought to second order convergence rate on the tested refinement range if the number of iterations, N, is increased to 5. For lower N both methods loose second order convergence at the finest meshes with iso-RDF-N exhibiting the largest absolute errors. Based on these observations, we only show the N = 5 results for the iterative methods in the remaining panels. In Fig. 5b we see that L x ∞ for iso-Alpha falls off as (∆x) 2 on the coarsest triangular prism meshes but that the second order convergence is lost on the two finest of these meshes. Both iterative methods exhibit second order convergence on the full refinement range.
For the orientation error on square prism meshes in Fig. 5c , iso-Alpha performs slightly better than on the triangular prism meshes, now converging albeit at a very slow rate. plic-RDF-5 and iso-RDF-5 both exhibit second order convergence on the full resolution range. As for the position error in Fig. 5d all methods are second order on the full resolution range for square prism meshes.
The errors on unstructured polygonal prism meshes are shown in Figs. 5e and 5f. All three methods behave in a similar way as for the triangular prism meshes with the L n ∞ error of iso-Alpha not converging and all other errors exhibiting second order convergence except L x ∞ for iso-Alpha on the finest meshes. In summary, the iterative RDF based methods show second order convergence of both interface orientation and position on all meshes types in 2D.
Reconstruction of a sphere on 3D meshes
To test the accuracy in 3D iso-Alpha, plic-RDF-N and iso-RDF-N are applied to a sphere of radius 0.25 m centred in a unit cube domain covered by a range of mesh types and resolutions. The error norms are shown in Fig. 6 for unstructured tetrahedral meshes in the two top panels, structured hexahedral meshes in the two middle panels, and unstructured polyhedral meshes in the two bottom panels. The behaviour is very similar to the 2D test above: The orientation error of iso-Alpha converges slowly on the structured mesh but not on the unstructured meshes. The position error of iso-Alpha falls off as (∆x) 2 on all meshes except for the finest unstructured meshes. Both iso-RDF-5 and plic-RDF-5 exhibit second order convergence in both interface orientation and position for all three mesh types on the full resolution range.
Comparison with other methods
We now compare the accuracy of the proposed reconstruction methods with the methods presented in Ito et al [5] and Ivey and Moin [6] . In these papers the less strict 1-norm is used for the orientation error: wheren S i andn exact,i are, respectively, the calculated and exact interface unit normal in interface cell i, and the sum is over all the N interface cells. Ivey and Moin [6] weighted the error in eq. (15) the root mean square of the average cell area). Also with this error norm iso-Alpha shows lack of convergence in the orientation as does The Parker-Youngs method (PY). Both iso-RDF-5 and plic-RDF-5 achieve second order convergence as do the height function method and the geometric least square (GLS) method [10] . The abolute errors of iso-RDF-5 and plic-RDF-5 are in between those of GSL and the height function method.
The 3D case is a sphere of radius 2 in a cubic box of side lenght 8. Fig. 7b shows the L n 1 error variation with the mesh resolution (i.e. the radius of the sphere divided by the cubic root of number of cells). In contrast to PY, the iso-Alpha method converges but at a slow rate. Both iso-RDF-5 and plic-RDF-5 achieve second order convergence as do the EHF method and LVIRA. The abolute errors of iso-RDF-5 and plic-RDF-5 are significantly lower than LVIRA's and similar to those of the height function method.
From a performance point of view the root finding step described in Section 3.5 is the most costly operation in our procedures due to the subcell reconstruction. iso-Alpha only needs one such root finding step and is therefore the fastest of our proposed schemes. The methods iso-RDF-5 and plic-RDF-5 are roughly 15-20 times slower since the step is being performed multiple times. Computational performance depends on multiple factors and is as such difficult to compare between different methods and implementations. For structured meshes, the height function method is expected to be comparable in terms of performance to iso-Alpha since only one subcell reconstruction step is performed. Ito et al. [5] and Ivey and Moin [6] did not report absolute calculation times. However, the methods can be expected to be slower than plic-RDF-5 and iso-RDF-5, since in addition to the subcell reconstruction step, multiple volume intersections between polyhedra are calculated. Ivey and Moin [6] compared the performance of their EHF method to LVIRA and found that LVIRA is 20-100 times slower. Lopez et al. [11] reported that LVIRA is 800 times slower than a method expected to be comparable in computational cost to iso-Alpha. It is therefore reasonable to assume that plic-RDF-5 and iso-RDF-5 are significantly faster than LVIRA.
Numerical results for interface advection
We now investigate the effect of replacing iso-Alpha with plic-RDF-N in the isoAdvector algorithm described in [8] . As mentioned in Section 3.7, we have found that the number of required iterations in plic-RDF-N, and thus the computational time, can be significantly reduced by improving the initial guess forn S . In the following, we therefore use plic-RDF-N with N = 2 and nearest-neighbour interpolation ofn S from the previous time step as initial guess instead of the ∇α values. For the error norm we will use
where the sums are over all cells, and α exact i (t) is the volume fraction in cell i corresponding to the known exact solution. Our first test case is a circular interface of radius 0.25 m initially centred at (0.5, 0.5) and moving with a constant, uniform velocity field without changing its shape. The advection test is performed on triangle, square and polygonal prism meshes. On the triangular and polygonal prism meshes the velocity is set to (1.0, 0.0). On the square prism mesh the velocity is set to (1.0, 0.5) to avoid motion alignment with the mesh directions.
Circle in constant flow
In Fig. 8 we show the E 1 errors at time t = 4 s as functions of the mesh resolution for the different mesh types and performed with three different CFL numbers. Fig. 8a shows the results for the triangular prism meshes. It is observed that iso-Alpha falls of with a convergence rate between 1 and 2 for the coarsest meshes but that the rate drops to first order at finer meshes. The iso-Alpha errors are independent of the time step size but are significantly larger than the plic-RDF-2 errors on all resolutions. Both the plic-RDF-2 results with CFL = 0.1 and CFL = 0.2 exhibit second order convergence in the full range of resolution. With CLF = 0.5 plic-RDF-2 falls off to first order at high resolutions but still has lower absolut error than iso-Alpha. Fig. 8b shows a close-up of the interface at t = 4 s for the simulation with 10 cells per radius. It is evident that the interface segments of plic-RDF-N (blue) are significantly improved compared to iso-Alpha (red). Fig. 8c shows the E 1 errors as functions of mesh resolution for the square prism meshes. In contrast to the triangle prism results, iso-Alpha improves with reduced time step size, especially for high resolutions. At lower resolutions iso-Alpha achieves second order convergence but at higher resolutions the convergence falls off, especially for large time steps. In contrast, plic-RDF-2 achieves second order convergence on the full resolution range with both CFL = 0.1 and 0.2. Fig. 8d shows the behaviour on polygonal prism meshes. The behaviour is similar to the trianglar prism results with the iso-Alpha giving larger absolute errors and dropping off to first order on finer meshes. Again, plic-RDF-2 retains second order convergence on the full resolution range with CFL = 0.1 and 0.2. For CFL = 0.5 the convergence rate of plic-RDF-2 drops at the finest meshes but from an absolute level which is interestingly somewhat smaller than the lower CFL results, and thus ending up with an absolute error very close to the CFL = 0.1 and 0.2 results on the finest mesh.
In summary, plic-RDF-2 in combination with the isoAdvector advection scheme from [8] consistently lowers the absolute errors and gives second order convergence rate for small enough time step size.
Disc in reversed spiral flow
iso-Alpha plic-RDF-2 analytical Figure 9 : Spiralling disc test case on triangular prism mesh. Resulting interface shape after one complete reversal at t = 8 s is shown for plic-RDF-2 in blue and for iso-Alpha in red toghether with the exact solution in green. The volume fraction field at the time of maximum stretching, t = 4 s, is shown in red and blue. Table 1 : E 1 and convergence rates for a disc in reversed spiral flow with CFL = 0.5.
We now move on to a case which has become a standard advection test case in the literature, namely a circular disc of radius 0. 
This flow causes a stretching and spiraling of the disc to a maximum level reached at time t = 4 s as depicted in Fig. 9 . From time t = 4 s to 8 s, the flow is running backwards causing the fluid to end up at its initial configuration. The simulation is repeated for square, triangular and polygonal prism meshes of three different resolutions with the linear cell size halved at each refinement. Table 1 shows the final errors for both schemes together with the estimated order of convergence [12] ,
where E 1 (∆x) is the error for the simulation with resolution ∆x. Simulations were repeated with CFL = 0.1, 0.2 and 0.5 giving rise to almost identical results so we only show the CFL = 0.5 errors in Table 1 . We observe that plic-RDF-2 increases the absolute errors slightly on the square meshes compared to iso-Alpha. On the triangular meshes plic-RDF-2 significantly reduces the errors compared to iso-Alpha, especially on the finer meshes. Finally, on the polygonal meshes plic-RDF-2 moderately reduces the absolute errors compared to iso-Alpha. As for the convergence rates plic-RDF-2 is equal or better than iso-Alpha for all cases with all rates in the range 2.2-2.6. In particular for the triangular mesh simulations plic-RDF-2 lowers the errors and increases the convergence rate significantly.
We note that with the resolutions used here and elsewhere in literature, the interface is not well-resolved at the time of maximum deformation of the circle. This is illustrated in Fig. 9 , where pinched off "droplets" are clearly visible at the tail of the spiral. In the exact solution and in simulations where the thin tail is well-resolved this does not happen. Inspection of the simulations reveals that the fluid particles in the top part of the circular disc that is most distorted in Fig. 9 are indeed the ones forming the pinching tail at time t = 4 s.
Ellipsoid in constant flow
Our final advection test case is an ellipsoidal interface with axes (0.25, 0.15, 0. Table 2 : E 1 at time T = 4s for ellipsoid advected in constant flow for different mesh resolutions. The principal axes a = 0.25 is scaled with the cell-to-cell centre distance ∆x of the mesh.
The E 1 errors are shown in Table 2 for iso-Alpha and plic-RDF-2 together with convergence rates obtained with Eqn. 18. On the coarsest mesh the iso-Alpha and plic-RDF-2 errors are almost identical. When the resolution is increased plic-RDF-2 converges faster than iso-Alpha ending up with an absolute error which is half of the iso-Alpha error on the finest mesh. This is a substantial improvement, but considering the large difference in convergence rate between iso-Alpha and plic-RDF-2 on tetrahedral meshes depicted in Fig. 6a and the large local orientation errors of iso-Alpha illustrated in Fig. 10 it may seem a bit surprising that the difference in convergence rate is not bigger. The explanation is to be found in the fact that the E 1 error at a given time is a product of both reconstruction and advection error. On tetrahedral meshes the reconstruction errors are random in nature and thus do not accumulate with time. The advection error, on the other hand, is known to be systematic with a small overprediction of the advection speed as shown in [8] . This systematic error decreases with mesh resolution, but it nevertheless leads to a systematic accumulation with simulation time as the exact ellipsoid falls behind the numerical ellipsoid. Thus, when the simulation time becomes long enough, the E 1 error will be dominated by the systematic advection error. To illustrate this, we plot the E 1 error as a function of time for the two finest meshes in Fig. 11 . On both meshes the error starts of with a significantly lower value when using plic-RDF-2 compared to iso-Alpha. As time goes by the error steadily increases with a rate which is the same for the two methods, and which decreases with mesh refinement. If we calculate the convergence rate at the first time step, t = 0.1 s in Fig. 11 , instead of at t = 4 s, we get a convergence rate of 1.03 with iso-Alpha and a convergence rate of 1.9 with plic-RDF-2. This demonstrates the peculiar fact that an interface advection method may obtain second order convergence rate with mesh refinement even with a first order accurate reconstruction scheme. We remark that whereas the noisy interface obtained with iso-Alpha may not be devastating for the interface advection step, it most likely will be for the calculation of interface curvature required in surface tension dominated flows.
We now investigate the overall performance of the schemes by using the open source profiling software, Valgrind, on the finest mesh case. We find that the advection step takes 50% of the time with iso-Alpha, 25% of the time with plic-RDF-2 and 10% of the time with plic-RDF-5. In other words, the reconstruction plus advection takes twice as long with plic-RDF-2 and 5 times longer with plic-RDF-5 compared to iso-Alpha. The advection step in Jofre et al. [13] took 81% of the total simulation time with a reconstruction step which we assume to be comparable in cost to iso-Alpha. This means that isoAdvector is roughly twice as fast as Jofre et al. [13] , which may be explained by the absence of polyhedron-polyhedron intersection calculations in isoAdvector. The scheme by Jofre et al [13] is comparable in cost to those of Hernandez et al. [14] , Maric et al. [15] and Owkes and Desjardins [16] .
Conclusion
We have presented a new iterative interface reconstruction procedure based on a reconstructed signed distance function to extract the local interface position and orientation from the raw volume fraction data. The new method is demonstrated to exhibit second order convergence with mesh refinement on both 2D and 3D structured and unstructured meshes. The algorithm has been developed in two variants based on piecewise linear interface construction (PLIC) and RDF isosurface reconstruction. Especially on unstructured meshes and for the local interface orientation both methods have significantly improved convergence properties compared to the reconstruction method presented in [8] which was based on isosurfaces of the volume fraction data. The implementation of the new reconstruction methods is straightforward and the increased computational cost caused by the introduction of iterations is limited to an acceptable level.
The new reconstruction scheme is combined with the isoAdvector advection step [8] , and a number of simple advection test cases are investigated. The overall conclusion is that second order convergence with mesh refinement is achieved on all mesh types with the new reconstruction scheme giving better convergence and lower absolute errors especially on fine unstructured meshes. iso-Alpha a/∆x=20 iso-Alpha a/∆x=40 plic-RDF-2 a/∆x=20 plic-RDF-2 a/∆x=40 Figure 11 : Time evolution of E 1 for iso-Alpha and plic-RDF-2.
The new methods are embedded in an OpenFOAM based code framework, which is released with this paper as open source [17] . The framework is structured in a way allowing for easy implementation and testing of new reconstruction and advection schemes and with a special emphasis on future extensions to adaptive mesh refinement. It is our hope that the released library will be used, tested and further developed by the CFD community, and eventually result in improved simulation quality in the broad field of applications involving interfacial flows.
