surrounded by low-permeability rock formations [3] [4] [5] [6] . The high-permeability channels serve as preferred pathways for fluid propagation, and aquifers may be conveniently placed on top of these channels to optimize reservoir productivity. Estimating the locations and the structures of these channels is, therefore, important for both forecasting the reservoir productivity and optimizing the future placements of the wells.
The ensemble Kalman filter (EnKF) is a widely used Bayesian filtering technique for the estimation of subsurface reservoir parameters, such as permeability [4] , [7] , [8] . However, recovering information on the subsurface geological structures with the standard EnKF is challenging. Because of its 2 -norm formulation, the EnKF imposes a smoothing effect on its estimates and often fails to preserve the channels structures and their connectivity [4] . The ill-posedness of the problem due to the limited number of measurements available from the wells further leads to multiple nonunique solutions and may result in large uncertainties in the estimated permeability field [9] . Moreover, the ability of the standard EnKF to incorporate prior information on the large number of possible subsurface geological features could also be largely limited by the ensemble size that can be used in practice. Jafarpour et al. [4] concluded that a large ensemble of 300 or more members is necessary for reasonable subsurface channels reconstruction. This, however, is a severely limiting factor considering the significant computational resources required for integrating each ensemble member forward with the reservoir simulator [10] .
Recent works in the area of sparse signal reconstruction have provided efficient new frameworks for enhanced recovery of signals (or fields) exhibiting sparsity in some domain from a reduced number of observations by exploiting the prior information on signal sparsity [11] [12] [13] [14] . For the problem under consideration, where the high-permeability channels are expected to occupy only a limited portion of the reservoir, the subsurface field mostly comprises smooth (or piecewise smooth) features exhibiting spatial continuity and long-range correlations. These features enable the formulation of the channel recovery problem as a sparse field recovery problem [11] , [12] , [15] , [16] . Selection of a suitable sparse domain that incorporates and preserves structural information in the estimation process can further help in recovering subsurface geological structures [3] , [16] [17] [18] .
Generic basis functions, such as discrete cosine transforms (DCT) and the wavelet transforms, have been considered to help improving channels recovery within an EnKF framework [19] , [20] . Such schemes exploit sparse transforms to represent the permeability field using a much smaller number of variables. However, these basis functions only help achieving performances comparable to a standard spatial domain EnKF, while improving the ill-posedness of the problem [19] , [20] . Principal component analysis (PCA)-based geologic basis functions were also investigated in [18] under a hybrid parameterization framework. However, the PCA basis functions did not prove useful for recovering complex geological structures, such as meandering flow channels [18] . A sparse Bayesian estimation approach was presented in [21] , where the Gaussian prior for the gradient is replaced by a Laplace prior and is combined with DCT transform domain parameterization. This probabilistic approach is derived from a machine learning algorithm for linear inverse problems and avoids the need for regularization. A similar scheme was adopted in [22] , where it was combined with an expectation-maximization algorithm for maximizing the marginal distribution of the estimated parameters. The scheme was shown to be effective when discrete geologic structures with relatively homogeneous properties predominate the subsurface.
Iterative schemes were also proposed in [3] , [17] , and [23] , in which sparse geologic dictionaries were learned by training over a large set of geological structures, varying in shapes, numbers, and locations. These can potentially lead to enhanced recovery of complex geological structures. However these, as well as those in [11] , [16] , and [18] , require implementing the adjoint model for efficient computation of the gradients of the objective function. This can be a particularly challenging and demanding process, especially when dealing with realistic largescale reservoir simulations [24] , [25] .
Greedy sparse reconstruction algorithms offer an efficient framework for enforcing sparsity constraints within an estimation process [26] , [27] . A new scheme was introduced in [28] to enhance the recovery of the subsurface geological features, combining the EnKF with the orthogonal matching pursuit (OMP) algorithm. The proposed sparse geological structures domain (SGSD)-EnKF algorithm transforms the EnKF estimation of the subsurface geological structures to a specifically constructed sparse domain learned over a large training set and was shown to provide significant improvement in recovering the channels over the standard EnKF. A more detailed discussion of the SGSD-EnKF scheme followed in [29] , providing comprehensive analysis of the channels recovery performance against various factors such as the ensemble size, sparsity rate, 1 wells configuration, etc. It was, however, observed that the number of basis elements with nonzero coefficients that could be used to improve the channel reconstruction was limited by the amount of observations available from the wells. The production data from the wells alone did not provide sufficient information to enable using more than 10% of the basis elements (i.e., a sparsity rate of 10%) in the estimation process, with higher sparsity rates resulting in degraded performances [29] .
The inclusion of time-lapse seismic data, also known as 4-D seismic, in the EnKF-based history matching process may potentially help improving the understanding of the subsurface structures and reservoir connectivity as characterized by the 1 The sparsity rate is defined as p = number of nonzero coefficients total length of the estimated vector ×100 permeability field [30] . A seismic survey images the subsurface by gathering elastic wave information. Seismic waves are usually generated at the surface and propagated through the medium as they travel. They are reflected along the interfaces of the subsurface layers with different acoustic impedance. The returning waves are then recorded by the sensors at the surface, providing critical information about the medium [31] . A single snapshot of the reservoir based on a 3-D seismic acquisition is not enough to uniquely separate geological and fluid flow components of the reservoir model. Four-dimensional seismic consists of a set of inverted images of seismic attributes obtained at different times and subtracted from each other. The time-lapse signal changes as the reservoir conditions change from oil saturated to water saturated [32] . The time difference can, hence, be used to infer changes in the dynamic properties of the reservoir and to separate the time-invariant component (i.e., the geological model) from the dynamic fluid flow component, which should provide information to help recovering the geological structures [30] , [33] . The first successful use of 4-D seismic under an EnKF framework was presented by Skjervheim et al. [34] and more recently gained momentum in helping to monitor the fluid flow movement in the reservoir [35] [36] [37] [38] .
Time-lapse seismic data are expected to enhance the estimation process with needed information from the additional observations, which should also enable effective use of more basis elements to further improve the recovery of the channels structures. While the reconstruction performance is expected to improve at higher sparsity rates, the OMP algorithm may not be the best choice for the sparse transformation step in the SGSD-EnKF in terms of computational cost. The complexity of the OMP algorithm is anticipated to increase linearly with increasing sparsity rates and necessitates the use of a more efficient algorithm that can provide improved reconstruction over the standard EnKF while maintaining the added computational costs within acceptable range.
In this paper, we extend the work of [28] and [29] to investigate the effects of time-lapse seismic data on the channel reconstruction performance, particularly focusing on overcoming the limitation on the sparsity rate as observed in [29] . We explore a Bayesian sparse reconstruction algorithm to deal with the expected increase in computational costs at higher sparsity rates with the OMP algorithm [29] . Moreover, we present a slightly modified SGSD-EnKF algorithm, which now includes a more strict sparsity constraint within the EnKF update step. We analyze the estimation quality and computational complexities of the improved SGSD-EnKF algorithm against the ensemble size and sparsity rate, the two factors that considerably affect the computational burden. Our numerical results suggest that the inclusion of seismic data greatly helps in leveraging the large amount of prior information available through the use of more basis elements, leading to even further improved reservoir channels reconstruction with the SGSD-EnKF. The Bayesian sparse reconstruction approach further provides a viable alternative to the OMP algorithm, demonstrating a significant advantage in terms of computational complexity while delivering a comparable reconstruction quality. This paper is organized as follows. Section II provides a brief overview of the components of the sparse estimation framework and the improved version of the SGSD-EnKF algorithm originally proposed in [28] and [29] . Section III discusses the experimental setup coupling a two-phase subsurface flow model with an EnKF and describes the simulation parameters. Section IV presents and analyzes the results of the numerical experiments. This paper concludes with a general discussion and summary of the main results in Section V.
II. SPARSE ENSEMBLE ESTIMATION FRAMEWORK

A. Ensemble Kalman Filter
The EnKF is a popular Monte Carlo variant of the standard Kalman filter (KF) and has been successfully applied in a variety of history matching problems [8] , [36] , [39] , [40] . As the KF, the EnKF estimation process is based on forecast and analysis cycles but differs in the way the first two moments of the system state are represented by an ensemble of state vectors, approximating the KF estimate and associated error covariance matrix by the ensemble sample mean and covariance. This formulation allows us to significantly reduce the computational complexity when dealing with large-scale systems [7] . The ensemble formulation further helps in dealing with the nonlinearity of the problem, which allows us to avoid the need for computing the Jacobian matrices as required in the extended KF. The formulation of the problem is based on a state-space model of the form
where M t represents the reservoir simulator, the state vector
is composed of the static parameters, permeability k and porosity φ, and dynamic variables, pressure p and saturation s, defined over the entire grid space at time t, and η t a stochastic term representing the model error. The observation y t is related to the state via an (nonlinear) observation operator h t , perturbed by a random noise t . Here, the observation is composed of the production data, including the flux, the bore hole pressure, and the water cut ratio (WCR), and the time-lapse seismic data. Both η t and t are assumed independent and normally distributed of mean zero and covariance matrices Q t and R t , respectively. Starting from a given forecast ensemble
of N e members at time step t, with x f i,t denoting the ith forecast member, the forecast covariance anomaly is defined as
, with e 1×N e denoting the vector with ones as elements, and the ensemble observation
Using the data matrix D t whose columns are the observations perturbed with noise sampled from the distribution of t , and the corresponding ensemble covariance matrixR t , the EnKF update step uses the observation to compute the analysis ensemble X a t from the forecast ensemble X f t based on the KF update step as
The resulting analysis ensemble members are then integrated forward in time with the reservoir simulator using (1) for forecasting, before a new update step with the new incoming observation takes place. The estimate at any time t is taken as the mean of the analysis ensemble. The EnKF reservoir history matching process is illustrated in Fig. 2 .
In the context of Bayesian formulation of the filtering problem, the EnKF can be considered as a hybrid scheme relying on a Monte Carlo approach to propagate the probability distribution of the state vector in time for forecasting and assuming Gaussian distributions at the update step [41] . This reduces the Bayesian inversion step with the observation to a linear Kalman update step. Despite the fact that the EnKF updates are only based on means and covariances and that these covariances are generally computed from finite-size ensembles, the EnKF was shown to perform very well for a variety of history matching problems [8] . The reader may refer to [8] and [42] for further details about the EnKF. 
B. SGSD-EnKF Algorithm
Recent works in the area of sparse transform domain signal reconstruction provide many tools to overcome the limitations of the EnKF in recovering subsurface channels. Identification of a suitable transform domain in which the signal, or field, can be modeled as sparse is critical for fully leveraging the benefits of any sparse parameterization framework. An efficient and robust sparse basis for representing the permeability ensemble can be constructed using dictionary learning algorithms [3] . The idea is then to incorporate useful prior information on a large number of different possible subsurface geological structures into the estimation process.
Dictionary learning algorithms allow constructing a sparse domain by learning over a large collection of training data. Given N t number of training signals in a set Y, a dictionary learning algorithm constructs a dictionary Ψ by finding the basis elements such that their sparse linear combinations can represent any of the signals in the training set Y. The set of coefficients used for this sparse linear combination X represents the signals in the new sparse domain. Dictionary learning algorithms solve the optimization problem [43] 
where x i 0 denotes the 0 -norm and T 0 represents the desired number of nonzero entries for each of the signals in X, i.e., the sparsity rate. While a large value of T 0 may help reducing the representation error, it also increases the computational complexity of the problem. Choosing a value for T 0 should, therefore, balance between the computational complexity and the representation error. The optimization problem above is nonconvex and NP-hard, as it attempts to minimize the representation error for the signals in Y by simultaneously adjusting the basis elements in Ψ and at the same time finding their corresponding coefficients in X.
K-SVD is a dictionary learning algorithm that recursively solves the problem defined in (4) in two steps [43] . In the first step, the basis elements of the dictionary are fixed, while their weights are calculated such that the representation error is minimized. The algorithm next attempts to further reduce the error by adjusting the basis elements themselves based on the weights computed in the previous step. For further details about the K-SVD algorithm, the reader may refer to [43] . The authors of [28] and [29] showed that a large set of realizations, each depicting a different subsurface geological field structure, can be used to train the K-SVD algorithm in order to generate a sparse basis to use within an EnKF history matching framework. The proposed SGSD-EnKF scheme in [28] and [29] transforms the ensemble members representing the permeability field into the sparse domain defined by this new basis. The coefficients used for the sparse transformation represent the ensemble members in the new sparse domain and are then used in the EnKF update process. The ensemble members are then transformed back to the spatial domain before conducting the forecast step. The process is illustrated in Fig. 3 .
A slightly modified version of the SGSD-EnKF algorithm is presented in Algorithm 1, where we rewrite the sparse transformation step (step 2) in its most general form. We also impose a constraint on the number of nonzero basis elements weights after the EnKF update. This constraint helps preserving the same sparsity rate throughout the history matching process. It is important to realize that the sparse transformation step (step 2) is different from the optimization problem for dictionary learning discussed above as it only attempts to represent the signal K f t by finding the coefficients κ f t for the basis elements of the fixed dictionary Ψ computed offline using the K-SVD. The original SGSD-EnKF algorithm proposed in [28] and [29] uses the OMP algorithm [26] to compute the solution to this step. Despite the fact that the OMP algorithm is expected to provide improved reconstruction with increased sparsity rates (made possible with the inclusion of seismic data), the anticipated linear increase in the computational complexity necessitates the use of a more efficient algorithm that can provide comparable Algorithm 1: SGSD-EnKF Algorithm.
1. Input: Forward permeability ensemble K f t , n × d dictionary Ψ (generated once using K-SVD), observation data y t , sparsity level p. reconstruction quality while scaling the computational complexity much slowly. In the next section, we present the support agnostic Bayesian matching pursuit (SABMP) algorithm that can potentially help us achieve both of these objectives.
Transform to sparse domain
• If t = 1 min κ f t K f t − Ψκ f t 2 2 s.t. κ f t 0 ≤ p • else κ f t = κ a t−1
Construct the new state vector
X f t =: [κ f t , Φ f t , P
C. SABMP Algorithm
The OMP algorithm uses only the information on signal sparsity to compute the sparse solution. The SABMP algorithm, in contrast, also utilizes the Bayesian statistics of the signal and noise, allowing to achieve effective computations at much faster rates [27] . The SABMP algorithm does not make any assumption on the distribution of the signal, making it particularly suitable for our application. The MMSE estimate in the SABMP algorithm is given bŷ
where x is the signal whose sparse solution is to be estimated and y is the measurement. The MMSE estimate by the SABMP is the sum over all possible 2 n supports S, found by searching the entire dimension n of the signal x. The SABMP algorithm has been shown to outperform most other standard algorithms in speed and computational efficiency, while providing similar or better estimation performances [27] , [44] .
The main input arguments to the algorithm for the problem under consideration are the observations y, the dictionary Ψ, and an initial estimate of the sparsity rate p. Information on the other optional algorithmic parameters and detailed derivations can be found in [27] .
The Bayesian formulation of the SABMP enables fast and effective computation of solutions of a sparse problem [27] . In this paper, we compare the results of the OMP and SABMP algorithms and discuss the potential advantage of SABMP in improving the estimation accuracy in the context of the EnKF, while maintaining low computational complexity compared to OMP, especially at high sparsity rates.
III. HISTORY MATCHING SETUP
A. Reservoir Simulator
The MATLAB Reservoir Simulation Toolbox (MRST) is a 2-D finite-difference two-phase flow reservoir simulator [45] coupling a well model to the two-phase flow problem for the oil and water phases governed by the system of equations [46] 
and φ ∂s w ∂t
where λ o and λ w denote the individual mobilities, ρ o , ρ w the densities, and s o , s w the saturation, for the oil and water phases, respectively, while their sums provide the same for the overall fluid. Furthermore, q represents the flux, f w the fractional flow of the water phase, φ porosity of the formations, v Darcy's velocity, g the gravity, K the permeability tensor, and p the pressure within the reservoir. The solution to (6) and (7) is computed first for fluxes and pressure values while keeping fixed saturation. The computed fluxes and pressure values are then used to further estimate the saturation values using (8) .
The MRST simulator acts as the forward model to integrate the EnKF ensemble members forward in time.
Rock physics connect seismic data to the flow model and is described using a petro-elastic model (PEM). PEM is based on well log analysis, rock physics, and available laboratory data and is composed of a set of equations used to calculate three elastic parameters: Poisson's ratio, P impedance, and S impedance. The most commonly used equations are the Batzle and Wang equations for the fluid properties and the Gassmann's equations for rock properties [47] , both adopted in this work. These relations predict elastic properties of saturated porous medium from simulated fluid and static rock properties, relating the fluid flow and wave propagation domains.
B. Simulation Parameters
We follow the same numerical setup as in [28] and [29] and use a reservoir field stretching 0.5 km in both x-and y-directions and 10 m in the z-direction. The reference permeability field is shown in Fig. 1 , where the flow channels having a highpermeability value of 5000 mD are easily distinguishable from the surrounding rock formations having much lower values of 100 mD. The field is distributed on a grid of 50 × 50 × 1 cells with the porosity values assumed constant at 30%. Fig. 1 also presents the well configuration, which possesses one injector well at the center of the domain and four producing wells at coordinate locations (10, 10) , (10, 40) , (40, 10) , and (40, 40) .
We first use a training image of a 239 × 239 dimension, as shown in Fig. 3 , to generate a large set of 2000 realizations, each depicting a 50 × 50 size reservoir field with different subsurface geological structures using the S-GeMS software. S-GeMS implements the single normal equation simulation (SNESIM) algorithm [48] for generating the realizations based on a probability model inferred from the training image. This enables these realizations to depict structures and connectivities similar to those in the training image. The S-GeMS realizations are used 1) to randomly select an initial ensemble for the EnKF, and 2) as a training set for the K-SVD algorithm to generate a dictionary of 1000 linearly independent basis elements for the SGSD-EnKF algorithm. The complete SGSD-EnKF-based history matching process is illustrated in Fig. 3 .
The MRST reservoir simulator was used to simulate flow, production, and seismic data based on the reference permeability shown in Fig. 1 . Observations are extracted from this reference run and include the bottom hole pressure (BHP), WCR, production flux, and seismic measurements, each perturbed with independent noise, based on a diagonal observation error covariance matrix R k . The time-lapse seismic attributes used in the history matching setup are the Poisson's coefficients which give the ratio between the velocities of the primary seismic wave and the shear wave [49] . The Poisson's coefficients are highly sensitive to the fluid content in the geological formations due to the fact that the primary wave can propagate through the fluid, but not the shear wave. Consequently, the Poisson's coefficients provide important information regarding the fluid flow in the medium and should help better reconstructing the channel structures through which the fluid flows, together with their boundaries and connectivities. The standard deviation of observational errors is set to 290 psi for BHP, 25 m 3 /day for the flux, around 7% for WCR and 15% for the seismic measurements. Production data are collected every 60 days, while the seismic data are collected after every one year for a total history matching period of five years. The initial pressure level was set to 5076 psi for the injector well and 4350 psi for the producing wells. This history matching setup was used in the following numerical experiments for recovering the channel structures by estimating the permeability field with the standard EnKF and the SGSD-EnKF, using both the OMP and SABMP algorithms in the sparse transformation step.
To provide a quantitative analysis of recovering the channel structures and their locations, we use the Structural SIMilarity (SSIM) index from the image processing community [50] . The SSIM index is designed to measure the structural similarity in two images by performing a pixel-by-pixel comparison of the luminance, contrast and structural information; the last is measured in terms of the correlation between the two normalized images. We use SSIM here to compare the structural similarity of Fig. 6 . Estimation quality of the recovered permeability field, in terms of the SSIM, over the five-year history matching period for the experiment shown in Fig. 5 , where a high value of SSIM indicates that the estimated field resembles more closely with the reference permeability field shown in Fig. 1 . the estimated fields with the reference permeability field, where a high SSIM value indicates a good reconstruction quality. More information on the SSIM can be found in [50] .
IV. NUMERICAL RESULTS
We first present the results of the experiment when no seismic data are history matched for recovering the flow channel structures. Fig. 4 presents the performance of the standard EnKF and the SGSD-EnKF, implemented with both the OMP and SABMP algorithm, using only production and flow data. An ensemble size of 80 members and a sparsity rate of 10% was used in this experiment to match the settings of [28] and [29] . While the SGSD-EnKF demonstrates a clear advantage over the standard EnKF in reconstructing the channels, it does not achieve a good contrast between high-and low-permeability values. The irregularities in channel reconstruction provide room for further improvement, which can potentially be addressed using seismic measurements. Fig. 5 presents the yearly estimates of the permeability fields over the five-year history matching period using the standard EnKF and the SGSD-EnKF filter employing both OMP and SABMP algorithms, and history matching both production and time-lapse seismic data. The ensemble size is the same as in the previous experiment, while the inclusion of seismic data allows us to increase the sparsity rate to 20%. Suffering from the limitations discussed in Section I, the standard EnKF struggles in recovering the subsurface flow channels even with the incorporation of seismic measurements. The performance of the SGSD-EnKF, particularly with the OMP algorithm, is much more robust, with the recovered fields exhibiting a close similarity with the reference permeability field. As for OMP, the SGSD-EnKF with SABMP also provides improved channel recovery over the standard EnKF. Time-lapse seismic data enhance the contrast between low-and high-permeability areas and further improves the channels reconstruction, enabling, for instance, the detection of the small rock feature in the top-left area of the reservoir, using both the OMP and SABMP algorithms. The quantitative analysis shown in terms of the SSIM index in Fig. 6 also confirms the advantage of the SGSD-EnKF over the standard EnKF. The SGSD-EnKF with OMP provides significantly enhanced reconstruction after just two years of history matching, while its performance improves more gradually with the SABMP, outperforming the standard EnKF towards the end of the five-year history matching period.
Figs. 7 and 8 outline the performance of the EnKF and the SGSD-EnKF against increasing ensemble sizes. The filter performances improve with increased ensemble sizes to a certain limit, as expected. Using more ensemble members than required results in degraded reconstruction for some of the larger ensemble sizes. The quantitative analysis of the reconstruction accuracy in Fig. 9 , in terms of SSIM, suggests that the SGSD-EnKF, particularly when used with the OMP algorithm, continues to provide a clear advantage over the EnKF for the given range of ensemble sizes. While the performance of the SGSD-EnKF with the SABMP algorithm was only marginally better than the standard EnKF with an ensemble of 80 members, the improvement is much more pronounced for most larger ensemble sizes. It is also interesting to note that the reconstruction quality with the SGSD-EnKF scheme using the OMP algorithm and an ensemble of 80 members is almost as good as that estimated by the standard EnKF using twice as many members. This demonstrates the important advantage of incorporating prior information through the structurally diverse basis elements in the SGSD-EnKF scheme.
An analysis of the computational complexity is presented in Fig. 10 for all three filters, outlining the increase in the overall simulation time due to the one-time sparse transformation step in the SGSD-EnKF scheme, against the standard EnKF. The figure clearly depicts the linear increase in computational time expected from the increased ensembles and highlights the limitation arising from the added computational burden when using large ensembles.
In Fig. 11 , we conduct a sensitivity analysis for the SGSDEnKF scheme using both the OMP and SABMP algorithms with a fixed ensemble size of 80 members and sparsity rates varying between 10% and 50%, consistent with the analysis in [29] . As seen in previous experiments, SGSD-EnKF performs significantly better than the standard EnKF regardless of the choice of the OMP or the Bayesian SABMP algorithm for enforcing sparsity. The quantitative analysis in terms of the SSIM index in Fig. 12 confirms this behavior, with the OMP algorithm resulting in major improvement in reconstruction quality with a sparsity rate of just 20%. The sudden drop in SSIM value at 40% sparsity rate for OMP can be explained by the fact that the OMP algorithm is being forced to use too many basis elements to represent the subsurface field and the particular combination of basis element results in significantly degraded performance. The rise again in the SSIM value at 50% sparsity rate is a result of some of these negative effects being balanced out by using even more basis elements. The performance with the SABMP algorithm improves more gradually over the given range of sparsity rates, achieving comparable SSIM values at 50% sparsity. Due to differences in their formulation, OMP and SABMP algorithms achieve their best reconstruction at different sparsity rates. A comparison of the computational times, however, reveals a significant drawback of OMP over SABMP. Fig. 13 plots the computational time taken by the SGSD-EnKF algorithm when implemented with both OMP and SABMP against given sparsity rates. While OMP provides better estimates, its computational complexity increases linearly with Estimation quality of the recovered permeability field, in terms of the SSIM, against increasing sparsity rates for the experiment shown in Fig. 11. increasing sparsity rates. This trend imposes a severe limitation on using OMP when more basis elements need to be included for enhanced channels reconstruction to exploit the additional information available from the seismic measurements. The increase in computational cost for the SABMP algorithm is minimal compared to OMP. The Bayesian formulation of the SABMP Fig. 13 . Analysis of computational times against increasing sparsity rates for the experiment shown in Fig. 11 .
helps achieving enhanced reconstruction with the SGSD-EnKF (compared to the standard EnKF), as measured by improved SSIM values, while adding lower computational costs compared to what would be incurred from using the OMP with SGSD-EnKF. This suggests SABMP to be a viable alternative to OMP, where a minor tradeoff against the reconstruction quality might be deemed acceptable to reduce the computational requirements.
V. SUMMARY AND DISCUSSION
We investigated the effects of incorporating time-lapse seismic measurements on the channel reconstruction performance with the SGSD-EnKF algorithm under a new sparse Bayesian framework. As previously reported in [28] and [29] , transformation to the sparse geological domain generated by training over large collection of geological structures helps incorporating useful prior information in the EnKF estimation process. This leads to enhanced estimation of the subsurface permeability field, better recovering the geological channels structures, their thicknesses, and connectivities. The inclusion of seismic data greatly helps in further improving the reconstruction of the flow channels, with the SGSD-EnKF demonstrating a clear advantage over the standard EnKF. The Bayesian SABMP sparse reconstruction algorithm emerges as a good alternative to the OMP algorithm proposed in the original SGSD-EnKF scheme, with a computational complexity that scales much slower compared to the OMP algorithm against increasing sparsity rates. It enables effective use of more basis elements for enhanced reconstruction with the seismic measurements. The choice of SABMP over OMP is dependent on the acceptable level of tradeoff between the computational complexity and reconstruction quality. The SGSD-EnKF performs better than the standard EnKF in all cases, regardless of the choice of the sparse reconstruction algorithm.
