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Resumen La Comprensio´n de Programas es una disciplina de la Inge-
nier´ıa de Software cuyo principal objetivo es simplificar la comprensio´n
de los sistemas de software. Una forma de alcanzar esta finalidad consiste
en el desarrollo de estrategias de comprensio´n que permitan relacionar
el Dominio del Problema, es decir el comportamiento del sistema, con
el Dominio del Programa, o sea las construcciones del lenguaje de pro-
gramacio´n utilizadas en la implementacio´n del programa. La creacio´n de
este tipo de estrategias requiere de la: i) Definicio´n de representaciones
de los Dominios del Problema y Programa; ii) Elaboracio´n de un pro-
cedimiento que vincule ambas representaciones y iii) Recuperacio´n de
informacio´n esta´tica y dina´mica del sistema.
En este art´ıculo, se describe una estrategia que recupera informacio´n
dina´mica con el propo´sito de facilitar la elaboracio´n e implementacio´n
de estrategias de comprensio´n. Adema´s, se presenta SVS (Simultaneous
Visualization Strategy), un estrategia que permite relacionar los Domi-
nios del Problema y Programa por medio de la utilizacio´n de informacio´n
de tiempo de ejecucio´n.
Palabras Claves: Comprensio´n de Programas, Dominio del Problema,
Dominio del Programa, Instrumentacio´n de Co´digo.
1. Introducio´n
La Comprensio´n de Programas (CP) es una disciplina de la Ingenier´ıa de
Software cuyo objetivo principal es simplificar el ana´lisis y el entendimiento de
los sistemas de software. CP es u´til paraMantenimiento y Evolucio´n de Software
(MES), Ingenier´ıa Inversa (IR) y Re-Ingenier´ıa (ReI).
MES es una tarea cr´ıtica porque implica actividades: Perfectivas, Correctivas
y Adaptativas. La primera esta´ relacionada con la incorporacio´n de nuevas funcio-
nalides. La segunda describe el proceso de eliminar los errores de programacio´n.
Finalmente, la tercera se interesa con la adaptacio´n del sistema a nuevos con-
textos. Esas tres actividades consumen mucho tiempo y esfuerzos. Por ejemplo,
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Xi y Hassan en [XPH07] declaran que el 39% de las actividades son perfectivas,
56.7% son correctivas y el 2.2% se refiere a activades adaptativas. Finalmente,
el 2.1% hace referencia a otras actividades de MES. Por otra parte, la historia
del MES muestra un incremento lineal, desde 1975 hasta 2005 en los costos de
proyectos dedicados a MES [XPH07].
Otra a´rea muy importante es IR. Esta disciplina se interesa con la elabo-
racio´n de estrategias de extraccio´n de la informacio´n desde diferentes fuentes.
Por ejemplo: Co´digo Fuente;Makefiles; Documentacio´n; etc. Esta informacio´n se
procesa con el objetivo de proporcionar: Nueva Documentacio´n; la Arquitectura
del Sistema; etc. IR implica grandes costos y consume mucho tiempo porque
incluye actividades similares a MES.
ReI usa te´cnicas de IR para extraer la informacio´n del sistema y luego aplica
estrategias para modificar el sistema de acuerdo a los requerimientos del pro-
gramador. Por esta razo´n, ReI, de la misma manera que MES e IR, es un a´rea
donde se necesitan propuestas para minimizar costos y esfuerzos.
En todas las disciplinas mencionadas en los pa´rrafos precedentes el progra-
mador debe entender grandes documentos con formalismos y metodolog´ıas di-
ferentes. Adema´s, debe comprender las funcionalidades del sistema en un alto
nivel de abstraccio´n.
Una forma de minimizar los costos y esfuerzos implicados en las discipli-
nas mencionadas previamente es por medio de la elaboracio´n de estrategias de
comprensio´n que permitan relacionar los Dominios del Problema (vista compor-
tamental) y Programa (vista operacional) [11,9]. La elaboracio´n de este tipo de
estrategias requiere de la construccio´n de representaciones de los Dominios del
Problema y Programa y de la recuperacio´n de la informacio´n esta´tica y dina´mica
del sistema.
En este art´ıculo se presenta una estrategia que posibilita la extraccio´n de
informacio´n de tiempo de ejecucio´n que es u´til para la elaboracio´n de estrate-
gias de comprensio´n que vinculen la salida del sistema (Dominio del Problema)
con su operacio´n (Dominio del Programa). Adema´s presenta SVS (Simultaneous
Visualization Strategy), un estrategia que vincula los Dominios del Problema y
Programa por medio de la utilizacio´n de la informacio´n dina´mica del sistema.
El art´ıculo esta´ organizado como sigue. La seccio´n 2 describe el esquema de
Instrumentacio´n de Co´digo para diferentes construcciones del lenguaje de pro-
gramacio´n (en este caso C). La seccio´n 3 explica SVS y muestra ejemplos de
su aplicacio´n a xfig (un sistema de dibujos comunmente proporcionado por las
distribuciones del sistema operativo Linux). Finalmente, la seccio´n 4 presenta
las conclusiones.
2. Instrumentacio´n de Co´digo
En esta seccio´n se describe una estrategia que permite recuperar informacio´n
dina´mica desde el sistema denominada Instrumentacio´n de Co´digo [5]. La idea
ba´sica de esta aproximacio´n consiste en insertar sentencias dentro del co´digo
fuente del sistema con el propo´sito de recuperar informacio´n de tiempo de ejecu-
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cio´n que pueda ser utilizada para: La elaboracio´n de estrategias de comprensio´n;
Ca´lculo de me´tricas; Exlopracio´n de trazas de ejecucio´n; etc [7,2,13,6,12].
En las subsecciones siguientes se presenta la aproximacio´n seguida para ins-
trumentar diferentes construcciones del lenguaje de programacio´n.
2.1. Instrumentacio´n de Funciones
La estrategia usada para instrumentar las funciones del sistema consite en
insertar funciones de inspeccio´n dentro del co´digo fuente. Esas funciones tienen
como finalidad capturar el flujo de ejecucio´n del programa y otra informacio´n
que el usuario desee conocer. Para llevar a cabo esta tarea se deben tomar dos
decisiones importantes: i) ¿Cua´les son los puntos de verificacio´n? y ii) ¿Que´ in-
formacio´n se debe recuperar para conocer el flujo de ejecucio´n del programa a
nivel funciones?
Teniendo presente el primer ı´tem, el sistema se puede conceptualizar como
una ma´quina de estados. En esta ma´quina, los estados esta´n compuestos por las
variables globales y aquellas declaradas en la funcio´n main, y sus transiciones
esta´n definidas por las funciones. El segundo, considera la recuperacio´n de estos
datos. Un punto interesante para llevar a cabo esta tarea es el comienzo y fin
de cada funcio´n, porque en esos lugares se pueden conocer el estado actual y
el pro´ximo. Las sentencias insertadas son funciones de inspeccio´n (o tambie´n
conocidas como inspectores) que procesan y muestran esta informacio´n.
En este contexto, cada vez que el sistema comienza su ejecucio´n invoca sus
funciones y la primer y u´ltima sentencia ejecutada por ellas son los inspectores.
Esas funciones pueden inicialmente imprimir el nombre de la funcio´n ejecutada
y otra informacio´n que el usuario quiera conocer, como por ejemplo para´metros,
variables globales, etc.
Aunque las funciones de inspeccio´n insertadas en el final no son estrictamente
necesarias, son inclu´ıdas en el co´digo fuente porque proporcionan la informacio´n
requerida para construir algunas estructuras de datos interesantes empleadas
por las estrategias que intentan relacionar los Dominios del Problema y Progra-
ma [4,8]. A continuacio´n se presentan diferentes casos que se deben considerar
cuando se desea instrumentar las funciones siguiendo la idea descripta en los
pa´rrafos precedentes.
1. Las funciones pueden tener dos o ma´s puntos de salida: la introduccio´n de
esta seccio´n describe la mejor situacio´n cuando las funciones tienen un punto
de entrada y un punto de salida. Sin embargo, en sistemas reales, las fun-
ciones no siempre poseen esta caracter´ıstica4. En esos casos, la funcio´n de
inspeccio´n de salida se debe insertar antes de cada sentencia return.
2. Las funciones pueden tener puntos de salida dentro de selecciones e itera-
ciones: este problema se resuelve transformando la sentencia return en una
4 Esta caracter´ıstica aparece cuando las sentencias return se encuentran dentro de
selecciones e iteraciones o cuando se usan sentencias goto. Las dos primeras se des-
criben en otros ı´tems de este trabajo.
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sentencia compuesta con las siguientes caracter´ısticas: i) La primer senten-
cia es la invocacio´n a la funcio´n de inspeccio´n de salida y ii) La u´ltima es la
sentencia return.
3. Las funciones no tienen un punto de salida expl´ıcito: en esos casos, la estra-
tegia deber´ıa insertar las funciones de inspeccio´n de salida al final de esas
funciones.
4. Si los puntos de salida no esta´n correctamente instrumentados el flujo de
control del programa puede no ser correcto: para resolver este problema, se
debe especializar la te´cnica de instrumentacio´n en los puntos de salida. Esta
tarea se lleva a cabo transformando la sentencia return en una sentencia
compuesta siguiendo los pasos descriptos a continuacio´n: i) Declarar una va-
riable cuyo tipo es el tipo de retorno de la funcio´n; ii) Generar una sentencia
de asignacio´n. Esta sentencia tiene en su parte izquierda (lvalue) la variable
definida en el paso previo y su parte derecha (rvalue) es la expresio´n en-
contrada en la sentencia return; iii) Insertar una funcio´n de inspeccio´n de
salida antes de la sentencia return y iv) Cambiar la expresio´n dentro de la
sentencia return por la variable definida en el primer paso.
5. La funcio´n puede tener puntos de salida expl´ıcitos e impl´ıcitos: en este caso
se deben aplicar los pasos descriptos en el ı´tem anterior a los retornos de
funcio´n expl´ıcitos. Adema´s de eso, es necesario la insercio´n de una funcio´n
de inspeccio´n al final de la funcio´n o procedimiento.
Luego de la discusio´n de las distintas alternativas que se pueden presentar
cuando se desean instrumentar funciones es posible afirmar que el esquema de
instrumentacio´n de estas construcciones de los lenguajes de programacio´n debe:
i) Insertar el inspector de entrada al comienzo de cada funcio´n; ii) Instrumentar
las sentencias return siguiendo la aproxiamcio´n descripta en el ı´tem 4 e iii)
Insertar un inspector de salida al final de cada funcio´n. La Figura 1 muestra un
ejemplo de instrumentacio´n de las funciones.













Figura 1. Instrumentacio´n de Funciones
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2.2. Instrumentacio´n de Iteraciones
En la pra´ctica, la estrategia de instrumentacio´n de las funciones tiene un
problema: El nu´mero de funciones registradas puede ser muy grande [3]. Trabajar
con todas las invocaciones no es apropiado porque: i) Dificulta la comprensio´n
[1,3] debido a la sobrecarga de informacio´n y ii) La implementacio´n de algoritmos
eficientes de ana´lisis y exploracio´n de trazas de ejecucio´n es muy complicada por
la gran cantidad de datos que manipulan. Este problema emerge cuando las
funciones se invocan dentro de las iteraciones. Esta es la razo´n principal para
controlar el nu´mero de veces que se deben mostrar las funciones encontradas
dentro de este tipo de construcciones de los lenguajes de programacio´n [10,6].
for(inic.; cond.; acc.) 1






Figura 2. Instrumentacio´n de una Iteracio´n For
Para resolver el problema descripto en el pa´rrafo precedente, se distinguen
tres puntos principales en las iteraciones, identificados en la Figura 2 por los
nu´meros 1, 2 y 3. En 1 y 3, se inserta una funcio´n de control llamada show-
Function(value). Esta funcio´n tiene un doble propo´sito: i) Cuando se encuentra
al inicio de una sentencia de iteracio´n, inserta en el tope de la pila un valor que
indica la cantidad de veces que los inspectores deben reportar la informacio´n
de la funcio´n invocada dentro de la iteracio´n y ii) Cuando se encuentra al final,
elimina el valor que se encuentra en el tope de la pila con la finalidad de recu-
perar la cantidad de veces que se deben mostrar las funciones invocadas en la
iteracio´n anterior. En 2, se coloca otra funcio´n de control, denominada dec(), que
decrementa el valor almacenado en el tope de la pila. Cuando este valor es cero,
las funciones de inspeccio´n de entrada (ubicada al comienzo de la funcio´n invo-
cada) y salida (ubicada antes de cada sentencia return utilizada por la funcio´n
invocada) no muestran la informacio´n asociada a la funcio´n.
Los pa´rrafos previos presentan una idea gene´rica de como llevar a cabo la
instrumentacio´n de las sentencias de iteracio´n. No obstante, se deben considerar
diferentes casos:
1. La iteracio´n puede contener solamente una sentencia dentro de su cuerpo:
en esta situacio´n se coloca el cuerpo de la iteracio´n dentro de una sentencia
compuesta junto con una invocacio´n a la funcio´n dec() ubicada al final de la
sentencia compuesta.
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2. Las iteraciones pueden encontrarse dentro de selecciones u otras iteracio-
nes: en este caso la sentencia de iteracio´n se coloca dentro de una sentencia
compuesta y se aplica el esquema descripto en el ı´tem previo.
3. El cuerpo de la iteracio´n puede tener sentencias de salto incondicional: en los
pro´ximos pa´rrafos, se describen los pasos requeridos para la instrumentacio´n
correcta de las iteraciones cuando en su cuerpo se encuentran este tipo de
sentencias.
break : el objetivo de la sentencia break es pasar el flujo de control a
la primera sentencia despue´s de la iteracio´n. Este efecto no modifica
la estrategia de control de las iteraciones porque la pro´xima sentencia
despue´s de la ejecucio´n del break es una funcio´n showFunction(valor)
que realiza una operacio´n pop sobre la pila de control. De esta manera,
se recupera el nu´mero de veces que la iteracio´n previa debe mostrar las
funciones invocadas en su interior. Es importante notar que este efecto
mantiene la intencio´n del esquema de instrumentacio´n de las iteraciones.
continue: un caso diferente aparece con la sentencia continue. El objetivo
de esta primitiva es producir un salto incondicional a la condicio´n de la
iteracio´n. Esta situacio´n viola la estrategia de control de las iteraciones
porque algunas funciones se pueden mostrar muchas veces. Para solucio-
nar este problema, es necesario el cambio de la sentencia continue por
una sentencia compuesta que contenga: i) Una invocacio´n a la funcio´n
dec() que decremente el nu´mero que se encuentra almacenado en el tope
de la pila y ii) La correspondiente sentencia continue.
return: cuando la sentencia return5 esta´ dentro de una iteracio´n se debe
sustituir con una sentencia compuesta que realize las siguientes opera-
ciones: i) Suprimir todos los elementos de la pila y ii) Aplicar la trans-
formacio´n expuesta en la seccio´n 2.1 para la sentencia return .
goto: generalmente las sentencias goto promueven malas pra´cticas de
programacio´n, por esta razo´n no se consideran en este esquema de ins-
trumentacio´n.
Luego del ana´lisis presentado en los ı´tems previos es posible afirmar que
el esquema de instrumentacio´n de las iteraciones debe: i) Colocar la senten-
cia de iteracio´n dentro de una sentencia compuesta; ii) Insertar como primer y
u´ltima sentencia de la sentencia compuesta una invocacio´n a la funcio´n show-
Function(valor); iii) Colocar el cuerpo de la iteracio´n dentro de una sentencia
compuesta que contiene: el cuerpo de la iteracio´n bajo ana´lisis y una invocacio´n
a la funcio´n dec().
La Figura 3 muestra un ejemplo del esquema de instrumentacio´n de las
iteraciones para una sentencia for. Es importante notar que el esquema de ins-
trumentacio´n presentado en esta seccio´n tambie´n se aplica para iteraciones im-
plementadas con las sentencias while y do-while.
5 El uso de sentencias return dentro de las iteraciones no es considerada una buena
pra´ctica de programacio´n y por consiguiente es de poco intere´s desde el punto de
vista de las instrumentaciones de co´digo.
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for (acc1; acc2; acc3) {
{ showFunction(valor);







Figura 3. Instrumentacio´n de Iteraciones
2.3. Instrumentacio´n de las Sentencias de Seleccio´n
La instrumentacio´n de funciones y la estrategia de control de las iteraciones
son importantes porque proveen informacio´n de alto nivel y reducen el volumen
de los datos. Sin embargo, algunas veces es u´til obtener ma´s informacio´n que
solamente el nombre de las funciones y valores de variables. Por ejemplo, conocer
la parte de las sentencia de seleccio´n (then o else) que se ejecuto´ puede ser una
ayuda para comprender el comportamiento de funciones espec´ıficas. Por esta
razo´n, esta seccio´n tiene como objetivo la descripcio´n de una estrategia para
instrumentar esta clase de sentencias.
Instrumentacio´n de la Sentecia IF-THEN-ELSE La finalidad de la ins-
trumentacio´n de la sentencia if es conocer cual de sus partes (then o else) se
ejecuto´ [2].
Para alcanzar el objetivo mencionado con anterioridad en cada parte de la
sentencia if (then, else) se debe colocar dentro de una sentencia compuesta
cuyo contenido es: i) Una invocacio´n a un inspector que indica que parte de la
sentencia se ejecuto´ y ii) El cuerpo de la sentencia if.
La idea se presenta en la Figura 4. El lector puede observar que la sen-
tencia if y las sentencias correspondientes a las partes then y else se colocan
dentro de sentencias compuestas. El uso de estas sentencias compuestas evita
dos problemas: i) Introducir errores sinta´cticos y ii) Cambiar la sema´ntica del
programa.
De la misma forma que las sentencias descriptas en las secciones previas, la
sentencia if puede estar dentro de iteraciones. Por esta razo´n, se debe controlar
la cantidad de informacio´n que recuperan las funciones de inspeccio´n. En este
caso se puede usar un esquema similar al definido para las iteraciones.
{if (condicio´n) then {IF_INSPECTOR(CONDICIO´N-VERDADERA); sentencias;}
else {IF_INSPECTOR(CONDICIO´N-FALSA); sentencias;}}
Figura 4. Instumentacio´n de la Sentencia IF-THEN-ELSE
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La utilizacio´n de una misma pila para controlar las iteraciones y las sentencias
de seleccio´n puede causar algunos problemas, por ejemplo algunas sentencias
if se pueden ignorar por no encontrarse dentro de las iteraciones. Para evitar
este problema es necesario que las funciones que insertan y suprimen valores en
la pila de control se inserten al inicio y al final de la sentencia if lo cual puede
generar co´digos complejos de entender cuando se usan iteraciones y selecciones al
mismo tiempo. Una posible forma de solucionar este problema es usar otra pila,
definir inspectores espec´ıficos para la sentencia if y luego aplicar una idea similar
a la utilizada para las iteraciones (ver seccio´n 2.2). Este esquema, adema´s de
proporcionar una administracio´n clara de las estructuras de datos utilizadas en la
instrumentacio´n, posibilita: i) La impresio´n de la informacio´n correspondiente a
las selecciones ubicadas fuera de las iteraciones y ii) Controlar el nu´mero de veces
que se debe mostrar la informacio´n de la sentencia if dentro de una iteracio´n.
Instrumentacio´n de la Sentencia SWITCH La instrumentacio´n de la sen-
tencia switch sigue una aproximacio´n similar a la utilizada para la sentencia if
con la diferencia que las funciones de inspeccio´n se insertan en cada opcio´n del
switch. El resto del esquema, es decir el control de las iteraciones es igual al
descripto para la sentencia if.
3. SVS: Simultaneous Visualization Strategy
SVS es una estrategia que relaciona los Dominios del Problema y Programa
por medio de la utilizacio´n del esquema de instrumentacio´n definido en la seccio´n
2.
La puesta en funcionamiento de SVS requiere: i) La instrumentacio´n del sis-
tema de estudio; ii) La definicio´n de un Monitor que contiene la implementacio´n
de las funciones de inspeccio´n y iii) La insercio´n de primitivas que permitan la
ejecucio´n paralela del sistema instrumentado y el Monitor.
Como se puede observar la idea es sencilla. No obstante, la implementacio´n
del esquema de instrumentacio´n utilizado por SVS es muy compleja porque re-
quiere de mucha precisio´n para evitar cambiar la sema´ntica del sistema. El lector
interesado en estudiar una descripcio´n ma´s acabada de SVS y otras estrategias
que posibilitan relacionar los Dominos del Problema y Programa puede ver [4].
SVS fue aplicado a xfig, un sistema que permite realizar gra´ficos. En te´rminos
generales, las tareas que se pueden hacer con este sistema son las siguientes: Di-
bujar c´ırculos, cuadros, l´ıneas, etc; Importar y exportar ima´genes en diferentes
formatos; Crear, suprimir, mover y modificar objetos; Seleccionar cada uno de los
atributos de los objetos de diferentes maneras; Almacenar las figuras en un for-
mato propio (.fig) o convertirlas a formatos tales como PostScript, GIF, JPEG,
HP, etc; Imprimir las ima´genes con extensio´n .fig. u otros formatos tales como
PostScript, GIF, JPEG, HP ; etc. Esta aplicacio´n consta de aproximadamente
96.000 l´ıneas de co´digo y presenta muchas construcciones de programacio´n que
permiten probar la robustez del esquema de instrumentacio´n.
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La Figura 5 muestra la utilizacio´n de SVS para la deteccio´n de las fun-
ciones utilizadas por xfig para graficar un c´ırculo. El lector puede observar la
relacio´n directa entre el Dominios del Problema (ventana de xfig) y el Dominio
del Programa (ventana con nombres de funciones en su interior).
Figura 5. Funciones ejecutadas para hacer un c´ırculo
Este simple ejemplo exterioriza dos ventajas principales del trabajo presen-
tado en este art´ıculo: i) La utilidad de estrategias de comprensio´n que relacionen
los Dominios del Problema y Programa para disminuir los costos y esfuerzo hu-
mano invertido en tareas de MES, IR y ReI y ii) La pertinencia de la informacio´n
recuperada por el esquema de instrumentacio´n.
4. Conclusio´n
En este art´ıculo se presento´ un esquema de instrumentacio´n de co´digo que
permite recuperar informacio´n dina´mica de los sistemas. Esta estrategia se basa
en la insercio´n de funciones de inspeccio´n, al inicio y al final de cada funcio´n
del sistema, que reportan el nombre de la funcio´n ejecutada y otra informacio´n
que el usuario considere apropiada para facilitar la elaboracio´n de estrategias
de entendimiento y el proceso de comprensio´n de software. Adema´s, el esquema
propone una forma de controlar las iteraciones que posibilita la reduccio´n de la
informacio´n provista por las funciones de inspeccio´n cuando las invocaciones de
funciones se encuentran dentro de las iteraciones. Por otra parte, cuando se desea
explorar el funcionamiento de una o varias funciones espec´ıficas del sistema es
posible obtener informacio´n de ma´s bajo nivel instrumentando las sentencias de
seleccio´n. Como paso siguiente se presento´ SVS una estrategia de comprensio´n
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cuya finalidad es simplificar el proceso de comprensio´n a trave´s de la interrela-
cio´n de los Dominios del Problema y Programa. Es importante notar que este
tipo de estrategias no son frecuentemente implementadas en las herramientas de
comprensio´n actuales (en [4] se puede encontrar el sustento a esta afirmacio´n),
por consiguiente el trabajo presentado en este art´ıculo representa una contribu-
cio´n interesante en el contexto de la Comprensio´n de Programas. Como trabajo
futuro se planifica la elaboracio´n de estrategias de instrumentacio´n que permi-
tan controlar la recursio´n y la definicio´n de representaciones del Dominio del
Problema ma´s completas que la utilizada por SVS que consistio´ en la salida del
sistema en s´ı misma.
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