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Abstract
We study kernel least-squares estimation under a norm constraint. This form of regulari-
sation is known as Ivanov regularisation and it provides better control of the norm of the
estimator than the well-established Tikhonov regularisation. This choice of regularisation
allows us to dispose of the standard assumption that the reproducing kernel Hilbert space
(RKHS) has a Mercer kernel, which is restrictive as it usually requires compactness of the
covariate set. Instead, we assume only that the RKHS is separable with a bounded and
measurable kernel. We provide rates of convergence for the expected squared L2 error of
our estimator under the weak assumption that the variance of the response variables is
bounded and the unknown regression function lies in an interpolation space between L2
and the RKHS. We then obtain faster rates of convergence when the regression function
is bounded by clipping the estimator. In fact, we attain the optimal rate of convergence.
Furthermore, we provide a high-probability bound under the stronger assumption that the
response variables have subgaussian errors and that the regression function lies in an in-
terpolation space between L∞ and the RKHS. Finally, we derive adaptive results for the
settings in which the regression function is bounded.
Keywords: Ivanov Regularisation, RKHS, Mercer Kernel, Interpolation Space, Training
and Validation
1. Introduction
One of the key problems to overcome in nonparametric regression is overfitting, due to es-
timators coming from large hypothesis classes. To avoid this phenomenon, it is common to
ensure that both the empirical risk and some regularisation function are small when defin-
ing an estimator. There are three natural ways to achieve this goal. We can minimise the
empirical risk subject to a constraint on the regularisation function, minimise the regularisa-
tion function subject to a constraint on the empirical risk or minimise a linear combination
of the two. These techniques are known as Ivanov regularisation, Morozov regularisation
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and Tikhonov regularisation respectively (Oneto, Ridella, and Anguita, 2016). Ivanov and
Morozov regularisation can be viewed as dual problems, while Tikhonov regularisation can
be viewed as the Lagrangian relaxation of either.
Tikhonov regularisation has gained popularity as it provides a closed-form estimator in many
situations. In particular, Tikhonov regularisation in which the estimator is selected from a
reproducing kernel Hilbert space (RKHS) has been extensively studied (Smale and Zhou,
2007; Caponnetto and de Vito, 2007; Steinwart and Christmann, 2008; Mendelson and Neeman,
2010; Steinwart, Hush, and Scovel, 2009). Although Tikhonov regularisation produces an
estimator in closed form, it is Ivanov regularisation which provides the greatest control over
the hypothesis class, and hence over the estimator it produces. For example, if the regu-
larisation function is the norm of the RKHS, then the bound on this function forces the
estimator to lie in a ball of predefined radius inside the RKHS. An RKHS norm measures
the smoothness of a function, so the norm constraint bounds the smoothness of the estima-
tor. By contrast, Tikhonov regularisation provides no direct control over the smoothness
of the estimator.
The control we have over the Ivanov-regularised estimator is useful in many settings. The
most obvious use of Ivanov regularisation is when the regression function lies in a ball of
known radius inside the RKHS. In this case, Ivanov regularisation can be used to constrain
the estimator to lie in the same ball. Suppose, for example, that we are interested in es-
timating the trajectory of a particle from noisy observations over time. Assume that the
velocity or acceleration of the particle is constrained by certain physical conditions. Con-
straints of this nature can be imposed by bounding the norm of the trajectory in a Sobolev
space. Certain Sobolev spaces are RKHSs, so it is possible to use Ivanov regularisation
to enforce physical conditions on an estimator of the trajectory which match those of the
trajectory itself. Ivanov regularisation can also be used within larger inference methods.
It is compatible with validation, allowing us to control an estimator selected from an un-
countable collection. This is because the Ivanov-regularised estimator is continuous in the
size of the ball containing it (see Lemma 32), so the estimators parametrised by an interval
of ball sizes can be controlled simultaneously using chaining.
In addition to the other useful properties of the Ivanov-regularised estimator, Ivanov reg-
ularisation can be performed almost as quickly as Tikhonov regularisation. The Ivanov-
regularised estimator is a support vector machine (SVM) with regularisation parameter
selected to match the norm constraint (see Lemma 3). This parameter can be selected
to within a tolerance ε using interval bisection with order log(1/ε) iterations. In general,
Ivanov regularisation requires the calculation of order log(1/ε) SVMs.
In this paper, we study the behaviour of the Ivanov-regularised least-squares estimator with
regularisation function equal to the norm of the RKHS. We derive a number of novel results
concerning the rate of convergence of the estimator in various settings and under various
assumptions. Ivanov regularisation allows us to significantly weaken some of the usual
assumptions made when studying Tikhonov-regularised estimators. For example, Ivanov
regularisation allows us to dispose of the restrictive Mercer kernel assumption.
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The theory of RKHS regression for Tikhonov-regularised estimators usually applies when
the RKHS has a Mercer kernel. If the RKHSH has a Mercer kernel k with respect to the co-
variate distribution P , then there is a simple decomposition of k and succinct representation
ofH as a subspace of L2(P ). These descriptions are in terms of the eigenfunctions and eigen-
values of the kernel operator T on L2(P ). Many results have assumed a fixed rate of decay
of these eigenvalues in order to produce estimators whose squared L2(P ) error decreases
quickly with the number of data points (Mendelson and Neeman, 2010; Steinwart et al.,
2009). However, the assumptions necessary for H to have a Mercer kernel are in general
quite restrictive. The usual set of assumptions is that the covariate set S is compact, the
kernel k of H is continuous on S × S and the covariate distribution satisfies suppP = S
(see Section 4.5 of Steinwart and Christmann, 2008). In particular, the assumption that
the covariate set S is compact is inconvenient and there has been some research into how
to relax this condition by Steinwart and Scovel (2012).
By contrast, we provide results that hold under the significantly weaker assumption that
the RKHS is separable with a bounded and measurable kernel k. We can remove the Mercer
kernel assumption because we control empirical processes over balls in the RKHS, instead
of relying on the representation of the RKHS given by Mercer’s theorem. We first prove
an expectation bound on the squared L2(P ) error of our estimator of order n−β/2, under
the weak assumption that the response variables have bounded variance. Here, n is the
number of data points, and β parametrises the interpolation space between L2(P ) and H
containing the regression function. As far as we are aware, the analysis of an estimator in
this setting has not previously been considered. The definition of an interpolation space
is given in Section 2. The expected squared L2(P ) error can be viewed as the expected
squared error of our estimator at a new independent covariate, with the same distribution
P . If we also assume that the regression function is bounded, then it makes sense to clip
our estimator so that it takes values in the same interval as the regression function. This
further assumption allows us to achieve an expectation bound on the squared L2(P ) error
of the clipped estimator of order n−β/(1+β).
We then move away from the average behaviour of the error towards its behaviour in
the worst case. We obtain high-probability bounds of the same order, under the stronger
assumption that the response variables have subgaussian errors and the interpolation space
is between L∞ and H. The second assumption is quite natural as we already assume that
the regression function is bounded, and H can be continuously embedded in L∞ since it has
a bounded kernel k. Note that this assumption means that the set of possible regression
functions is independent of the covariate distribution.
When the regression function is bounded, we also analyse an adaptive version of our esti-
mator, which does not require us to know which interpolation space contains the regression
function. This adaptive estimator obtains bounds of the same order as the non-adaptive
one.
Our expectation bound of order n−β/(1+β), when the regression function is bounded, im-
proves on the high-probability bound of Smale and Zhou (2007) of order n−β/2. Their bound
is attained under the stronger assumption that the regression function lies in the image of
a power of the kernel operator, instead of an interpolation space (see Steinwart and Scovel,
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2012). The authors also assume that the response variables are bounded. Furthermore, for
a fixed β ∈ (0, 1), Steinwart et al. (2009) show that there is an instance of our problem with
a bounded regression function such that the following holds. For all estimators fˆ of g, for
some ε > 0, we have
‖fˆ − g‖2L2(P ) ≥ Cα,εn
−α
with probability at least ε for all n ≥ 1, for some constant Cα,ε > 0, for all α > β/(1 + β).
Hence, for all estimators fˆ of g, we have
E
(
‖fˆ − g‖2L2(P )
)
≥ Cα,εεn
−α
for all n ≥ 1, for all α > β/(1 + β). In this sense, our expectation bound in this setting
is optimal because it attains the order n−β/(1+β), the smallest possible power of n. Our
expectation bound on the adaptive version of our estimator is also optimal, because the
bound is of the same order as in the easier non-adaptive setting.
The high-probability bound of Steinwart et al. (2009) in the Mercer kernel setting is optimal
in a similar sense, although the authors achieve faster rates by assuming a fixed rate of
decay of the eigenvalues of the kernel operator T , as discussed in Section 3. Since there is
an additional parameter for the decay of the eigenvalues, the collection of problem instances
for a fixed set of parameters is smaller in their paper. This means that our optimal rates are
the slowest of the optimal rates in Steinwart et al. (2009), but cover more settings, including
the case in which H does not have a Mercer kernel.
2. RKHSs and Their Interpolation Spaces
A Hilbert space H of real-valued functions on S is an RKHS if the evaluation functional
Lx : H → R, Lxh = h(x), is bounded for all x ∈ S. In this case, Lx ∈ H
∗ the dual
of H and the Riesz representation theorem tells us that there is some kx ∈ H such that
h(x) = 〈h, kx〉H for all h ∈ H. The kernel is then given by k(x1, x2) = 〈kx1 , kx2〉H for
x1, x2 ∈ S, and is symmetric and positive-definite.
Now suppose that (S,S) is a measurable space on which P is a probability measure. We can
define a range of interpolation spaces between L2(P ) and H (Bergh and Lo¨fstro¨m, 2012).
Let (Z, ‖·‖Z ) be a Banach space and (V, ‖·‖V ) be a subspace of Z. The K-functional of
(Z, V ) is
K(z, t) = inf
v∈V
(‖z − v‖Z + t‖v‖V )
for z ∈ Z and t > 0. For β ∈ (0, 1) and 1 ≤ q <∞, we define
‖z‖β,q =
(∫
∞
0
(t−βK(z, t))qt−1dt
)1/q
and ‖z‖β,∞ = sup
t>0
(t−βK(z, t))
for z ∈ Z. The interpolation space [Z, V ]β,q is defined to be the set of z ∈ Z such that
‖z‖β,q <∞ for β ∈ (0, 1) and 1 ≤ q ≤ ∞. Smaller values of β give larger spaces. The space
[Z, V ]β,q is not much larger than V when β is close to 1, but we obtain spaces which get
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closer to Z as β decreases. The following result is essentially Theorem 3.1 of Smale and Zhou
(2003). The authors only consider the case in which V is dense in Z and ‖v‖Z ≤ ‖v‖V for
all v ∈ V , however the result holds by the same proof even without these conditions.
Lemma 1 Let (Z, ‖·‖Z ) be a Banach space, (V, ‖·‖V ) be a subspace of Z and z ∈ [Z, V ]β,∞.
We have
inf{‖v − z‖Z : v ∈ V, ‖v‖V ≤ r} ≤
‖z‖
1/(1−β)
β,q
rβ/(1−β)
.
We can define the interpolation spaces [L2(P ),H]β,q, where L
2(P ) is the space of measurable
functions f on (S,S) such that f2 is integrable with respect to P . We work with q = ∞,
which gives the largest space of functions for a fixed β ∈ (0, 1). We can then use the
approximation result in Lemma 1. We also require [L∞,H]β,q, where L
∞ is the space of
bounded measurable functions on (S,S).
3. Literature Review
Early research on RKHS regression assumes that H has a Mercer kernel k, but does not
use the representation of H as a subspace of L2(P ) which this provides. For example,
Smale and Zhou (2007) assume that the response variables are bounded and the regression
function is of the form g = T β/2f for β ∈ (0, 1] and f ∈ L2(P ). Here, T : L2(P ) → L2(P )
is the kernel operator and P is the covariate distribution. The authors achieve a squared
L2(P ) error of order n−β/2 with high probability by using SVMs.
Initial research using the representation of H as a subspace of L2(P ), such as that of
Caponnetto and de Vito (2007), assumes that the regression function is at least as smooth
as an element of H. However, their paper still allows for regression functions of varying
smoothness by letting g ∈ T (β−1)/2(H) for β ∈ [1, 2]. By assuming that the ith eigenvalue
of T is of order i−1/p for p ∈ (0, 1], the authors achieve a squared L2(P ) error of order
n−β/(β+p) with high probability by using SVMs. This squared L2(P ) error is shown to be
of optimal order for β ∈ (1, 2].
Later research focuses on the case in which the regression function is at most as smooth as
an element of H. Often, this research demands that the response variables are bounded.
For example, Mendelson and Neeman (2010) assume that g ∈ T β/2(L2(P )) for β ∈ (0, 1) to
obtain a squared L2(P ) error of order n−β/(1+p) with high probability by using Tikhonov-
regularised least-squares estimators. The authors also show that if the eigenfunctions of
the kernel operator T are uniformly bounded in L∞, then the order can be improved to
n−β/(β+p). Steinwart et al. (2009) relax the condition on the eigenfunctions to the condition
‖h‖∞ ≤ Cp‖h‖
p
H‖h‖
1−p
L2(P )
for all h ∈ H and some constant Cp > 0. The same rate is attained by using clipped
Tikhonov-regularised least-squares estimators, including clipped SVMs, and is shown to be
optimal. The authors assume that g is in an interpolation space between L2(P ) and H,
which is slightly more general than the assumption of Mendelson and Neeman (2010). A
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detailed discussion about the image of L2(P ) under powers of T and interpolation spaces
between L2(P ) and H is given by Steinwart and Scovel (2012).
Lately, the assumption that the response variables must be bounded has been relaxed to
allow for subexponential errors. However, the assumption that the regression function is
bounded has been maintained. For example, Fischer and Steinwart (2017) assume that
g ∈ T β/2(L2(P )) for β ∈ (0, 2] and that g is bounded. The authors also assume that
Tα/2(L2(P )) is continuously embedded in L∞, with respect to an appropriate norm on
Tα/2(L2(P )), for some α < β. This gives the same squared L2(P ) error of order n−β/(β+p)
with high probability by using SVMs.
4. Contribution
In this paper, we provide bounds on the squared L2(P ) error of our Ivanov-regularised least-
squares estimator when the regression function comes from an interpolation space between
L2(P ) and an RKHS H, which is separable with a bounded and measurable kernel k. We
use the norm of the RKHS as our regularisation function. Under the weak assumption that
the response variables have bounded variance, we prove a bound on the expected squared
L2(P ) error of order n−β/2 (Theorem 5 on page 12). As far as we are aware, the analysis
of an estimator in this setting has not previously been considered. If we assume that the
regression function is bounded, then we can clip the estimator and achieve an expected
squared L2(P ) error of order n−β/(1+β) (Theorem 7 on page 13).
Under the stronger assumption that the response variables have subgaussian errors and the
regression function comes from an interpolation space between L∞ and H, we show that the
squared L2(P ) error is of order n−β/(1+β) with high probability (Theorem 11 on page 17).
For the settings in which the regression function is bounded, we use training and validation
on the data in order to select the size of the constraint on the norm of our estimator. This
gives us an adaptive estimation result which does not require us to know which interpolation
space contains the regression function. We obtain a squared L2(P ) error of order n−β/(1+β)
in expectation and with high probability, depending on the setting (Theorems 9 and 13 on
pages 15 and 18). In order to perform training and validation, the response variables in the
validation set must have subgaussian errors. The expectation results for bounded regression
functions are of optimal order in the sense discussed at the end of Section 1. The results
not involving validation are summarised in Table 1. The columns for which there is an L∞
bound on the regression function also make the L2(P ) interpolation assumption. Orders of
bounds marked with (∗) are known to be optimal.
Regression Function L2(P ) Interpolation L∞ Bound L∞ Interpolation
Response Variables Bounded Variance Bounded Variance Subgaussian Errors
Bound Type Expectation Expectation High Probability
Bound Order n−β/2 n−β/(1+β) (∗) n−β/(1+β)
Table 1: Orders of bounds on squared L2(P ) error
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The validation results are summarised in Table 2. Again, the columns for which there is an
L∞ bound on the regression function also make the L2(P ) interpolation assumption. The
assumptions on the response variables relate to those in the validation set, which has n˜ data
points. We assume that n˜ is equal to some multiple of n. Again, orders of bounds marked
with (∗) are known to be optimal.
Regression Function L∞ Bound L∞ Interpolation
Response Variables Subgaussian Errors Subgaussian Errors
Bound Type Expectation High Probability
Bound Order n−β/(1+β) (∗) n−β/(1+β)
Table 2: Orders of validation bounds on squared L2(P ) error
5. Problem Definition
We now formally define our regression problem. For a topological space T , let B(T ) be the
Borel σ-algebra of T . Let (S,S) be a measurable space. Assume that (Xi, Yi) for 1 ≤ i ≤ n
are (S×R,S⊗B(R))-valued random variables on the probability space (Ω,F ,P), which are
i.i.d. with Xi ∼ P and E(Y
2
i ) < ∞, where E denotes integration with respect to P. Since
any version of E(Yi|Xi) is σ(Xi)-measurable, where σ(Xi) is the σ-algebra generated by Xi,
we have that E(Yi|Xi) = g(Xi) almost surely for some function g which is measurable on
(S,S) (Section A3.2 of Williams, 1991). From the definition of conditional expectation and
the identical distribution of the (Xi, Yi), it is clear that we can choose g to be the same
for all 1 ≤ i ≤ n. The conditional expectation used is that of Kolmogorov, defined using
the Radon–Nikodym derivative. Its definition is unique almost surely. Since E(Y 2i ) < ∞,
it follows that g ∈ L2(P ) by Jensen’s inequality. To summarise, E(Yi|Xi) = g(Xi) almost
surely for 1 ≤ i ≤ n with g ∈ L2(P ). We assume throughout that
(Y 1) var(Yi|Xi) ≤ σ
2 almost surely for 1 ≤ i ≤ n.
Our results depend on how well g can be approximated by elements of an RKHS H with
kernel k. We make the following assumptions.
(H) The RKHS H with kernel k has the following properties:
• The RKHS H is separable.
• The kernel k is bounded.
• The kernel k is a measurable function on (S × S,S ⊗ S).
We define
‖k‖∞ = sup
x∈S
k(x, x)1/2 <∞.
We can guarantee that H is separable by, for example, assuming that k is continuous and S
is a separable topological space (Lemma 4.33 of Steinwart and Christmann, 2008). The fact
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that H has a kernel k which is measurable on (S × S,S ⊗ S) guarantees that all functions
in H are measurable on (S,S) (Lemma 4.24 of Steinwart and Christmann, 2008).
6. Ivanov Regularisation
We now consider Ivanov regularisation for least-squares estimators. Let Pn be the empirical
distribution of the Xi for 1 ≤ i ≤ n. The definition of Ivanov regularisation provides us
with the following result.
Lemma 2 Let A ⊆ L2(P ). It may be that A is a function of ω ∈ Ω and does not contain
g. Let
fˆ ∈ argmin
f∈A
1
n
n∑
i=1
(f(Xi)− Yi)
2.
Then, for all f ∈ A and all ω ∈ Ω, we have
‖fˆ − f‖2L2(Pn) ≤
4
n
n∑
i=1
(Yi − g(Xi))(fˆ(Xi)− f(Xi)) + 4‖f − g‖
2
L2(Pn)
.
In general, the first term of the right-hand side of the inequality must be controlled by
bounding it with
sup
f1,f2∈A
4
n
n∑
i=1
(Yi − g(Xi))(f1(Xi)− f2(Xi)). (1)
This is usually not measurable. However, if A is a fixed subset of a separable RKHS, then A
is separable and the function which evaluates f ∈ A at Xi is continuous for 1 ≤ i ≤ n. This
means that the supremum can be replaced with a countable supremum, so the quantity is
a random variables on (Ω,F). Clearly, this term increases as A gets larger. However, if A
gets larger, then we may select f ∈ A closer to g. Hence, we can make the second term of
the right-hand side of the inequality in Lemma 2 smaller. This demonstrates the trade-off
in selecting the size of A for the Ivanov-regularised least-squares estimator constrained to
lie in A.
The next step in analysing fˆ is to move to a bound on
‖fˆ − f‖2L2(P ) ≤ ‖fˆ − f‖
2
L2(Pn)
+ sup
f1,f2∈A
∣∣∣‖f1 − f2‖2L2(Pn) − ‖f2 − f2‖2L2(P )
∣∣∣ . (2)
The second term on the right-hand side of this inequality is measurable when A is a fixed
subset of a separable RKHS. It also increases with A. Finally, we obtain a bound on
‖fˆ − g‖2L2(P ) ≤ 2‖fˆ − f‖
2
L2(P ) + 2‖f − g‖
2
L2(P ).
This again demonstrates why f ∈ A should be close to g.
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7. Estimator Definition
Let BH be the closed unit ball of H and r > 0. The Ivanov-regularised least-squares
estimator constrained to lie in rBH is
hˆr = argmin
f∈rBH
1
n
n∑
i=1
(f(Xi)− Yi)
2.
We also define hˆ0 = 0.
Lemma 3 Assume (H). Let K be the n×n symmetric matrix with Ki,j = k(Xi,Xj). Then
K is an (Rn×n,B(Rn×n))-valued measurable matrix on (Ω,F) and there exist an orthogo-
nal matrix A and a diagonal matrix D which are both (Rn×n,B(Rn×n))-valued measurable
matrices on (Ω,F) such that K = ADAT. Furthermore, the diagonal entries of D are
non-negative and non-increasing. Let m = rkK, which is a random variable on (Ω,F). For
r > 0, if
r2 <
m∑
i=1
D−1i,i (A
TY )2i ,
then define µ(r) > 0 by
m∑
i=1
Di,i
(Di,i + nµ(r))2
(ATY )2i = r
2. (3)
Otherwise, let µ(r) = 0. We have that µ(r) is strictly decreasing when µ(r) > 0, and µ(r) is
measurable on (Ω× (0,∞),F ⊗B((0,∞))), where r varies in (0,∞). Let a ∈ Rn be defined
by
(ATa)i = (Di,i + nµ(r))
−1(ATY )i
for 1 ≤ i ≤ m and (ATa)i = 0 for m + 1 ≤ i ≤ n, noting that A
T has the inverse A
since it is an orthogonal matrix. For r ≥ 0, we can uniquely define hˆr by demanding that
hˆr ∈ sp{kXi : 1 ≤ i ≤ n}. This gives
hˆr =
n∑
i=1
aikXi
for r > 0 and hˆ0 = 0. We have that hˆr is a (H,B(H))-valued measurable function on
(Ω× [0,∞),F ⊗ B([0,∞))), where r varies in [0,∞).
Let r > 0. There are multiple methods for calculating µ(r) to within a given tolerance
ε > 0. We call this value ν(r).
7.1 Diagonalising K
Firstly, µ(r) = 0 if and only if
r ≥
(
m∑
i=1
D−1i,i (A
TY )2i
)1/2
,
9
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so in this case we set ν(r) = 0. Otherwise, µ(r) > 0 and
r2 =
m∑
i=1
Di,i
(Di,i + nµ(r))2
(ATY )2i
≤ n−2
(
m∑
i=1
Di,i(A
TY )2i
)
µ(r)−2.
Hence,
µ(r) ≤ n−1
(
m∑
i=1
Di,i(A
TY )2i
)1/2
r−1. (4)
The function
m∑
i=1
Di,i
(Di,i + nµ)2
(ATY )2i
of µ ≥ 0 is continuous. Hence, we can calculate ν(r) using interval bisection on the interval
with lower end point 0 and upper end point equal to the right-hand side of (4). We can
then approximate a by replacing µ(r) with ν(r) in the calculation of a in Lemma 3.
7.2 Not Diagonalising K
We can calculate an alternative ν(r) without diagonalising K. Note that if µ(r) > 0, then
(3) can be written as
Y T(K + nµ(r)I)−1K(K + nµ(r)I)−1Y = r2.
Since µ(r) is strictly decreasing for µ(r) > 0, we have
r ≥
(
Y T(K + nεI)−1K(K + nεI)−1Y
)1/2
if and only if µ(r) ∈ [0, ε], so in this case we set ν(r) = ε. Otherwise, µ(r) > ε and (4) can
be written as
µ(r) ≤ n−1(Y TKY )1/2r−1. (5)
The function
Y T(K + nµI)−1K(K + nµI)−1Y
of µ > 0 is continuous. Hence, we can calculate ν(r) using interval bisection on the interval
with lower end point ε and upper end point equal to the right-hand side of (5). When
µ(r) > 0 or K is invertible, we can also calculate a in Lemma 3 using a = (K+nµ(r)I)−1Y .
Since ν(r) > 0, we can approximate a by (K + nν(r)I)−1Y .
If we have that K is invertible, then we can calculate the ν(r) in Subsection 7.1 while still
not diagonalising K. We have µ(r) = 0 if and only if r ≥ (Y TK−1Y )1/2, so in this case we
set ν(r) = 0. Otherwise, µ(r) > 0 and (4) can be written as
µ(r) ≤ n−1(Y TKY )1/2r−1,
so we can again use interval bisection to calculate ν(r). We can still approximate a by
(K + nν(r)I)−1Y .
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7.3 Approximating hˆr
Having discussed how to approximate µ(r) by ν(r) to within a given tolerance ε > 0, we
now consider the estimator produced by this approximation. We find that this estimator is
equal to hˆs for some s > 0. We only have ν(r) = 0 for the methods considered above when
µ(r) = 0, in which case we can let s = r to obtain the approximate estimator hˆs = hˆr.
Otherwise, ν(r) > 0. Let
s =
(
m∑
i=1
Di,i
(Di,i + nν(r))2
(ATY )2i
)1/2
.
By (3), we have µ(s) = ν(r) and the approximate estimator is equal to hˆs. Assume that r
is bounded away from 0 as n → ∞ and let C > 0 be some constant not depending on n.
We can ensure that s is of the same order as r as n→∞ by demanding that s is within C
of r. This is enough to ensure that the orders of convergence for hˆr apply to hˆs. In order
to attain this value of ν(r), interval bisection should terminate at x ∈ R such that
(
m∑
i=1
Di,i
(Di,i + nx)2
(ATY )2i
)1/2
is within C of r. Note that this guarantees ‖hˆs− hˆr‖H ≤ (2C max(r, s)+C
2)1/2 by Lemma
32.
8. Expectation Bounds
To capture how well g can be approximated by elements of H, we define
I2(g, r) = inf
{
‖hr − g‖
2
L2(P ) : hr ∈ rBH
}
for r > 0. We consider the distance of g from rBH because we constrain our estimator hˆr to
lie in this set. The supremum in (1) with A = rBH can be controlled using the reproducing
kernel property and the Cauchy–Schwarz inequality to obtain
8r

 1
n2
n∑
i,j=1
(Yi − g(Xi))(Yj − g(Xj))k(Xi,Xj)


1/2
.
The expectation of this quantity can be bounded using Jensen’s inequality. Something
very similar to this argument gives the first term of the bound in Theorem 4 below. The
expectation of the supremum in (2) with A = rBH can be controlled using symmetrisation
(Lemma 2.3.1 of van der Vaart and Wellner, 2013) to obtain
2E
(
sup
f∈2rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
2
∣∣∣∣∣
)
,
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where the εi for 1 ≤ i ≤ n are i.i.d. Rademacher random variables on (Ω,F ,P), indepen-
dent of the Xi. Since ‖f‖∞ ≤ 2‖k‖∞r for all f ∈ 2rBH , we can remove the squares on
the f(Xi) by using the contraction principle for Rademacher processes (Theorem 3.2.1 of
Gine´ and Nickl, 2016). This quantity can then be bounded in a similar way to the supremum
in (1), giving the second term of the bound in Theorem 4 below.
Theorem 4 Assume (Y 1) and (H). Let r > 0. We have
E
(
‖hˆr − g‖
2
L2(P )
)
≤
8‖k‖∞σr
n1/2
+
64‖k‖2∞r
2
n1/2
+ 10I2(g, r).
We can obtain rates of convergence for our estimator hˆr if we make an assumption about
how well g can be approximated by elements of H. Let us assume
(g1) g ∈ [L2(P ),H]β,∞ with norm at most B for β ∈ (0, 1) and B > 0.
The assumption (g1), together with Lemma 1, give
I2(g, r) ≤
B2/(1−β)
r2β/(1−β)
(6)
for r > 0. We obtain an expectation bound on the squared L2(P ) error of our estimator hˆr
of order n−β/2.
Theorem 5 Assume (Y 1), (H) and (g1). Let r > 0. We have
E
(
‖hˆr − g‖
2
L2(P )
)
≤
8‖k‖∞σr
n1/2
+
64‖k‖2∞r
2
n1/2
+
10B2/(1−β)
r2β/(1−β)
.
Let D1 > 0. Setting
r = D1‖k‖
−(1−β)
∞ Bn
(1−β)/4
gives
E
(
‖hˆr − g‖
2
L2(P )
)
≤ D2‖k‖
2β
∞B
2n−β/2 +D3‖k‖
β
∞Bσn
−(1+β)/4
for constants D2,D3 > 0 depending only on D1 and β.
Since we must let r →∞ for the initial bound in Theorem 5 to tend to 0, the second term
of the initial bound is asymptotically larger than the first. If we ignore the first term and
minimise the second and third terms over r > 0, we get
r =
(
5β
32(1 − β)
)(1−β)/2
‖k‖−(1−β)∞ Bn
(1−β)/4.
In particular, r is of the form in Theorem 5. This choice of r gives
D2 = 64
(
5β
32(1 − β)
)1−β
+ 10
(
32(1 − β)
5β
)β
and D3 = 8
(
5β
32(1− β)
)(1−β)/2
.
The fact that the second term of the initial bound is larger than the first produces some
interesting observations. Firstly, the choice of r above does not depend on σ2. Secondly,
12
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we can decrease the bound if we can find a way to reduce the second term, without having
to alter the other terms. The increased size of the second term is due to the fact that the
bound on f ∈ 2rBH is given by ‖f‖∞ ≤ 2‖k‖∞r when applying the contraction principle
for Rademacher processes. If we can use a bound which does not depend on r, then we can
reduce the size of the second term.
We now also assume
(g2) ‖g‖∞ ≤ C for C > 0
and clip our estimator. Let r > 0. Since g is bounded in [−C,C], we can make hˆr
closer to g by constraining it to lie in the same interval. Similarly to Chapter 7 of
Steinwart and Christmann (2008) and Steinwart et al. (2009), we define the projection
V : R→ [−C,C] by
V (t) =


−C if t < −C
t if |t| ≤ C
C if t > C
for t ∈ R. We can apply the inequality
‖V hˆr − V hr‖
2
L2(Pn)
≤ ‖hˆr − hr‖
2
L2(Pn)
for all hr ∈ rBH . We continue analysing V hˆr by bounding
sup
f1,f2∈rBH
∣∣∣‖V f1 − V f2‖2L2(Pn) − ‖V f2 − V f2‖2L2(P )
∣∣∣ .
The expectation of the supremum can be bounded in the same way as before, with some
adjustments. After symmetrisation, we can remove the squares on the V f1(Xi)− V f2(Xi)
for f1, f2 ∈ rBH and 1 ≤ i ≤ n by using the contraction principle for Rademacher processes
with ‖V f1 − V f2‖∞ ≤ 2C. We can then use the triangle inequality to remove V f2(Xi),
before applying the contraction principle again to remove V . The expectation bound on
the squared L2(P ) error of our estimator V hˆr follows in the same way as before.
Theorem 6 Assume (Y 1), (H) and (g2). Let r > 0. We have
E
(
‖V hˆr − g‖
2
L2(P )
)
≤
8‖k‖∞(16C + σ)r
n1/2
+ 10I2(g, r).
We can obtain rates of convergence for our estimator V hˆr by again assuming (g1). We
obtain an expectation bound on the squared L2(P ) error of V hˆr of order n
−β/(1+β).
Theorem 7 Assume (Y 1), (H), (g1) and (g2). Let r > 0. We have
E
(
‖V hˆr − g‖
2
L2(P )
)
≤
8‖k‖∞(16C + σ)r
n1/2
+
10B2/(1−β)
r2β/(1−β)
.
Let D1 > 0. Setting
r = D1‖k‖
−(1−β)/(1+β)
∞ B
2/(1+β)(16C + σ)−(1−β)/(1+β)n(1−β)/(2(1+β))
13
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gives
E
(
‖V hˆr − g‖
2
L2(P )
)
≤ D2‖k‖
2β/(1+β)
∞ B
2/(1+β)(16C + σ)2β/(1+β)n−β/(1+β)
for a constant D2 > 0 depending only on D1 and β.
If we minimise the initial bound in Theorem 7 over r > 0, we get
r =
(
5β
2(1− β)
)(1−β)/(1+β)
‖k‖−(1−β)/(1+β)∞ B
2/(1+β)(16C + σ)−(1−β)/(1+β)n(1−β)/(2(1+β)).
In particular, r is of the form in Theorem 7. This choice of r gives
D2 = 2 · 5
(1−β)/(1+β) · 42β/(1+β)
((
2β
1− β
)(1−β)/(1+β)
+
(
1− β
2β
)2β/(1+β))
.
Although the second bound in Theorem 7 is of theoretical interest, it is in practice impossible
to select r of the correct order in n for the bound to hold without knowing β. Since assuming
that we know β is not realistic, we must use some other method for determining a good
choice of r.
8.1 Validation
Suppose that we have an independent second data set (X˜i, Y˜i) for 1 ≤ i ≤ n˜ which are
(S × R,S ⊗ B(R))-valued random variables on the probability space (Ω,F ,P). Let the
(X˜i, Y˜i) be i.i.d. with X˜i ∼ P and E(Y˜i|X˜i) = g(X˜i) almost surely. Let ρ ≥ 0 and R ⊆ [0, ρ]
be non-empty and compact. Furthermore, let F = {V hˆr : r ∈ R}. We estimate a value of
r which makes the squared L2(P ) error of V hˆr small by
rˆ = argmin
r∈R
1
n˜
n˜∑
i=1
(V hˆr(X˜i)− Y˜i)
2.
The minimum is attained because Lemma 32 shows that it is the minimum of a continuous
function over a compact set. In the event of ties, we may take rˆ to be the infimum of all
points attaining the minimum. Lemma 33 shows that the estimator rˆ is a random variable
on (Ω,F). Hence, by Lemma 3, hˆrˆ is a (H,B(H))-valued random variable on (Ω,F).
The definition of rˆ means that we can analyse V hˆrˆ using Lemma 2. The expectation
of the supremum in (1) with A = F can be bounded using chaining (Theorem 2.3.7 of
Gine´ and Nickl, 2016). The diameter of (F, ‖·‖∞) is 2C, which is an important bound for
the use of chaining. Hence, this form of analysis can only be performed under the assumption
(g2). After symmetrisation, the expectation of the supremum in (2) with A = F can be
bounded in the same way. In order to perform chaining, we need to make an assumption
on the behaviour of the errors of the response variables Y˜i for 1 ≤ i ≤ n˜. Let U and V be
random variables. We say U is σ2-subgaussian if
E(exp(tU)) ≤ exp(σ2t2/2)
14
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for all t ∈ R. We say U is σ2-subgaussian given V if
E(exp(tU)|V ) ≤ exp(σ2t2/2)
almost surely for all t ∈ R. We assume
(Y˜ ) Y˜i − g(X˜i) is σ˜
2-subgaussian given X˜i for 1 ≤ i ≤ n˜.
This is stronger than the equivalent of the assumption (Y 1), that var(Y˜i|X˜i) ≤ σ˜
2 almost
surely.
Theorem 8 Assume (H) and (Y˜ ). Let r0 ∈ R. We have
E
(
‖V hˆrˆ − g‖
2
L2(P )
)
is at most
32C(4C + σ˜)
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
+ 10E
(
‖V hˆr0 − g‖
2
L2(P )
)
.
In order for us to apply the validation result in Theorem 8 to the initial bound in Theorem
7, we need to make an assumption on R. We assume either
(R1) R = [0, ρ] for ρ = an1/2 and a > 0
or
(R2) R = {bi : 0 ≤ i ≤ I − 1} ∪ {an1/2} and ρ = an1/2 for a, b > 0 and I = ⌈an1/2/b⌉.
The assumption (R1) is mainly of theoretical interest and would make it difficult to calculate
rˆ in practice. The estimator rˆ can be computed under the assumption (R2), since in this
case R is finite. We obtain an expectation bound on the squared L2(P ) error of V hˆrˆ of
order n−β/(1+β). This is the same order in n as the second bound in Theorem 7.
Theorem 9 Assume (Y 1), (H), (g1), (g2) and (Y˜ ). Also assume (R1) or (R2) and that
n˜ increases at least linearly in n. We have
E
(
‖V hˆrˆ − g‖
2
L2(P )
)
≤ D1n
−β/(1+β)
for a constant D1 > 0 not depending on n or n˜.
9. High-Probability Bounds
In this section, we look at how to extend our expectation bounds on our estimators to
high-probability bounds. In order to do this, we must control the second term of the bound
in Lemma 2 with A = rBH for r > 0, which is
‖hr − g‖
2
L2(Pn)
(7)
15
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for hr ∈ rBH . There is no way to bound (7) in high-probability without strict assumptions
on g. In fact, the most natural assumption is (g2) that ‖g‖ ≤ C for C > 0, which we assume
throughout this section. Bounding (7) also requires us to introduce a new measure of how
well g can be approximated by elements of H. We define
I∞(g, r) = inf
{
‖hr − g‖
2
∞ : hr ∈ rBH
}
for r > 0. Note that I∞(g, r) ≥ I2(g, r). Using I∞(g, r) instead of I2(g, r) means that we do
not have to control (7) by relying on ‖hr− g‖∞ ≤ ‖k‖∞r+C. Using Hoeffding’s inequality,
this would add a term of order r2t1/2/n1/2 for t ≥ 1 to the bound in Theorem 10 below,
which holds with probability 1− 3e−t, substantially increasing its size.
It may be possible to avoid this problem by instead considering the Ivanov-regularised
least-squares estimator
fˆr = argmin
f∈V (rBH )
1
n
n∑
i=1
(f(Xi)− Yi)
2
for r > 0, where V (rBH) = {V hr : hr ∈ rBH}. The second term of the bound in Lemma 2
with A = V (rBH) is
‖V hr − g‖
2
L2(Pn)
(8)
for hr ∈ rBH . Since ‖V hr − g‖∞ ≤ 2C, using Hoeffding’s inequality to bound (8) would
only add a term of order C2t1/2/n1/2 to the bound in Theorem 10 below, which would not
alter its size. However, the calculation and analysis of the estimator fˆr is outside the scope
of this paper. This is because the calculation of fˆr involves minimising a quadratic form
subject to a series of linear constraints, and its analysis requires a bound on the supremum
in (1) with A = V (rBH).
The rest of the analysis of V hˆr is similar to that of the expectation bound. The supremum
in (1) with A = rBH can again be bounded by
8r

 1
n2
n∑
i,j=1
(Yi − g(Xi))(Yj − g(Xj))k(Xi,Xj)


1/2
.
The quadratic form can be bounded using Lemma 36, under an assumption on the behaviour
of the errors of the response variables Yi for 1 ≤ i ≤ n. The proof of Theorem 10 below uses
a very similar argument to this one. The supremum in (2) with A = rBH can be bounded
using Talagrand’s inequality (Theorem A.9.1 of Steinwart and Christmann, 2008). In order
to use Lemma 36, we must assume
(Y 2) Yi − g(Xi) is σ
2-subgaussian given Xi for 1 ≤ i ≤ n.
This assumption is stronger than (Y 1). In particular, Theorem 6 still holds under the
assumptions (Y 2), (H) and (g2).
Theorem 10 Assume (Y 2), (H) and (g2). Let r > 0 and t ≥ 1. With probability at least
1− 3e−t, we have
‖V hˆr − g‖
2
L2(P )
16
Ivanov-Regularised Estimators over RKHSs
is at most
8
(
2C2 + 8‖k‖
1/2
∞ C3/2r1/2 + ‖k‖∞(16C + 5σ)r
)
t1/2
n1/2
+
16C2t
3n
+ 10I∞(g, r).
We can obtain rates of convergence for our estimator V hˆr, but we must make a new as-
sumption about how well g can be approximated by elements of H, instead of (g1). We
now assume
(g3) g ∈ [L∞,H]β,∞ with norm at most B for β ∈ (0, 1) and B > 0,
instead of g ∈ [L2(P ),H]β,∞ with norm at most B. This assumption is stronger than (g1),
as it implies that the norm of g ∈ [L2(P ),H]β,∞ is
sup
t>0
(t−β inf
h∈H
(‖g − h‖L2(P ) + t‖h‖H)) ≤ sup
t>0
(t−β inf
h∈H
(‖g − h‖L∞ + t‖h‖H)) ≤ B.
In particular, Theorem 7 still holds under the assumptions (Y 1), (H), (g2) and (g3) or
(Y 2), (H), (g2) and (g3). The assumption (g3), together with Lemma 1, give
I∞(g, r) ≤
B2/(1−β)
r2β/(1−β)
. (9)
We obtain a high-probability bound on the squared L2(P ) error of V hˆr of order
tβ/(1+β)n−β/(1+β) with probability at least 1− e−t.
Theorem 11 Assume (Y 2), (H), (g2) and (g3). Let r > 0 and t ≥ 1. With probability at
least 1− 3e−t, we have
‖V hˆr − g‖
2
L2(P )
is at most
8
(
2C2 + 8‖k‖
1/2
∞ C3/2r1/2 + ‖k‖∞(16C + 5σ)r
)
t1/2
n1/2
+
16C2t
3n
+
10B2/(1−β)
r2β/(1−β)
.
Let D1 > 0. Setting
r = D1‖k‖
−(1−β)/(1+β)
∞ B
2/(1+β)(16C + 5σ)−(1−β)/(1+β)t−(1−β)/(2(1+β))n(1−β)/(2(1+β))
gives
‖V hˆr − g‖
2
L2(P )
is at most
D2‖k‖
2β/(1+β)
∞ B
2/(1+β)(16C + 5σ)2β/(1+β)tβ/(1+β)n−β/(1+β)
+ D3‖k‖
β/(1+β)
∞ B
1/(1+β)C3/2(16C + 5σ)−(1−β)/(2(1+β))t(1+3β)/(4(1+β))n−(1+3β)/(4(1+β))
+ D4C
2t1/2n−1/2 +D5C
2tn−1.
for constants D2,D3,D4,D5 > 0 depending only on D1 and β.
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Since we must let r→∞ for the initial bound in Theorem 11 to tend to 0, the asymptotically
largest terms in the bound are
8‖k‖∞(16C + 5σ)rt
1/2
n1/2
+
10B2/(1−β)
r2β/(1−β)
.
If we minimise this over r > 0, we get r of the form in Theorem 11 with
D1 =
(
5β
2(1 − β)
)(1−β)/(1+β)
.
9.1 Validation
We now extend our expectation bound on V hˆrˆ to a high-probability bound. The supre-
mum in (1) with A = F can be bounded using chaining (Exercise 1 of Section 2.3 of
Gine´ and Nickl, 2016), while the supremum in (2) with A = F can be bounded using
Talagrand’s inequality.
Theorem 12 Assume (H) and (Y˜ ). Let r0 ∈ R and t ≥ 1. With probability at least
1− 3e−t, we have
‖V hˆrˆ − g‖
2
L2(P )
is at most
4C(5C + 24σ˜)t1/2
n˜1/2
(
1 + 32
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
))
+
48C2t1/2
n˜1/2
+
16C2t
3n˜
+ 10‖V hˆr0 − g‖
2
L2(P ).
We can apply the validation result in Theorem 12 to the initial bound in Theorem 11 by
assuming either (R1) or (R2). We obtain a high-probability bound on the squared L2(P )
error of V hˆrˆ of order t
1/2n−β/(1+β) with probability at least 1− e−t. This is the same order
in n as the second bound in Theorem 11.
Theorem 13 Assume (Y 2), (H), (g2), (g3) and (Y˜ ). Let t ≥ 1. Also assume (R1) or
(R2) and that n˜ increases at least linearly in n. With probability at least 1− 6e−t, we have
‖V hˆrˆ − g‖
2
L2(P ) ≤ D1t
1/2n−β/(1+β) +D2tn
−1
for some constants D1,D2 > 0 not depending on n, n˜ or t.
10. Discussion
In this paper, we show how Ivanov regularisation can be used to produce smooth estimators
which have a small squared L2(P ) error. We consider the case in which the regression func-
tion lies in an interpolation space between L2(P ) and an RKHS. We achieve these bounds
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without the standard assumption that the RKHS has a Mercer kernel, which means that
our results apply even when the covariate set is not compact. In fact, our only assumption
on the RKHS is that it is separable, with a bounded and measurable kernel. Under the
weak assumption that the response variables have bounded variance, we prove an expecta-
tion bound on the squared L2(P ) error of our estimator of order n−β/2. As far as we are
aware, the analysis of an estimator in this setting has not previously been considered. If we
assume that the regression function is bounded, then we can clip the estimator and show
that the clipped estimator has an expected squared L2(P ) error of order n−β/(1+β). Under
the stronger assumption that the response variables have subgaussian errors and that the
regression function comes from an interpolation space between L∞ and H, we show that
the squared L2(P ) error is of order n−β/(1+β) with high probability. For the settings in
which the regression function is bounded, we can use training and validation on the data
set to obtain bounds of the same order of n−β/(1+β). This allows us to select the size of the
norm constraint for our Ivanov regularisation without knowing which interpolation space
contains the regression function. The response variables in the validation set must have
subgaussian errors.
The expectation bounds of order n−β/(1+β) for bounded regression functions is optimal in
the sense discussed at the end of Section 1. We do not make the restrictive assumption that
k is a Mercer kernel of H, and use Ivanov regularisation instead of Tikhonov regularisation
to control empirical processes over balls in the RKHS. By contrast, the theory of RKHS re-
gression usually uses the embedding ofH in L2(P ) from Mercer’s theorem to achieve bounds
on Tikhonov-regularised estimators (Mendelson and Neeman, 2010; Steinwart et al., 2009).
For this reason, it seems unlikely that Tikhonov-regularised estimators such as SVMs would
perform well in the absence of a Mercer kernel, although it would be interesting to inves-
tigate whether or not this is the case. Equally, analysing the Ivanov-regularised estimator
in the presence of a Mercer kernel would give a more complete picture of the differences
between Ivanov and Tikhonov regularisation for RKHS regression.
It would be useful to extend the lower bound of order n−β/(1+β), discussed at the end of
Section 1, to the case in which the regression function lies in an interpolation space between
L∞ and the RKHS. This would show that our high-probability bounds are also of optimal
order. However, it is possible that estimation can be performed with a high-probability
bound on the squared L2(P ) error of smaller order.
Appendix A. Proof of Expectation Bound for Unbounded Regression
Function
The proofs of all of the bounds in this paper follow the outline in Section 6. We first prove
Lemma 2.
Proof of Lemma 2 Since f ∈ A, the definition of fˆ gives
1
n
n∑
i=1
(fˆ(Xi)− Yi)
2 ≤
1
n
n∑
i=1
(f(Xi)− Yi)
2.
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Expanding
(fˆ(Xi)− Yi)
2 =
(
(fˆ(Xi)− f(Xi)) + (f(Xi)− Yi)
)2
,
substituting into the above and rearranging gives
1
n
n∑
i=1
(fˆ(Xi)− f(Xi))
2 ≤
2
n
n∑
i=1
(Yi − f(Xi))(fˆ(Xi)− f(Xi)).
Substituting
Yi − f(Xi) = (Yi − g(Xi)) + (g(Xi)− f(Xi))
into the above and applying the Cauchy–Schwarz inequality to the second term gives
‖fˆ − f‖2L2(Pn) ≤
2
n
n∑
i=1
(Yi − g(Xi))(fˆ(Xi)− f(Xi))
+ 2‖g − f‖L2(Pn)‖fˆ − f‖L2(Pn).
For constants a, b ∈ R and a variable x ∈ R, we have
x2 ≤ a+ 2bx =⇒ x2 ≤ 2a+ 4b2
by completing the square and rearranging. Applying this result to the above inequality
proves the lemma.
The following lemma is useful for bounding the expectation of both of the suprema in
Section 6.
Lemma 14 Assume (H). Let the εi have E(εi|X) = 0 almost surely and var(εi|X) ≤ σ
2
almost surely for 1 ≤ i ≤ n and cov(εi, εj |X) = 0 almost surely for 1 ≤ i, j ≤ n with i 6= j.
Then
E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
∣∣∣∣∣
)
≤
‖k‖∞σr
n1/2
.
Proof This proof method is due to Remark 6.1 of Sriperumbudur (2016). By the repro-
ducing kernel property and the Cauchy–Schwarz inequality, we have
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
∣∣∣∣∣ = supf∈rBH
∣∣∣∣∣
〈
1
n
n∑
i=1
εikXi , f
〉
H
∣∣∣∣∣
= r
∥∥∥∥∥ 1n
n∑
i=1
εikXi
∥∥∥∥∥
H
= r

 1
n2
n∑
i,j=1
εiεjk(Xi,Xj)


1/2
.
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By Jensen’s inequality, we have
E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
∣∣∣∣∣
∣∣∣∣∣X
)
≤ r

 1
n2
n∑
i,j=1
cov(εi, εj |X)k(Xi,Xj)


1/2
≤ r
(
σ2
n2
n∑
i=1
k(Xi,Xi)
)1/2
almost surely and again, by Jensen’s inequality, we have
E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
∣∣∣∣∣
)
≤ r
(
σ2‖k‖2∞
n
)1/2
.
The result follows.
We bound the distance between hˆr and hr in the L
2(Pn) norm for r > 0 and hr ∈ rBH .
Lemma 15 Assume (Y 1) and (H). Let hr ∈ rBH . We have
E
(
‖hˆr − hr‖
2
L2(Pn)
)
≤
4‖k‖∞σr
n1/2
+ 4‖hr − g‖
2
L2(P ).
Proof By Lemma 2 with A = rBH , we have
‖hˆr − hr‖
2
L2(Pn)
≤
4
n
n∑
i=1
(Yi − g(Xi))(hˆr(Xi)− hr(Xi)) + 4‖hr − g‖
2
L2(Pn)
.
We now bound the expectation of the right-hand side. We have
E
(
‖hr − g‖
2
L2(Pn)
)
= ‖hr − g‖
2
L2(P ).
Furthermore,
E
(
1
n
n∑
i=1
(Yi − g(Xi))hr(Xi)
)
= E
(
1
n
n∑
i=1
E(Yi − g(Xi)|Xi)hr(Xi)
)
= 0.
Finally, by Lemma 14 with εi = Yi − g(Xi), we have
E
(
1
n
n∑
i=1
(Yi − g(Xi))hˆr(Xi)
)
≤ E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
(Yi − g(Xi))f(Xi)
∣∣∣∣∣
)
≤
‖k‖∞σr
n1/2
.
The result follows.
The following lemma is useful for moving the bound on the distance between hˆr and hr
from the L2(Pn) norm to the L
2(P ) norm for r > 0 and hr ∈ rBH .
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Lemma 16 Assume (H). We have
E
(
sup
f∈rBH
∣∣∣‖f‖2L2(Pn) − ‖f‖2L2(P )
∣∣∣
)
≤
8‖k‖2∞r
2
n1/2
.
Proof Let the εi for 1 ≤ i ≤ n be i.i.d. Rademacher random variables on (Ω,F ,P),
independent of the Xi. Lemma 2.3.1 of van der Vaart and Wellner (2013) shows
E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
f(Xi)
2 −
∫
f2dP
∣∣∣∣∣
)
≤ 2E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
2
∣∣∣∣∣
)
by symmetrisation. Since |f(Xi)| ≤ ‖k‖∞r for all f ∈ rBH , we find
f(Xi)
2
2‖k‖∞r
is a contraction vanishing at 0 as a function of f(Xi) for all 1 ≤ i ≤ n. By Theorem 3.2.1
of Gine´ and Nickl (2016), we have
E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εi
f(Xi)
2
2‖k‖∞r
∣∣∣∣∣
∣∣∣∣∣X
)
≤ 2E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
∣∣∣∣∣
∣∣∣∣∣X
)
almost surely. By Lemma 14 with σ2 = 1, we have
E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
∣∣∣∣∣
)
≤
‖k‖∞r
n1/2
.
The result follows.
We move the bound on the distance between hˆr and hr from the L
2(Pn) norm to the L
2(P )
norm for r > 0 and hr ∈ rBH .
Corollary 17 Assume (Y 1) and (H). Let hr ∈ rBH. We have
E
(
‖hˆr − hr‖
2
L2(P )
)
≤
4‖k‖∞σr
n1/2
+
32‖k‖2∞r
2
n1/2
+ 4‖hr − g‖
2
L2(P ).
Proof By Lemma 15, we have
E
(
‖hˆr − hr‖
2
L2(Pn)
)
≤
4‖k‖∞σr
n1/2
+ 4‖hr − g‖
2
L2(P ).
Since hˆr − hr ∈ 2rBH , by Lemma 16 we have
E
(
‖hˆr − hr‖
2
L2(P ) − ‖hˆr − hr‖
2
L2(Pn)
)
≤ E
(
sup
f∈2rBH
∣∣∣‖f‖2L2(Pn) − ‖f‖2L2(P )
∣∣∣
)
≤
32‖k‖2∞r
2
n1/2
.
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The result follows.
We bound the distance between hˆr and g in the L
2(P ) norm r > 0 to prove Theorem 4.
Proof of Theorem 4 Fix hr ∈ rBH . We have
‖hˆr − g‖
2
L2(P ) ≤
(
‖hˆr − hr‖
2
L2(P ) + ‖hr − g‖
2
L2(P )
)2
≤ 2‖hˆr − hr‖
2
L2(P ) + 2‖hr − g‖
2
L2(P ).
By Corollary 17, we have
E
(
‖hˆr − hr‖
2
L2(P )
)
≤
4‖k‖∞σr
n1/2
+
32‖k‖2∞r
2
n1/2
+ 4‖hr − g‖
2
L2(P ).
Hence,
E
(
‖hˆr − g‖
2
L2(P )
)
≤
8‖k‖∞σr
n1/2
+
64‖k‖2∞r
2
n1/2
+ 10‖hr − g‖
2
L2(P ).
Taking an infimum over hr ∈ rBH proves the result.
We assume (g1) to prove Theorem 5.
Proof of Theorem 5 The initial bound follows from Theorem 4 and (6). Based on this
bound, setting
r = D1‖k‖
−(1−β)
∞ Bn
(1−β)/4
gives
E
(
‖hˆr − g‖
2
L2(P )
)
≤
(
64D1 + 10D
−2β/(1−β)
1
)
‖k‖2β∞B
2n−β/2 + 8D1‖k‖
β
∞Bσn
−(1+β)/4.
Hence, the next bound follows with
D2 = 64D1 + 10D
−2β/(1−β)
1 and D3 = 8D1.
Appendix B. Proof of Expectation Bound for Bounded Regression
Function
We can obtain a bound on the distance between V hˆr and V hr in the L
2(Pn) norm for r > 0
and hr ∈ rBH from Lemma 15. The following lemma is useful for moving the bound on the
distance between V hˆr and V hr from the L
2(Pn) norm to the L
2(P ) norm.
Lemma 18 Assume (H). We have
E
(
sup
f1,f2∈rBH
∣∣∣‖V f1 − V f2‖2L2(Pn) − ‖V f2 − V f2‖2L2(P )
∣∣∣
)
≤
64‖k‖∞Cr
n1/2
.
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Proof Let the εi for 1 ≤ i ≤ n be i.i.d. Rademacher random variables on (Ω,F ,P),
independent of the Xi. Lemma 2.3.1 of van der Vaart and Wellner (2013) shows
E
(
sup
f1,f2∈rBH
∣∣∣∣∣ 1n
n∑
i=1
(V f1(Xi)− V f2(Xi))
2 −
∫
(V f1 − V f2)
2dP
∣∣∣∣∣
)
is at most
2E
(
sup
f1,f2∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εi(V f1(Xi)− V f2(Xi))
2
∣∣∣∣∣
)
by symmetrisation. Since |V f1(Xi)− V f2(Xi)| ≤ 2C for all f1, f2 ∈ rBH , we find
(V f(Xi)− V hr,α(Xi))
2
4C
is a contraction vanishing at 0 as a function of V f(Xi) − V hr,α(Xi) for all 1 ≤ i ≤ n. By
Theorem 3.2.1 of Gine´ and Nickl (2016), we have
E
(
sup
f1,f2∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εi
(V f1(Xi)− V f2(Xi))
2
4C
∣∣∣∣∣
∣∣∣∣∣X
)
is at most
2E
(
sup
f1,f2∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εi(V f1(Xi)− V f2(Xi))
∣∣∣∣∣
∣∣∣∣∣X
)
almost surely. Therefore,
E
(
sup
f1,f2∈rBH
∣∣∣∣∣ 1n
n∑
i=1
(V f1(Xi)− V f2(Xi))
2 −
∫
(V f1 − V f2)
2dP
∣∣∣∣∣
)
is at most
16C E
(
sup
f1,f2∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εi(V f1(Xi)− V f2(Xi))
∣∣∣∣∣
)
≤ 32C E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εiV f(Xi)
∣∣∣∣∣
)
by the triangle inequality. Again, by Theorem 3.2.1 of Gine´ and Nickl (2016), we have
E
(
sup
f1,f2∈rBH
∣∣∣∣∣ 1n
n∑
i=1
(V f1(Xi)− V f2(Xi))
2 −
∫
(V f1 − V f2)
2dP
∣∣∣∣∣
)
is at most
64C E
(
sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
εif(Xi)
∣∣∣∣∣
)
since V is a contraction vanishing at 0. The result follows from Lemma 14 with σ2 = 1.
We move the bound on the distance between V hˆr and V hr from the L
2(Pn) norm to the
L2(P ) norm for r > 0 and hr ∈ rBH .
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Corollary 19 Assume (Y 1) and (H). Let hr ∈ rBH. We have
E
(
‖V hˆr − V hr‖
2
L2(P )
)
≤
4‖k‖∞(16C + σ)r
n1/2
+ 4‖hr − g‖
2
L2(P ).
Proof By Lemma 15, we have
E
(
‖hˆr − hr‖
2
L2(Pn)
)
≤
4‖k‖∞σr
n1/2
+ 4‖hr − g‖
2
L2(P ),
so
E
(
‖V hˆr − V hr‖
2
L2(Pn)
)
≤
4‖k‖∞σr
n1/2
+ 4‖hr − g‖
2
L2(P ).
Since hˆr, hr ∈ rBH , by Lemma 18 we have
E
(
‖V hˆr − V hr‖
2
L2(P ) − ‖V hˆr − V hr‖
2
L2(Pn)
)
≤ E
(
sup
f1,f2∈rBH
∣∣∣‖V f1 − V f2‖2L2(Pn) − ‖V f2 − V f2‖2L2(P )
∣∣∣
)
≤
64‖k‖∞Cr
n1/2
.
The result follows.
We assume (g2) to bound the distance between V hˆr and g in the L
2(P ) norm for r > 0 and
prove Theorem 6.
Proof of Theorem 6 Fix hr ∈ rBH . We have
‖V hˆr − g‖
2
L2(P ) ≤
(
‖V hˆr − V hr‖
2
L2(P ) + ‖V hr − g‖
2
L2(P )
)2
≤ 2‖V hˆr − V hr‖
2
L2(P ) + 2‖V hr − g‖
2
L2(P )
≤ 2‖V hˆr − V hr‖
2
L2(P ) + 2‖hr − g‖
2
L2(P ).
By Corollary 19, we have
E
(
‖V hˆr − V hr‖
2
L2(P )
)
≤
4‖k‖∞(16C + σ)r
n1/2
+ 4‖hr − g‖
2
L2(P ).
Hence,
E
(
‖V hˆr − g‖
2
L2(P )
)
≤
8‖k‖∞(16C + σ)r
n1/2
+ 10‖hr − g‖
2
L2(P ).
Taking an infimum over hr ∈ rBH proves the result.
We assume (g1) to prove Theorem 7.
Proof of Theorem 7 The initial bound follows from Theorem 6 and (6). Based on this
bound, setting
r = D1‖k‖
−(1−β)/(1+β)
∞ B
2/(1+β)(16C + σ)−(1−β)/(1+β)n(1−β)/(2(1+β))
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gives
E
(
‖V hˆr − g‖
2
L2(P )
)
is at most(
8D1 + 10D
−2β/(1−β)
1
)
‖k‖2β/(1+β)∞ B
2/(1+β)(16C + σ)2β/(1+β)n−β/(1+β).
Hence, the next bound follows with
D2 = 8D1 + 10D
−2β/(1−β)
1 .
Appendix C. Proof of Expectation Bound for Validation
We need to introduce some definitions for stochastic processes. A stochastic process W on
(Ω,F) indexed by a metric space (M,d) is d2-subgaussian if it is centred andW (s)−W (t) is
d(s, t)2-subgaussian for all s, t ∈M . W is separable if there exists a countable set M0 ⊆M
such that the following holds for all ω ∈ Ω0, where P(Ω0) = 1. For all s ∈ M and ε > 0,
W (s) is in the closure of {W (t) : t ∈M0, d(s, t) ≤ ε}.
We also need to introduce the concept of covering numbers for the next result. The covering
number N(M,d, ε) is the minimum number of d-balls of size ε > 0 needed to cover M .
Whenever we require the covering number to be measurable in ε, such as when integrating
over ε, we replace the covering number with a measurable upper bound.
The following lemma is useful for bounding the expectation of both of the suprema in
Section 6.
Lemma 20 Assume (H). Let the εi be such that (X˜i, εi) are i.i.d. for 1 ≤ i ≤ n˜ and let εi
be σ˜2-subgaussian given X˜i. Let r0 ∈ R, f0 = V hˆr0 and
W (f) =
1
n˜
n˜∑
i=1
εi(f(X˜i)− f0(X˜i))
for f ∈ F . Then W is separable on (F, σ˜‖·‖∞/n˜
1/2) and
E
(
sup
f∈F
|W (f)|
)
≤
4Cσ˜
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
.
Proof Let Wi(f) = εi(f(X˜i) − f0(X˜i)) for 1 ≤ i ≤ n˜ and f ∈ F . Note that the Wi are
independent and centred. Since Wi(f1)−Wi(f2) is σ˜
2‖f1 − f2‖
2
∞-subgaussian given X˜i for
1 ≤ i ≤ n˜ and f1, f2 ∈ F , the process W is σ˜
2‖·‖2∞/n˜-subgaussian given X˜. By Lemma 32,
we have that (F, σ˜‖·‖∞/n˜
1/2) is separable. Hence, W is separable on (F, σ˜‖·‖∞/n˜
1/2) since
it is continuous. The diameter of (F, σ˜‖·‖∞/n˜
1/2) is
D = sup
f1,f2∈F
σ˜‖f1 − f2‖∞/n˜
1/2 ≤ 2Cσ˜/n˜1/2.
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We have∫
∞
0
(log(N(F, σ˜‖·‖∞/n˜
1/2, ε)))1/2dε =
∫
∞
0
(log(N(F, ‖·‖∞, n˜
1/2ε/σ˜)))1/2dε
=
σ˜
n˜1/2
∫
∞
0
(log(N(F, ‖·‖∞, u)))
1/2du.
This is finite by Lemma 38. Hence, by Theorem 2.3.7 of Gine´ and Nickl (2016) and Lemma
38, we have
E
(
sup
f∈F
|W (f)|
∣∣∣∣∣X˜,X, Y
)
is at most
E(|W (f0)| |X˜,X, Y ) + 2
5/2
∫ Cσ˜/n˜1/2
0
(log(2N(F, σ˜‖·‖∞/n˜
1/2, ε)))1/2dε
= 25/2
∫ Cσ˜/n˜1/2
0
(log(2N(F, ‖·‖∞, n˜
1/2ε/σ˜)))1/2dε
=
25/2σ˜
n˜1/2
∫ C
0
(log(2N(F, ‖·‖∞, u)))
1/2du
≤
25/2σ˜
n˜1/2
((
log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
C +
(pi
2
)1/2
C
)
=
4Cσ˜
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
almost surely, noting W (f0) = 0. The result follows.
We bound the distance between V hˆrˆ and V hˆr0 in the L
2(P˜n˜) norm for r0 ∈ R.
Lemma 21 Assume (H) and (Y˜ ). Let r0 ∈ R. We have
E
(
‖V hˆrˆ − V hˆr0‖
2
L2(P˜n˜)
)
is at most
16Cσ˜
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
+ 4E
(
‖V hˆr0 − g‖
2
L2(P )
)
.
Proof By Lemma 2 with A = F and n, X, Y and Pn replaced by n˜, X˜ , Y˜ and P˜n˜, we
have
‖V hˆrˆ − V hˆr0‖
2
L2(P˜n˜)
≤
4
n˜
n˜∑
i=1
(Y˜i − g(X˜i))(V hˆrˆ(X˜i)− V hˆr0(X˜i)) + 4‖V hˆr0 − g‖
2
L2(P˜n˜)
.
We now bound the expectation of the right-hand side. We have
E
(
‖V hˆr0 − g‖
2
L2(P˜n˜)
)
= E
(
‖V hˆr0 − g‖
2
L2(P )
)
.
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Let f0 = V hˆr0 . By Lemma 20 with εi = Yi − g(Xi), we have
E
(
1
n˜
n˜∑
i=1
(Y˜i − g(X˜i))(V hˆrˆ(X˜i)− V hˆr0(X˜i))
)
≤ E
(
sup
f∈F
∣∣∣∣∣ 1n˜
n˜∑
i=1
(Y˜i − g(X˜i))(f(X˜i)− f0(X˜i))
∣∣∣∣∣
)
≤
4Cσ˜
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
.
The result follows.
The following lemma is useful for moving the bound on the distance between V hˆrˆ and V hˆr0
from the L2(P˜n˜) norm to the L
2(P ) norm for r0 ∈ R.
Lemma 22 Assume (H). Let r0 ∈ R and f0 = V hˆr0 . We have
E
(
sup
f∈F
∣∣∣‖f − f0‖2L2(P˜n˜) − ‖f − f0‖2L2(P )
∣∣∣
)
≤
64C2
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
.
Proof Let the εi be i.i.d. Rademacher random variables on (Ω,F ,P) for 1 ≤ i ≤ n˜,
independent of X˜, X and Y . Lemma 2.3.1 of van der Vaart and Wellner (2013) shows
E
(
sup
f∈F
∣∣∣∣∣ 1n˜
n˜∑
i=1
(f(X˜i)− f0(X˜i))
2 −
∫
(f − f0)
2dP
∣∣∣∣∣
∣∣∣∣∣X,Y
)
is at most
2E
(
sup
f∈F
∣∣∣∣∣ 1n˜
n˜∑
i=1
εi(f(X˜i)− f0(X˜i))
2
∣∣∣∣∣
∣∣∣∣∣X,Y
)
almost surely by symmetrisation. Since |f(X˜i)− f0(X˜i)| ≤ 2C for all f ∈ F , we find
(f(X˜i)− f0(X˜i))
2
4C
is a contraction vanishing at 0 as a function of f(X˜i)−f0(X˜i) for all 1 ≤ i ≤ n˜. By Theorem
3.2.1 of Gine´ and Nickl (2016), we have
E
(
sup
f∈F
∣∣∣∣∣ 1n˜
n˜∑
i=1
εi
(f(X˜i)− f0(X˜i))
2
4C
∣∣∣∣∣
∣∣∣∣∣X˜,X, Y
)
is at most
2E
(
sup
f∈F
∣∣∣∣∣ 1n˜
n˜∑
i=1
εi(f(X˜i)− f0(X˜i))
∣∣∣∣∣
∣∣∣∣∣X˜,X, Y
)
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almost surely. Therefore,
E
(
sup
f∈F
∣∣∣∣∣ 1n˜
n˜∑
i=1
(f(X˜i)− f0(X˜i))
2 −
∫
(f − f0)
2dP
∣∣∣∣∣
∣∣∣∣∣X,Y
)
is at most
16C E
(
sup
f∈F
∣∣∣∣∣ 1n˜
n˜∑
i=1
εi(f(X˜i)− f0(X˜i))
∣∣∣∣∣
∣∣∣∣∣X,Y
)
almost surely. The result follows from Lemma 20 with σ˜2 = 1.
We move the bound on the distance between V hˆrˆ and V hˆr0 from the L
2(P˜n˜) norm to the
L2(P ) norm for r0 ∈ R.
Corollary 23 Assume (H) and (Y˜ ). Let r0 ∈ R. We have
E
(
‖V hˆrˆ − V hˆr0‖
2
L2(P )
)
is at most
16C(4C + σ˜)
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
+ 4E
(
‖V hˆr0 − g‖
2
L2(P )
)
.
Proof By Lemma 21, we have
E
(
‖V hˆrˆ − V hˆr0‖
2
L2(P˜n˜)
)
is at most
16Cσ˜
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
+ 4E
(
‖V hˆr0 − g‖
2
L2(P )
)
.
Let f0 = V hˆr0 . Since hˆrˆ ∈ F , by Lemma 22 we have
E
(
‖V hˆrˆ − V hˆr0‖
2
L2(P ) − ‖V hˆrˆ − V hˆr0‖
2
L2(P˜n˜)
)
≤ E
(
sup
f∈F
∣∣∣‖f − f0‖2L2(P˜n˜) − ‖f − f0‖2L2(P )
∣∣∣
)
≤
64C2
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
.
The result follows.
We bound the distance between V hˆrˆ and g in the L
2(P ) norm to prove Theorem 8.
Proof of Theorem 8 We have
‖V hˆrˆ − g‖
2
L2(P ) ≤
(
‖V hˆrˆ − V hr0‖
2
L2(P ) + ‖V hr0 − g‖
2
L2(P )
)2
≤ 2‖V hˆrˆ − V hr0‖
2
L2(P ) + 2‖V hr0 − g‖
2
L2(P ).
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By Corollary 23, we have
E
(
‖V hˆrˆ − V hˆr0‖
2
L2(P )
)
is at most
16C(4C + σ˜)
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
+ 4E
(
‖V hˆr0 − g‖
2
L2(P )
)
.
Hence,
E
(
‖V hˆrˆ − g‖
2
L2(P )
)
is at most
32C(4C + σ˜)
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
+ 10E
(
‖V hˆr0 − g‖
2
L2(P )
)
.
We assume the conditions of Theorem 7 to prove Theorem 9.
Proof of Theorem 9 If we assume (R1), then r0 = an
(1−β)/(2(1+β)) ∈ R and
E
(
‖V hˆr0 − g‖
2
L2(P )
)
≤
8‖k‖∞(16C + σ)an
(1−β)/(2(1+β))
n1/2
+
10B2/(1−β)
a2β/(1−β)nβ/(1+β)
by Theorem 7. If we assume (R2), then there is a unique r0 ∈ R such that
an(1−β)/(2(1+β)) ≤ r0 < an
(1−β)/(2(1+β)) + b
and
E
(
‖V hˆr0 − g‖
2
L2(P )
)
≤
8‖k‖∞(16C + σ)r0
n1/2
+
10B2/(1−β)
r
2β/(1−β)
0
≤
8‖k‖∞(16C + σ)
(
an(1−β)/(2(1+β)) + b
)
n1/2
+
10B2/(1−β)
a2β/(1−β)nβ/(1+β)
by Theorem 7. In either case,
E
(
‖V hˆr0 − g‖
2
L2(P )
)
≤ D2n
−β/(1+β)
for some constant D2 > 0 not depending on n or n˜. By Theorem 8, we have
E
(
‖V hˆrˆ − g‖
2
L2(P )
)
≤ D3 log(n)
1/2n˜−1/2 + 10D2n
−β/(1+β)
for some constant D3 > 0 not depending on n or n˜. Since n˜ increases at least linearly in n,
there exists some constant D4 > 0 such that n˜ ≥ D4n. We then have
E
(
‖V hˆrˆ − g‖
2
L2(P )
)
≤ D
−1/2
4 D3 log(n)
1/2n−1/2 + 10D2n
−β/(1+β)
≤ D1n
−β/(1+β)
for some constant D1 > 0 not depending on n or n˜.
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Appendix D. Proof of High-Probability Bound for Bounded Regression
Function
We bound the distance between hˆr and hr in the L
2(Pn) norm for r > 0 and hr ∈ rBH .
Lemma 24 Assume (Y 2) and (H). Let r > 0, hr ∈ rBH and t ≥ 1. With probability at
least 1− 2e−t, we have
‖hˆr − hr‖
2
L2(Pn)
≤
20‖k‖∞σrt
1/2
n1/2
+ 4‖hr − g‖
2
∞.
Proof By Lemma 2 with A = rBH , we have
‖hˆr − hr‖
2
L2(Pn)
≤
4
n
n∑
i=1
(Yi − g(Xi))(hˆr(Xi)− hr(Xi)) + 4‖hr − g‖
2
L2(Pn)
.
We now bound the right-hand side. We have
‖hr − g‖
2
L2(Pn)
≤ ‖hr − g‖
2
∞.
Furthermore,
−
1
n
n∑
i=1
(Yi − g(Xi))hr(Xi)
is subgaussian given X with parameter
1
n2
n∑
i=1
σ2hr(Xi)
2 ≤
‖k‖2∞σ
2r2
n
.
So we have
−
1
n
n∑
i=1
(Yi − g(Xi))hr(Xi) ≤
‖k‖∞σr(2t)
1/2
n1/2
≤
2‖k‖∞σrt
1/2
n1/2
with probability at least 1− e−t by Chernoff bounding. Finally, we have
1
n
n∑
i=1
(Yi − g(Xi))hˆr(Xi) ≤ sup
f∈rBH
∣∣∣∣∣ 1n
n∑
i=1
(Yi − g(Xi))f(Xi)
∣∣∣∣∣
= sup
f∈rBH
∣∣∣∣∣
〈
1
n
n∑
i=1
(Yi − g(Xi))kXi , f
〉
H
∣∣∣∣∣
= r
∥∥∥∥∥ 1n
n∑
i=1
(Yi − g(Xi))kXi
∥∥∥∥∥
H
= r

 1
n2
n∑
i,j=1
(Yi − g(Xi))(Yj − g(Xj))k(Xi,Xj)


1/2
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by the reproducing kernel property and the Cauchy–Schwarz inequality. Let K be the n×n
matrix with Ki,j = k(Xi,Xj) and let ε be the vector of the Yi − g(Xi). Then
1
n2
n∑
i,j=1
(Yi − g(Xi))(Yj − g(Xj))k(Xi,Xj) = ε
T(n−2K)ε.
Furthermore, since k is a measurable function on (S × S,S ⊗ S), we have that n−2K is an
(Rn×n,B(Rn×n))-valued measurable matrix on (Ω,F) and non-negative-definite. Let ai for
1 ≤ i ≤ n be the eigenvalues of n−2K. Then
max
i
ai ≤ tr(n
−2K) ≤ n−1‖k‖2∞
and
tr((n−2K)2) = ‖a‖22 ≤ ‖a‖
2
1 ≤ n
−2‖k‖4∞.
Therefore, by Lemma 36 with M = n−2K, we have
εT(n−2K)ε ≤ ‖k‖2∞σ
2n−1(1 + 2t+ 2(t2 + t)1/2)
and
1
n
n∑
i=1
(Yi − g(Xi))hˆr(Xi) ≤
3‖k‖∞σrt
1/2
n1/2
with probability at least 1− e−t. The result follows.
The following lemma is useful for bounding the supremum in (2).
Lemma 25 Let D > 0 and A ⊆ L∞ be separable with ‖f‖∞ ≤ D for all f ∈ A. Let
Z = sup
f∈A
∣∣∣‖f‖2L2(Pn) − ‖f‖2L2(P )
∣∣∣ .
Then, for t > 0, we have
Z ≤ E(Z) +
(
2D4t
n
+
4D2 E(Z)t
n
)1/2
+
2D2t
3n
with probability at least 1− e−t.
Proof We have
Z = sup
f∈A
∣∣∣∣∣
n∑
i=1
n−1
(
f(Xi)
2 − ‖f‖2L2(P )
)∣∣∣∣∣
and
E
(
n−1
(
f(Xi)
2 − ‖f‖2L2(P )
))
= 0,
n−1
∣∣∣f(Xi)2 − ‖f‖2L2(P )∣∣∣ ≤ D2n ,
E
(
n−2
(
f(Xi)
2 − ‖f‖2L2(P )
)2)
≤
D4
n2
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for all 1 ≤ i ≤ n and f ∈ A. Furthermore, A is separable, so Z is a random variable on
(Ω,F) and we can use Talagrand’s inequality (Theorem A.9.1 of Steinwart and Christmann,
2008) to show
Z > E(Z) +
(
2t
(
D4
n
+
2D2 E(Z)
n
))1/2
+
2tD2
3n
with probability at most e−t. The result follows.
The following lemma is useful for moving the bound on the distance between V hˆr and V hr
from the L2(Pn) norm to the L
2(P ) norm for r > 0 and hr ∈ rBH .
Lemma 26 Assume (H). Let r > 0 and t ≥ 1. With probability at least 1− e−t, we have
sup
f1,f2∈rBH
∣∣∣‖V f1 − V f2‖2L2(Pn) − ‖V f1 − V f2‖2L2(P )
∣∣∣
is at most
8
(
C2 + 4‖k‖
1/2
∞ C3/2r1/2 + 8‖k‖∞Cr
)
t1/2
n1/2
+
8C2t
3n
.
Proof Let A = {V f1 − V f2 : f1, f2 ∈ rBH} and
Z = sup
f1,f2∈rBH
∣∣∣‖V f1 − V f2‖2L2(Pn) − ‖V f1 − V f2‖2L2(P )
∣∣∣ .
Then A ⊆ L∞ is separable becauseH is separable and has a bounded kernel k. Furthermore,
‖V f1 − V f2‖∞ ≤ 2C for all f1, f2 ∈ rBH . By Lemma 25, we have
Z ≤ E(Z) +
(
32C4t
n
+
16C2 E(Z)t
n
)1/2
+
8C2t
3n
with probability at least 1− e−t. By Lemma 18, we have
E(Z) ≤
64‖k‖∞Cr
n1/2
.
The result follows.
We move the bound on the distance between hˆr and hr from the L
2(Pn) norm to the L
2(P )
norm for r > 0 and hr ∈ rBH .
Corollary 27 Assume (Y 2) and (H). Let r > 0, hr ∈ rBH and t ≥ 1. With probability at
least 1− 3e−t, we have
‖V hˆr − V hr‖
2
L2(P )
is at most
4
(
2C2 + 8‖k‖
1/2
∞ C3/2r1/2 + ‖k‖∞(16C + 5σ)r
)
t1/2
n1/2
+
8C2t
3n
+ 4‖hr − g‖
2
∞.
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Proof By Lemma 24, we have
‖hˆr − hr‖
2
L2(Pn)
≤
20‖k‖∞σrt
1/2
n1/2
+ 4‖hr − g‖
2
∞.
with probability at least 1− 2e−t, so
‖V hˆr − V hr‖
2
L2(Pn)
≤
20‖k‖∞σrt
1/2
n1/2
+ 4‖hr − g‖
2
∞.
Since hˆr, hr ∈ rBH , by Lemma 26 we have
‖V hˆr − V hr‖
2
L2(P ) − ‖V hˆr − V hr‖
2
L2(Pn)
≤ sup
f1,f2∈rBH
∣∣∣‖V f1 − V f2‖2L2(Pn) − ‖V f2 − V f2‖2L2(P )
∣∣∣
≤
8
(
C2 + 4‖k‖
1/2
∞ C3/2r1/2 + 8‖k‖∞Cr
)
t1/2
n1/2
+
8C2t
3n
with probability at least 1− e−t. The result follows.
We assume (g2) to bound the distance between V hˆr and g in the L
2(P ) norm for r > 0 and
prove Theorem 10.
Proof of Theorem 10 Fix hr ∈ rBH . We have
‖V hˆr − g‖
2
L2(P ) ≤
(
‖V hˆr − V hr‖
2
L2(P ) + ‖V hr − g‖
2
L2(P )
)2
≤ 2‖V hˆr − V hr‖
2
L2(P ) + 2‖V hr − g‖
2
L2(P )
≤ 2‖V hˆr − V hr‖
2
L2(P ) + 2‖hr − g‖
2
L2(P ).
By Corollary 27, we have
‖V hˆr − V hr‖
2
L2(P )
is at most
4
(
2C2 + 8‖k‖
1/2
∞ C3/2r1/2 + ‖k‖∞(16C + 5σ)r
)
t1/2
n1/2
+
8C2t
3n
+ 4‖hr − g‖
2
∞.
with probability at least 1− 3e−t. Hence,
‖V hˆr − g‖
2
L2(P )
is at most
8
(
2C2 + 8‖k‖
1/2
∞ C3/2r1/2 + ‖k‖∞(16C + 5σ)r
)
t1/2
n1/2
+
16C2t
3n
+ 10‖hr − g‖
2
∞.
Taking a sequence of hr,n ∈ rBH for n ≥ 1 with
‖hr − g‖
2
∞ ↓ I∞(g, r)
34
Ivanov-Regularised Estimators over RKHSs
as n→∞ proves the result.
We assume (g3) to prove Theorem 11.
Proof of Theorem 11 The initial bound follows from Theorem 10 and (9). Based on this
bound, setting
r = D1‖k‖
−(1−β)/(1+β)
∞ B
2/(1+β)(16C + 5σ)−(1−β)/(1+β)t−(1−β)/(2(1+β))n(1−β)/(2(1+β))
gives
‖V hˆr − g‖
2
L2(P )
is at most(
8D1 + 10D
−2β/(1−β)
1
)
‖k‖2β/(1+β)∞ B
2/(1+β)(16C + 5σ)2β/(1+β)tβ/(1+β)n−β/(1+β)
+ 64D
1/2
1 ‖k‖
β/(1+β)
∞ B
1/(1+β)C3/2(16C + 5σ)−(1−β)/(2(1+β))t(1+3β)/(4(1+β))n−(1+3β)/(4(1+β))
+ 16C2t1/2n−1/2 + 16C2tn−1/3.
Hence, the next bound follows with
D2 = 8D1 + 10D
−2β/(1−β)
1 , D3 = 64D
1/2
1 , D4 = 16 and D5 = 16/3.
Appendix E. Proof of High-Probability Bound for Validation
We need to introduce some new notation for the next result. Let U and V be random
variables on (Ω,F). Then
‖U‖ψ2 = inf{a ∈ (0,∞) : Eψ2(|U |/a) ≤ 1},
‖U |V ‖ψ2 = inf{a ∈ (0,∞) : E(ψ2(|U |/a)|V ) ≤ 1 almost surely},
where ψ2(x) = exp(x
2) − 1 for x ∈ R. Exercise 5 of Section 2.3 of Gine´ and Nickl (2016)
shows that ‖U‖ψ2 is a norm on the space of U such that ‖U‖ψ2 < ∞ and ‖U |V ‖ψ2 is a
norm on the space of U such that ‖U |V ‖ψ2 <∞.
We bound the distance between V hˆrˆ and V hˆr0 in the L
2(P˜n˜) norm for r0 ∈ R.
Lemma 28 Assume (H) and (Y˜ ). Let r0 ∈ R and t > 0. With probability at least 1−2e
−t,
we have
‖V hˆrˆ − V hˆr0‖
2
L2(P˜n˜)
is at most
1536Cσ˜t1/2
n˜1/2
((
2 log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
+ pi1/2
)
+
24C2t1/2
n˜1/2
+ 4‖V hˆr0 − g‖
2
L2(P ).
35
Page and Gru¨newa¨lder
Proof By Lemma 2 with A = F and n, X, Y and Pn replaced by n˜, X˜ , Y˜ and P˜n˜, we
have
‖V hˆrˆ − V hˆr0‖
2
L2(P˜n˜)
≤
4
n˜
n˜∑
i=1
(Y˜i − g(X˜i))(V hˆrˆ(X˜i)− V hˆr0(X˜i)) + 4‖V hˆr0 − g‖
2
L2(P˜n˜)
.
We now bound the right-hand side. We have
‖V hˆr0 − g‖
2
L2(P˜n˜)
=
1
n˜
n˜∑
i=1
(
(V hˆr0(X˜i)− g(X˜i))
2 − ‖V hˆr0 − g‖
2
L2(P )
)
+ ‖V hˆr0 − g‖
2
L2(P ).
Since ∣∣∣(V hˆr0(X˜i)− g(X˜i))2 − ‖V hˆr0 − g‖2L2(P )∣∣∣ ≤ 4C2
for all 1 ≤ i ≤ n˜, we find
‖V hˆr0 − g‖
2
L2(P˜n˜)
− ‖V hˆr0 − g‖
2
L2(P ) > t
with probability at most
exp
(
−
n˜t2
32C4
)
.
by Hoeffding’s inequality. Therefore, we have
‖V hˆr0 − g‖
2
L2(P˜n˜)
− ‖V hˆr0 − g‖
2
L2(P ) ≤
321/2C2t1/2
n˜1/2
≤
6C2t1/2
n˜1/2
with probability at least 1− e−t. Now let f0 = V hˆr0 and
W (f) =
1
n˜
n˜∑
i=1
(Y˜i − g(X˜i))(f(X˜i)− f0(X˜i))
for f ∈ F . W is separable on (F, σ˜‖·‖∞/n˜
1/2) by Lemma 20. The diameter of (F, σ˜‖·‖∞/n˜
1/2)
is
D = sup
f1,f2∈F
σ˜‖f1 − f2‖∞/n˜
1/2 ≤ 2Cσ˜/n˜1/2.
From Lemma 38, we have∫
∞
0
(log(N(F, σ˜‖·‖∞/n˜
1/2, ε)))1/2dε =
∫
∞
0
(log(N(F, ‖·‖∞, n˜
1/2ε/σ˜)))1/2dε
=
σ˜
n˜1/2
∫
∞
0
(log(N(F, ‖·‖∞, u)))
1/2du
is finite. Hence, by Exercise 1 of Section 2.3 of Gine´ and Nickl (2016) and Lemma 38, we
have ∥∥∥∥∥supf∈F |W (f)|
∣∣∣∣∣X˜,X, Y
∥∥∥∥∥
ψ2
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is at most
∥∥∥W (f0)∣∣∣X˜,X, Y ∥∥∥
ψ2
+ 15361/2
∫ 2Cσ˜/n˜1/2
0
(logN(F, σ˜‖·‖∞/n˜
1/2, ε))1/2dε
= 15361/2
∫ 2Cσ˜/n˜1/2
0
(logN(F, ‖·‖∞, n˜
1/2ε/σ˜))1/2dε
=
15361/2σ˜
n˜1/2
∫ 2C
0
(logN(F, ‖·‖∞, u))
1/2du
≤
15361/2σ˜
n˜1/2
(
2
(
log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
C + (2pi)1/2C
)
=
30721/2Cσ˜
n˜1/2
((
2 log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
+ pi1/2
)
,
noting W (f0) = 0. By Jensen’s inequality,∥∥∥∥∥supf∈F |W (f)| − E
(
sup
f∈F
|W (f)
∣∣∣∣∣X˜,X, Y |
)∣∣∣∣∣X˜,X, Y
∥∥∥∥∥
ψ2
≤
∥∥∥∥∥supf∈F |W (f)|
∣∣∣∣∣X˜,X, Y
∥∥∥∥∥
ψ2
+
∥∥∥∥∥E
(
sup
f∈F
|W (f)
∣∣∣∣∣X˜,X, Y |
)∣∣∣∣∣X˜,X, Y
∥∥∥∥∥
ψ2
≤ 2
∥∥∥∥∥supf∈F |W (f)|
∣∣∣∣∣X˜,X, Y
∥∥∥∥∥
ψ2
,
which is at most
122881/2Cσ˜
n˜1/2
((
2 log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
+ pi1/2
)
.
By Lemma 34, we have supf∈F |W (f)| is subgaussian with parameter
73728C2σ˜2
n˜
((
2 log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
+ pi1/2
)2
and so is at most
384Cσ˜t1/2
n˜1/2
((
2 log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
+ pi1/2
)
with probability at least 1− e−t by Chernoff bounding. In particular,
1
n˜
n˜∑
i=1
(Y˜i − g(X˜i))(V hˆrˆ(X˜i)− V hˆr0(X˜i))
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is at most
384Cσ˜t1/2
n˜1/2
((
2 log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
+ pi1/2
)
with probability at least 1− e−t. The result follows.
The following lemma is useful for moving the bound on the distance between V hˆrˆ and V hˆr0
from the L2(P˜n˜) norm to the L
2(P ) norm for r0 ∈ R.
Lemma 29 Assume (H). Let r0 ∈ R, f0 = V hˆr0 and t ≥ 1. With probability at least
1− e−t, we have
sup
f∈F
∣∣∣‖f − f0‖2L2(P˜n˜) − ‖f − f0‖2L2(P )
∣∣∣
is at most
10C2t1/2
n˜1/2
(
1 + 32
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
))
+
8C2t
3n˜
.
Proof Let A = {f − f0 : f ∈ F} and
Z = sup
f∈F
∣∣∣‖f − f0‖2L2(P˜n˜) − ‖f − f0‖2L2(P )
∣∣∣ .
Then A ⊆ L∞ is separable by Lemma 32. Furthermore, ‖f − f0‖∞ ≤ 2C for all f ∈ F . By
Lemma 25 with n and Pn replaced by n˜ and P˜n˜, we have
Z ≤ E(Z) +
(
32C4t
n˜
+
16C2 E(Z)t
n˜
)1/2
+
8C2t
3n˜
with probability at least 1− e−t. By Lemma 22, we have
E(Z) ≤
64C2
n˜1/2
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
)
.
The result follows.
We move the bound on the distance between V hˆrˆ and V hˆr0 from the L
2(P˜n˜) norm to the
L2(P ) norm for r0 ∈ R.
Corollary 30 Assume (H) and (Y˜ ). Let r0 ∈ R and t ≥ 1. With probability at least
1− 3e−t, we have
‖V hˆrˆ − V hˆr0‖
2
L2(P )
is at most
2C(5C + 24σ˜)t1/2
n˜1/2
(
1 + 32
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
))
+
24C2t1/2
n˜1/2
+
8C2t
3n˜
+ 4‖V hˆr0 − g‖
2
L2(P ).
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Proof By Lemma 28, we have
‖V hˆrˆ − V hˆr0‖
2
L2(P˜n˜)
is at most
1536Cσ˜t1/2
n˜1/2
((
2 log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
+ pi1/2
)
+
24C2t1/2
n˜1/2
+ 4‖V hˆr0 − g‖
2
L2(P )
with probability at least 1− 2e−t. Let f0 = V hˆr0 . Since hˆrˆ ∈ F , by Lemma 29 we have
‖V hˆrˆ − V hˆr0‖
2
L2(P ) − ‖V hˆrˆ − V hˆr0‖
2
L2(P˜n˜)
≤ sup
f∈F
∣∣∣‖f − f0‖2L2(P˜n˜) − ‖f − f0‖2L2(P )
∣∣∣
≤
10C2t1/2
n˜1/2
(
1 + 32
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
))
+
8C2t
3n˜
with probability at least 1− e−t. The result follows.
We bound the distance between V hˆrˆ and g in the L
2(P ) norm to prove Theorem 12.
Proof of Theorem 12 We have
‖V hˆrˆ − g‖
2
L2(P ) ≤
(
‖V hˆrˆ − V hr0‖
2
L2(P ) + ‖V hr0 − g‖
2
L2(P )
)2
≤ 2‖V hˆrˆ − V hr0‖
2
L2(P ) + 2‖V hr0 − g‖
2
L2(P ).
By Corollary 30, we have
‖V hˆrˆ − V hˆr0‖
2
L2(P )
is at most
2C(5C + 24σ˜)t1/2
n˜1/2
(
1 + 32
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
))
+
24C2t1/2
n˜1/2
+
8C2t
3n˜
+ 4‖V hˆr0 − g‖
2
L2(P ).
with probability at least 1− 3e−t. Hence,
‖V hˆrˆ − g‖
2
L2(P )
is at most
4C(5C + 24σ˜)t1/2
n˜1/2
(
1 + 32
((
2 log
(
2 +
‖k‖2∞ρ
2
C2
))1/2
+ pi1/2
))
+
48C2t1/2
n˜1/2
+
16C2t
3n˜
+ 10‖V hˆr0 − g‖
2
L2(P ).
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The result follows.
We assume the conditions of Theorem 11 to prove Theorem 13.
Proof of Theorem 13 If we assume (R1), then r0 = an
(1−β)/(2(1+β)) ∈ R and
‖V hˆr − g‖
2
L2(P )
is at most
8
(
2C2 + 8‖k‖
1/2
∞ C3/2a1/2n(1−β)/(4(1+β)) + ‖k‖∞(16C + 5σ)an
(1−β)/(2(1+β))
)
t1/2
n1/2
+
16C2t
3n
+
10B2/(1−β)
a2β/(1−β)nβ/(1+β)
.
with probability at least 1−3e−t by Theorem 11. If we assume (R2), then there is a unique
r0 ∈ R such that
an(1−β)/(2(1+β)) ≤ r0 < an
(1−β)/(2(1+β)) + b
and
‖V hˆr − g‖
2
L2(P )
is at most
8
(
2C2 + 8‖k‖
1/2
∞ C3/2r
1/2
0 + ‖k‖∞(16C + 5σ)r0
)
t1/2
n1/2
+
16C2t
3n
+
10B2/(1−β)
r
2β/(1−β)
0
≤
8
(
2C2 + 8‖k‖
1/2
∞ C3/2
(
a1/2n(1−β)/(4(1+β)) + b1/2
))
t1/2
n1/2
+
8‖k‖∞(16C + 5σ)
(
an(1−β)/(2(1+β)) + b
)
t1/2
n1/2
+
16C2t
3n
+
10B2/(1−β)
a2β/(1−β)nβ/(1+β)
with probability at least 1− 3e−t by Theorem 11. In either case,
‖V hˆr0 − g‖
2
L2(P ) ≤ D3t
1/2n−β/(1+β) +D4tn
−1
for some constants D3,D4 > 0 not depending on n, n˜ or t. By Theorem 12, we have
‖V hˆrˆ − g‖
2
L2(P ) ≤ D5t
1/2 log(n)1/2n˜−1/2 +D6tn˜
−1 + 10D3t
1/2n−β/(1+β) + 10D4tn
−1
with probability at least 1 − 3e−t for some constants D5,D6 > 0 not depending on n, n˜
or t. Since n˜ increases at least linearly in n, there exists some constant D7 > 0 such that
n˜ ≥ D7n. We then have
‖V hˆrˆ − g‖
2
L2(P )
is at most
D
−1/2
7 D5t
1/2 log(n)1/2n−1/2 +D−17 D6tn
−1 + 10D3t
1/2n−β/(1+β) + 10D4tn
−1
≤ D1t
1/2n−β/(1+β) +D2tn
−1
for some constants D1,D2 > 0 not depending on n, n˜ or t.
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Appendix F. Estimator Calculation and Measurability
The following result is essentially Theorem 2.1 from Quintana and Rodr´ıguez (2014). The
authors show that that a strictly-positive-definite matrix which is a (Cn×n,B(Cn×n))-valued
measurable matrix on (Ω,F) can be diagonalised by an unitary matrix and a diagonal matrix
which are both (Cn×n,B(Cn×n))-valued measurable matrices on (Ω,F). The result holds
for non-negative-definite matrices by adding the identity matrix before diagonalisation and
subtracting it afterwards. Furthermore, the construction of the unitary matrix produces a
matrix with real entries, which is to say an orthogonal matrix, when the strictly-positive-
definite matrix has real entries.
Lemma 31 Let M be a non-negative-definite matrix which is an (Rn×n,B(Rn×n))-valued
measurable matrix on (Ω,F). There exist an orthogonal matrix A and a diagonal matrix
D which are both (Rn×n,B(Rn×n))-valued measurable matrices on (Ω,F) such that M =
ADAT.
We prove Lemma 3.
Proof of Lemma 3 Let Hn = sp{kXi : 1 ≤ i ≤ n}. The subspace Hn is closed in H, so
there is an orthogonal projection Q : H → Hn. Since f −Qf ∈ H
⊥
n for all f ∈ H, we have
f(Xi)− (Qf)(Xi) = 〈f −Qf, kXi〉 = 0
for all 1 ≤ i ≤ n. Hence,
inf
f∈rBH
1
n
n∑
i=1
(f(Xi)− Yi)
2 = inf
f∈rBH
1
n
n∑
i=1
((Qf)(Xi)− Yi)
2
= inf
f∈(rBH )∩Hn
1
n
n∑
i=1
(f(Xi)− Yi)
2.
Let f ∈ (rBH) ∩Hn and write
f =
n∑
i=1
aikXi
for some a ∈ Rn. Then
1
n
n∑
i=1
(f(Xi)− Yi)
2 = n−1(Ka− Y )T(Ka− Y )
and ‖f‖2H = a
TKa, so we can write the norm constraint as aTKa+ s = r2, where s ≥ 0 is
a slack variable. The Lagrangian can be written as
L(a, s;µ) = n−1(Ka− Y )T(Ka− Y ) + µ(aTKa+ s− r2)
= aT(n−1K2 + µK)a− 2n−1Y TKa+ µs+ n−1Y TY − µr2,
where µ is the Lagrangian multiplier for the norm constraint. We seek to minimise the
Lagrangian for a fixed value of µ. Note that we require µ ≥ 0 for the Lagrangian to have a
finite minimum, due to the term in s. We have
∂L
∂a
= 2(n−1K2 + µK)a− 2n−1KY.
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This being 0 is equivalent to K((K + nµI)a− Y ) = 0.
Since the kernel k is a measurable function on (S × S,S ⊗ S) and the Xi are (S,S)-valued
random variables on (Ω,F), we find thatK is an (Rn×n,B(Rn×n))-valued measurable matrix
on (Ω,F). Furthermore, since the kernel k takes real values and is non-negative definite, K
is non-negative definite with real entries. By Lemma 31, there exist an orthogonal matrix
A and a diagonal matrix D which are both (Rn×n,B(Rn×n))-valued measurable matrices
on (Ω,F) such that M = ADAT. Note that the diagonal entries of D must be non-
negative and we may assume that they are non-increasing. Inserting this diagonalisation
into K((K + nµI)a− Y ) = 0 gives
AD((D + nµI)ATa−ATY ) = 0.
Since A has the inverse AT, this is equivalent to
D((D + nµI)ATa−ATY ) = 0.
This in turn is equivalent to
(ATa)i = (Di,i + nµ)
−1(ATY )i
for 1 ≤ i ≤ m. The same f is produced for all such a, because if w is the difference between
two such a, then (ATw)i = 0 for 1 ≤ i ≤ m and the squared H norm of
n∑
i=1
wikXi
is wTKw = wTADATw = 0. Hence, we are free to set (ATa)i = 0 for m + 1 ≤ i ≤ n.
This uniquely defines ATa, which in turn uniquely defines a, since AT has the inverse A.
Note that this definition of a is measurable on (Ω × [0,∞),F ⊗ B([0,∞))), where µ varies
in [0,∞).
We now search for a value of µ such that a and s satisfy the norm constraint. We call this
value µ(r). There are two cases. If
r2 <
m∑
i=1
D−1i,i (A
TY )2i ,
then the a above and s = 0 minimise L for µ = µ(r) > 0 and satisfy the norm constraint,
where µ(r) satisfies
m∑
i=1
Di,i
(Di,i + nµ(r))2
(ATY )2i = r
2.
Otherwise, the a above and
s = r2 −
m∑
i=1
D−1i,i (A
TY )2i ≥ 0
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minimise L for µ = µ(r) = 0 and satisfy the norm constraint. Hence, the Lagrangian
sufficiency theorem shows
hˆr =
n∑
i=1
aikXi
for the a above with µ = µ(r) for r > 0. We also have hˆ0 = 0.
Since µ(r) > 0 is strictly decreasing for
r2 <
m∑
i=1
D−1i,i (A
TY )2i
and µ(r) = 0 otherwise, we find
{µ(r) ≤ µ} =
{
m∑
i=1
Di,i
(Di,i + nµ)2
(ATY )2i ≤ r
2
}
for µ ∈ [0,∞). Therefore, µ(r) is measurable on (Ω× [0,∞),F ⊗B((0,∞))), where r varies
in (0,∞). Hence, the a above with µ = µ(r) for r > 0 is measurable on (Ω × [0,∞),F ⊗
B((0,∞))), where r varies in (0,∞). By Lemma 4.25 of Steinwart and Christmann (2008),
the function Φ : S → H by Φ(x) = kx is a (H,B(H))-valued measurable function on (S,S).
Hence, kXi for 1 ≤ i ≤ n are (H,B(H))-valued random variables on (Ω,F). Together, these
show that hˆr is a (H,B(H))-valued measurable function on (Ω × [0,∞),F ⊗ B([0,∞))),
where r varies in [0,∞), recalling that hˆ0 = 0.
We prove a continuity result about our estimator.
Lemma 32 Let r, s ∈ [0,∞). We have ‖hˆr − hˆs‖
2
H ≤ |r
2 − s2|.
Proof Recall the diagonalisation of K = ADAT from Lemma 3. If u, v ∈ Rn and
h1 =
n∑
i=1
uikXi and h2 =
n∑
i=1
vikXi ,
then 〈h1, h2〉H = u
TKv = (ATu)TD(ATv). Let s > r. If r > 0 then, by Lemma 3, we have
〈hˆr, hˆs〉H =
m∑
i=1
Di,i
(Di,i + nµ(r))(Di,i + nµ(s))
(ATY )2i
≥
m∑
i=1
Di,i
(Di,i + nµ(r))2
(ATY )2i
= ‖hˆr‖
2
H .
Furthermore, again by Lemma 3, if µ(r) > 0 then ‖hˆr‖
2
H= r
2 and
‖hˆr − hˆs‖
2
H = ‖hˆr‖
2
H + ‖hˆs‖
2
H − 2〈hˆr, hˆs〉H
≤ ‖hˆs‖
2
H − ‖hˆr‖
2
H
= ‖hˆs‖
2
H − r
2
≤ s2 − r2.
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Otherwise, µ(r) = 0 and so µ(s) = 0 by Lemma 3, which means hˆr = hˆs. If r = 0 then
hˆr = 0 and ‖hˆr−hˆs‖
2
H = ‖hˆs‖
2
H ≤ s
2. Hence, whenever r < s, we have ‖hˆr−hˆs‖
2
H ≤ s
2−r2.
The result follows.
We also have the estimator rˆ when performing validation.
Lemma 33 We have that rˆ is a random variable on (Ω,F).
Proof Let
W (s) =
1
n˜
n˜∑
i=1
(V hˆs(X˜i)− Y˜i)
2
for s ∈ R. Note that W (s) is a random variable on (Ω,F) and continuous in s by Lemma
32. Since R ⊆ R, it is separable. Let R0 be a countable dense subset of R. Then
infs∈RW (s) = infs∈R0 W (s) is a random variable on (Ω,F) as the right-hand side is the
infimum of countably many random variables on (Ω,F). Let r ∈ [0, ρ]. By the definition of
rˆ, we have
{rˆ ≤ r} =
⋃
s∈R∩[0,r]
{W (s) ≤ inf
t∈R
W (t)}.
Since R ∩ [0, r] ⊆ R, it is separable. Let Ar be a countable dense subset of R ∩ [0, r]. By
the sequential compactness of R ∩ [0, r] and continuity of W (s), we have
{rˆ ≤ r} =
∞⋂
a=1
⋃
s∈Ar
{W (s) ≤ inf
t∈R
W (t) + a−1}.
This set is an element of F .
Appendix G. Subgaussian Random Variables
The following result is Lemma 2.3.1 from Gine´ and Nickl (2016).
Lemma 34 Let U and V be random variables. If ‖U‖ψ2 < ∞ and EU = 0, then U
is 6‖U‖2ψ2-subgaussian. If U is σ
2-subgaussian, then ‖U‖2ψ2 ≤ 6σ
2. If ‖U |V ‖ψ2 < ∞ and
E(U |V ) = 0 almost surely, then U is 6‖U |V ‖2ψ2-subgaussian given V . If U is σ
2-subgaussian
given V , then ‖U |V ‖2ψ2 ≤ 6σ
2.
We need the definition of a sub-σ-algebra for the next result. The σ-algebra G is a sub-
σ-algebra of the σ-algebra F if G ⊆ F . The following lemma relates a quadratic form of
subgaussians to that of centred normal random variables.
Lemma 35 Let εi for 1 ≤ i ≤ n be random variables on (Ω,F ,P) which are independent
conditional on some sub-σ-algebra G ⊆ F and let
E(exp(tεi)|G) ≤ exp(σ
2t2/2)
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almost surely for all t ∈ R. Also, let δi for 1 ≤ i ≤ n be random variables on (Ω,F ,P)
which are independent of each other and G with δi ∼ N(0, σ
2). Let M be an n × n non-
negative-definite matrix which is an (Rn×n,B(Rn×n))-valued measurable matrix on (Ω,G).
We have
E(exp(tεTMε)|G) ≤ E(exp(tδTMδ)|G)
almost surely for all t ≥ 0.
Proof This proof method uses techniques from the proof of Lemma 9 of Abbasi-Yadkori, Pa´l, and Szepesva´ri
(2011). We have
E(exp(tiεi/σ)|G) ≤ exp(t
2
i /2)
almost surely for all 1 ≤ i ≤ n and ti ∈ R. Furthermore, the εi are independent conditional
on G, so
E(exp(tTε/σ)|G) ≤ exp(‖t‖22/2)
almost surely. By Lemma 31 with F replaced by G, there exist an orthogonal matrix A
and a diagonal matrix D which are both (Rn×n,B(Rn×n))-valued measurable matrices on
(Ω,G) such that M = ADAT. Hence, M has a square root M1/2 = AD1/2AT which is an
(Rn×n,B(Rn×n))-valued measurable matrix on (Ω,G), where D1/2 is the diagonal matrix
with entries equal to the square root of those of D. Note that these entries are non-negative
because M is non-negative definite. We can then replace t with sM1/2u for s ∈ R and
u ∈ Rn to get
E(exp(suTM1/2ε/σ)|G) ≤ exp(s2‖M1/2u‖22/2)
almost surely. Integrating over u with respect to the distribution of δ gives
E(exp(s2εTMε/2)|G) ≤ E(exp(s2δTMδ/2)|G)
almost surely. The result follows.
Having established this relationship, we can now obtain a probability bound on a quadratic
form of subgaussians by using Chernoff bounding. The following result is a conditional
subgaussian version of the Hanson–Wright inequality.
Lemma 36 Let εi for 1 ≤ i ≤ n be random variables on (Ω,F ,P) which are independent
conditional on some sub-σ-algebra G ⊆ F and let
E(exp(tεi)|G) ≤ exp(σ
2t2/2)
almost surely for all t ∈ R. Let M be an n × n non-negative-definite matrix which is an
(Rn×n,B(Rn×n))-valued measurable matrix on (Ω,G) and t ≥ 0. We have
εTMε ≤ σ2 tr(M) + 2σ2‖M‖t+ 2σ2(‖M‖2t2 + tr(M2)t)1/2
with probability at least 1− e−t almost surely conditional on G. Here, ‖M‖ is the operator
norm of M , which is a random variable on (Ω,G).
Proof This proof method follows that of Theorem 3.1.9 of Gine´ and Nickl (2016). By
Lemma 31 with F replaced by G, there exist an orthogonal matrix A and a diagonal matrix
D which are both (Rn×n,B(Rn×n))-valued measurable matrices on (Ω,G) such that M =
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ADAT. Let δi for 1 ≤ i ≤ n be random variables on (Ω,F ,P) which are independent of
each other and G, with δi ∼ N(0, σ
2). By Lemma 35 and the fact that ATδ has the same
distribution as δ, we have
E(exp(tεTMε)|G) ≤ E(exp(tδTMδ)|G) = E(exp(tδTDδ)|G)
almost surely for all t ≥ 0. Furthermore,
E(exp(tδ2i /σ
2)) =
∫
∞
−∞
1
(2pi)1/2
exp(tx2 − x2/2)dx =
1
(1− 2t)1/2
for 0 ≤ t < 1/2 and 1 ≤ i ≤ n, so
E(exp(t(δ2i /σ
2 − 1))) = exp(−(log(1− 2t) + 2t)/2).
We have
−2(log(1− 2t) + 2t) ≤
∞∑
i=2
(2t)i(2/i) ≤ 4t2/(1− 2t)
for 0 ≤ t ≤ 1/2. Therefore, since the δi are independent of G, we have
E(exp(tDi,i(δ
2
i − σ
2))|G) ≤ exp
(
σ4D2i,it
2
1− 2σ2Di,it
)
almost surely for 0 ≤ t ≤ 1/(2σ2Di,i) and 1 ≤ i ≤ n. Since the Di,i are random variables
on (Ω,G) and the Di,iδi for 1 ≤ i ≤ n are independent conditional on G, we have
E(exp(t(δTDδ − σ2 tr(D)))|G) ≤ exp
(
σ4 tr(D2)t2
1− 2σ2(maxiDi,i)t
)
almost surely for 0 ≤ t ≤ 1/(2σ2(maxiDi,i)). By Chernoff bounding, we have
εTMε− σ2 tr(M) = δTDδ − σ2 tr(D) > s
for s ≥ 0 with probability at most
exp
(
σ4 tr(D2)t2
1− 2σ2(maxiDi,i)t
− ts
)
= exp
(
σ4 tr(A2)t2
1− 2σ2‖A‖t
− ts
)
almost surely conditional on G for 0 ≤ t ≤ 1/(2σ2‖A‖). Letting
t =
s
2σ4 tr(A2) + 2σ2‖A‖s
gives the bound
exp
(
−
s2
4σ4 tr(A2) + 4σ2‖A‖s
)
.
Rearranging gives the result.
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Appendix H. Covering Numbers
The following lemma gives a bound on the covering numbers of F .
Lemma 37 Let ε > 0. We have
N(F, ‖·‖∞, ε) ≤ 1 +
‖k‖2∞ρ
2
2ε2
.
Proof Let a ≥ 1 and ri ∈ R and fi = V hˆri ∈ F for 1 ≤ i ≤ a. Also, let f = V hˆr ∈ F
for r ∈ R. Since V is a contraction, we have ‖f − fi‖∞ ≤ ε whenever ‖hˆr − hˆri‖∞ ≤ ε.
By Lemma 32, we have ‖hˆr − hˆri‖∞ ≤ ε whenever |r
2 − r2i | ≤ ε
2/‖k‖2∞. Hence, if we let
r2i = ε
2(2i− 1)/‖k‖2∞ and
ρ2 − ε2(2a− 1)/‖k‖2∞ ≤ ε
2/‖k‖2∞,
then we find N(F, ‖·‖∞, ε) ≤ a. Rearranging the above shows that we can choose
a =
⌈
‖k‖2∞ρ
2
2ε2
⌉
and the result follows.
We also calculate integrals of these covering numbers.
Lemma 38 Let a ≥ 1. From Lemma 37, we have
∫ L
0
(log(aN(F, ‖·‖∞, ε)))
1/2dε ≤
(
log
((
1 +
‖k‖2∞ρ
2
2L2
)
a
))1/2
L+
(pi
2
)1/2
L
for L ∈ (0,∞). When a = 1, we have
∫ L
0
(log(N(F, ‖·‖∞, ε)))
1/2dε ≤ 2
(
log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
C + (2pi)1/2C
for L ∈ (0,∞].
Proof Let L ∈ (0,∞). Then
∫ L
0
(log(aN(F, ‖·‖∞, ε)))
1/2dε ≤
∫ L
0
(
log
(
a
(
1 +
‖k‖2∞ρ
2
2ε2
)))1/2
dε
by Lemma 37. Changing variables to u = ε/L gives
L
∫ 1
0
(
log
(
a
(
1 +
‖k‖2∞ρ
2
2L2u2
)))1/2
du
≤ L
∫ 1
0
(
log
(
a
(
1 +
‖k‖2∞ρ
2
2L2
)
1
u2
))1/2
du
= L
∫ 1
0
(
log
(
a
(
1 +
‖k‖2∞ρ
2
2L2
))
+ log
(
1
u2
))1/2
du.
47
Page and Gru¨newa¨lder
For b, c ≥ 0 we have (b+ c)1/2 ≤ b1/2 + c1/2, so the above is at most
L
∫ 1
0
(
log
(
a
(
1 +
‖k‖2∞ρ
2
2L2
)))1/2
du+ L
∫ 1
0
(
log
(
1
u2
))1/2
du
= L
(
log
(
a
(
1 +
‖k‖2∞ρ
2
2L2
)))1/2
+ L
∫ 1
0
(
log
(
1
u2
))1/2
du.
Changing variables to
s =
(
log
(
1
u2
))1/2
shows
∫ 1
0
(
log
(
1
u2
))1/2
du =
∫
∞
0
s2 exp(−s2/2)ds
=
1
2
∫
∞
−∞
s2 exp(−s2/2)ds
=
(pi
2
)1/2
,
since the last integral is a multiple of the variance of a N(0, 1) random variable. The first
result follows. Note that N(F, ‖·‖∞, ε) = 1 whenever ε ≥ 2C, as the ball of radius 2C about
any point in F is the whole of F . Hence, when a = 1, we have
∫ L
0
(log(N(F, ‖·‖∞, ε)))
1/2dε ≤
∫
∞
0
(log(N(F, ‖·‖∞, ε)))
1/2dε
=
∫ 2C
0
(log(N(F, ‖·‖∞, ε)))
1/2dε
≤ 2
(
log
(
1 +
‖k‖2∞ρ
2
8C2
))1/2
C + (2pi)1/2C
for L ∈ (0,∞].
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