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The AMS experiment onboard the International Space Station has recently provided cosmic ray
electron and positron data with unprecedented precision in the range from 0.5 to 350GeV. The
observed rise in the positron fraction at energies above 10GeV remains unexplained, with proposed
solutions ranging from local pulsars to TeV-scale dark matter. Here, we make use of this high
quality data to place stringent limits on dark matter with masses below ∼300GeV, annihilating or
decaying to leptonic final states, essentially independent of the origin of this rise. We significantly
improve on existing constraints, in some cases by up to two orders of magnitude.
PACS numbers: 95.85.Ry, 95.35.+d, 95.30.Cq; FERMILAB-PUB-13-202-A
Introduction. The AMS (Alpha Magnetic Spectrome-
ter) collaboration has very recently announced the results
of its first data collected from the International Space
Station [1], consisting of a high precision measurement
of the cosmic ray (CR) positron fraction [2]. This new
data provides a confirmation of the rise of this quantity
above 10GeV, as previously observed by PAMELA [3]
and Fermi [4] (and with earlier hints provided by HEAT
[5] and AMS-01 [6]). Such a rise is not predicted in the
standard scenario, in which CR positrons are mostly pro-
duced as secondary particles, as a result of collisions of
CR protons with the interstellar medium (ISM). Instead,
the large positron fraction seems to require the existence
of at least one additional nearby primary source of high
energy positrons. Local pulsars have emerged as the lead-
ing astrophysical candidates [7, 8], although it has also
been argued that strong local sources might not actually
be needed when taking into account the spiral structure
of the Milky Way in full 3-D propagation models [9] and
that even a secondary production mechanism in the shock
waves of supernovae remnants [10, 11] could provide a vi-
able mechanism to explain the data [12].
A more exotic possibility is that the observed positrons
may be produced in the annihilations or decays of
TeV-scale dark matter (DM) particles. Such scenarios,
however, require unexpectedly large annihilation rates
into predominantly leptonic final states [13–17] and are
subject to significant constraints from CR antiproton,
gamma-ray and synchrotron data [18–25]. Upcoming
AMS data may help to settle this open issue not only by
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increasing statistics and extending their study to higher
energies, but also by providing high precision measure-
ments of other CR particle spectra (likely breaking de-
generacies in the propagation parameters [26]). Fermi
and AMS will also further constrain any anisotropy in the
positron/electron flux (where current limits are already
close to discriminating between some of the scenarios de-
scribed above [27, 28]).
In this Letter, we do not make any attempt to ex-
plain the origin of the rise in the positron fraction. In-
stead, we focus on using the AMS data to derive limits
on subdominant exotic contributions to the observed CR
positron spectrum, in particular from DM with masses
below ∼300GeV. While positrons have been used in the
past to probe DM annihilation or decay [29–34], we ex-
ploit here for the first time the extremely high quality
of the AMS data to search for pronounced spectral fea-
tures in the positron flux predicted in some DM models
[35–41]. Much as exploiting spectral features can signif-
icantly improve the sensitivity of indirect DM searches
using gamma rays [42], we demonstrate that the same is
true for positrons, despite energy losses and other compli-
cating factors. We derive limits that exceed the currently
most stringent results on DM annihilation into leptons
[43, 44] by up to two orders of magnitude.
This Letter is organized as follows. We first briefly
review various astrophysical sources of leptons and how
they manifest themselves in the observed CR flux, and
then discuss possible contributions from DM. We con-
tinue with a description of the statistical treatment im-
plemented here, before moving on to present our main
results and conclusions. In an Appendix [45], we col-
lect further technical details of our procedure for deriving
limits on a possible DM signal, discussing in particular
the impact of systematic uncertainties in the background
modeling.
2Astrophysical origins of cosmic ray leptons. The ori-
gin of high energy electrons can be traced back to i) su-
pernova explosions that accelerate the ISM to produce
what are typically referred to as primary CRs, ii) inelas-
tic collisions of primary CR protons and nuclei with the
ISM (resulting in charged mesons, which decay, produc-
ing secondary electrons and positrons), and iii) individ-
ual sources such as pulsars that produce e± pairs. The
averaged spectrum of propagated primary CR electrons
(originating from many supernovae) is expected to be
harder than that of the secondary e± component because
the primary CR progenitors of the secondaries have also
experienced propagation effects; both spectra are well de-
scribed by power-laws, with spectral indices of about 3.3
to 3.5 (3.7) for primary electrons (secondary e±) at ener-
gies above∼10GeV [46]. The contribution from all galac-
tic pulsars can be approximated by a power-law with an
exponential cut-off at high energies, with a propagated
spectral index of 2.0 ± 0.5 [7, 8].
The Galactic Magnetic Field at scales & 100pc has a
random and a regular component [47]. As CR leptons
propagate away from their sources, they follow the field
lines and scatter off B-field irregularities. The net effect
can be approximated as a random walk diffusion within
a zone surrounding the Galactic Disk [48, 49]. Further
away from the disk the magnetic fields become weak,
essentially leading to freely propagating CRs. During
their propagation throughout the Galaxy, electrons and
positrons also experience significant energy losses due
to synchrotron and inverse Compton scattering on the
galactic radiation field and the cosmic microwave back-
ground. The impact of other effects such as convective
winds, ionization losses, or positron annihilation in col-
lisions with matter are not significant for leptons in the
energy range considered here [49, 50] and are therefore
ignored. We do, however, include bremsstrahlung emis-
sion, diffusive re-acceleration, and solar modulation in-
side the heliosphere (using the force-field approximation
[51]), which have an impact on CR e± spectra below 5–
10GeV [52, 53].
For the propagation of CR leptons, we use the stan-
dard numerical tool GALPROP v54 [54], which includes
up-to-date implementations of the local interstellar radia-
tion field and galactic gas distribution. These are relevant
for both the production of secondary leptons and energy
losses. GALPROP assumes a diffusion zone with cylin-
drical symmetry within which CRs diffuse and beyond
which they escape. Its scale height, L, and other diffusion
parameters, notably the diffusion time-scale and local dif-
fusion properties, are constrained by observed CR ratios,
including p¯/p, B/C and 10Be/9Be. As reference values
we assume L = 4 kpc, corresponding to the value best-fit
by CR data [55] and favored by radio observations [56],
and the standard default GALPROP assumptions for the
local radiation and magnetic field energy densities, corre-
sponding to Urad+UB = 1.7 eV cm
−3 [54]. For the diffu-
sion zone scale height, values of L < 2 kpc are in tension
with a combined analysis of CR and gamma-ray data [57],
while increasing L beyond 8 kpc does not significantly al-
ter our results.1 The propagation of high-energy leptons
is actually dominated by energy losses rather than diffu-
sion, implying that more conservative limits would arise
for larger values of the local radiation and magnetic field
energy densities. In our subsequent discussion, we will
allow for an increase of Urad + UB by up to 50% with
respect to the reference value, which is still compatible
with gamma-ray and synchrotron data [56, 58].
Positrons from dark matter. DM particles annihilat-
ing or decaying in the Galactic Halo may also contribute
to the CR lepton spectrum, producing equal numbers of
positrons and electrons. For annihilating DM, the in-
jected spectrum of CR leptons per volume and time is
given by Q = 1
2
〈σv〉 (ρχ/mχ)2 dN/dE (divided by 2 if
the DM particle is not self-conjugate), while for decaying
DM, this is instead Q = Γρχ/mχdN/dE, where Γ is the
decay rate. Here, 〈σv〉 is the velocity-averaged annihi-
lation rate, ρχ is the DM density, mχ is the DM mass,
and dN/dE is the spectrum of leptons produced per an-
nihilation or decay. As our default choice, we adopt a
DM distribution which follows an Einasto profile [59],
normalized to a local density of ρ⊙χ = 0.4GeV [60, 61].
Positrons from DM annihilation or decay typically re-
sult from the decay of pi+ (for hadronic final states), or
the leptonic decay of τ+ or µ+. Owing to the high mul-
tiplicity of such processes, the resulting e+ energy dis-
tribution at injection (which we take from Ref. [62]) is
typically very soft. If DM annihilates directly into e±,
however, these are produced nearly monochromatically.
Even after accounting for energy losses from propagation,
a very characteristic spectrum arises in this case, with
a sharp edge-like feature at E = mχ (or at E = mχ/2
for decaying DM). A comparably distinct spectral fea-
ture arises from the annihilation of Majorana DM into
e+e−γ final states. Popular examples for DM models
with large annihilation rates into e± final states include
Kaluza-Klein DM [38], while the supersymmetric neu-
tralino is a possible candidate for producing a spectrum
dominated by e+e−γ final states [40].2
We illustrate this in Fig. 1 by showing the propagated
e± spectra for various final states and an annihilation
rate that corresponds to the “thermal” cross section of
〈σv〉therm ≡ 3 × 10−26 cm3s−1 (which leads to the cor-
rect relic density in the simplest models of thermally pro-
duced DM). As anticipated, the e+e− and e+e−γ final
states result in the most pronounced spectral features –
a fact which helps considerably, as we will see, to dis-
tinguish them from astrophysical backgrounds. For the
case of e+e− final states, we also show how the spectrum
1 For L = 2, 4, 8 kpc and rigidity R, we adopt a diffusion coeffi-
cient D(R) = D0(
R
1GV
)0.5, with D0 = 0.81, 1.90, 2.65 (×1028
cm2s−1), and Alfve´n velocities 9, 10, 10 km s−1.
2 By e+e−γ we will always refer to that specific situation, domi-
nated by photon emission off virtual selectrons e˜. We assume at
least one of the e˜ to be degenerate in mass with the neutralino.
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FIG. 1. The e± spectrum from annihilating DM, after
propagation, for different annihilation final states, assum-
ing 〈σv〉= 3 × 10−26 cm3s−1. Solid lines refer to refer-
ence diffusion zone (L=4kpc) and energy loss assumptions
(Urad + UB = 1.7 eV cm
−3). Dashed (dotted) lines show the
effect of a different scale height L=8 (2) kpc. The dash-dotted
line shows the impact of increasing the local radiation plus
magnetic field density to Urad + UB = 2.6 eV cm
−3.
depends on our local diffusion and energy loss assump-
tions within the range discussed above. Increasing L en-
ables CR leptons to reach us from greater distances due
to the larger diffusion volume and therefore results in
softer propagated spectra. While the peak normalization
of the spectrum depends only marginally on L, it may be
reduced by up to a factor of ∼2 when increasing the as-
sumed local energy losses via synchrotron radiation and
inverse Compton scattering by 50%. In Fig. 2, we show a
direct comparison of the DM signal with the AMS data,
for the case of e+e− final states contributing at the max-
imum level allowed by our constraints (see below) for two
fiducial values of mχ. Again, it should be obvious that
the shape of the DM contribution differs at all energies
significantly from that of the background.
Statistical treatment. We use the likelihood ratio
test [63] to determine the significance of, and limits on,
a possible DM contribution to the positron fraction mea-
sured by AMS. As likelihood function, we adopt a prod-
uct of normal distributions L = ∏iN(fi|µi, σi); fi is the
measured value, µi the positron fraction predicted by the
model, and σi its variance. The DM contribution enters
with a single degree of freedom, given by the non-negative
signal normalization. Upper limits at the 95%CL on the
DM annihilation or decay rate are therefore derived by
increasing the signal normalization from its best-fit value
until −2 lnL is changed by 2.71, while profiling over the
parameters of the background model.
We use data in the energy range 1–350GeV; the vari-
ance σi is approximated by adding the statistical and
systematic errors of the measurement in quadrature,
σi = (σ
2
i,stat + σ
2
i,sys)
1/2. Since the total relative error is
always small (below 17%), and at energies above 4GeV
dominated by statistics, we expect this approximation to
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FIG. 2. The AMS positron fraction measurement [2] and
background+signal fit for DM annihilating directly to e+e−,
for mχ = 10GeV and 100GeV. The normalization of the DM
signal in each case was chosen such that it is barely excluded
at the 95% CL. For better visibility, the contribution from
DM (lower lines) has been rescaled as indicated.
be very reliable. The binning of the published positron
fraction follows the AMS energy resolution, which varies
between 10.4% at 1GeV and 1.5% at 350GeV. Although
we do not account for the finite energy resolution of AMS
in our analysis, we have explicitly checked that this im-
pacts our results by no more than 10%.
As our nominal model for the part of the e± spec-
trum that does not originate from DM, henceforth sim-
ply referred to as the astrophysical background, we use
the same phenomenological parameterization as the AMS
collaboration in their analysis [2]. This parameterization
describes each of the e± fluxes as the sum of a common
source spectrum – modeled as a power-law with expo-
nential cutoff – and an individual power-law contribution
(only the latter being different for the e+ and e− fluxes).
After adjusting normalization and slope of the secondary
positrons such that the overall flux reproduces the Fermi
e++e− measurements [64], the five remaining model pa-
rameters are left unconstrained. This phenomenological
parameterization provides an extremely good fit (with a
χ2/d.o.f. = 28.5/57), indicating that no fine structures
are observed in the AMS data. For the best-fit spectral
slopes of the individual power-laws we find γe− ≃ 3.1
and γe+ ≃ 3.8, respectively, and for the common source
γe± ≃ 2.5 with a cutoff at Ec ≃800GeV, consistent with
Ref. [2]. Subsequently, we will keep Ec fixed to its best-fit
value.
Results and Discussion. Our main results are the
bounds on the DM annihilation cross section, as shown
in Fig. 3. No significant excess above background was
observed. For annihilations proceeding entirely to e+e−
final states, we find that the “thermal” cross section is
firmly excluded for mχ . 90GeV. For mχ ∼ 10GeV,
which is an interesting range in light of recent results
from direct [65–69] and indirect [70–72] DM searches,
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FIG. 3. Upper limits (95% CL) on the DM annihilation cross
section, as derived from the AMS positron fraction, for various
final states (this work), WMAP7 (for ℓ+ℓ−) [44] and Fermi
LAT dwarf spheroidals (for µ+µ− and τ+τ−) [43]. The dotted
portions of the curves are potentially affected by solar modu-
lation. We also indicate 〈σv〉therm ≡ 3 × 10
−26 cm3s−1. The
AMS limits are shown for reasonable reference values of the
local DM density and energy loss rate (see text), and can vary
by a factor of a few, as indicated by the hatched band (for
clarity, this band is only shown around the e+e− constraint).
our upper bound on the annihilation cross section to
e+e− is approximately two orders of magnitude below
〈σv〉therm. If only a fraction f of DM annihilates like
assumed, limits would scale like f−2 (and, very roughly,
〈σv〉therm ∝ f−1). We also show in Fig. 3 the upper
bounds obtained for other leptonic final states. As ex-
pected, these limits are weaker than those found in the
case of direct annihilation to electrons – both because
part of the energy is taken away by other particles (neu-
trinos, in particular) and because they feature broader
and less distinctive spectral shapes. These new limits
on DM annihilating to µ+µ− and τ+τ− final states are
still, however, highly competitive with or much stronger
than those derived from other observations, such as from
the cosmic microwave background [44] and from gamma-
ray observations of dwarf galaxies [43]. Note that for
the case of e+e−γ final states even stronger limits can
be derived for mχ & 50GeV by a spectral analysis of
gamma rays [73]. We do not show results for the b¯b
channel, for which we nominally find even weaker lim-
its due to the broader spectrum (for mχ ≃ 100GeV,
about 〈σv〉 . 1.1 · 10−24 cm3s−1). In fact, due to de-
generacies with the background modeling, limits for an-
nihilation channels which produce such a broad spectrum
of positrons can suffer from significant systematic uncer-
tainties. For this reason, we consider our limits on the
e+e− channel to be the most robust.
Uncertainties in the e± energy loss rate and local DM
density weaken, to some extent, our ability to robustly
constrain the annihilation cross sections under consid-
eration in Fig. 3. We reflect this uncertainty by show-
ing a band around the e+e− constraint, corresponding
to the range Urad + UB = (1.2 − 2.6) eV cm−3, and
ρ⊙χ = (0.25− 0.7)GeV cm−3 [61, 74] (note that the form
of the DM profile has a much smaller impact). Uncer-
tainty bands of the same width apply to each of the other
final states shown in the figure, but are not explicitly
shown for clarity. Other diffusion parameter choices im-
pact our limits only by up to ∼10%, except for the case
of low DM masses, for which the effect of solar modula-
tion may be increasingly important [53, 75]. We reflect
this in Fig. 3 by depicting the limits derived in this less
certain mass range, where the peak of the signal e+ flux
(as shown in Fig. 1) falls below a fiducial value of 5GeV,
with dotted rather than solid lines.
For comparison, we have also considered a collection
of physical background models in which we calculated
the expected primary and secondary lepton fluxes using
GALPROP, and then added the contribution from all
galactic pulsars. While this leads to an almost identical
description of the background at high energies as in the
phenomenological model, small differences are manifest
at lower energies due to solar modulation and a spec-
tral break [55, 76, 77] in the CR injection spectrum at a
few GeV (both neglected in the AMS parameterization).
We cross-check our fit to the AMS positron fraction with
lepton measurements by Fermi [64]. Using these physical
background models in our fits, instead of the phenomeno-
logical AMS parameterization, the limits do not change
significantly. The arguably most extreme case would be
the appearance of dips in the background due to the su-
perposition of several pulsar contributions, which might
conspire with a hidden DM signal at almost exactly the
same energy. We find that in such situations, the real lim-
its on the annihilation rate could be weaker (or stronger)
by up to roughly a factor of 3 for any individual value of
mχ. See the Appendix [45] for more details and further
discussion of possible systematics that might affect our
analysis.
Lastly, we note that the upper limits on 〈σv〉(mχ) re-
ported in Fig. 3 can easily be translated into upper limits
on the decay width of a DM particle of mass 2mχ via
Γ ≃ 〈σv〉ρ⊙χ /mχ. We checked explicitly that this sim-
ple transformation is correct to better than 10% for the
L =4 kpc propagation scenario and e+e− and µ+µ− final
states over the full considered energy range.
Conclusions. In this Letter, we have considered a
possible dark matter contribution to the recent AMS cos-
mic ray positron fraction data. The high quality of this
data has allowed us for the first time to successfully per-
form a spectral analysis, similar to that used previously
in the context of gamma ray searches for DM. While we
have found no indication of a DM signal, we have derived
upper bounds on annihilation and decay rates into lep-
tonic final states that improve upon the most stringent
current limits by up to two orders of magnitude. For
light DM in particular, our limits for e+e− and µ+µ− fi-
nal states are significantly below the cross section naively
predicted for a simple thermal relic. When taken together
5with constraints on DM annihilations to hadronic final
states from gamma rays [43] and antiprotons [22], this
new information significantly limits the range of models
which may contain a viable candidate for dark matter
with mχ ∼ O(10)GeV.
The AMS mission is planned to continue for 20 years.
Compared to the 18 months of data [2] our analysis is
based on, we expect to be able to strengthen the pre-
sented limits by at least a factor of three in the energy
range of 6–200GeV with the total data set, and by more
in the likely case that systematics and the effective ac-
ceptance of the instrument improve.
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[45] APPENDIX
Here, we describe additional tests carried out in or-
der to estimate the degree to which our DM limits might
vary under alternative assumptions pertaining to the as-
trophysical background and cosmic ray propagation. In
addition, we quantify the significance of spectral features
in the observed positron fraction.
In deriving our main results, as shown in Fig. 3, we
used the phenomenological parameterization of the AMS
collaboration [2] for the astrophysical contribution to the
positron fraction, and adopted our reference assumptions
of L = 4 kpc and Urad+UB = 1.7 eV cm
−3. In Fig. 4, for
the case of direct DM annihilation to e+e−, we show in
the left panel the impact of different propagation param-
eters when treating the astrophysical background in the
same way as in Fig. 3. Changing the diffusion conditions
(L = 2 − 8 kpc) in the Galaxy in that case only affects
our limits by O(10%), while allowing for higher energy
losses (Urad + UB = 2.6 eV cm
−3) can alter our limits
by a factor of ∼2, with higher losses resulting in weaker
limits (see also Fig. 1). In the right panel, we repeat this
exercise, but replace the AMS background parametriza-
tion with physically motivated models for the primary
e−, secondary e±, and pulsar originated e± fluxes (see
discussion in the main text), calculated with the same
galactic propagation model as used in determining the
spectrum of CR leptons from DM. In this case, our re-
sults can be further altered by a factor of up to ∼3. The
reason for this change is that our physically motivated
models describe the individual components by power-
laws with breaks at a few GeV. These spectral features in
the background can be the result of different energy loss
mechanisms kicking in,3 or from individual local and re-
cent supernovae affecting the high energy e− spectrum.
Also, observations at microwave and radio frequencies
suggest a different spectral power-law for the CR e± at
∼1GeV [56, 58, 76] compared to CR e± flux measure-
ments at higher energies [4, 81]. While changes in the
spectral power-law describing these components are mo-
tivated by the reasons just described, sharp breaks used
to implement them are theoretically less accurate and fit
slightly worse the AMS positron fraction spectrum.
In addition, our physically motivated models include
the impact of solar modulation by using the force field
approximation. Solar modulation modifies the position
and normalization of the dark matter signal flux, but is
negligible at energies >5GeV.4 We do not expect solar
3 At a few GeV the e± energy losses due to bremsstrahlung emis-
sion, dominant at lower energies, equal locally those due to syn-
chrotron radiation and ICS (dominant at higher energies). Since
the energy loss rate dE/dt due to bremsstrahlung radiation scales
as E while the dE/dt due to synchrotron and ICS as E2 (at the
Thompson cross-section regime), a spectral change in the prop-
agated e± around that energy is expected (see, e.g., Ref [56]).
4 In certain models, solar modulation can also affect the observed
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FIG. 4. Left panel: Limits obtained when different propagation models for the DM signal are adopted, using the power-law
background model adopted in the main text. Right panel: Limits derived using different, physically motivated, background
models. In both frames, the results are for the case of DM annihilations to e+e−. If not stated otherwise, we adopt the
benchmark values for L = 4kpc and the local radiation plus magnetic field density 1.7 eV cm−3.
modulation to significantly smoothen a sharp spectral
peak at higher energies.
Given that we consider a population of pulsars as
one possible source of the rising positron fraction above
10GeV (with TeV-scale DM or a single dominant pulsar
being alternative possibilities), we will briefly discuss the
impact of their modeling on our limits. For pulsars that
eventually inject equal amounts of e± into the ISM, their
injection spectra can be estimated from gamma-ray and
synchrotron observations towards known pulsars, such as
the Crab.5 Typical injection power-law values for the
differential spectrum are expected to be in the range of
1-2 leading to propagated spectra with power-laws in the
range of 2.0 ± 0.5. Our fits for the averaged pulsar con-
tribution agree with these expectations.
In addition, as suggested by Refs. [85–87], the total
contribution from many pulsars – each with a different
age, distance, initial rotational energy, injected energy
into e±, and unique environmental surroundings affecting
energy losses and diffusion – is expected to give a spec-
trum with many peaks and dips, especially at higher en-
ergies where fewer pulsars significantly contribute. With
fine enough energy resolution and high statistics, one
should be able to observe such spectral features. By us-
ing the data from the ATNF pulsar catalogue [88] and
height of the peak in the positron fraction by changing the ra-
tio of electrons-to-positrons of same energy before entering the
Heliosphere [52, 82].
5 Yet the uncertainties are still large due to a lack of exact un-
derstanding of local environments or the type of relevant super-
nova remnants (within which the pulsars exist); typically, the
e± also get further accelerated at the termination shock between
the magnetosphere and the pulsar wind nebulae (PWN), and
the e± injected to the ISM are dominantly coming from middle
aged pulsars after their respective PWN have been disrupted (see
Refs. [83–85])
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FIG. 5. The black line shows our nominal limit on e+e−
final states, obtained by adopting the power-law background
model. The gray lines, in contrast, show limits obtained when
the contribution from many pulsars is taken into account (for
15 different realizations).
implementing the parametrization of Ref. [85], we ran
multiple realizations of such combined spectra to study
the impact of possible dips and peaks in the background
spectrum on the derived DM limits. In particular, we
include in these realizations all pulsars within 4 kpc from
us, except for millisecond pulsars and pulsars in binary
systems. While we keep their individual locations and
ages in all realizations fixed, we vary i) the local CR dif-
fusion properties and energy-losses, ii) the cuts on the
current spin-down power of pulsars as recorded in the
ATNF catalogue and, most importantly, iii) the fraction
η of initial rotational energy of the individual neutron
stars that is injected into the ISM in the form of e±.
We then fit to the AMS data the injection spectral
9101 102
mχ [GeV]
−3
−2
−1
0
1
2
3
S
ig
n
al
si
gn
ifi
ca
n
ce
[G
au
ss
ia
n
si
gm
a]
Bergstro¨m et al. (2013)
FIG. 6. Significance for a contribution from a e+e− DM signal
to the AMS-02 positron fraction, for different DM energies,
in units of Gaussian sigma. Negative values correspond to
negative (but unphysical) signal normalizations.
properties (taken to be the same for all pulsars), the av-
eraged value of η, the primary SNe e−, secondary e±
CR flux normalizations and the solar modulation poten-
tial. Even though the injection e± spectrum is taken to
be the same for simplicity, however, the propagated pul-
sar spectra differ because of the different ages, distances
and energy outputs; this is clearly seen in the inset of
Fig. 5 where we plot the resulting positron fraction. For
DM channels that give broad continuous spectra, such
as muons and taus (see Fig. 1), the presence of multiple
peaks and dips is unimportant. For hard spectra such
as from monochromatic e±, however, our limits can be
modified by a factor of up to ∼3, as also shown in Fig. 5.
In Fig. 6 we show, for the case of e+e− final states, the
local significance for a DM signal as function of the DM
mass. The significance is plotted in units of Gaussian
sigma, and given by the square-root
√
TS of the Test
Statistics TS = −2 logLnull/Lalt. Here, Lalt/null denote
respectively the likelihood of the alternative (DM signal)
and null (no DM signal) hypothesis. For illustration, we
also allow negative (obviously unphysical) signal normal-
izations in the fit, which are mapped onto the negative
y-axis. As background model in the fit we use the refer-
ence power-law model from Ref. [2]. We do not find any
indications for local, edge-like, features in the AMS data.
Lastly, as a simple cross-check, we have also run Dark-
SUSY [89] with standard parameters for propagation
(based on the prescription given in Ref. [32]) and an
NFW profile normalized to 0.4 GeV cm−3. For the
electron spectrum, we used a simple broken power law
which agrees with the PAMELA electron data [81] for
E > 5GeV. Knowing that the AMS positron fraction
measurement is well described by a simple background
model, we then just demand that the DM signal does
not exceed the reported 2σ error bars at the energy of
the feature. The resulting limit curve agrees well with
the more sophisticated treatment described in the main
text.
