General formula for causal Green's function of linear differential operator of given degree in one variable, (∂ n x + n−1
, is given according to coefficient functions of differential operator as a series of integrals. The solution also provides analytic formula for fundamental solutions of corresponding homogenous linear differential equation, ∂ n x + n−1 k=0 P k (x)∂ k x y(x) = 0, as series of integrals. Furthermore, multiplicative property of causal Green's functions is shown and by which explicit formulas for causal Green's functions of some classes of decomposable linear differential operators are given. A method to find Green's function of general linear differential operator of given degree in one variable with arbitrary boundary condition according to coefficient functions of differential operator is demonstrated.
Converting initial value problem for ordinary linear differential equation into Volterra's integral equation
Initial value problem for linear differential equation of degree n in one variable,
can be converted to Volterra's integral equation of second kind. Following the reference [3] , the key relation in the procedure is the identity; (r − 1)! F (z), which can be easily proved for arbitrary function F (x) using integration by part and induction. For initial condition ∂ i x y(a) = c i for i = 0, 1, .., n − 1, putting u(x) = ∂ n x y(x) in the above relation and setting r = n − k, for k = 0, ..., n − 1 we have;
Inserting
Therefore we have the following Volterra's equation for u(x);
where
. By setting k = 0 in equation (2), the solution y(x) is given by;
2 Casual Green's function for linear differential operators in one variable
For equation (1) with initial condition ∂ i x y(a) = 0 for i = 0, 1, .., n − 1, the corresponding Volterra's equation is given by;
, given by iteration (e.g. see [2] ). Clearly this conditions can be satisfied if P i (x) ( i = 0, 1, ..., n − 1) and g(x) functions are taken to be continuous on [a, b] . Therefore we can state the following theorem;
, where P i (x) ( i = 0, 1, ..., n − 1) and g(x) are in C[a, b], with the boundary condition; ∂ i x y(a) = 0 for i = 0, 1, .., n − 1, is given by;
and h(x, y) = −
Proof. In order to prove (5) is Green's function of (1) it is enough to prove that for the two variables function;
we have ∂ T (x, y))| x=y = 1 [e.g. see [1] ]. This can be easily done by noting;
, and therefore,
In the last line we used T (x, y))| x=y = 1.
The Green's function for (1) with mentioned boundary condition is called causal solution which by method of variation of parameters is given by;
is the Wronskian and W i (y) is the Wronskian with its i
th column in determinant is replace by (0, 0, .., 0, 1). Comparing this result with (5) we have the identity;
For linear differential operator of first degree (n=1), like ∂ x − P (x), the causal Green's function using [theorem 1] is equal to;
For linear differential operator of degree two in the form of; (∂ 2 x − P (x)), the causal Green's function by using [theorem 1] is given by T s (x, y)θ(x − y) where;
For example (
It can be seen from (5) 
is the causal Green's function for linear differential operator T 2 (x, y))| x=y = 1, therefore we have;
Concentrating on the second term in (15), we have for k = 1, 2, .., n − 1;
From (13), (14), (15) and (16) 
The following corollary comes as a consequence;
For example for differential operator O(x, ∂ x ) = ∂ 2 x + 3x∂ x + (2x 2 + 2), since (∂ x + x)(∂ x + 2x) = ∂ 2 x + 3x∂ x + (2x 2 + 2), by using result (18) one gets G(x, y) =
Corollary 2 Causal Green's function for linear differential operator ;
where α k ∈ C and α n = 0, is given by;
where β 1 , β 2 · · · β n are n complex roots of equation
x , according to Fundamental theorem of algebra, can be written as,
Therefore by using (18) the result is proved.
Lets consider a differential operator in form of
By decomposing it into two firs degree differential operators;
. Therefore according to (18) the causal the Green's function is given by;
where p(x) is solution for first order nonlinear differential equation
This is just Riccati equation, thus the answers to
). Inserting
Considering [theorem 2] one can introduce the following infinite non-abelian group of operators on a subspace of C ∞ [a, b]. We call it "Lalescu Group";
• Lalescu Group. The Group of differential operators of the form; k=0,1,. .,n-1) and their corresponding causal Green's functions G(x, y) = T (x, y)θ(x − y) (given by (5)), on subspace of C ∞ [a, b] consisting of functions which themselves and their derivatives to all orders are zero at x = a, creates non-abelian group with operators multiplication.
and their causal Green's functions G(x, y) = T (x, y)θ(x − y), the group also contains integro-differential operators and their inverses, coming from mixing these two groups of operators. For example 
. Therefore we state the following theorem;
is given by (7).
By using the above theorem for solutions u r (x) (r = 0, ..., n − 1) with initial conditions ∂ i x u r (a) = δ r,i for i = 0, ..., n − 1, one can find n linearly independent solutions;
• Fundamental solutions of homogenous linear ordinary differential equation.
The Wornskian is given by Abel's identity as; W (u 0 , u 1 , ...u n−1 ) = e − x a dzP n−1 (z) .
It is easy to check that for boundary condition; ∂ 
by method of variation of parameters is given by; G(x, y) = (W (y)) 
