Some new techniques are employed to release significantly the requirements on the step size of the truncated Milstein method, which was originally developed in Guo, Liu, Mao and Yue (2018). The almost sure stability of the method is also investigated.
Introduction
The classical Milstein method was proposed in [16] with the merit of the convergence rate of one, when both the drift and diffusion coefficients of stochastic differential equations (SDEs) satisfy the global Lipschitz and linear growth conditions. However, the classical explicit methods, including the Milstein and Euler-Maruyama methods, are of divergence, when such usual conditions are disturbed [6] .
To tackle the super-linearities in the coefficients, one approach is to construct implicit methods. We just mention some of the works here [3, 15, 17, 20] and refer the readers to the references therein.
On the other hand, due to the simple structure and the avoidance of solving non-linear equation systems in each iteration [2] , explicit methods still play an important role in the numerical approximates to SDEs. The tamed Euler method was proposed and generalised in [7] and [5] . The proof for the method was modified in [18] . The tamed Milstein methods were developed in [19] and [8] for SDEs driven by Brownian motion and Lévy noise, respectively.
Another explicit method, called the truncated Euler method, was originally proposed in [13, 14] . The proof for the method was modified in [4] . Employing the idea in the two original works, some new truncated Euler methods were proposed by using different truncating functions more recently [9, 10, 21] . The truncated Milstein method was developed in [1] .
However, the requirements on the step size for the truncated Milstein method in that work are very restrictive, which brings some difficulties in the applications of the method.
In this paper, we release the constrains on the step size for the Milstein method using some different techniques in the proofs. In addition, the almost sure stability of the Milstein method is investigated. This paper is organized as follows. Section 2 gives the necessary notations and mathematical preliminaries. The result on the finite time convergence with less constraint step size is presented in section 3. Some simulations are given to illustrate the theoretical results. Section 4 sees the almost sure stability of the truncated Milstein method. Numerical examples are also used to demonstrate the theorem.
Mathematical Preliminaries
Throughout this paper, unless otherwise specified, let (Ω, F , P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (that is, it is right continuous and increasing while F 0 contains all P-null sets). Let E denote the expectation corresponding to P.
If A is a vector or matrix, its transpose is denoted by
T be an m-dimensional Brownian motion defined on the space. If x ∈ R d , then |x| is the Euclidean norm. For two real numbers a and b, set a ∨ b = max(a, b) and a ∧ b = min(a, b). If G is a set, its indicator function is denoted by I G , namely I G (x) = 1 if x ∈ G and 0 otherwise.
with the initial value x(0) = x 0 ∈ R d , where µ :
In some of the proofs in this paper, we need the more specified
.
And for
For j = 1, ..., m and l = 1, ..., d, define the derivative of the vector σ j (x) with respect to x l by
We impose some standing hypotheses in this paper.
Assumption 2.1 There exist constants K 1 > 0 and r > 0 such that
for all x, y ∈ R d and j 1 , j 2 = 1, 2, ...m.
Assumption 2.2 For every
It is not hard to derive from Assumption 2.1 and 2.2, we can obtain that for all x ∈ R d and λ 1 ≥ 1
and for any p ≥ p ≥ 1
where λ 2 is a positive constant dependent on p. 
To define the truncated Milstein method, we first choose a strictly increasing continuous Before we proceed, let us make an useful remark.
Remark 2.4 In Mao [13] where the truncated EM was originally developed, it was required to choose a number ∆ * ∈ (0, 1] and a strictly decreasing function h : (0,
here, we simply let ∆ * = 1 and remove condition h(∆ * ) ≥ ω(2) while we also replace condition [1] . It is also easy to check that
≤ h does not make any effect on the other results in [1] .
Similarly, we see that these change do not affect any result in [1] either.
For a given step size ∆ ∈ (0, 1) and any
where we set x/|x| = 0 when x = 0. That is, π ∆ will map x to itself when |x| ≤ ω −1 (h(∆)) and to ω −1 (h(∆))x/|x| when |x| ≥ ω −1 (h(∆)). We then define the truncated functions, for
It is not hard to see that for any
That is to say, all the truncated functionsμ,σ andG l j are bounded although µ, σ and G l j may not. Therefore, the truncated Milstein method is defined by 
This is simple step process so its sample paths are not continuous. we will refer this as the continuous-time step-process truncated Milstein solution. The other one is defined by
where ∆B
Finite time convergence
To point out the restrictive condition imposed in [1] , we cites its main result on the convergence rate.
. Let Assumptions 2.1, 2.2 and 2.3 hold. Furthermore, assume that for any given q ≥ 1, there exists a p ∈ (q, +∞) and a ∆ * satisfying (2.8). In addition, if
holds for all sufficiently small ∆ ∈ (0, ∆ * ], then for any fixed T = N∆ > 0 and sufficiently
holds, where K is a positive constant independent of ∆.
We start this section by presenting our main result. 
then for any real number R > |x 0 | and ∆ ∈ (0, 1]
where C stands for a generic positive real constant dependent on p but independent of ∆ and its values may change between occurrences.
The following example is used to demonstrate the improvement of this new theorem over the convergence result in [1] .
with the initial value x(0) = 1.
It is clear that both of the drift and diffusion coefficients have continuous second-order derivatives. In addition, it is not hard to verify Assumptions 2.1 and 2.3 hold with r = 4. For any x, y ∈ R and p ≥ 1, we have
we obtain
That is to say, Assumption 2.2 is also fulfilled. Now, we design the functions ω and h. Noting
define h(∆) = 4∆ −ε for ∆ ∈ (0, 1). Now, for any q ≥ 1, we can choose p sufficiently large for
We can therefore conclude by Theorem 3.2 that the truncated Milstein solution of the SDEs (3.5) satisfy
That is, the strong L 2q -convergence rate is close to 2q.
In order to highlight the significant contribution of our new result, let us make a comparison between our new Theorem 3.2 and one of the main results in [1] , namely Theorem 3.1.
The key advantage of our new Theorem 3.2 lies in that it does not need condition (3.1). Let us now explain, via the following example.
Example 3.4 Consider the scalar SDE
where B(t) is a scalar Brownian motion. Its coefficients µ(x) = −83x 3 and σ(x) = x 2 are clearly locally Lipschitz continuous for x ∈ R d . For p = 42, we have
Thus Assumption 2.2 holds with p = 2. Furthermore, it is easy to show that
That is, Assumption 2.1 is satisfied with r = 4.
We first apply For such a small step size, Theorem 3.1 shows
The key issue here is that step size is required to be very small, namely less than 5.20417 × 10 −47 , due to condition (3.1).
Let us now apply our new Theorem 3.2 to see if we can get a better result. We set let q = 1, ω(u) = 83u 3 and h(∆) = ∆ −1/10 as before. Clearly, p > (1 + r)q. Noting that
we conclude by Theorem 3.2 that for any ∆ ∈ (0, 1]
That is the same as (3.7) but the step size ∆ can now be any number in (0, 1] rather than ∆ ≤ 5.20417 × 10 −47 . Clearly, we can see the strong convergence rate is close to one.
To prove the main result, we need to prepare some necessary lemmas. Due to the proofs of these lemmas are either quite standard or closely following those in [1] , we put them in Appendix A.
We are ready to give the proof of the main result.
Proof of Theorem 3.2
To obtain assertion (3.4), we first to proof the following assertion
hold, where θ := inf{t ≥ 0 : |x(t)| ∨ |Y (t)| ≥ R} is stopping time. By the Itô formula, we can show that for any 0 ≤ t ≤ T ,
(3.9)
By plus-and-minus technique, we have
Therefore, it follows from (A.10) and (3.9) that
where
12)
ds, (3.14)
and
Applying Assumption 2.2 to J 1 , we obtain
Inserting the expression (A.7) into (3.12) gives
By the Young inequality and Holder inequality, we get 18) where
Following a very similar approach used for (3.23) in [19] , we can show that
Therefore, we have
Similarly to J 2 , using the Young inequality we obtain that
(3.20)
Applying the Young inequality to (3.14) gives
By the Assumption 2.1 and Lemma A.3, we derive that
Therefore, we can obtain
(3.24)
Substituting (3.16), (3.19) , (3.20) , (3.23) and (3.24) into (3.10), and then applying the Gronwall inequality and Lemma A.7,
which is assertion (3.8). Finally, using the well-known Fatou lemma, we can let R → ∞ to obtain the desired assertion (3.4).
Almost sure stability
In the section we discuss the preservation of the almost sure asymptotic stability of the underlying SDEs (2.1) by using the truncated Milstein method. To study the stability, we also assume that
To guarantee the almost sure asymptotic stability of the underlying SDEs (2.1), we need an additional assumption.
Assumption 4.1 Assume that there exists a function k ∈ K such that
for all x ∈ R d , where K denotes the family of continuous nondecreasing functions k : R + → R + such that k(0) = 0 and k(u) > 0 for all u > 0..
The following theorem from [11] states the almost sure asymptotic stability of the underlying SDEs. 2)
The following theorem shows that the truncated Milstein method can preserve this almost surely asymptotical stability with an addition condition (4.4). 
hold. Assume also that 5) and Proof. We first observe that H < ∞ from condition (4.5), hence we have ∆ 1 ∈ (0, 1]. Next,
We show that the truncated functionsμ andσ preserve property (4.3) perfectly in the sense that,
According to the
j 2 (x)| 2 ∆ ≥ 0 and using the same technique in [4] , so we omit the proof.
Let now fix any ∆ ∈ (0, 1] and x 0 ∈ R d . Squaring both sides of the (2.10), we are easy to arrive at
is a local martingale difference.
Following a same approach used for (5.14) in [4] , we can show
Substituting this into (4.9) and according to the (4.3), we get
This implies
Applying the nonnegative semi-martingale convergence theorem, we get
Consequently, we must have
and the desired assertion (4.7) follows. The proof is therefore complete.
Example 4.4 Consider a scalar SDE 14) with the initial value x(0) = 1. 
Let us choose ω(u) = 4u 
A Useful lemmas
The first one is the standard result on the moments bound of the underlying solution. The proof could be found in, for example [12] .
Lemma A.1 Under Assumption 2.2, there exists a positive constant K, dependent on t and p, such that
Since the main change in the condition in this paper is the first inequality in (2.7), Lemmas A.2 to A.7 could be proved by closely following those approaches in [1] . Therefore, we omit proofs of them here and only detail the proof of Theorem 3.2, in which some different techniques are used to release the constrains on the step size.
The following Lemma shows that the functionsμ andσ preserve (2.4) for all ∆ ∈ (0, ∆ * ]. 
where C is a positive constant independent of ∆.
Comparing Lemmas A.1 and A.3 with those assumptions in Section 2, we obtain the next two lemmas.
Lemma A. 
