Abstract. This paper proposes Temporal Echonest Features to harness the information available from the beat-aligned vector sequences of the features provided by The Echo Nest. Rather than aggregating them via simple averaging approaches, the statistics of temporal variations are analyzed and used to represent the audio content. We evaluate the performance on four traditional music genre classification test collections and compare them to state of the art audio descriptors. Experiments reveal, that the exploitation of temporal variability from beat-aligned vector sequences and combinations of different descriptors leads to an improvement of classification accuracy. Comparing the results of Temporal Echonest Features to those of approved conventional audio descriptors used as benchmarks, these approaches perform well, often significantly outperforming their predecessors, and can be effectively used for large scale music genre classification.
Introduction
Music genre classification is one of the most prominent tasks in the domain of Music Information Retrieval (MIR). Although we have seen remarkable progress in the last two decades [5, 12] , the achieved results are evaluated against relative small benchmark datasets. While commercial music services like Amazon 3 , Last.fm 4 or Spotify 5 maintain large libraries of more than 10 million music pieces, the most popular datasets used in MIR genre classification research -GTZAN, ISMIR Genre, ISMIR Rhythm and Latin Music Database -range from 698 to 3227 songs -which is less than 0.1 of the volume provided by on-line services.
Recent efforts of the Laboratory for the Recognition and Organization of Speech and Audio (LabROSA) 6 of Columbia University lead to the compilation of the Million Song Dataset (MSD) [1] -a large collection consisting of music meta-data and audio features. This freely available dataset gives researchers the opportunity to test algorithms on a large-scale collection that corresponds to a real-world like environment. The provided data was extracted from one million audio tracks using services of The Echo Nest 7 . Meta-data consists of e.g. author, album, title, year, length. There are two major sets of audio features that are described as 'Mel Frequency Cepstral Coefficients (MFCC) like' and 'Chroma like' and a number of additional descriptors including tempo, loudness, key and some high level features e.g. danceability, hotttnesss.
Unfortunately, due to copyright restriction, the source audio files cannot be distributed. Only an identifier is provided that can be used to download short audio samples from 7digital 8 for small evaluations and prototyping. Again, these audio snippets are not easily obtained due to access restrictions of the 7digital-API. Consequently, the set of features provided so-far constitutes the only way to utilize this dataset. Although the two main audio feature sets are described as similar to MFCC [11] and Chroma, the absence of accurate documentation of the extraction algorithms makes such a statement unreliable. Specifically no experiments are reported that verify that the Echo Nest features perform equivalent or at least similar to MFCC and Chroma features from conventional state-of-theart MIR tools as Marsyas [19] or Jmir [13] . Further, several audio descriptors (e.g. MFCCs, Chroma, loudness information, etc.) are not provided as a single descriptive feature vector. Using an onset detection algorithm, the Echonest's feature extractor returns a vector sequence of variable length where each vector is aligned to a music event. To apply these features to standard machine learning algorithms a preprocessing step is required. The sequences need to be transformed into fixed length representations using a proper aggregation method. Approaches proposed so far include simply calculating the average over all vectors of a song [3] , as well as using the average and covariance of the timbre vectors for each song [1] . An explicit evaluation of which method provides best results has not been reported, yet.
This paper provides a performance evaluation of the Echonest audio descriptors. Different feature set combinations as well as different vector sequence aggregation methods are compared and recommendations towards optimal combinations are presented. The evaluations are based on four traditional MIR genre classification test sets to make the results comparable to conventional feature sets, which are currently not available for the MSD. This approach further offers benchmarks for succeeding experiments on the Million Song Dataset.
The remainder of this paper is organized as follows: In Section 2 a detailed description of the Echonest features is provided. Section 3 lays out the evaluation environment. In Section 4 the conducted experiments are described and results are discussed. Finally, in Section 5 we draw conclusions and point out possible future research directions.
Echonest Features
The Echonest Analyzer [7] is a music audio analysis tool available as a free Web service which is accessible over the Echonest API 9 . In a first step of the analysis audio fingerprinting is used to locate tracks in the Echonest's music metadata repository. Music metadata returned by the Analyzer includes artist information (name, user applied tags including weights and term frequencies, a list of similar artists), album information (name, year) and song information (title). Additionally a set of identifiers is provided that can be used to access complimentary metadata repositories (e.g. musicbrainz 10 , playme 11 ,7digital). Further information provided by the Analyzer is based on audio signal analysis. Two major sets of audio features are provided describing timbre and pitch information of the corresponding music track. Unlike conventional MIR feature extraction frameworks, the Analyzer does not return a single feature vector per track and feature. The Analyzer implements an onset detector which is used to localize music events called Segments. These Segments are described as sound entities that are relative uniform in timbre and harmony and are the basis for further feature extraction. Onset detection is further used to locate perceived musical events within a Segment called Tatums. Beats are described as multiple of Tatums and each first Beat of a measure is marked as a Bar. Contrary to Segments, that are usually shorter than a second, the Analyzer also detects Sections which define larger blocks within a track (e.g. chorus, verse, etc.). From these low-level features some mid-and high-level audio descriptors are derived (e.g. tempo, key, time signature, etc.). Additionally, a confidence value between 0 and 1 is provided indicating the reliability of the extracted or derived values -except for a confidence value of '-1' which indicates that this value was not properly calculated and should be discarded. Based on the audio segmentation and additional audio descriptors the following features provide locational informations about music events within the analyzed track:
Bars/Beats/Tatums start the onsets for each of the detected audio segments Sections start the onsets of each section. 
Evaluation
This section gives a description of the evaluation environment used in the experiments described in Section 4. The Echonest features are compared against the two conventional feature sets Marsyas and Rhythm Patterns. The evaluation is performed on four datasets that have been widely used in music genre classification tasks. The performance of the different features is measured and compared by classification accuracy that has been retrieved from five commonly used classifiers.
Feature Sets
The following feature sets are used in the experiments to evaluate the performance of features provided by the Echnoest Analyzer.
Echonest Features:
Echonest features of all four datasets were extracted using the Echonest's open source Python library Pyechonest 12 . This library provides methods for accessing the Echonest API. Python code provided by the MSD Web page 13 was used to store the retrieved results in the same HDF5
14 format which is also used by the MSD.
Marsyas Features:
The Marsyas framework [19] is an open source framework for audio processing. It implements the original feature sets proposed by Tzanetakis and Cook [20] . The Marsyas features are well known, thus only brief description of the features included in this evaluation are provided. For further details we refer to [19, 20] .
Marsyas features were extracted using a version of the Marsyas framework Rhythm Patterns (RP) also called fluctuation patterns [14] , are a set of audio features representing fluctuations per modulation frequency on 24 frequency bands according to human perception. The features are based on spectral audio analysis incorporating psychoacoustic phenomenons. A detailed description of the algorithm is given in [15] Rhythm Histograms (RH) features are capturing rhythmical characteristics of an audio track by aggregating the modulation values of the critical bands computed in a Rhythm Pattern. [9] Statistical Spectrum Descriptors (SSD) describe fluctuations on the critical bands and capture both timbral and rhythmic information. They are based on the first part of the Rhythm Pattern computation and calculate substantially statistical values (mean, median, variance, skewness, kurtosis, min, max) for each segment per critical band [9] .
Temporal Statistical Spectrum Descriptor (TSSD) features describe variations over time by including a temporal dimension to incorporate time series aspects. Statistical Spectrum Descriptors are extracted from segments of a musical track at different time positions. Thus, TSSDs are able to reflect rhythmical, instrumental, etc. changes timbral by capturing variations and changes of the audio spectrum over time [10] .
Temporal Rhythm Histogram (TRH) capture change and variation of rhythmic aspects in time. Similar to the Temporal Statistical Spectrum Descriptor statistical measures of the Rhythm Histograms of individual 6-second segments in a musical track are computed [10] .
Data Sets
For the evaluation four data sets that have been extensively used in music genre classification over the past decade have been used.
GTZAN This data set was compiled by George Tzanetakis [18] in 2000-2001 and consists of 1000 audio tracks equally distributed over the 10 music genres: blues, classical, country, disco, hiphop, pop, jazz, metal, reggae, and rock.
ISMIR Genre This data set has been assembled for training and development in the ISMIR 2004 Genre Classification contest [2] . It contains 1458 full length audio recordings from Magnatune.com distributed across the 6 genre classes: Classical, Electronic, JazzBlues, MetalPunk, RockPop, World.
ISMIR Rhythm
The ISMIR Rhythm data set was used in the ISMIR 2004 Rhythm classification contest [2] . It contains 698 excerpts of typical ballroom and Latin American dance music, covering the genres Slow Waltz, Viennese Waltz, Tango, Quick
Step, Rumba, Cha Cha Cha, Samba, and Jive.
Latin Music Database (LMD) [17] contains 3227 songs, categorized into the 10 Latin music genres Axé, Bachata, Bolero, Forró, Gaúcha, Merengue, Pagode, Salsa, Sertaneja and Tango.
Classifiers
The classifiers used in this evaluation represent a selection of machine learning algorithms frequently used in MIR research. We evaluated the classifiers using their implementations in Weka [6] version 3.7 with 10 runs of 10-fold crossvalidation.
K-Nearest Neighbors (KNN) the nonparametric classifier has been applied to various music classification experiments and has been chosen for its popularity. Because the results of this classifier rely mostly on the choice of an adequate distance function it was tested with Eucledian (L2) and Manhatton (L1) distance as well as k = 1. Support Vector Machines have shown remarkable performance in supervised music classification tasks. SVMs were tested with different kernel methods. Linear PolyKernel and RBFKernel (RBF) are used in this evaluation, both with standard parameters: penalty parameter set to 1, RBF Gamma set to 0.01 and c=1.0. J48 The C4.5 decision tree is not as widely used as KNN or SVM, but it has the advantage of being relatively quick to train, which might be a concern processing one million tracks. J48 was tested with a confidence factor used for pruning from 0.25 and a minimum of two instances per leaf. RandomForest The ensemble classification algorithm is inherently slower than J48, but is superior in precision. It was tested with unlimited depth of the trees, ten generated trees and the number of attributes to be used in random selection set to 0. NaiveBayes The probabilistic classifier is efficient and robust to noisy data and has several advantages due to its simple structure.
Experiments and Results
This section describes the experiments that were conducted in this study.
Comparing Echonest features with conventional implementations
The features Segments Timbre and Segments Pitches provided by the Echonest's Analyzer are described as MFCC and Chroma 'like'. Unfortunately no further explanation is given to substantiate this statement. The documentation [7] gives a brief overview of the characteristics described by these feature sets, but an extensive description of the algorithms used in the implementation is missing. Compared to conventional implementations of MFCC and Chroma features the most obvious difference is the vector length of Segments Timbre -which is supposed to be a MFCC like feature. Most of the available MFCC implementations in the domain of MIR are using 13 cepstral coefficients as described in [11] whereas the Echonest Analyzer only outputs vectors with dimension 12. Although the number of coefficients is not strictly defined and the use of 12 or 13 dimensions seems to be more due to historical reasons, this makes a direct comparison using audio calibration/benchmark testsets impossible.
To test the assumption, that the Echonest features are similar to conventional implementations of MFCC and Chroma features, the audio descriptors are evaluated on four different datasets using a set of common classifiers as described in the evaluation description (see Sect. 3.3). Echonest Segments Timbre were extracted as described in Section 3.1. The beat aligned vector sequence was aggregated by calculating mean and standard deviation for each dimension. The Marsyas framework was used as reference. Mean and standard deviations of the MFCC features were extracted using bextract. Table 1 shows the accuracies of genre classification for MFCC and Chroma features from the Echonest Analyzer and Marsyas. Significance testing with a significance level α = 0.05 is used to compare the two different features. Signif-icant differences are highlighted in bold letters. According to these results the assumption that Segments Timbre are similar to MFCC does not hold. There are significant differences on most of the cases and except for the GTZAN dataset the Echonest features outperform the Marsyas MFCC implementation. Even more drastic are the differences between Segments Pitches and Marsyas Chroma features except for the ISMIR Rhythm dataset. Similar to Segments Timbre Segments Pitches perform better except for the GTZAN dataset.
Feature selection and proper aggregation of beat algined vector sequences
The second part of the experiments conducted in this study deals with the huge amount of information provided by the by the MSD respectively the Echonest Analyzer. Currently no evaluations have been reported that give reliable benchmarks on how to achieve maximum performance on these features sets.
Scope of selected Features:
Due to number of features provided by the MSD only a subset of them was selected for the experiments. A comprehensive comparison of all possible feature combinations is beyond the scope of this publication. The focus was set on the beat aligned vector sequences Segments Timbre, Segments Pitches, Segments Loudness Max and Segments Loudness Max Time. Further Segments Start was used to calculate the length of a segment by subtracting the onsets of two consecutive vectors.
Aggregation of Echonest vector sequences:
A further focus has been set on the feature sets that are provided as beat aligned vector sequences. Such sequences represent time series of feature data that can be exploited for various MIR scenarios (e.g. audio segmentation, chord analysis). Many classification tasks in turn require a fixed-length single vector representation of feature data. Consequently, the corresponding Echonest features need to be preprocessed. A straight forward approach would be to simply calculate an average of all vectors resulting in a single vector, but this implies discarding valuable information. Lidy et. al. [8, 10] demonstrated how to effectively exploit temporal information of sequentially retrieved feature data by calculating statistical measures. The temporal variants of Rhythm Patterns (RP), Rhythm Histograms (RH) and Statistical Spectrum Descriptor (SSD) describe variations over time reflecting rhythmical, instrumental, etc. changes of the audio spectrum and have previously shown excellent performance on conventional MIR classification benchmark sets as well as non-western music datasets. For this evaluation the vector sequences provided by the Echonest Analyzer were aggregated by calculating the statistical measures mean, median, variance, skewness, kurtosis, min and max.
Temporal Echonest Features
Temporal Echonest Features (TEN) follow the approach of temporal features by Lidy et. al. [10] , where statistical moments are calculated from Rhythm Pattern features. To compute Temporal Rhyhtm Patterns (TRP) a track is segmented into sequences of 6 seconds and features are extracted for each consecutive time frame. This approach can be compared to the vector sequences retrieved by the Echonest Analyzer, except for the varying time frames caused by the onset detection based segmentation. To capture temporal variations of the underlying feature space, statistical moments (mean, median, variance, min, max, value range, skewness, kurtosis) are calculated from each dimension.
We experimented with different combinations of Echonest features and statistical measures. The combinations were evaluated by their effectiveness in classification experiments using accuracy as measure. The experiments conclude with a recommendation of a featureset-combination that achieves maximum performance on most of the testsets and classifiers used in the evaluation.
Multiple combinations of Echonest features have been tested in the experiments. Due to space constraints only a representative overview is given as well as the most effective combinations. Good results with simple but short feature sets
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Results
The trivial approach of simply averaging all segments (EN0) provides expectedly the lowest precision results of the evaluated combinations. As depicted in Table 2 , the values range between Marsyas MFCC and Timbre features. On the other hand, taking the low dimensionality of the feature space into account, this approach constitutes a good choice for implementations focusing on runtime behavior and performance. Especially the non-parametric K-Nearest-Neighbors classifier provides good results. Adding additional variance information (EN1) provides enhanced classification results on Segments Timbre features. Specifi- cally Support Vector Machines gain from the extra information provided. As pointed out in Table 3 , this combination already provides top or second best results for K-Nearest Neighbors and Decision Tree classifiers. Again, addressing performance issues, the combinations EN0 and EN1 with only 12 or 26 dimensions may be a good compromise between computational efficiency and precision of classification results. Chroma features are reported to show inferior music classification performance compared to MFCC [4] . This behavior was reproduced. Marsyas Chroma features as well as Echonest Segments Pitches (EN2) provide the lowest results for their frameworks.
Better results with complex feature sets
Providing more information to the classifier expectedly results in better performance. Adding more statistical measures to simple feature sets (EN4) provides no significant performance gain but increases the length of the vector by a factor of 4. Also combining Segments Timbre with Segments Pitches and calculating the statistical moments (EN5) only provides slightly better results. The 192 dimensions of this combination may alleviate this result when performance issues are taken into consideration. Only the initially as benchmark proposed approach by [1] (EN3) provides inferior results.
Recommendation: Temporal Echonest Features
Including additional information of loudness distribution and the varying lengths of segments in the feature set (TEN), enhances performance for all classifiers and provides the best results of the experiments (see Table 3 ). For many testsetclassifier combinations the Temporal Echonest Features provide best results for all feature sets. Compared to similar performing features like TSSD -which have a dimension of 1176 -TMEs outperform on precision and computational efficiency belongings. Table 3 summarizes the best performing Echonest feature combinations.
Conclusion and Future Work
In this paper, we presented a comparison of Echonest features -as provided by the Million Song Dataset -with feature sets from conventionally available feature extractors. Due to the absence of audio samples, researcher solely rely on these Echonest features. Thus, the aim was to provide empirically determined reference values for further experiments based on the Million Song Dataset. We used six different combinations of Echonest features and calculated statistical moments to capture their temporal domain. Experiments show that Temporal Echonest Features -a combination of MFCC and Chroma features combined with loudness information as well as the distribution of segment lengths -complimented by all calculated statistical moments -outperforms almost all datasets and classifiers -even conventional feature sets, with a prediction rate of up to 89%. Although higher percentages have been reported on these datasets based on other feature sets or hybrid combinations of different feature sets, these additional audio descriptions are not available on the MSD. Additionally it was observed, that top results can already be obtained calculating average and variance of Segments Timbre features. This short representation of audio content favors the development of performance focused systems.
Further research will focus on the remaining features provided by the Million Song Dataset. Since these descriptors provide an already highly aggregated representation of the extracted audio content, harnessing this information may lead to shorter feature vectors. Also large scale evaluations on the Million Song Dataset -that were not performed in this paper due to the absence of consolidated genre classification subsets -are needed. [21] . Additionally different benchmark partitions based on different genre label assignments are provided for instant use and comparability.
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