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Abstract
Silhouettes are common features used by many applica-
tions in computer vision. For many of these algorithms to
perform optimally, accurately segmenting the objects of in-
terest from the background to extract the silhouettes is es-
sential. Motion segmentation is a popular technique to seg-
ment moving objects from the background, however such
algorithms can be prone to poor segmentation, particularly
in noisy or low contrast conditions. In this paper, the work
of [3] combining motion detection with graph cuts, is ex-
tended into two novel implementations that aim to allow
greater uncertainty in the output of the motion segmenta-
tion, providing a less restricted input to the graph cut algo-
rithm. The proposed algorithms are evaluated on a portion
of the ETISEO dataset using hand segmented ground truth
data, and an improvement in performance over the motion
segmentation alone and the baseline system of [3] is shown.
1. Introduction
Many applications in computer vision require the use
of highly accurate silhouettes of objects. Even small er-
rors may result in a significant impact on performance. To
segment moving objects in video, motion detection is com-
monly used. Techniques such as the Mixture of Gaussian
(MoG) technique [10] model each pixel as a Gaussian Mix-
ture Model (GMM). Extensions include the inclusion of
model feedback [4], as well as the use of shadow removal
[11].
Using GMMs to model every pixel is very computation-
ally expensive. Alternatives have been proposed, such as
the one by Butler et al. [2] which uses a similar technique
but instead models each pixel as a series of weighted colour
clusters. Kim et al. [5] uses a codebook to model individual
pixels.
However these techniques, whilst capable of good per-
formance in ideal conditions or applications where segmen-
tation accuracy is not critical (i.e. object tracking), they are
prone to errors in segmentation when encountering light-
ing changes, noise, and low contrast scenes. These errors
can, to an extent, be overcome by morphological operations,
however the distortion of the shape of the underlying object
makes them poorly suited to tasks such as marker-less mo-
tion capture.
Graph cuts are another popular technique used in ob-
ject segmentation. It is able to overcome difficult scene
conditions by looking at neighbourhood similarities, group-
ing pixels together that would otherwise have been wrongly
classified. Boykov and Jolly [1] applied it in segmenting
image volumes while Rother et al. [9] produces a simple in-
teractive tool capable of producing high quality object seg-
mentation in images. Kohli et al. [6] used graph cuts to
simultaneously segment and estimate the pose of a human
subject.
Recently, Chen et al. [3] has proposed a method for com-
bining motion segmentation with graph cuts to improve the
segmentation performance of moving objects in video se-
quences. This implementation, which is summarised in
Section 2, is expanded upon in this paper to further improve
segmentation performance.
Two novel extensions to this algorithm are proposed in
Section 3. One method simultaneously computes two back-
ground models as input into the graph cut algorithm, while
the other extends the base motion segmentation system to
extract both a foreground and background model. A simple
fusion of the two methods is also explored.
The proposed implementations are tested using se-
quences from the ETISEO dataset [8] with hand segmented
ground truth data, the results of which are presented in Sec-
tion 4. Section 5 concludes the paper and outlines future
work directions.
1
2. Background
The proposed implementations in this paper builds upon
the system described by Chen et al. [3], which is sum-
marised in this section. Section 2.1 describes the motion
algorithm used (which itself is an adaptation of [2]), Section
2.2 describes the graph-cut algorithm and the combination
of the two is outlined in Section 2.3.
2.1. Motion Detection
The design approach of the motion segmentation is sim-
ilar to that proposed by Stauffer and Grimson [10], in that
each pixel is modelled by a group of weighted modes de-
scribing the likely appearance of the pixel.
K weighted ‘clusters’ which represents a multi-modal
PDF, are used to model each pixel. Each cluster consists
of a centroid Ck (u, n) and a weight wk (u), where u is the
pixel location, k is the cluster index at that location and n
is the channel index with N channels in the input image
I (u, n). The clusters are ordered in descending weight and
sum to 1.
Clusters are matched to incoming pixels by finding the
highest weighted cluster where the pixel lies within a fixed
global threshold, Tn, to the cluster centroid,
|I (u, n)− Ck (u, n)| < Tn for n = 0 . . . N − 1. (1)
The matching cluster centroid is adjusted towards the
current pixel value,
Cm (u, n) = Cm (u, n) +
1
L
(I (u, n)− Cm (u, n)) (2)
where m is the matching cluster index and L is the learning
rate; and the weights of the clusters at the pixel are adjusted
to reflect the new state according to,
wk = wk +
1
L
(Mk − wk)where Mk =
{
1 k = m
0 otherwise.
(3)
If no matches are found, the lowest weighted cluster is re-
placed with a new cluster with the centroid constructed from
the values of the incoming pixel. Clusters are gradually
adjusted and removed as required, allowing the system to
adapt to changes in the background. The weights are nor-
malised to ensure that they sum to unity.
The likelihood (Wk) of a cluster belonging to the fore-
ground is the sum of the weights of the clusters following
it,
Wk (u) =
K−1∑
i=k+1
wi (u) . (4)
The probability of the matching cluster becomes the proba-
bility that the incoming pixel is foreground (Pfg (u)).
In [3], motion segmentation is performed in the YCbCr
colour space, along with four channels of gradient, resulting
inN = 7. The gradient information describes the change in
intensity along the horizontal, vertical and the two diagonal
axis for the luminance component. This provides a simple
form of texture information to the motion detection algo-
rithm, improving its detection ability as objects which are
otherwise too similar in colour to the background may still
produce a change in gradient.
The use of gradients, though, may cause background pix-
els that are adjacent to object boundaries to be erroneously
detected as motion. However, this is successfully corrected
by the graph cut process, which also greatly benefits from
the lower false negatives generated.
2.2. Segmentation via Graph Cuts
A graph cut using the max-flow/min-cut algorithm [1]
is used to generate the final segmentation mask, using the
computed motion image as input. From the image, a graph
is created such that every pixel is represented by a vertex
which form edges to its eight direct neighbours. Pixels are
also connected to a source (s) and a sink (t) node, which
represents the foreground and background respectively. The
cut separates the s and t nodes onto separate graphs and the
resultant connectivity of pixels to these nodes determine if
the pixel is foreground or background in the final mask.
The graph cut is driven by the ‘capacity’ values of the
edges, which is essentially a cost weighting. The cut is
made such that the total cost incurred in removing edges
is minimised. Inter-pixel cost weights are determined based
on the difference in their intensity values such that,
cuv = γe
−β|I(u,i)−I(v,i)|2 , (5)
where cuv is the capacity on the edge connecting u and v
which are adjacent pixels, and β and γ are scaling factors.
Weights for the foreground (cus) and background (cut)
edges are to be derived from the pixels’ probability appear-
ing in the given models.
2.3. Combining Motion Segmentation and Graph
Cuts
The nature of the motion detection algorithm used only
provides a single probability score, denoting the likelihood
that the pixel is foreground. Chen et al. [3] performs the
graph cut by assigning one set of weights a constant value
α, so that,
cus = α cut = F
(
Pfg(u)
)
, (6)
where F (x) is a scaling function. In [3], the motion prob-
ability is linearly scaled between 0.25 and 0.75, with the α
parameter, essentially a threshold value, set to 0.5. The β
and γ used are 2 and 0.01 respectively.
Using the max-flow/min-cut algorithm aims to improve
the segmentation quality of the final silhouette by segment-
ing based on regional similarity. It is able to fill in small
gaps in detected motion while removing false positives, par-
ticularly those due to shadowing.
3. Proposed Algorithms
A limitation of the motion detector (Section 2.1) is that
it tends to generate foreground weights that are equal to,
or very close to 0 or 1. Values ‘in between’ are only no-
ticed when there is a multi-modal background, or when a
new foreground region stops, and occurs in the same loca-
tion for several frames, increasing in weight the longer it is
present. Hard thresholds are used, forcing a pixel into one
cluster or another. This provides very poor modelling of
uncertainties. Modelling these uncertainties may allow the
min-cut algorithm to produce a better segmentation.
In this section, two methods are presented that produce
a softer classification from the motion segmentation for use
in the graph-cut:
1. Use two motion segmentation routines with different
aims, one to minimise false positives, and one to max-
imise true positives.
2. Use the distance to the matching centroid.
3.1. Dual Thresholds
For the first method, it is proposed that a second motion
detector be operated in parallel with the first to generate two
sets of weights so that,
cus = −P1fg(u) cut = P2fg(u), (7)
where P1fg and P2fg are the two separate motion detectors.
The detectors are operated using different thresholds
such that the one with higher thresholds aims to minimise
false positives while the one with lower thresholds aims to
maximise true positives.
Overall, this has the effect of giving areas that can be
confidently classified as either background or foreground
(classified as foreground or background in both detectors)
a stronger weighting and allowing uncertainties in regions
which may be harder to accurately classify, providing a
softer decision boundary. The results of this can be seen
in Figure 1.
It does not matter whether P1 or P2 uses the higher or
lower thresholds as the two solutions would be identical.
This is because the min-cut algorithm minimises the total
costs incurred in the graph cut. At every pixel, a cut to either
the foreground or the background edge has to be made, and
therefore only the difference is important.
Figure 1. Dual threshold example. (left) Original frame. (centre)
Lower threshold. (right) Higher threshold.
3.2. Centroid Distance
In the second method explored, the distance to the near-
est cluster centroid is used. This is calculated after the pro-
cessing described in Section 2.1 has been performed. At
present, a matching cluster will always exist (a new cluster
is created if the incoming pixel does not match a previously
created cluster), and as a result will simply be a distance
measure within the limits of the threshold.
In the proposed method, the clusters are split into two
groups, representing the foreground and background. The
clusters are separated based on their probability values such
that those greater that 0.5 belong to the foreground set while
those lower belong to the background.
The distance to the nearest cluster in each of the two
groups is computed, providing both foreground and back-
ground probabilities. The distance is calculated to a factor,
a, of the cluster boundary, so that pixels within that fraction
of the motion thresholds have a distance of 0,
d (u, n) = |I (u, n)− Ck (u, n)| (8)
D =
{
d (u, n)− aTn if d (u, n) > aTn
0 otherwise , (9)
where k is the set of clusters belonging to either the fore-
ground or the background. This value is weighted using a
Gaussian with its variance based on the threshold, scaled by
a factor b. Only the distance from the colour channel that
generates the largest distance (smallest weight) is used. The
final outputs becomes,
Pfg(u) = maxk
(
minn
(
Wke
−|Dfg|2
bTn2
))
Pbg(u) = maxk
(
minn
(
(1−Wk) e
−|Dbg|2
bTn2
))
.
(10)
These values are then directly used as the foreground and
background weights in the graph cut.
Figure 2 shows the outputs from an example frame.
Trails can be seen in the foreground image due to the fact
that areas that have yet to experience motion do not have a
foreground cluster to match against.
3.3. Fusion
The two new techniques presented here can be com-
bined, such that two motion detectors using the algorithm in
Figure 2. Centroid distance example. (left) Original frame. (cen-
tre) Foreground probabilities. (right) Background probabilities.
Sequence Frames Interval
VS1-BE20-C3 100-500 100
VS2-BC-16-C1 200-380 20
1060-1320 20
1640-1740 20
VS2-RD-6-C7 5-50 10
200-400 20
540-760 20
Table 1. Manually segmented frames.
Section 3.2 are executed concurrently, with the foreground
probabilities of one and the background probabilities of the
other used in the graph cut post-processing step,
cus = P1bg(u) cut = P2fg(u). (11)
Two possible combinations are available, in that the
background of the detector with the lower threshold is used
with the foreground of the higher, and vice versa. Both
cases will be looked at in the results.
4. Results
The ETISEO dataset [8] will be used to benchmark the
effectiveness of the proposed algorithms. Three different
datasets (VS1-BE-20, VS2-BC-16 and VS2-RD-6), from
three different locations are used in the evaluation. VS1-
BE-20 sequence shows people parking and entering a build-
ing during twilight hours. The C3 camera view is used
which overlooks the carpark. Contrast is poor, with reflec-
tions and illumination changes due to headlights adding to
the complexity of the scene. VS2-BC-16 shows a footage
from a corridor with people walking. Contrast between
the people and the background is generally poor, and there
are shadows and reflections off the floor. The VS2-RD-6
sequence shows a quiet road with some moving cars and
pedestrians on the foot path.
Select frames from three sequences have been manually
segmented and will form the ground truth in this experi-
ment. Table 1 lists the frames that have been manually seg-
mented.
Three classes of labels have been used; one for true mo-
tion (red), one for background (white), and one for regions
that are ignored in the evaluation (blue and green). For the
Figure 3. Example frames with ground truth. (left) BE-20 Frame
300 (centre) BC-16 Frame 260 (right) RD-6 Frame 660.
later case, blue is used for static regions that are ignored
(eg. black boarders, overlaid text), while green is used for
regions that were difficult to label either background or mo-
tion (eg. ill defined boundaries, motion blur). Examples can
be seen in Figure 3.
Within VS2-BC-16, the glass door region at the end of
the corridor is ignored as reflections and motion behind it
makes it difficult to segment even by hand. Motion that
occurs in front of the door is still considered however, and
can be seen in Figure 3 (centre). Within VS2-RD-6, the top
and bottom of the video has been masked out due to the text
overlay and existing vehicular motion. The blinking hazard
lights of a parked car have also been ignored.
The original algorithm by [3] forms the baseline for this
experiment. The motion output is linearly scaled between
0 and 1 with an α value of 0.5. For the other algorithms,
both set of weights (foreground and background) are lin-
early scaled between 0 and 0.5. Threshold values have been
tuned to keep false negatives low without causing signifi-
cant increases in false positives. All other parameters have
been kept constant throughout every system within the same
test sequence. The parameters are listed in Table 2, along
with the results.
‘Dual Threshold’ refers to the system described in Sec-
tion 3.1 while ‘Centroid Distance’ refers to the one detailed
in Section 3.2. In the ‘Fusion 1’ case, the background of
the motion detector with the lower thresholds and the fore-
ground of the one with the higher is used. In ‘Fusion 2’, this
is reversed.
Overall, improvements can be seen in the proposed algo-
rithms. In the RD-6 sequence, the false positives are due to
shadows, mostly from the cars. The footage is clean, with
good illumination of the scene, with good segmentation able
to be achieved already. The new strategies are able to im-
prove slightly by better handling the appearance differences
in these shadows.
For the BE-20 sequence (Figure 4), performance is poor,
with the long shadow cast by the car in frame 200 responsi-
ble for most of the false positives. Headlights cast by the car
Thresholds False Positive False Negative
Luminance Chrominance Gradient
VS1-BE-20-C3 β = 0.02 γ = 2 a = 0 b = 1 Total BG: 359814 Total FG: 21353
Baseline [3] 20 15 5 4356 1.21% 1988 9.31%
Dual Threshold low 20 15 5 4356 1.21% 1988 9.31%high 20 15 5
Centroid Distance 35 30 5 4014 1.12% 1364 6.39%
Fusion 1 low 35 30 5 4014 1.12% 1364 6.39%high 35 30 5
Fusion 2 low 35 30 5 4014 1.12% 1364 6.39%high 35 30 5
VS2-BC-16-C1 β = 0.05 γ = 2 a = 0 b = 1 Total BG: 2019778 Total FG: 197777
Baseline [3] 10 5 5 47138 2.33% 5666 2.86%
Dual Threshold low 10 5 5 47138 2.33% 5666 2.86%high 10 5 5
Centroid Distance 15 5 5 33490 1.66% 4847 2.45%
Fusion 1 low 12 5 5 36082 1.79% 4743 2.40%high 18 5 5
Fusion 2 low 12 5 5 29526 1.46% 4831 2.44%high 18 5 5
VS2-RD-6-C1 β = 0.01 γ = 2 a = 0.5 b = 1 Total BG: 1410482 Total FG: 66131
Baseline [3] 30 8 15 8198 0.58% 1798 2.72%
Dual Threshold low 35 8 10 7535 0.53% 1731 2.62%high 35 10 15
Centroid Distance 30 8 15 7687 0.55% 1787 2.70%
Fusion 1 low 30 8 10 7739 0.55% 1696 2.56%high 35 10 15
Fusion 2 low 30 8 10 7392 0.52% 1775 2.68%high 35 10 15
Table 2. Threshold parameters and results.
Figure 4. VS1-BE-20, frames 100-500 (left to right). (top) Input
frame. (middle) Baseline. (bottom) Centroid distance.
exist in the first frame, resulting in the poor segmentation in
the top left corner. The high incidence of false negatives is
due mostly to the jeans worn by the people blending into
the road. The baseline system also had trouble consistently
segmenting the car due to self shadowing. The centroid dis-
tance method was able to achieve a better segmentation.
The dual threshold technique was not able to produce a
cleaner segmentation with the best result being an identical
solution to that of the baseline. This is likely due to the
low contrast, with the two sets of threshold values unable
to differ much without causing performance degradation.
Likewise, the use of two sets of thresholds was not able to
improve upon the centroid distance technique in the fusion
cases.
A similar situation is seen in the BC-16 sequence, with
the dual threshold system unable to perform better than the
baseline, with the poor contrast, again, likely to hold the
blame. In this sequence (Figure 5), the high number of er-
rors is due to the similarity of clothing colour to the back-
ground, along with significant shadows and reflections. The
centroid distance method is able to perform better than the
baseline, reducing the effects of shadows and reflections,
while at the same time able to more accurately detect the
motion of the people. The dual threshold technique is not
260 300 340 1080 1240 1300 1320 1660 1700 1740
Figure 5. VS2-BC-16. (top to bottom) Input frame, baseline, dual threshold, centroid distance, fusion 1, fusion 2.
without merit this time however, as the second fusion sys-
tem is able to perform even better still, with the first achiev-
ing a lower false negative for a slight increase in false posi-
tives.
5. Conclusions
In this paper we have proposed two novel approaches to
combining motion segmentation and graph cuts for achiev-
ing accurate silhouette extraction. Improvements over the
baseline algorithm was able to be achieved by extending the
base motion detector’s ability to produce a softer map. This
allowed the graph-cut procedure to better handle regions of
uncertainty when foreground pixels appear similar to those
of the background, or when the background changes signif-
icantly due to shadows and reflections.
The original motion detection algorithm was built for
speed. The inclusion of the graph-cut post processing sig-
nificantly impacts the computational requirements. Since
only a small amount of the scene changes on a frame by
frame basis, dynamic graph cuts [7] can be used to improve
its speed.
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