The Isolation Lemma of Valiant and Vazirani (Theor Comput Sci 47:85-93, 1986) provides an efficient procedure for isolating a satisfying assignment of a given satisfiable circuit: Given a Boolean circuit C on n input variables, the procedure outputs a new circuit C on the same n input variables such that (i) every satisfying assignment of C also satisfies C and (ii) if C is satisfiable, then C has exactly one satisfying assignment. In particular, if C is unsatisfiable, then (i) implies that C is unsatisfiable. The Valiant-Vazirani procedure is randomized, and when C is satisfiable, it produces a uniquely satisfiable circuit C with probability Ω(1/n). Is it possible to have an efficient deterministic witness-isolating procedure? Or, at least, is it possible to improve the success probability of a randomized procedure to a large constant? We prove that there exists a non-uniform randomized polynomial-time witness-isolating procedure with success probability bigger than 2/3 if and only if NP ⊆ P/poly. We establish similar results for other variants of witness isolation, such as reductions that remove all but an odd number of satisfying assignments of a satisfiable circuit. We also consider a blackbox setting of witness isolation that generalizes the setting of the Valiant-Vazirani Isolation Lemma and give an upper bound of O(1/n) on the success probability for a natural class of randomized witness-isolating procedures.
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Introduction
The Isolation Lemma of Valiant & Vazirani (1986) (as well as the related Isolation Lemma of Mulmuley et al. 1987 and its refinement by Chari et al. 1995) is a basic tool with many important applications in complexity theory; see, for example, Toda (1991), Ben-David et al. (1992), and Reinhardt & Allender (2000) for just a few such applications. The lemma provides an efficient randomized algorithm to "isolate" a single object from a collection of objects satisfying a given efficiently decidable property. More precisely, given a Boolean circuit C(x 1 , . . . , x n ), the algorithm produces a new Boolean circuit C (x 1 , . . . , x n ) such that (i) every satisfying assignment of C also satisfies C with probability one (over the internal randomness of the algorithm) and (ii) if C is satisfiable, then, with probability Ω(1/n), C has exactly one satisfying assignment. Thus, in case C is satisfiable, the unique satisfying assignment for C is an "isolated" assignment from among the satisfying assignments for C.
An obvious question is whether efficient deterministic isolation is possible. That is, is there a deterministic polynomial-time algorithm that maps an input circuit C(x 1 , . . . , x n ) to an output circuit C (x 1 , . . . , x n ) such that (i) every satisfying assignment of C also satisfies C, and (ii) if C is satisfiable, then C has exactly one satisfying assignment? Another natural question is whether the success probability Ω(1/n) for randomized isolation can be improved to, say, a large constant probability. The work of Hemaspaandra et al. (1996) suggests a negative answer to the first question. We provide stronger evidence that also applies to the second question -randomized isolation procedures with success probability larger than 2/3 are unlikely to exist.
1.1. Our results. If NP = P, then efficient deterministic isolation is trivially possible: Given a circuit C, one can use the standard "search-to-decision" reduction to find in deterministic polynomial time some satisfying assignment w for C and then construct a circuit C so that C accepts the single input w. Naïvely, it seems impossible to produce, efficiently and deterministically, a circuit C with exactly one satisfying assignment that also satisfies C,
