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Abstract
Quantum Molecular dynamics (MD) simulations have been widely used to examine
the dynamics of interactions between electrons and ions. The most commonly used
MD method is the Born-Oppenheimer (BO) approximation, which assumes that the
electronic states always stay on the ground-state energy surface of any given ionic
configuration during the course of the simulation. The BO approximation, however,
is not appropriate for studies of systems that are out of equilibrium, such as electron
transport processes. One way of allowing an MD simulation to explore the non-
equilibrium and excited states is to use the Ehrenfest approximation, which gives a
full time-dependent quantum mechanical treatment of electrons, while regarding the
ions as classical particles. This thesis gives a careful derivation of the equations of
motion (EoM) in Ehrenfest dynamics, in the context of the Time-Dependent Density
Functional Theory represented in a non-orthogonal and incomplete basis centered on
the moving ions. The EoM were implemented in an existing ab initio electronic struc-
ture code Plato. Various propagators for solving the electronic EoM were studied
and compared. A micro-canonical model based on the Ehrenfest MD for simulat-
ing electron transport processes has been developed. Extensive real-time transport
studies were performed on aromatic hydrocarbon compounds attached to graphene
nanoribbon leads. A self-consistent non-orthogonal tight-binding model was used to
enable large-scale simulations with reasonable computational cost. The quasi-steady-
state currents together with the current induced dynamical effects were measured
from the simulations and analysed. The quasi-steady-state currents were compared
with the steady-state solutions obtained from a time-independent non-equilibrium
Green functions method commonly used by the electron transport community.
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Chapter 1
Introduction
The ability of experimental techniques such as the use of Scanning Tunneling Mi-
croscopy (STM) to observe and to a certain degree manipulate substances at the
atomic scale[102] has opened the door to the exciting prospect of creating molecular
electronic devices[67]. This made the use of organic molecules[140]—with their small
size, flexible structure, manipulatable properties in the form of chemically modifying
the side-chains and relatively cheap production cost—potentially possible, and will
allow them to become important parts in a new generation of electronic devices.
One of the key challenges in realising nano-electronics is the understanding of
electron transport processes in molecular wires[15, 105, 118]. During the last decade,
experimental techniques such as those utilizing methods trapping molecules at metal-
lic break junctions[38, 47, 50, 108, 119, 120, 151] and more recently those using STM
tips to lift up molecules from a substrate[49, 55, 73, 78] have made conduction mea-
surements of isolated molecular wires possible. The advances in experimental meth-
ods and the exciting prospects of applications of molecular wires have led to strong
interest in theoretical studies of transport properties of these molecular compounds,
especially of conjugated polymers.
Central to the study of conduction in a device is the fact that charge transport
is a non-adiabatic process, and this sets the theme for this dissertation.
1.1 Models For Electron Transport
Perhaps the most well known and well used method for describing transport in meso-
scopic scale1 is the Landauer-Bu¨ttiker formalism[23, 79]. This approach regards the
electrons as non-interacting particles and conduction as the tunneling of the wave-
functions originating from one electron reservoir to another each with a distinct
chemical potential, through a device in the centre, which unlike the reservoirs has
1Mesoscopic scale is one which one assumes the materials are made up of free electrons interacting
with an external potential field, without getting into the details of the actual atomic structure of
the substances.
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a limited set of allowed energy states. The device also acts as a scattering poten-
tial, which each electron with energy E has some probability T (E) of transmitting
through. The contacts between the device and the reservoirs are assumed to be
reflection-less, in other words all wavefunctions traveling towards a reservoir from
the device will transmit into the reservoir fully without any reflected component.
Only the electrons from each of the reservoirs that have the same energies as the
allowed empty states in the device may tunnel through the device. The electrons
traveling in the device with exception of the ones localised inside the device are as-
sumed to be in equilibrium with the reservoir of their origin. If one reservoir has
higher chemical potential than the other then only the tunneling electrons that have
higher energies than the chemical potential of the lower reservoir contribute to the
overall current. The states in the device containing the current carrying electrons
are regarded as open conduction channels. The total current is then given as
(1.1) I =
G0
qe
∫
dE (f(E − µ1)− f(E − µ2))T (E)
where G0 ≡ 2q2eh is the maximum conductance of a single conduction channel, known
as the quantum of conductance; f(E) are the occupation functions of the reservoirs
each with chemical potentials µ1 and µ2; and T (E) are the sum of transmission
probabilities of the available conduction channels in the device.
Moving down to the microscopic scale, and to include interactions between the
electrons in the device, one of the natural methods involves the non-equilibrium
Green function formalism (NEGF)[68, 84, 149]. The first attempts were made by
Caroli et al.[25], which formed the basis for the development of the time-independent
steady state NEGF based methods[20, 34, 80, 88, 122, 125]. In this approach the two
reservoirs—from now on referred to as leads—mentioned in Landauer formalism are
considered to be isolated systems in the remote past t = −∞. Each of the isolated
system has its own chemical potential. The couplings between the leads and the
device are then treated as a time-dependent perturbation from t = 0 onwards, from
which the Green functions and self energies can be calculated using the Keldysh
contour[25, 84] and the NEGF techniques. The Green functions and self energies
then give the current. The steady-state result is obtained by noting that the Green
functions will only be dependent on time differences in the steady-state limit and
hence a Fourier transform to energy (frequency) space may be made. This formal-
ism can be easily extended to time-dependent case[159] by simply using the Green
functions in time space without taking the steady-state limit, allowing the tran-
sient current to be calculated. Initially the leads are still being treated as containing
non-interacting electrons[88], but later developments[20, 122, 125] saw the device and
leads being treated on the same footing using ab initio Density Functional Theory[74]
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(DFT) to provide the self-consistent single particle mean field Hamiltonian. How-
ever, interactions between the lead and the device electrons are still omitted2, with
the assumption that the leads are macroscopic and any interactions from the device
are rapidly screened out. This way, the leads can be treated separately as semi-
infinite bulk systems (which include electron-electron interactions), and contribute
to the device Green functions simply as a self-energy term. The steady-state results
of these NEGF methods give a current formula similar to the Landauer equation
(1.1), with the transmission coefficient being a functional of the Green functions
and self-energies. An alternative approach to NEGF for microscopic problem with
or without electron interactions uses Lippmann-Schwinger equations from scattering
theory[80, 143, 144], which yield the same results as that of the NEGF approach.
The ab initio transport models mentioned above based on the NEGF+DFT and
the partitioning of the leads from the devices have been widely applied to the study of
molecular transport with varying degrees of success[30, 42, 54, 93, 106, 125, 130, 148].
While these methods have mostly been useful in obtaining a qualitative insight into
the current-bias characteristics of the transport processes, quantitatively—depending
on the type of system—the current results can in worst cases differ from experimental
values by up to several orders of magnitude[40]. There have been many suggestions
of the reasons for the differences, ranging from the inadequacy of the exchange-
correlation functionals used in DFT[40], the introduction of ghost conduction chan-
nels due to using too many basis functions in an attempt to obtain a good model
of the system[53], the underestimation of the environment and the affects of current
measurements to the system in experiments, to the inadequacy of the simulations to
reproduce the complex and often non-relaxed atomic structures used in experiments.
There are also the fundamental approximations used in the partition NEGF+DFT
methods:
1. The steady-state (t→∞) limits of the following two cases are the same:
(a) The system starts from the leads and the device being disconnected3, with
the leads at different chemical potential levels. At some point in time, the
lead-device interactions are switched on
(b) The system starts from the leads and the device being already connected,
with the entire system having a unique chemical potential. At some point
in time, a potential bias is applied across the lead-device-lead structure
2The coupling between the leads and the device in the Hamiltonian should not be confused
with the electron-electron interactions. The lead-device coupling is a scattering potential which
allows device states to be transmitted into lead states and vice-versa, which is present even for
non-interacting electron models
3That is, the leads and the device region are treated as separate and isolated systems.
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2. The DFT functionals central to the description of electron-electron interactions—
developed for equilibrium adiabatic theories—are still adequate approximations
for the non-equilibrium regime
3. The Kohn-Sham excited states in the device represent the true excitation en-
ergies
Point 1 is proven[133] to be true for non-interacting electrons. However it may not
be true for the case of interacting electrons, for which the steady-state current may
be history dependent[134]. Points 2 and 3 explore the limits of using a ground-state
theory to describe an essentially non-adiabatic process, and these problems can be
avoided if many-body wavefunctions and more accurate techniques in quantum chem-
istry such as the Configuration Interaction (CI) formalism[137] are used in places of
the one-particle mean-field approximations based on Kohn-Sham approach. Such
calculations[33], however, demand high computational costs and would be deemed
impractical even for moderate sized systems on today’s computational infrastruc-
tures. An alternative solution for improving on the NEGF+DFT methods is to
take the theory to the time-dependent domain, and incorporate the ab initio single-
particle mean-field model based on the time-dependent DFT (TDDFT)[84, 123]. It
has been shown[84] that TDDFT naturally gives an exact formalism for describing
non-adiabatic process and can accurately predict the excited states of systems. Gen-
erally, for the TDDFT methods, one starts from the Kohn-Sham ground state—the
reason for this will be explained later in this thesis—and then evolves forward in
time the charge density and the associated Green functions4. The transient current
can then be obtained from the Green functions or the time-dependent wavefunctions
directly.
The key feature that distinguishes the ab initio time-dependent approach from
the time-independent DFT approach (in additional to the obvious time-dependent
part) is that the validity of the time-dependent approach lies in the Runge-Gross
theorems[123] of TDDFT, and the time-evolution allows the electronic states to leave
the energy eigenstate surfaces and therefore truly explore the excited state spectrum
of the system. One of the techniques to calculate the steady-state current in the
time-independent NEGF methods is to recognise the time-translation invariance of
a steady-state, and thus allowing the time-dependent Green functions to be Fourier
transformed into energy space. The reader may ask: where are the approximations
used in this approach which are not present in the TDDFT methods? The answer
lies in how the self-consistent Hamiltonian and hence the associated Green functions
are obtained. In the time-independent scheme, the self-consistent Hamiltonian (in
energy space) is calculated using the Kohn-Sham functional—that generally give
4The retarded and advanced Green functions are simply the propagators associated to the time
dependent Hamiltonian.
16
incorrect resonances in the excited spectrum—with no histories of the density being
taken into account. Ideally if the TDDFT exchange-correlation functional used is
exact, then the Hamiltonian will give the correct resonances for excited states. Even
if the adiabatic approximation[84] is being used—which takes the approximation
of the TDDFT exchange-correlation functions being local in time with values of the
ground-state Kohn-Sham functionals—memory effects will still be taken into account,
as the time-evolution of wavefunctions depends on the densities from the previous
steps.
The reader may recall that, as mentioned in the previous paragraphs, the partition
based NEGF method can naturally be extended to become time-dependent[66, 159].
This approach though important still does not address the point 1 mentioned above,
which arises from the unphysical mechanisms of “switching on” lead-device interac-
tions. The alternative approach is to treat the leads and devices as connected from
the beginning and being in equilibrium, and the non-adiabatic electron transport
process begins with the switching on of a time-dependent external potential[31, 76,
82, 133, 134]. Stefanucci et al. showed that the steady-state current is established for
non-interacting electrons purely due to dephasing mechanisms[133], and for an exter-
nal potential U(t) that is constant (equal to UL and UR) in the two leads and zero in
the device, the steady-state limit of the time-dependent bias approach is equivalent
to that obtained from the partition approaches, with the mapping µL−µR = UL−UR,
provided that in the partition approach the chemical potential of the leads are set
by rigidly shifting the corresponding energy states. So the Landauer equation (1.1)
is reproduced. For interacting electrons however the Landauer equation no longer
holds, and there is no direct comparison between the magnitude of external potential
U(t) and the chemical potential bias used in the partition approach.
The TDDFT approach developed by Stefanucci et al. can be regarded as a method
for evolving the time-dependent wavefunctions in the device with open boundary con-
ditions created using the self-energies from the semi-finite leads. The wavefunctions
are represented on a discrete real-space grid[2, 76]. Similar approaches have been
proposed by Zheng et al.[165] using the Holographic Electron Density Theory[121] to
provide an open boundary condition for the device. The approach still uses the single-
particle mean-field approximation based on TDDFT for time propagation. What is
not often addressed in most of the TDDFT approaches with semi-infinite leads is
the question of whether open boundary conditions are valid at all times for use
with TDDFT. The original Runge-Gross theorem—one-to-one correspondence be-
tween the time dependent electron density and time dependent external potential
for a given initial condition—is proved on the basis that the density ρ(r, t) goes
to zero at infinity. It is not clear if the theory still holds if the system is instead
extended[36, 84]. Further more, the open-boundary treatments under TDDFT are
complex and costly[76, 82, 166], and make practical calculations on real-world sys-
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tems difficult. The main difficulty comes from the contribution of the self-energy that
takes account of electrons hopping in and out of the device region, which is non-local
in time.
Those difficulties may be avoided if one swaps the infinite lead picture with that of
an isolated system of large but finite capacitor plates—which will for convenience of
notation still be referred to as leads—connecting to the central device[22, 29, 37, 146].
It has been argued[22, 59] that if the leads are large enough and are charged by an
initial bias potential, then a quasi-steady current, albeit lasting a finite period of
time, can be established across the device once the bias potential is switched off.
This approach describes the entire system in the micro-canonical ensemble, and both
the total energy and the electron number are conserved. Because it is a closed
system, there is no boundary issue for TDDFT, and non-interaction approximations
do not have to be made between the electrons in the leads and the device. In
other words, by treating the entire system in the micro-canonical ensemble the leads
and the device can be treated on a truly equal footing. Hence in theory TDDFT
would be able to provide an exact solution to the total current flowing from one lead
to the other[37]. The time evolution of the electronic states is dependent on the
Hamiltonian of the micro-canonical ensemble without any memory terms related to
the self-energies corresponding to open-boundary conditions. This makes practical
implementation of the TDDFT formalism relatively straight-forward. With the onset
of linear-scaling DFT simulation methods[16, 127], it will be possible in the near
future to extend these methods to apply to real-time propagation, thus allowing ab
initio simulations to be performed on potentially millions[18] of atoms making the
use of very large leads (capacitor plates) possible in the micro-canonical picture, and
thus allowing quasi-steady states on the order of picoseconds5 to develop.
Key to any TDDFT real-time calculations of the transient current—whether
using the grand-canonical approach with open boundaries or the micro-canonical
approach—is to solve the time-dependent Schro¨dinger equation (TDSE) for the elec-
tron wavefunctions. Alternatively, instead of working with wavefunctions directly,
one can work with the time-dependent Green functions and solve the corresponding
real-time equations of motion in the form of the Kadanoff-Baym equations[33, 98–
100]. In theory, it is also possible to study the effect of currents on the ionic structure
5Following the simple analysis given in [22], a rough estimate of the time it takes for a quasi-
steady state to be established is related to the quantum uncertainty principle ∆t ∼ ~∆E where
∆E is the typical energy spacing between transverse modes of in the device region, which should
be independent of the length along the transport direction of the device. A rough estimate of
the maximum time for which a quasi-steady state can remain is given as the time for an electron
traveling from one lead to the other before it bounces back, which will be dependent on the length
of both the device and the leads. Hence in principle the amount time a quasi-steady current may be
maintained increases linearly with respect to the system length. For a typical conduction calculation
presented in this thesis involving 600 atoms, the quasi-steady state time window is found to be
about 2.5 fs.
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in the device, if one instead solves the TDSE for the combined electron-ion wavefunc-
tions. However, the development in TDDFT at the present[84] still in general treats
the ionic degrees of freedom as decoupled from the electronic degrees of freedom.
This is true especially if the adiabatic approximation is applied (see section 2.5.3),
where the ordinary DFT functionals are used at each time points. Therefore, with
the current limitations in TDDFT, a non-adiabatic molecular dynamics method for
decoupled electron and ionic degrees of freedoms needs to be used to study ionic
motions under current using the single particle mean-field approximations.
1.2 Non-Adiabatic Molecular Dynamics
The quantum molecular dynamics (MD) methods needed for solving transient current
problems with moving ions modeled using TDDFT must be non-adiabatic, since the
time-dependent electronic wavefunctions will be no longer on the ground-state energy
surface. This means that one of the most used MD methods, Born-Oppenheimer
MD[14], cannot be used. Born-Oppenheimer MD assumes that the ionic movements
are sufficiently slow that the electronic states stay on the ground-state energy surface
of the snap-shot of the ionic system taken at any point in time. As the conduction is a
non-equilibrium process, Born-Oppenheimer MD fails to describe the non-adiabatic
evolution of electrons even if the ions are so heavy that ionic movements in the
systems can be considered negligible. The same applies to the Car-Parrinello MD
method[24], which also uses the adiabatic Born-Oppenheimer assumptions on the
electronic states.
If the quantum correlations between electrons and ions6 are ignored, then it can
be shown starting from the general TDSE of coupled electronic and ionic degrees of
freedom—see chapter 2—that the equation of motion for the electrons become TDSE
with a Hamiltonian constructed from the expectation values of the ionic coordinates;
and with ions treated as classical particles as a result of the Ehrenfest theorem[124,
p. 87] of elementary quantum mechanics moving under laws of Newtonian mechanics
under a mean-field potential produced by the electron charge density. This forms the
basis of Ehrenfest MD.
Despite of the limitations[61] associated with treating the ions as classical par-
ticles, Ehrenfest MD opens a doorway for studying non-equilibrium systems which
are relevant to the electron transport models discussed in section 1.1. The classical
treatment of ions gives several simplifications in terms of practical implementations
in numerical simulation packages:
1. The ions have well defined coordinates, so existing mechanisms for treating the
6The quantum correlations between ions and electrons are important in understanding the dis-
sipation of electronic energy into ions due to Joule heating[61].
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ionic positions in most standard ab initio electronic structure simulation codes
still make sense
2. The equations of motion for the electron-ion system can be decoupled into
electronic and ionic parts, which can be solved separately at successive time-
steps just as in the Born-Oppenheimer MD case
3. The electronic equation of motion can be treated accurately as a single particle
problem
This means that adding Ehrenfest MD to an existing ab initio electronic structure
simulation package that already implements DFT and Born-Oppenheimer MD does
not need extensive rewrite of the code. If one uses the adiabatic approximation to
the TDDFT functionals, then all of the DFT functionals already implemented in the
existing code can be used for Ehrenfest MD. Similarly, the existing ionic equation
of motion solver used in Born-Oppenheimer MD may be reused for Ehrenfest MD,
with only the ionic forces needing to be modified to reflect the non-adiabatic nature
of evolution in the electron mean-field potential.
1.3 Motivation And Aim
At the present, for all the time-dependent electron transport studies that have been
reported most of the studies are based on systems with fixed ionic structures[5, 29,
77, 98, 113, 117, 150, 165]. Horsfield et al.[59, 60, 62] used Ehrenfest dynamical
methods combined with an orthogonal ab initio tight-binding model[58, 63] based on
DFT to study the energy transfers between electrons and ions during a conduction
process for an infinite (open boundary) linear chain of fictitious atoms each having
a single electron in an single orbital. Verdozzi et al.[152] used an one-dimensional
non-self-consistent tight-binding model coupled with Ehrenfest dynamics to illustrate
the role of electron current in electromigration—a process involving dissociation of
atomic bonds due to current flow, which is used experimentally to create atomic scale
break-junctions[50, 108].
To date there have been no reported attempts at studying ab initio electron
transport of relatively large molecular devices incorporating both electron-electron
interactions and ionic movements. The first goal of this work is therefore to develop
and implement an efficient Ehrenfest MD algorithm for general non-adiabatic dynam-
ical studies of systems under the one-particle approximation of TDDFT represented
on an atom-centred basis; and then on top of the Ehrenfest MD routines, to develop
a tool-set for calculating the transient current through any lead-device-lead system
described by the micro-canonical picture. The micro-canonical picture is chosen
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partly due to its simplicity, while offering a rigorous theoretical backdrop for study-
ing transport processes that include both electron-electron interactions (treated in
a consistent way throughout the lead-device-lead system) and current-induced ionic
motions; and partly due to the fact that the advances in linear-scaling ab initio sim-
ulation techniques mean there is a realistic prospect in the future for the method to
be used for studying large-scale real-world electron transport problems.
Atom-centred basis (ACB) functions that have a strictly finite range such as the
Pseudo-Atomic-Orbitals[86] (PAOs) have advantages over non-atom-centred basis
sets such as the plane-waves in that the Hamiltonian and density matrices are usually
sparse, which is of central importance to the application of linear-scaling methods[19].
Furthermore, the basis set allows easy decomposition of the matrix representations in
terms groups of atoms, and allows the natural analysis of electronic densities centred
around atomic sites. The traditional disadvantages associated with PAO basis sets
in particular—the non-trivial nature of increasing accuracy through the inclusion
of more basis functions—can be overcome by the implementation of B-spline (also
known as blip) functions[52]. Therefore, there is a trend that many major ab initio
simulation packages are moving towards using ACB for matrix representations.
The ab initio simulation package used by this work for implementing Ehrenfest
MD is Plato[69]. The package is chosen partly because of there are no licensing
restrictions, so the author is able to make modifications to the code freely; and partly
because Plato implements several versions of self-consistent ab initio Tight-Binding
models[45, 58] as well as full DFT using PAO basis sets and pseudopotentials[86].
This offers great flexibility in terms of choosing simulation models for transport
calculations based on computational cost, as well as for testing the implementation of
Ehrenfest MD under different levels of modeling methods. Note that the parameters
used in the ab initio Tight-Binding models implemented in Plato are based on DFT
calculations, and therefore, when using these Tight-Binding methods under real-time
Ehrenfest MD there is an implicit approximation made on the use of the adiabatic
approximation to TDDFT functionals.
Ehrenfest MD within the TDDFT framework has already been implemented in the
ab initio simulation package Octopus[2]. However the implementation in Octopus
is very different from that done in this work. Octopus uses a discrete real-space
grid to represent wavefunctions while Plato uses PAO basis sets.
1.3.1 The Need For Comprehensive Derivation of Ehrenfest
MD Equations
One of the most important aspect of using ACB is the ability for the formalism to
robustly handle non-orthogonal basis functions which do not in general form a com-
plete set. This coupled with the fact that during electronic propagation the space
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spanned by the basis set describing the electronic states changes due to the movement
of the ions, adds extra complexities to the correct implementation of Ehrenfest MD.
There is already work done concerning the derivation of Ehrenfest MD equations of
motion, most notably by Todorov[142], who derived the Ehrenfest MD equations for
Tight-Binding represented on a general non-orthogonal and incomplete atom-centred
basis, and by Wang et al.[157] who derived the Ehrenfest MD equations in terms of
the time evolution of electronic density matrices, in a non-orthogonal Gaussian ba-
sis set. Nevertheless, the works presented by Todorov and Wang, while extremely
useful, still lack the details required for the actual implementation of Ehrenfest MD
in Plato. The author feels that it is important to give a comprehensive derivation
of the Ehrenfest MD equations of motion starting from the basic principles of quan-
tum and classical mechanics. Only with a full understanding of the details of the
dynamical equations can one reliably implement Ehrenfest MD in an ab initio code
like Plato.
Furthermore, both Todorov and Wang et al. started the derivation of the equa-
tions of motion from a Lagrangian[104], which as correctly pointed out by Todorov
offers better insight into the effect of the inevitable use of an incomplete basis than
the more standard approach of starting the derivation from either the quantum Li-
ouville’s equation or from Schro¨dinger’s equation (see for example [62]). However,
the origin of the chosen Lagrangian was never really explained. This work sets out
the derivation of the Ehrenfest MD equations from a more basic starting point, and
shows how the Lagrangian may be derived from the connection between quantum
mechanics and classical Hamiltonian dynamics.
1.3.2 Conduction Properties In Conjugated Polymers And
Effects Of Current On Twisted Bonds
As an application of Ehrenfest MD on the simulation of electron transport processes,
based on the micro-canonical model, the current-bias results for conjugated polymers
calculated from the real-time Ehrenfest MD method implemented in Plato are com-
pared with those calculated using one of the more widely used time-independent parti-
tion NEGF+DFT methods implemented in Transiesta[20]. To be able to compare
with steady-state results, a systematic method for determining quasi-steady-state
current from the transient results is used.
The comparison with time-independent partition based NEGF methods offers in-
sight into how the potential biases are related in each method. As mentioned earlier it
was unclear how to relate the bias potential applied in partition-less NEGF TDDFT
approaches based on Stefanucci’s methods to the chemical potential used in parti-
tion methods when the electrons are treated as interacting particles. In the micro-
canonical approach used in this work, the bias potential is applied as an external
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field (rather than a chemical potential difference) similar to that used in Stefanucci’s
approach, with the difference that the micro-canonical lead-device-lead system is
initially at equilibrium with the bias potential turned on, and non-equilibrium is in-
troduced to the system by rapidly switching off the bias shortly after t = 0. With
this set up, parallels to the chemical potential bias may be drawn by observing the
initial energy shifts in the projected densities of states in the leads. This provides
an insight into how electron-electron interactions may effect the interpretation of the
term “potential bias”.
The system studied is a graphene nanoribbon of the armchair type, which is
treated as having a finite length in the real-time Ehrenfest calculations, but as infinite
in NEGF calculations, reflecting the different ensembles used in the two approaches.
Graphene nanoribbons are chosen because:
• The Plato version this work used has limited parallelisation, and the Ehren-
fest MD implemented is also serial. Therefore, the amount of computational
power the code can use is limited. For micro-canonical transport studies, full
(TD)DFT calculations would be too expensive, and hence the self-consistent
Frauenheim Tight-Binding model7 is used instead.
• The Frauenheim Tight-Binding model parameters provided by Plato out of
the box only include hydro-carbon, thus restricting the type of compounds one
can study
• Armchair graphene nanoribbons have the desired bond orientations for the
study of systems consisting of benzene rings connected to the ribbons with
twisted angles about the longitudinal ribbon axis—to be explained below.
While studies have been done to investigate the effect of defects such as twisting
of aromatic rings in conjugated polymers on their conduction properties[92, 151,
160], not many results have been reported on the effect of electron current on the
structure of these defects. The real-time Ehrenfest MD transport methods provide
a gateway for studying the conformational changes of molecular wires due to the
conduction process. The conduction properties through a benzene ring connected to
two graphene nanoribbon leads are studied. The benzene rings are set to be twisted
along the conduction axis at different dihedral angles and the evolution of the twist
angles are traced in real-time.
7This model contains self-consistent electron-electron interactions in the form of Coulomb inter-
actions between atom-centred partial electron charges
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1.4 Thesis Layout
Chapter 2 of this thesis is devoted to the derivation of the Ehrenfest MD equations
of motion starting from first principles in the TDDFT framework, with the specific
challenges associated with using an incomplete and non-orthogonal basis set. Chap-
ter 3 focuses on the practical implementation of the Ehrenfest MD equations into
Plato. It describes various propagators used for solving the electronic equation
of motion. A comparison in terms of stability, accuracy and computational cost of
the implemented propagators is presented in chapter 4. Chapter 5 describes the
time-dependent current calculation method implemented in Plato, and how the
potential bias is defined. The results and analysis of the electronic structures and
transport properties of graphene nanoribbons and rotated benzene rings between
graphene nanoribbon leads are presented in chapter 6. And finally an overall discus-
sion of the results obtained is presented in chapter 7. The appendices contain various
mathematical results used in this thesis.
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Chapter 2
Ehrenfest Equations of Motion
A full derivation of Ehrenfest molecular dynamics from the first principles is presented
in this chapter.
The units used throughout this chapter are SI, unless specified otherwise. The
equations can be easily converted to other units such as Hartree atomic units, by
setting the relevant constants to 1.
2.1 Brief Summary of Tensor Notations
The covariant-contravariant tensor indexing notation has been extensively used in
this chapter to take into account the possibility of non-orthogonal basis vectors being
used for the matrix representations. With this notation much of the clutter in the
formalism involving the overlap matrix of the non-orthogonal basis can be avoided.
A brief summary of the notation is provided here. For more details, the reader may
find it useful to consult the various text-books on tensor calculus, such as the book
by Bishop and Goldberg[8]. To avoid confusion, no Einstein summation conventions
are used throughout this chapter.
Given a set of linearly independent vectors {|eα〉 : α = 1, · · · , N} which forms a
basis for a subspace V of the Hilbert space, the canonical dual basis1 can be defined
as the set of vectors {〈eα| : α = 1, · · · , N} such that
(2.1) 〈eα|eβ〉 = δαβ
Since the inner product is symmetric and real in this case 〈eα|eβ〉 = δ βα , where
|eβ〉 is the dual of 〈eβ|. The space spanned by the basis vectors {|eα〉} is denoted
as contravariant, and the corresponding dual space—spanned by vectors {〈eα|}—as
1The canonical dual basis should not be confused with the set of the dual vectors of the basis.
The dual of a vector |ψ〉 is defined as 〈ψ|, so that the action of the dual on the vector gives the
square of the norm of the vector. Therefore, the dual of a basis vector |eα〉 is 〈eα|, but the canonical
basis of the dual space—the set of vectors {〈eα|} spanning the covariant space—is given as the set
of dual vectors that give either 1 or 0 when acting on the contravariant basis set.
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covariant. From equation (2.1) the identity operator for the contravariant space is
given as
(2.2) 1 ≡
∑
α
|eα〉〈eα| =
∑
α
|eα〉〈eα|
Any vector |ψ〉 may be represented as
|ψ〉 =
∑
α
ψα|eα〉 =
∑
α
ψα|eα〉
where ψα = 〈eα|ψ〉 and ψα = 〈eα|ψ〉.
The overlap matrix is defined as Sαβ ≡ 〈eα|eβ〉. For orthonormal basis, Sαβ = δαβ .
One may also define Sαβ ≡ 〈eα|eβ〉. It is easy to see that Sαβ is the inverse of the
overlap. Indeed: ∑
γ
SαγSγβ =
∑
γ
〈eα|eγ〉〈eγ|eβ〉 = 〈eα|eβ〉 = δαβ∑
γ
SαγS
γβ =
∑
γ
〈eα|eγ〉〈eγ|eβ〉 = 〈eα|eβ〉 = δ βα
Since
∑
γ Sαγ |eγ〉 = |eα〉 and
∑
γ S
αγ|eγ〉 = |eα〉, the overlap matrix and its
inverse may be used to raise and lower the indices.
Matrix representations are central to practical calculations, and since the positions
of the indices have special significance in tensor notations, one has to be careful
with the notion of “matrix representation” of a linear operator. Given an operator
Aˆ : V → V , there are four possible matrix representations:
Aαβ = 〈eα|Aˆ|eβ〉 Aαβ = 〈eα|Aˆ|eβ〉
A βα = 〈eα|Aˆ|eβ〉 Aαβ = 〈eα|Aˆ|eβ〉
all with different values. Therefore in this thesis the following notations are used:
D(Aˆ)αβ ≡ Aαβ D(Aˆ)αβ ≡ Aαβ
D˜(Aˆ)αβ ≡ A βα D(Aˆ)αβ ≡ Aαβ
Note that the subscript indices used on the left-hand-side are just denoting matrix
elements; their vertical positions have no special significance, and are thus written
in the lower positions through out this chapter. The different representations are
related by
(2.3) D(Aˆ) = SD(Aˆ)S = SD(Aˆ) = D˜(Aˆ)S
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where S is the matrix form of the overlap—with elements Sαβ . It should also be
noted that
D(AˆBˆ) = D(Aˆ)S−1D(Bˆ)
D(AˆBˆ) = D(Aˆ)D(Bˆ)
D˜(AˆBˆ) = D˜(Aˆ)D˜(Bˆ)
D(AˆBˆ) = D(Aˆ)SD(Bˆ)
The D representation is perhaps the most convenient to use, while the majority
of the electronic structure theory formulations in the literature and implementations
in simulation packages use the D representation, as it is the most natural. D is
convenient because linear equations such as the time-dependent Schro¨dinger equation
i~ψ˙ = Hˆ|ψ〉 may be represented as
i~ψ˙ = D(Hˆ)ψ
where ψ ≡ (ψα)T is the contravariant representation of |ψ〉. The dependence on the
overlap matrix is hidden irrespective of the orthogonality of the basis used. This is
especially beneficial to practical numerical implementations which involve a lot of
matrix multiplications, as it cuts computational cost and makes the code tidier.
2.1.1 Meaning of Hermiticity and Unitarity
One of the consequences of representing operators in a non-orthogonal basis is that
the matrix representation of the Hermitian conjugate of an operator may not neces-
sarily be the Hermitian conjugate of the matrix representation of the operator. To
put it more precisely, starting from the basic definition of the Hermitian conjugate
Aˆ† of an operator Aˆ: given any two vectors |φ〉 and |ψ〉
〈φ|Aˆ†|ψ〉 ≡ 〈ψ|Aˆ|φ〉∗
where ∗ stands for complex conjugation. Therefore, the matrix representations of Aˆ†
may be written as
D(Aˆ†)αβ = (Aβα)∗ = D(Aˆ)∗βα
D(Aˆ†)αβ = (A αβ )∗ = D˜(Aˆ)∗βα
D˜(Aˆ†)αβ = (Aβα)∗ = D(Aˆ)∗βα
D(Aˆ†)αβ = (Aβα)∗ = D(Aˆ)∗βα
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It follows that from equation (2.3):
D(Aˆ†) = D(Aˆ)† D(Aˆ†) = S−1D(Aˆ)†S
D˜(Aˆ†) = SD˜(Aˆ)†S−1 D(Aˆ†) = D(Aˆ)†(2.4)
where the Hermitian conjugate of a matrix is defined as the complex conjugate of its
transpose, and the assumption—true for all problems encountered in this thesis—that
the overlap matrix is real and symmetric has been made. Note that (S−1)αβ ≡ Sαβ.
The above results mean that, if Hˆ is Hermitian, then under say, representation
D, the matrices have the property D(Hˆ) = SD(Hˆ)S−1. That is the matrix represen-
tation is no longer Hermitian. Nevertheless by the generalised spectral theorem (see
Appendix A.0.1), it is still guaranteed that the eigenvalues of the new matrix rep-
resentation are real and the eigenvectors are still orthogonal (with respect to metric
S).
A unitary operator has the property:
Uˆ †Uˆ = 1
So expressed in terms of matrix representations:
D(Uˆ)†S−1D(Uˆ) = 1 D(Uˆ)†SD(Uˆ) = S
D˜(Uˆ)†S−1D˜(Uˆ) = S−1 D(Uˆ)†SD(Uˆ) = 1
None of the matrix representations of the unitary operator are unitary in the strict
matrix sense. This however does not affect the conservation properties of the unitary
operator. A unitary operator preserves the value of the the inner product between
two vectors. This is still the case with any given matrix representation. For example,
under D representation, suppose |φ′〉 = Uˆ |φ〉 and |ψ′〉 = Uˆ |ψ〉, then
〈φ′|ψ′〉 = (Uαβ )∗(φβ)∗Uαγψγ = φ∗D(Uˆ)†SD(Uˆ)ψ = φ∗Sψ = 〈φ|ψ〉
Nevertheless these non-trivial properties of the matrix representations have con-
sequences in choosing linear-algebra library routines for the actual implementations
in Plato. For example, simplifications based on symmetry of the matrices may no
longer apply. Even if both the Hamiltonian matrix in D representation and the over-
lap matrix are symmetric (being real), the corresponding D(Hˆ) will not be symmetric
unless S−1 commutes with D(Hˆ), which in general is not true.
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2.2 Principle Of Least Action
Consider the full many-body electron-ion state |ξ〉 expressed in terms of a complete
and time-independent basis {|eα〉}:
ξα(t) = 〈eα|ξ(t)〉
The physical properties of a system under study are completely represented by ξα(t).
The time-independent and complete basis is chosen for the convenience of producing
a basis independent formulation. The choice of the basis does not affect the final
results derived in this section.
We may define an action based on a set of trajectories from which the desired
equation of motion for the state-vectors can be obtained using the Principle of Least
Action. The action A[ξ] is defined as
A[ξ] =
∫
dt L({ξα}, {ξ˙α}, {ξ∗α}, {ξ˙∗α}; t)
Due to the fact that at this stage the trajectories ξα(t) are arbitrary, ξα and ξ˙α ≡
dξα
dt
can be regarded as independent variables in L. As ξα is complex, ξα and the
corresponding complex conjugate ξα∗ can be treated as independent variables. It is
more convenient to work with the covariant representation ξ∗α =
∑
β Sαβ ξ
β∗ for the
complex conjugate. The function L is the Lagrangian. Note that L is independent
of index α.
By requiring the action to be at a minimum when varying ξα(t) with the boundary
conditions ξ(t = 0) and ξ(t = +∞) being fixed, one can obtain the Euler-Lagrange
equations[48, pp. 34–38]
∂L
∂ξα
− d
dt
∂L
∂ξ˙α
= 0 (∀α)(2.5a)
∂L
∂ξ∗α
− d
dt
∂L
∂ξ˙∗α
= 0 (∀α)(2.5b)
These give the equations of motion for the physical system.
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2.3 Obtaining the Lagrangian
It is desirable to find a Lagrangian L such that equations (2.5a) and (2.5b) give the
time-dependent Schro¨dinger equation and its conjugate version:
i~ξ˙α =
∑
β
Hαβ ξ
β(2.6a)
−i~ξ˙∗α =
∑
β
ξ∗βH
β
α(2.6b)
where Hαβ = 〈eα|Hˆ|eβ〉. Hˆ is Hermitian and hence in equation (2.6b) Hβα =
H β∗α (see section 2.1.1). The Lagrangian L from which equations (2.6a) and (2.6b)
can be derived is by no means unique. It can be seen clearly from the Euler-
Lagrange equations (2.5a) and (2.5b) that any L′ = L + df(ξ
α,ξ∗α;t)
dt
for any function
f({ξα}, {ξ∗α}, t)—with no explicit dependence on ξ˙α and ξ˙∗α—gives the same set of
equations of motion[48, p. 21]. For the physical problems associated with this work,
finding one L that gives the Schro¨dinger equations is sufficient.
To obtain a correct expression for L, one can start by working with Hamilton’s
equations. The Hamiltonian function H = H(ξα, ξ∗α, Pα, P¯
α; t)—not to be confused
with the quantum mechanical operator of the same name—is defined as the Legendre
transform of the Lagrangian, which turns a function of variables ξ˙α and ξ˙∗α to that
of variables P¯α and Pα respectively:
(2.7) H(ξα, ξ∗α, Pα, P¯
α; t) ≡
∑
α
Pαξ˙
α +
∑
α
P¯αξ˙∗α − L(ξα, ξ∗α, ξ˙α, ξ˙∗α; t)
where the canonical momenta2 conjugate to ξ˙α and ξ˙∗α respectively are defined as
Pα ≡ ∂L
∂ξ˙α
and P¯α ≡ ∂L
∂ξ˙∗α
In equation (2.7) ξ˙α and ξ˙∗α are now functions dependent explicitly on the new set of
variables ξα, ξ∗α, Pα, P¯
α and possibly t.
2The canonical momentum Pα should not be confused with the expectation values of the mo-
mentum operator 〈Pˆe+I〉. They are different quantities.
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Hamilton’s equations of motion of the system are: ∀α
ξ˙α ≡ dξ
α
dt
=
∂H
∂Pα
(2.8a)
ξ˙∗α ≡
dξ∗α
dt
=
∂H
∂P¯α
(2.8b)
P˙α ≡ dPα
dt
= −∂H
∂ξα
(2.8c)
˙¯Pα ≡ dP¯
α
dt
= −∂H
∂ξ∗α
(2.8d)
These can be derived from the Euler-Lagrange equations and the definition of the
Hamiltonian function given in equation (2.7)[48, pp. 334–337].
The value of the Hamiltonian function H must be the same as the energy function
h3
h(ξα, ξ∗α, ξ˙
α, ξ˙∗α; t) ≡
∑
α
∂L
∂ξ˙α
ξ˙α +
∑
α
∂L
∂ξ˙∗α
ξ˙∗α − L(ξα, ξ∗α, ξ˙α, ξ˙∗α; t)
In classical mechanics the energy function has the same value of the total energy of
the system, and hence it is reasonable to require h to have the value of the quantum
mechanical equivalent 〈Hˆ〉. One therefore needs to find the form of the Hamil-
tonian function, so that the Hamilton’s equations (equations (2.8a), (2.8b), (2.8c)
and (2.8d)) are consistent with the time-dependent Schro¨dinger equations (2.6a) and
(2.6b), and at the same time so that its value is equal to h and hence 〈Hˆ〉.
It is clear that H cannot have the form H = 〈Hˆ〉 = ∑α,βHαβ ξ∗αξβ, since if this
is true then from equations (2.8a) and (2.8b):
ξ˙α =
∂H
∂Pα
= 0 and ξ˙∗α =
∂H
∂P¯α
= 0
which are inconsistent with equations (2.6a) and (2.6b). To be consistent with the
time-dependent Schro¨dinger equations, one requires:
ξ˙α =
∂H
∂Pα
= − i
~
∑
β
Hαβ ξ
β and
ξ˙∗α =
∂H
∂P¯α
=
i
~
∑
β
ξ∗βH
β
α
3It is important to note that h is a function explicitly dependent on the variables (ξα, ξ∗α, ξ˙
α, ξ˙∗α; t),
and hence is a different function to H and may be of a different form, even though their values are
the same.
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Solving the first order ODEs simultaneously and for all α, it follows that
H =
i
~
∑
α,β
[
ξ∗βH
β
α P¯
α − PαHαβ ξβ
]
+ C(t)
One can drop the constant (with respect to ξα, ξ∗α, Pα and P¯
α, ∀α) C(t), since
H ′ = H + C(t) and H give the same set of equations of motion and hence the same
physics for any arbitrary function C(t). Thus:
(2.10) H(ξα, ξ∗α, Pα, P¯
α; t) =
i
~
∑
α,β
[
ξ∗βH
β
α P¯
α − PαHαβ ξβ
]
Getting the Lagrangian L involves taking the inverse Legendre transform:
L(ξα, ξ∗α, ξ˙
α, ξ˙∗α; t) =
∑
α
Pαξ˙
α +
∑
α
P¯αξ˙∗α −H(ξα, ξ∗α, Pα, P¯α; t)
This time one has to express Pα and P¯α as a function of ξ
α, ξ∗α, ξ˙
α, ξ˙∗α and possibly t.
To get the forms of Pα and P¯
α, equation (2.10) is inserted into equations (2.8c)
and (2.8d) to get:
P˙α =
i
~
∑
β
PβH
β
α(2.11a)
˙¯Pα =
i
~
∑
β
Hαβ P¯
β(2.11b)
It is required that Pα(ξ
α, ξ∗α, ξ˙
α, ξ˙∗α; t) and P¯
α(ξα, ξ∗α, ξ˙
α, ξ˙∗α; t) should be such that
equations (2.11a) and (2.11b) are consistent with the time-dependent Schro¨dinger
equations (2.6a) and (2.6b). This condition is satisfied if one chooses to set Pα =
Ai~ξ∗α and P¯α = Bi~ξα, for some undetermined constants A and B. The condi-
tion that the value of H must be equal to 〈Hˆ〉 needs to hold, and this means by
substituting into equation (2.10) A and B must satisfy the condition A−B = 1.
Any form of Pα(ξ
α, ξ∗α, ξ˙
α, ξ˙∗α; t) and P¯
α(ξα, ξ∗α, ξ˙
α, ξ˙∗α; t) satisfying the conditions
given in the previous paragraph will give a Lagrangian that leads to the time-
dependent Schro¨dinger equations, and the desired energy function whose value would
be the energy expectation value 〈Hˆ〉.
Putting things together, the Lagrangian becomes
L = i~A
∑
α
ξ∗αξ˙
α + i~B
∑
α
ξ˙∗αξ
α −
∑
αβ
(
Aξ∗βH
β
αξ
α −Bξ∗βHαβ ξβ
)
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and in basis independent form:
(2.12) L = i~A〈ξ|ξ˙〉+ i~B〈ξ˙|ξ〉 − 〈Hˆ〉 (A−B = 1)
Choosing A = 1 and B = 0 gives the form of quantum mechanical Lagrangian used
by Todorov[142] as well as by the majority of the literature. The same choice is used
for the derivations in the following sections. The reader should bear in mind however
that any form of Lagrangian satisfying equation (2.12) with the given conditions on
A and B gives the same physics.
2.4 Ehrenfest Dynamics
The Lagrangian for the fully interacting electron-ion many-body system can be writ-
ten as
(2.13) Le+I = i~〈ξ|ξ˙〉 − 〈Hˆ〉
The Ehrenfest approximation to molecular dynamics is now applied, which con-
sists of two key approximations[62]:
1. Electrons interact with ions through a mean-field produced by their respective
charge distribution.
2. Ions are classical particles with well defined trajectories.
2.4.1 Separating Electronic And Ionic Degrees of Freedom
The first approximation means the electron and ionic degrees of freedom can be
written as a tensor product:
|ξ〉 = |Ψ〉 ⊗ |η〉
where |Ψ〉 and |η〉 correspond to the many-body electronic and ionic degrees of free-
doms respectively. This is equivalent to the equation
ρˆ = ρˆe ⊗ ρˆI
where the density operators are defined as ρˆe ≡ |Ψ〉〈Ψ| and ρˆI ≡ |η〉〈η|, and indeed
ρˆ ≡ |ξ〉〈ξ| = (|Ψ〉⊗|η〉)(〈Ψ|⊗〈η|) = (|Ψ〉〈Ψ|)⊗ (|η〉〈η|) = ρˆe⊗ ρˆI , using the standard
definition of tensor product of operators on tensor product spaces[8].
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If the complete and time-independent basis functions are denoted as
|α1, . . . , αNe ; β1, . . . , βNI 〉
where αi and βn denote the electronic and ionic degrees of freedoms respectively
and Ne, NI denote the number of electrons and ions, then the representation of |ξ〉
becomes
ξα1,...,αNe ;β1,...,βNI = Ψα1,...,αNeηβ1,...,βNI
Consider the first term in the Lagrangian Le+I (equation (2.13))
i~〈ξ|ξ˙〉 = i~
∑
α1,...,αNe
β1,...,βNI
ξ∗α1,...,αNe ;β1,...,βNI ξ˙
α1,...,αNe ;β1,...,βNI
= i~
∑
α1,...,αNe
β1,...,βNI
Ψ∗α1,...,αNeη
∗
β1,...,βNI
(
Ψ˙α1,...,αNeηβ1,...,βNI + Ψα1,...,αNe η˙β1,...,βNI
)
= i~〈Ψ|Ψ˙〉〈η|η〉+ i~〈Ψ|Ψ〉〈η|η˙〉(2.14)
The Hamiltonian operator appearing in the second term in Le+I can be written as:
Hˆ = Tˆe + TˆI + Vˆee + VˆeI + VˆII
where Tˆe and TˆI are the electronic and ionic kinetic energy operators, Vˆee is the
electron-electron interaction, VˆeI is the electron-ion interaction and VˆII is the ion-ion
interaction. Hence:
〈ξ|Hˆ|ξ〉 = 〈ξ|Tˆe + TˆI + Vˆee + VˆeI + VˆII |ξ〉
= 〈Ψ|Tˆe|Ψ〉〈η|η〉+ 〈Ψ|Ψ〉〈η|TˆI |η〉+ 〈Ψ|Vˆee|Ψ〉〈η|η〉
+ 〈Ψ|Ψ〉〈η|VˆII |η〉+ 〈ξ|VˆeI |ξ〉
(2.15)
because Tˆe and Vˆee act as identity operators on the ionic states, and TˆI and VˆII act
as identity operators on the electronic states.
Using the fact that the states are normalised, 〈Ψ|Ψ〉 = 〈η|η〉 = 1, and by gathering
equations (2.14) and (2.15) together, one derives the Lagrangian under the first
Ehrenfest approximation:
(2.16)
Le+I = i~〈Ψ|Ψ˙〉+ i~〈η|η˙〉 − 〈Ψ|Tˆe|Ψ〉 − 〈η|TˆI |η〉 − 〈Ψ|Vˆee|Ψ〉 − 〈η|VˆII |η〉 − 〈ξ|VˆeI |ξ〉
Note that the Lagrangian can be now regarded as a function of the states Ψ, Ψ∗, η,
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η∗ and their time-derivatives4.
2.4.2 Treating Ions As Classical Particles
Observing the Lagrangian in equation (2.16), it can be first noted that
〈ξ|VˆeI |ξ〉 = 〈Ψ|[VˆeI ]e|Ψ〉
= 〈η|[VˆeI ]I |η〉
where [VˆeI ]e ≡ 〈η|VˆeI |η〉 is an operator in the electronic space and similarly [VˆeI ]I ≡
〈Ψ|VˆeI |Ψ〉 is an operator in the ionic space. The ionic equation of motion is given
from the Euler-Lagrange equation for the η∗α variables (ionic states are expressed in
basis |eα〉 in the ionic subspace5):
(2.17) i~|η˙〉 = (TˆI + VˆII + [VˆeI ]I)|η〉 ≡ HˆI |η〉
Given any ionic operator OˆI and let Oˆ
H
I (t) = Te
i
~ HˆI tOˆITe
− i~ HˆI t (T means time or-
dered product) be the equivalent operator in Heisenberg picture, from equation (2.17)
one can obtain the Heisenberg equation6
(2.18)
d
dt
OˆHI (t) =
i
~
[
HˆI , Oˆ
H
I
]
+
∂OˆHI
∂t
The ionic position operators Rˆ
H
n do not depend explicitly
7 on t and hence the second
term in equation (2.18) vanishes, and therefore ∀n
(2.19)
d
dt
Rˆ
H
n (t) =
i
~
[
HˆI , Rˆ
H
n
]
Now take the second approximation that ions are classical, then the Heisenberg
equation (2.19) becomes[126, pp. 133–135] the Hamiltonian equation of motion[48,
pp. 396–397]
(2.20)
d
dt
Rn(t) = −
{
HI ,Rn
}
4The notations are simplified by omitting the indices of the representations in a basis.
5The basis for the full electron-ion space can be written as a tensor product |dα〉 ⊗ |eβ〉 of basis
for electronic and ionic subspaces.
6The Heisenberg equation can be derived from the first order expansion of the time evolution
operator.
7The operator does not depend explicitly on time t in the sense that the equivalent operator in
the Schro¨dinger picture is time-independent.
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where {A,B} is the Poisson bracket[48, p. 388] defined as
{A,B} ≡
∑
n,µ
(
∂A
∂R µn
∂B
∂P µn
− ∂A
∂P µn
∂B
∂R µn
)
and Pn = ∇R˙nL are the canonical momenta correspond to Rn,
TˆI =
∑
n
Pˆ
2
n
2Mn
→ TI =
∑
n
P2n
2Mn
VˆII(Rˆ1)→ Φ(R1, . . . ,RNI )
where Φ is the classical coulomb interaction between the ions given by
(2.21) Φ =
1
2
∑
m 6=n
q2e
4pi0
ZmZn
Rmn
and [VˆeI ]I(Rˆ1, . . . , RˆNI ) → [VeI ]I(R1, . . . ,RNI ) = 〈Ψ|[VˆeI ]e|Ψ〉, where [VˆeI ]e (a func-
tion of R1, . . . ,RNI ) is the approximation
8—of ions being classical—to the quantity
〈η|VˆeI |η〉.
It is clear from equation (2.20) and by representing the ionic positions in Cartesian
coordinates (so that ∀n, i, Rni = R in and R˙ni = R˙ in ):
(2.22a) R˙ in (t) = −
∑
m,j
(
∂HI
∂R jm
× 0− ∂HI
∂P jm
δmnδ
ij
)
=
∂HI
∂P in
Similarly using the Heisenberg equation for PˆHn (t), which then leads to the Poisson
equation P˙n = {HI ,Pn}, it follows that:
(2.22b) P˙ in (t) = −
∑
m,j
(
∂HI
∂R jm
δmnδ
ij − ∂HI
∂P jm
× 0
)
= − ∂HI
∂R in
Equations (2.22a) and (2.22b) are just Hamilton’s equations, and these are exactly
the ionic equations of motion under Ehrenfest dynamics. One can go a step further
and finding the ionic Lagrangian by taking the Legendre transform of the classical
Hamiltonian for ions
(2.23)
Lion =
∑
m,i
∂HI
∂P im
P im −HI =
∑
n
1
2
MnR˙
2
n − Φ(R1, . . . ,RNI )− [VeI ]I(R1, . . . ,RNI )
Note that [VeI ]I(R1, . . . ,RNI ) = 〈Ψ|[VˆeI ]e(R1, . . . ,RNI )|Ψ〉 as already mentioned
8It is an approximation because unless ρα,β = δα,β (density operator ρˆ = |η〉〈η| is expressed in
ionic basis |eα〉) 〈Rˆ2n〉 6= 〈Rˆn〉2. The same also applies to the kinetic energy case, where in general
〈Pˆ2n〉 6= 〈Pˆn〉2.
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above.
Substituting equation (2.23) back into the overall Lagrangian given in equation
(2.16) by replacing the quantum mechanical ionic parts, one thus obtains the La-
grangian for a system evolving under Ehrenfest approximation:
(2.24)
L = i~〈Ψ|Ψ˙〉+ 〈Ψ|Tˆe|Ψ〉 − 〈Ψ|Vˆee|Ψ〉 − 〈Ψ|[VˆeI ]e|Ψ〉+
∑
n
1
2
MnR˙
2
n −Φ(R1, . . . ,RNI )
In this case the degrees of freedom in the Lagrangian change from
Le+I(Ψ,Ψ
∗, Ψ˙, Ψ˙∗, η, η∗, η˙, η˙∗; t)→ L(Ψ,Ψ∗, Ψ˙, Ψ˙∗,Rn, R˙n; t)
Grouping terms together:
(2.25) Hˆe ≡ Tˆe + Vˆee + [VˆeI ]e
equation (2.24) may be rewritten to become:
(2.26) L = i~〈Ψ|Ψ˙〉 − 〈Ψ|Hˆe|Ψ〉+
∑
n
1
2
MnR˙
2
n − Φ(R1, . . . ,RNI )
If this Lagrangian is represented in a complete and time-independent basis in the
electronic subspace {|eµ〉}, then the equations of motion can be written down using
the Euler-Lagrange equations corresponding to Ψµ, Ψ∗µ, Rn and R˙n. Hence, in the
basis {|eµ〉} for electrons:
−i~Ψ˙∗µ =
∑
ν
Ψ∗νHe
ν
µ
i~Ψ˙µ =
∑
ν
He
µ
νΨ
ν
MnR¨ni = − ∂
∂R in
∑
µν
He
µ
νΨ
∗
µΨ
ν − ∂Φ
∂R in
where He
µ
ν ≡ 〈eµ|Hˆe|eν〉 is dependent on the classical ionic coordinates Rn. The
Lagrangian given in equation (2.24) does indeed reproduce the ionic equations of
motion, which have already been obtained above in equation (2.22b), with the fact
that Pn = ∇R˙nL = MnR˙n. Expressed in basis independent form the electronic and
ionic equations of motion under Ehrenfest dynamics are thus given as
(2.27a)
(2.27b)
i~|Ψ˙〉 = Hˆe|Ψ〉
MnR¨ni = − ∂
∂R in
[
〈Ψ|Hˆe|Ψ〉+ Φ
]
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It is important to note that in the Ehrenfest equations of motion the time-
dependent electronic states |Ψ(t)〉 are independent of the ionic degrees of freedom9
and hence independent of the ionic coordinates explicitly. Therefore if the basis {|eµ〉}
is complete and independent of the ionic coordinates then Ψµ(t) are also independent
of Rn, and hence in equation (2.27b) one obtains:
∂
∂R in
〈Ψ|Hˆe|Ψ〉 = 〈Ψ| ∂Hˆe
∂R in
|Ψ〉 = 〈Ψ|∂ [VˆeI ]e
∂R in
|Ψ〉
This gives a Hellmann-Feynman[43] type equation for the ionic forces. The reader
should note however that the equation above does not come from the variational
principle on which the Hellmann-Feynman theorem is based. The equation no longer
applies if the basis set used is incomplete and dependent on the ionic coordinates.
More on this topic will be discussed in section 2.6.1.
The total energy of the system within the Ehrenfest approximation is given by
the energy function which can be derived from L using
E =
∑
µ
∂L
∂Ψ˙µ
Ψ˙µ +
∑
µ
∂L
∂Ψ˙∗µ
Ψ˙∗µ +
∑
n,i
∂L
∂R˙ in
R˙ in − L
From equation (2.26) it follows that:
(2.28) E = 〈Ψ|Hˆe|Ψ〉+ TI + Φ
with TI =
∑
n
1
2
MnR˙
2
n.
2.5 Ehrenfest Equations in Time-Dependent Den-
sity Functional Theory
Equations (2.27a), (2.27b) and (2.28)—while helpful for the theoretical understanding
of the Ehrenfest molecular dynamics—are not very useful for practical calculations.
The |Ψ〉 states are fully interacting many-body states, and even with today’s compu-
tational power, the size of any system that can be realistically solved is very limited.
Density Functional Theory (DFT) first introduced by Hohenberg and Kohn[57] and
made practical by the Kohn-Sham ansatz[74], has been used successfully for solving
many solid-state problems of varying sizes and complexity. It is therefore natural to
look at Ehrenfest dynamics within DFT. It is important to note, however, that the
ground-state Density Functional Theory is not sufficient for this task. In Ehrenfest
dynamics, the electronic states are evolved quantum mechanically and in general do
9Ψ and Rn are independent variables of the Lagrangian, and this remains the case in the Euler-
Lagrangian equations.
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not have to stay on the ground-state energy surface. One therefore needs to incorpo-
rate the Ehrenfest equations within the Time-Dependent Density Functional Theory
(TDDFT).
The Runge-Gross theorem[123] in TDDFT showed that for a multi-electron sys-
tem evolving under an external field vext(r, t), and with a given initial state, there is
an one-to-one correspondence (up to a function of time only) between the external
potential field and the time-dependent single electron density:
ρ(r, t) =
∫
d3r2 . . .
∫
d3rNe 〈r, r2, . . . , rNe|Ψ(t)〉〈Ψ(t)|r, r2, . . . , rNe〉
+
∫
d3r1
∫
d3r3, . . .
∫
d3rNe 〈r1, r, r3, . . . , rNe|Ψ(t)〉〈Ψ(t)|r1, r, r3, . . . , rNe〉
...
+
∫
d3r1 . . .
∫
d3rNe−1 〈r1, . . . , rNe−1, r|Ψ(t)〉〈Ψ(t)|r1, . . . , rNe−1, r〉
= Ne
∫
d3r2· · ·
∫
d3rNe 〈r, r2, . . . , rNe|Ψ(t)〉〈Ψ(t)|r, r2, . . . , rNe〉
(2.29)
(where the time-dependent electronic states |Ψ(t)〉 are assumed to be normalised).
Hence just as in the Hohenberg-Kohn theory[57] for time-independent case, the full
physics of the system under Ehrenfest dynamics can be expressed in terms of ρ(r, t).
The total energy of the system is then a functional of the time-dependent electron
density. Hence one may write the energy function (2.28) derived in section 2.4 as:
E([ρ], t) = 〈Hˆe〉[ρ] + TI + Φ
= Te[ρ] + Eee[ρ] + EeI [ρ] + TI + Φ(2.30)
where one has used equation (2.25), Te[ρ] = 〈Tˆe〉, Eee = 〈Vˆee〉 and EeI = 〈[VˆeI ]e〉.
Note that due to the Ehrenfest approximation, the purely ionic terms TI and Φ
depend on the classical ionic coordinates only. Also note that VˆeI here corresponds
to the external potential energy qevext—see below.
2.5.1 Time-dependent Kohn-Sham Equations
Just as with the Kohn-Sham approach[74] in the ground-state theory, to be able
to practically solve the many-body problem one assumes that there exists a non-
interacting system, which has an external potential vKS giving the same ρ(r, t) as the
fully interacting system given in equation (2.29). The Kohn-Sham energy functional
39
can then be written as:
E([ρ], t) = Ts[ρ] + Eee([ρ], t) + EeI [ρ] + TI + Φ
= Ts[ρ] + EH[ρ] + Exc([ρ], t) + EeI [ρ] + TI + Φ(2.31)
with each term in the equation to be explained below.
ρ(r, t) can now be regarded as the density of a system of fictitious non-interacting
electrons with the density operator of the ensemble defined as
(2.32) ρˆ(t) =
∑
a
fa|ψa(t)〉〈ψa(t)|
where fa is the Fermion occupation function for the single electron states |ψa(t)〉.
Hence ρ(r, t) can be written as
(2.33) ρ(r, t) = 〈r|ρˆ(t)|r〉 =
∑
a
faψa(r, t)ψ
∗
a(r, t)
where ψa(r, t) = 〈r|ψa(t)〉. The value of ρ given in equation (2.33) should be the
same as that given in equation (2.29).
Ts[ρ] denotes the kinetic energy for the non-interacting system:
(2.34) Ts[ρ] =
∑
a
fa〈ψa(t)|Tˆ (1)|ψa(t)〉 =
∑
a
fa
∫
d3rψ∗a(r, t)
−~2∇2
2me
ψa(r, t)
where me is the electron mass and Tˆ
(1) is the single particle kinetic energy operator.
EH[ρ] is the Hartree energy corresponding to the classical Coulomb interactions:
(2.35) EH[ρ] =
1
2
q2e
4pi0
∫∫
d3rd3r′
ρ(r, t)ρ(r′, t)
‖r− r′‖
where qe is the electron charge. Since the densities are now time dependent it is
useful to work with actions. The corresponding Hartree action is defined as the
time-integral of the Hartree energy
AH[ρ] ≡
∫
dt EH[ρ]
and the Hartree potential vH(r, t) is defined as the functional derivative of the action
with respect to the time dependent density10
(2.36) vH(r, t) ≡ 1
qe
δAH
δρ(r, t)
=
qe
4pi0
∫
d3r′
ρ(r′, t)
‖r− r′‖
10This differs from time-independent Density Functional Theory, where the potential is a func-
tional derivative of the energy with respect to the density.
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Notice there is no-longer a factor of 1
2
in the potential.
The electron-ion interaction energy EeI can be written as
EeI([ρ], {Rn}) = 〈VˆeI〉
=
∑
a
fa〈ψa(t)|Vˆ (1)eI |ψa(t)〉
=
∑
a
fa
∫
d3rψ∗a(r, t)qev
(1)
eI (r, {Rn})ψa(r, t)
=
∑
a
∑
n
fa
∫
d3rψ∗a(r, t)ψa(r, t)qevn(r−Rn)
=
∑
n
∫
d3r qevn(r−Rn)ρ(r, t)(2.37)
where v
(1)
eI = vext =
∑
n vn(r−Rn) and vn is the potential contribution from each ion.
There is an important distinction between the single electron interaction potential
energy 〈Vˆ (1)eI 〉 and the interaction potential v(1)eI dimensionally. They differ by a factor
of electron charge qe, which does not normally appear explicitly in equations if the
atomic units (qe = 1) are used. The potential can again be obtained from the action,
which is defined as:
AeI [ρ] ≡
∫
dt EeI([ρ], {Rn})
and it can be checked that indeed
1
qe
δAeI
δρ(r, t)
=
∑
n
∫
dt′
∫
d3r′ vn(r′ −Rn)δρ(r
′, t′)
δρ(r, t)
=
∑
n
∫
dt′
∫
d3r′ vn(r′ −Rn)δ(r− r′)δ(t− t′)
=
∑
n
vn(r−Rn)
The exchange-correlation functional Exc is defined by
Exc ≡ F − Ts − EH
where the universal functional F [ρ] is defined (from equation (2.30)) as
F = E − TI − Φ− EeI = Te + Eee
The exchange-correlation action Axc is then defined as
Axc[ρ] ≡
∫
dt Exc([ρ], t)
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with the exchange-correlation potential given as
(2.38) vxc(r, t) ≡ 1
qe
δAxc
δρ(r, t)
The Kohn-Sham potential vKS as mentioned at the beginning of the section is then
defined as
vKS = vH +
∑
n
vn + vxc
so that equation (2.31) can be written as
(2.39) E([ρ], t) = Ts[ρ] + qe
∫
d3r vKS([ρ], r, t)ρ(r, t)− EH[ρ] + δExc([ρ], t) + TI + Φ
with δExc([ρ], t) ≡ Exc([ρ], t) − qe
∫
d3r vxc([ρ], r, t)ρ(r, t). The −EH[ρ] + δExc([ρ], t)
part is the double counting correction term, an artifact of treating the many-body
problem as a collection of single electrons interacting in a mean-field (produced by all
electrons including the single electron under consideration). The Hartree energy is
quadratic in ρ and this produces an extra factor of 2 for the single particle potential.
Similarly, it is to be expected that the term11 〈Vˆxc〉 ≡
∫
d3r qevxcρ differs from the
actual Exc. Therefore the contribution from the electron itself to the mean-field has
to be subtracted from the overall energy.
vKS can be defined in the form of a single particle operator:
(2.40) VˆKS ≡
∫
d3r qevKS(r, {Rn})|r〉〈r|
and therefore, the first two terms in equation (2.39) can be written as 〈HˆKS〉, with
HˆKS ≡ Tˆ (1) + VˆKS. So
(2.41) E([ρ], t) = 〈HˆKS〉 − EH[ρ] + δExc([ρ], t) + TI + Φ
Note that the expectation value is now taken with respect to the fictitious ensemble
of non-interacting electrons: 〈HˆKS〉 = tr(ρˆHˆKS), with ρˆ defined by equation (2.32).
The Ehrenfest Lagrangian for this non-interacting electron system in an effective
mean-field is then obtained from equation (2.26) with |Ψ〉 replaced by the ensemble
of single particle states |ψa〉 and the energy function E = 〈Hˆe〉+ TI + Φ given in the
11The expectation value 〈Vˆxc〉 in the Kohn-Sham scheme is taken against the ensemble of non-
interacting electrons. In other words, it is given as tr(ρˆVˆxc) with ρˆ given by equation (2.32).
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form of equation (2.41):
(2.42a) LKS({ψa}, {ψ∗a}, {ψ˙a}, {ψ˙∗a}, {Rn}, {R˙n}; t)
= i~
∑
a
fa〈ψa|ψ˙a〉 − 〈HˆKS〉+ EH[ρ]− δExc([ρ], t)− TI − Φ
or equivalently from equation (2.31):
(2.42b) LKS({ψa}, {ψ∗a}, {ψ˙a}, {ψ˙∗a}, {Rn}, {R˙n}; t)
= i~
∑
a
fa〈ψa|ψ˙a〉 − Ts[ρ]− EH[ρ]− Exc([ρ], t)− EeI [ρ]− TI − Φ
It is important to note that numerically LKS is not the same as the multi-electron
Lagrangian given in equation (2.26). This is because
⊗
a|ψa〉 is not equal to the fully
interacting multi-particle state |Ψ〉. However the Euler-Lagrange equations derived
from equation (2.42a) do give the same equation of motion for the electron density
ρ(r, t)—numerically equal to the form given by Ψ∗(r, t)Ψ(r, t) in the fully interacting
multi-electron approach—and the same total energy E.
2.5.2 Action Equations
The overall aim is to express the Ehrenfest equations of motion (equations (2.27a)
and (2.27b)) within the framework of TDDFT, and in terms of the non-interacting
kinetic and Kohn-Sham potential operators given in section 2.5.1. One can of course
obtain the desired equations by writing out the Euler-Lagrange equations using the
Lagrangian given in (2.42a) or (2.42b). However, things are not as trivial as it seem.
Since the single electron density function ρ(r, t) is the central quantity in TDDFT,
it is convenient to represent the states in the position basis. This way equation
(2.33) can be readily used to establish the relationship between ψa, ψ˙a (and their
complex conjugates) and the electron density. In this case LKS is a functional of
ψa(r, t), ψ˙a(r, t) and the corresponding complex conjugates, with respect to the po-
sition coordinates r, but crucially not with respect to the time coordinate t. It is not
clear immediately how to obtain equations involving the Kohn-Sham potentials from
the Euler-Lagrange equations. The Lagrangian has the dimension of energy, but in
TDDFT—unlike the ground-state DFT—the potentials are functional derivatives of
the action.
To obtain the TDDFT version of the Ehrenfest equations it is best to work with
the action directly by recognising that the Euler-Lagrange equations are simply a
statement of the Principle of Least Action.
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The action is defined by
(2.43) A[{ψa}, {ψ∗a}, {Rn}] =
∫
dt LKS({ψa}, {ψ∗a}, {ψ˙a}, {ψ˙∗a}, {Rn}, {R˙n}; t)
And the principle of least action simply requires δA = 0. It follows that
(2.44)
δA
δψa(r, t)
=
δA
δψ∗a(r, t)
=
δA
δR in (t)
= 0
Equation (2.44) can be used to derive the Ehrenfest equations within TDDFT.
However, presentations of the derivations are to be postponed to the end of section
2.6, after the effects from incomplete basis representations have been discussed.
2.5.3 Validity of Variational Principle and Adiabatic Ap-
proximation to Exchange-Correlation Functional
It turns out that[84, 85] the action defined in equation (2.43), although intuitive,
which was suggested by Runge and Gross in their seminal paper, is not the correct
form of the action on which to base the variational principle for TDDFT. The problem
is associated with causality. Consider Axc, associated with the exchange-correlation
functional defined by equation (2.38). Taking the functional derivative with respect
to ρ(r1, t1) gives the exchange-correlation potential at the space time location (r1, t1):
vxc([ρ(r, t)], r1, t1) ≡ 1
qe
δAxc
δρ(r1, t1)
Now, the exchange-correlation functional, unlike the other functionals in the time-
dependent Kohn-Sham theory, also depends on the entire functional form of the
time-dependent density. In other words, the potential depends on the value of the
density evaluated at every point in space-time. So, taking a derivative of vxc([ρ], r1, t)
with respect to ρ(r2, t2) gives the rate of change in the potential at location r1 and
time t1, caused by a change in the density at location r2 and time t2. However,
δvxc([ρ], r1, t1)
δρ(r2, t2)
=
1
qe
δ2Axc
δρ(r1, t1)δρ(r2, t2)
The right-hand-side is symmetric in 1 and 2. This means either the rate of change
in vxc at any point in space-time is independent of the density (clearly nonsensical),
or that the rate of change in the exchange-correlation potential at r1 and t1, caused
by a change in the density at r2 and time t2 > t1 is non-zero. This means that the
future can affect the past—a violation of causality.
The correct form of the action used in the variational principle of TDDFT has a
complex form defined on the Keldysh contour[68, 84, 85].
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It can however be shown that under what is called the “adiabatic” limit or ap-
proximation, the simple action given in equation (2.43) is still valid, and can be used
for the derivation of the Ehrenfest equations of motion in the rest of this chapter.
The adiabatic functionals are the only exchange-correlation functionals used in this
work.
The adiabatic approximation is the simplest approximation to the time-dependent
exchange-correlation functional, and assumes that the system evolves slowly (i.e. adi-
abatically) so that the electronic state never departs far away from the ground-state
energy surface, and the history of the density ρ(r, t) makes an insignificant contribu-
tion. This implies that the ground-state exchange-correlation functional vGSxc [ρ]|t at
each instant t can be used to approximate vxc([ρ]; r, t). More precisely, the adiabatic
exchange-correlation action is defined as:
Aadxc ≡
∫
dt EGSxc [ρ0]
∣∣∣
ρ0(r)=ρ(r,t)
where EGSxc [ρ0(r)] is the exchange-correlation energy functional given within the ground-
state Kohn-Sham density functional theory. Hence the potential can be obtained from
equation (2.38):
vadxc ([ρ(r, t)]; r, t) =
1
qe
δAadxc
δρ(r, t)
=
∫
dt′
1
qe
δEGSxc [ρ0]
∣∣
ρ0=ρ(t′)
δρ(r, t)
=
∫
dt′δ(t− t′) 1
qe
δEGSxc
δρ0(r)
∣∣∣∣
ρ0=ρ(t′)
=
1
qe
δEGSxc
δρ0(r)
∣∣∣∣
ρ0=ρ(t)
= vGSxc ([ρ0]; r)
∣∣∣
ρ0(r)=ρ(r,t)
(2.45)
Therefore, under the adiabatic approximation, existing functionals from ground-state
density functional theory (be it LDA[27, 74] or GGA[110, 111]) can be used for time-
dependent density functional Ehrenfest calculations.
Under the adiabatic approximation, it immediately can be seen that
qe
δvadxc ([ρ]; r1, t1)
δρ(r2, t2)
=
δ2Aadxc
δρ(r1, t1)δρ(r2, t2)
=
δ2EGSxc
δρ0(r1)δρ0(r2)
δ(t1 − t2)
Hence there is no issue associated with causality, and the form of the action given in
equation (2.43) is still valid.
The adiabatic approximation is exact if the states never depart the ground-state
energy surface. The history of ρ(r, t) does not contribute due to the Hohenberg-Kohn
theorem—as the ground state density determines the physics uniquely. However,
by staying on the ground-state energy surface, one will be effectively doing Born-
Oppenheimer dynamics[14]. For calculations related to electron transport under a
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potential bias, one must depart from the ground-state energy surface. Hence the
validity of the adiabatic approximation depends on how far and how fast the system
leaves the ground-state. Ideally, one would expect the adiabatic approximation to be
sufficient for systems with a slowly evolving ρ(r, t) or ones that are only perturbations
from the ground-state. In practice, however, the adiabatic approximation has been
used successfully to describe excitations in systems in which one would not expect it
to be successful[161, 163]. This is reminiscent of the success of the LDA in a much
wider variety of applications. Indeed, recent work[3, 141] suggests that the adiabatic
approximation is even well suited for systems evolving under a rapidly oscillating
electric field that is not necessarily weak, and by no means perturbative from the
ground-state. Furthermore, Thiele et al.[141] demonstrated that, for problems such
as helium double ionisation, it is often the locality in space, rather than in time (i.e.
history of the density) that is the main cause of error in calculations involving the
adiabatic local density functional approximation (ALDA).
Note also that the adiabatic approximation removes explicit time dependence in
the exchange-correlation potential, and hence energy. This is important for the con-
servation of total energy, which will be discussed later in section 2.7.
2.5.4 Initial Conditions
Initial conditions are important in Time-Dependent Density Functional Theory. The
Runge-Gross theorem states that there is an unique external potential (up to a func-
tion of time only) corresponding to any time-dependent density for each given ini-
tial state. That means that, for different choices of initial states, the same density
can correspond to a different physical system. This fact can be seen easily from
an example. Consider at time t = 0 two non-interacting electrons are in an ex-
ternal field, with states |ψ1(t)〉 and |ψ2(t)〉. The density ρ(r, t) can be written as
ρ(r, t) = |ψ1(r, t)|2 + |ψ2(r, t)|2. There is no one-to-one correspondence between
|ψi(t)〉 and the corresponding ρ(r, t). Indeed one may define |ψ′1〉 ≡ 1√2
(|ψ1〉 + |ψ2〉)
and |ψ′2〉 = 1√2
(|ψ1〉− |ψ2〉), which also give the same density12. However, |ψi(t)〉 and
|ψ′i(t)〉 states evolve differently under the same Hamiltonian, and hence, if the two
version of the states are to give the same time-evolution in ρ(r, t), they must evolve
under different external potentials even if they have the same density and its entire
history.
This means that the physics of a system evolving under Ehrenfest dynamics
depends both on the density ρ(r, t)—its entire history—and the initial conditions
|Ψ(t = 0)〉. At the same time, one needs to note that the equation of motion for
the electrons under Kohn-Sham TDDFT are actually for the fictitious independent
12This property is different from the case in time-independent ground-state DFT, where because
of the uniqueness of the ground-state, the wavefunctions are in one-to-one correspondence with the
ground-state density.
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single electrons states |ψa(t)〉, which are different to the actual full electron state
|Ψ(t)〉. The two sets of wavefunctions are only related by the fact that the single
electron density ρ(r, t) defined by equation (2.33) for |ψa(t)〉 and correspondingly by
equation (2.29) for |Ψ(t)〉 must be the same. This requirement alone, however, does
not guarantee an one-to-one correspondence between the set of states {|ψa〉} and the
full electron state |Ψ〉. The previous paragraph illustrates this statement. Hence,
one can choose the initial condition for the Kohn-Sham Ehrenfest equation of motion
for the fictitious states |ψa(t = 0)〉 independent of the overall initial condition for the
true states |Ψ(t = 0)〉 and still get the same evolution of the density ρ(r, t). In other
words, the physics of an Ehrenfest system when calculated using the Kohn-Sham
approach is dependent on the entire history of ρ(r, t), the initial condition |Ψ(t = 0)〉
and the initial conditions for the Kohn-Sham states |ψa(t = 0)〉.
The physics of the electronic system is contained in the potential terms in the La-
grangian (equation (2.42a)), namely vH, vn and vxc. vH is given in equation (2.36) and
it depends on the instantaneous ρ(r, t) at time t only. This makes sense as the Hartree
potential describes the pairwise classical Coulomb interaction between the electrons.
It is even simpler for the external potential vn, since the ions are regarded as classical
particles and interact with the electrons classically. This potential depends on the po-
sition and charge of the ions only. Therefore, the complicated dependence of the his-
tory of the density and the two initial conditions lies within the exchange-correlation
potential (equation (2.38)): vxc = vxc
(
[ρ(r, t)], |Ψ(t = 0)〉,{|ψa(t = 0)〉}; r, t).
The dependence on the initial conditions of the wavefunctions potentially makes
the Kohn-Sham density functional approach impractical, because it means a different
vxc functional has to be found for each initial condition that one might choose for
a given trajectory ρ(r, t). Things, however, greatly simplify if one starts the time-
evolution from the ground-state. The uniqueness of the ground-state means that at
the initial time (t = 0), there is an one-to-one correspondence between |Ψ(t = 0)〉 and
ρ(r, t = 0); and similarly, since the Kohn-Sham ground-state and the many-electron
Hohenberg-Kohn ground-state coincide[74], the states |ψa(t = 0)〉 also have an one-
to-one correspondence with the initial density. Therefore, if one chooses the initial
condition to be the ground-state, then the dependence of vxc on the initial conditions
|Ψ(t = 0)〉 and |ψa(t = 0)〉 can be dropped. For the calculations referred to in this
thesis, this is always the assumed starting point of the Ehrenfest MD.
2.5.5 Pseudopotentials
In this section, a very brief description of the concept of a pseudopotential is presented
for completeness. The reader can refer to references such as that by Martin[86, pp.
204–229] and the citations within for more details.
It is usual in electronic structure calculations to only consider the valence elec-
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trons. The model involves valence electrons interacting with a potential field pro-
duced by the ionic cores that is much softer than that produced by the nuclei used in
the all-electron models. An ionic core consist of the the nucleus of an atom together
with the core-electrons, which are not expected to be participating in chemical re-
actions. Within this valence electrons only approach, each external potential vn in
equation (2.37) is replaced by a corresponding pseudopotential vPSn , taking account
the screening effect of the core electrons within the ion.
The pseudopotential is usually written in two parts, using the operator notation
given in equation (2.40):
Vˆ PSn = Vˆ
local
n + δVˆ
nl
n
where
Vˆ localn =
∫
d3r qev
local
n (r, t)|r〉〈r|
is a local potential, and
δVˆ nln =
∑
αlm
qeBα|χnαlm(t)〉〈χnαlm(t)|
forms a non-local potential where |χnαlm〉〈χnαlm| are Kleinman-Bylander projectors[72],
α indexes the projectors, and Bα are the associated weights (independent of t
13), l
and m are the angular momentum quantum numbers and finally n indexes the ions.
The angular momentum quantum numbers index the projectors because the ion cores
are assumed to exhibit spherical symmetry. δVˆ nln is non-local in the sense that
〈δVˆ nln 〉 =
∑
aαlm
∫∫
d3r1d
3r2 faψ
∗
a(r1, t)χαlm(r1, t)Bαχ
∗
αlm(r2, t)ψa(r2, t)
Therefore, it can be separated into two identical integrals with respect to the elec-
tronic positions.
All of the simulations done in this work implicitly use pseudopotential methods
to reduce the computational cost.
13The time-dependence of the external potential comes entirely from the movement of ions. Bα
are just weights associated to the different Kleinman-Bylander projectors and are independent of
the ionic positions.
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2.6 Representation Using Pseudo-Atomic Orbital
Basis
As mentioned in section 2.1, matrix representations are essential for applying the
Ehrenfest dynamical equations to practical calculations. In principle, any basis set
can be used to represent the electronic system. The most well known and used basis
sets are the planewaves, localised Gaussian functions and numerical atomic orbital
functions—also known as pseudo atomic orbitals (PAOs). The planewave basis has
the advantage of relative ease of use. The basis functions are planewaves, which
are naturally orthonormal; and by increasing the maximum energy of the included
planewaves one can also systematically increase the completeness of the basis set. On
the other hand the planewave basis is not a natural basis set for describing systems
such as semi-conducting polymers, with the electrons largely confined within the
proximity of ions. One needs a large set of planewaves to give an adequate represen-
tation of the system. This leads to expensive computations. On the other extreme are
the numerical atomic orbital basis wavefunctions. These are wavefunctions obtained
from atomic calculations, on the atoms found in the system under investigation.
These functions are naturally suited for describing the electronic structure in a con-
densed matter system. This means a few atomic basis functions may be sufficient
to provide an adequate representation of the system. However, there is no system-
atic method to improve accuracy of a calculation. Unlike the planewave basis, by
simply increasing the number of PAO basis functions included in an calculation, one
does not in general improve the completeness of the basis set. The Gaussian basis
lies somewhere in between. For a given level of accuracy, one in general needs more
Gaussian functions to span the electronic wavefunctions than PAOs. The advantages
of Gaussian basis set over the PAO basis is that completeness of the basis is well
understood in the similar way as the planewaves, and can be increased by including
more Gaussian functions. The basis functions can also be integrated analytically,
thus saving some computation costs.
In this PhD project, all of the TDDFT calculations14 used a numerical pseudo-
atomic orbital (PAO) basis. There are two main reasons for this: first, the type
of systems studied are hydro-carbons and hence are well suited for this basis set;
second, Plato is an ab initio tight-binding/DFT code that already used the PAOs
as a basis.
The PAO basis functions used in most ab initio electronic structure simulation
packages, including those used by Plato are real. The real atomic orbitals are given
14For non-orthogonal tight-binding calculations, there is no explicit contribution from the basis
functions in the calculation since the calculations are done from fitted matrix elements directly.
However the tight-binding methods used in this work fits the matrix elements to results calculated
from ab initio DFT calculations by implicitly assuming a PAO basis set. So one could argue that
the tight-binding calculations in this work also uses a PAO basis.
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as:
φ±al|m|(r, t) = ua(r)S
±
l|m|(θ, φ)
where the electronic positions are expressed in spherical polar coordinates, and r =
(r, θ, φ), ua(r) is the radial function (with principal quantum number a) and S
±
l|m|(θ, φ)
are the real spherical harmonics[86, Appendix K.3], which are just a transformation
from the ordinary spherical harmonics Ylm(θ, φ):
S+l|m|(θ, φ) =
1√
2
(
Ylm(θ, φ) + Y
∗
lm(θ, φ)
)
S−l|m|(θ, φ) =
1√
2i
(
Ylm(θ, φ)− Y ∗lm(θ, φ)
)
Note that Y ∗lm = (−1)mYl,−m, so the real spherical harmonics only depend on the
magnitude of the magnetic quantum number m. With this transformation to the
real spherical harmonics, the orbitals such as pm=−1, pm=0 and pm=1 become px, py
and pz. To see this, suppose l = 1 and |m| = 1, then
S+11(θ, φ) =
1√
2
(√
3
16pi
sin θeiφ +
√
3
16pi
sin θe−iφ
)
=
√
3
16pi
sin θ cosφ
sin θ cosφ = 1 (at maximum) when (θ = pi
2
, φ = 0) or (θ = 3pi
2
, φ = pi). A little
thought reveals that these in fact correspond to the same points in space. At the
same time the minimum of sin θ cosφ = −1 is at (θ = 3pi
2
, φ = 0) or the equivalent
(θ = pi
2
, φ = pi). These two points lie on the x-axis, and so it follows that S+11
corresponds to px. Similarly S
−
11(θ, φ) has maximum and minimum lying on the y-
axis, and hence is py. It is also easy to see that S10(θ, φ) corresponds to pz. Note
that in the case of |m| = 0, the + and − versions of the real spherical orbitals are
the same, and hence one can drop the ± sign in the notation.
In this work the principal and angular momentum quantum numbers of a PAO
are grouped into a single index. Since the PAOs are centred on the ions, they can be
labeled as φiα(r−Ri) denoting the α-th orbital (α combines a, l and m) centred on
ion i.
2.6.1 Representation in Incomplete Basis
One key aspect of the PAO basis (in fact any basis) used in practical calculations
is that the basis will be incomplete. Let {|φiα〉} be the set of vectors in the PAO
basis, which are generally non-orthogonal. Due to the use of real atomic orbitals the
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overlap matrix S is real and symmetric.
The completeness of a basis say {|eµ〉} is expressed by the relation
∑
µ
|eµ〉〈eµ| =
∑
µ
|eµ〉〈eµ| = 1
where 1 is the identity operator in Hilbert space. However, since the PAO basis
won’t be complete, the operator
ιˆ({Ri(t)}) ≡
∑
iα
|φiα(Ri(t))〉〈φiα(Ri(t))| =
∑
iα
|φiα〉〈φiα| =
∑
iα,jβ
Siα,jβ|φjβ〉〈φiα|
is a projector that projects any vector in the complete Hilbert space V into a subspace
U ⊂ V . Due to the fact that the PAOs are centred around the ions and hence move
with them, the space U and the projector ιˆ depend on the ionic trajectories {Ri(t)}. ιˆ
becomes the identity operator if the basis {|φiα〉} is complete. Note that ιˆ|φiα〉 = |φiα〉
and ιˆ† = ιˆ.
By working with representations in the incomplete {|φiα〉} basis, one is effectively
constraining the system to move within the subspace U . The time-dependent states
|ψa(t)〉 ∈ V are thus approximated by the states |ψ˜a(t)〉 ≡ ιˆ|ψa(t)〉 ∈ U . Expanding
in the {|φiα(Ri)〉} basis gives:
(2.46) |ψ˜a({Ri}, t)〉 =
∑
iα
ψ iαa (t)|φiα(Ri)〉
Using the fact 〈φiα|φjβ〉 = δiαjβ , it follows ψ iαa (t) = 〈φiα|ψ˜a〉 = 〈φiα|ιˆ|ψa〉 = 〈φiα|ψa〉.
The coefficients ψ iαa (t) ≡ 〈φiα(Ri)|ψ˜a({Ri}, t)〉15 describe the electronic degrees of
freedom and are regarded as being not explicitly dependent on the ionic degrees of
freedoms {Ri} in the variational approach (see section 2.4.2).
As there is no guarantee that quantum operators such as HˆKS always map a state
in U back into U , restricting the space requires an approximation to the operators
too; namely, for any operator Oˆ, Oˆ ≈ O˜ ≡ ιˆOˆιˆ†. This ensures that O˜ is a map
within the subspace U , and hence that it can be represented in matrix form as
Oiαjβ = 〈φiα|O˜|φjβ〉. The expression Oˆ|ψ〉 is approximated by O˜|ψ˜〉 and represented
in matrix form as
∑
jβ O
iα
jβψ
jβ. The (single particle) density operator defined by
equation (2.32) is approximated by
ρˆ(t) ≈ ρ˜(t) = ιˆρˆιˆ† =
∑
a
fa|ψ˜a(t)〉〈ψ˜a(t)|
Hence, when represented in the {|φiα〉} basis, the density operator has the matrix
15One may write |ψa〉 = |ψ˜a〉 + |δ〉, where |δ〉 is the remaining part of the state outside (and
orthogonal to) U . Hence action of 〈φiα| eliminates |δ〉 and one gets 〈φiα|ψa〉 = 〈φiα|ψ˜a〉
51
form
(2.47) ρiαjβ = 〈φiα|ρ˜|φjβ〉 =
∑
a
faψ
iα
a ψ
∗
ajβ
The single electron density function is therefore approximated by
ρ(r, t) = 〈r|ρˆ(t)|r〉 =
∑
a,iα,jβ
faψ
iα
a (ψ
jβ
a )
∗φiα(r−Ri)φjβ(r−Rj)
=
∑
iα,jβ
ρiα,jβφiα(r−Ri)φjβ(r−Rj)(2.48)
where φiα(r−Ri) = 〈r|φiα(Ri)〉 are the real PAO functions each centred around ionic
coordinates Ri. Note that wavefunctions are approximated using equation (2.46):
(2.49) ψ˜a(r, t) = 〈r|ψ˜a(t)〉 =
∑
iα
ψ iαa (t)φiα(r−Ri)
so that equation (2.33) in section 2.5.1 applies as usual.
The energy functional is given in equation (2.31), and generalised to take account
of the pseudopotential transformation, it can be written as
(2.50) E([ρ], t) =
∑
a
fa〈ψ˜a|T˜ (1)|ψ˜a〉+EH[ρ]+Eadxc [ρ]+
∑
n
(
Elocaln [ρ]+E
nl
n [ρ]
)
+TI+Φ
The kinetic energy can be worked out by Fourier transforming into reciprocal space
so that the kinetic operator becomes diagonal. Note that T˜ (1) ≡ ιˆTˆ (1)ιˆ†:∑
a
fa〈ψ˜a|T˜ (1)|ψ˜a〉 =
∑
iαjβ
ρiαjβ〈φjβ|T˜ (1)|φiα〉
=
∑
iαjβ
ρiαjβ
∫
d3k
(
−~
2k2
2me
)(
φ¯jβ(k)
)∗
φ¯iα(k)
≡
∑
iαjβ
ρiαjβT
(1)
jβiα(2.51)
where φ¯iα(k) are Fourier transforms of φiα(r−Ri). The Hartree energy term can be
obtained from equations (2.35) and (2.48):
EH[ρ] =
1
2
q2e
4pi0
∑
iαjβ
sγtδ
ρiαjβρsγtδ
∫∫
d3rd3r′
φiα(r−Ri)φjβ(r−Rj)φsγ(r′ −Rs)φtδ(r′ −Rt)
‖r− r′‖
=
1
2
∑
iαjβ
ρjβiαVHiαjβ([ρ]RiRj)
(2.52)
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where VHiαjβ is the matrix (D) representation of the Hartree potential operator
V˜H = ιˆVˆHιˆ
† (VˆH[ρ] ≡
∫
d3r qevH(r)|r〉〈r| with vH given by equation (2.36)). In prac-
tice, VHiαjβ is calculated in reciprocal space. This is because the non-local spatial
integral in the equation above is a convolution and thus becomes a single integral in
reciprocal space. Note that ρiαjβ = ρjβiα. This can be clearly seen from equation
(2.48). Similarly, the expectation value of the exchange-correlation potential energy
operator16 can be approximated by (V˜ adxc = ιˆVˆ
ad
xc ιˆ
†)
〈V˜ adxc 〉 =
∑
a
fa
∫
d3rψ∗a(r, t)qev
ad
xc ([ρ], r, t)ψa(r, t)
=
∑
aiαjβ
faψ
iα
a ψ
jβ∗
a 〈φjβ(Rj)|V˜ adxc |φiα(Ri)〉 ≡
∑
iαjβ
ρiαjβV adxc jβiα([ρ],Ri,Rj)(2.53)
The local pseudopotential contributions can be represented by:
Elocaln [ρ] =
∑
iα,jβ
ρjβ,iα
∫
d3r qev
local
n (r−Rn)φiα(r−Ri)φjβ(r−Rj)
≡
∑
iα,jβ
ρjβ,iαV localn,iα,jβ(Rn,Ri,Rj)(2.54)
and, using δV˜ nln = ιˆδVˆ
nl
n ιˆ
†, and introducing the combined index γ to represent the
indices l and m in the Kleinman-Bylander projectors:
Enln [ρ] =
∑
a
fa〈ψ˜a|δV˜ nln |ψ˜a〉 =
∑
a
∑
b,γ
faBb〈ψ˜a|χn,bγ〉〈χn,bγ|ψ˜a〉
=
∑
iα,jβ,b,γ
ρjβiαBb
∫∫
d3rd3r′ φiα(r−Ri)χn,bγ(r−Rn)χ∗n,bγ(r′ −Rn)φjβ(r′ −Rj)
≡
∑
iα,jβ
ρjβiαδV nln iαjβ(Rn,Ri,Rj)
(2.55)
Hence, gathering together equations (2.51)–(2.55), it follows that:
〈φiα|H˜KS|φjβ〉 = Hiα,jβ = T (1)iα,jβ + VHiα,jβ + V adxc iα,jβ +
∑
n
(
V localn iα,jβ + δV
nl
n iα,jβ
)
The energy functional can be rewritten as from equation (2.41)
(2.56) E([ρ], t) =
∑
iα,jβ
ρiα,jβHjβ,iα + EDC + TI + Φ
16Note that 〈Vˆxc〉 should not be confused with the actual exchange-correlation energy Exc, since
there is also the double counting term δExc = Exc − 〈Vˆxc〉.
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where the double-counting correction term is defined as
EDC = −1
2
∑
iα,jβ
ρiα,jβVHiα,jβ + δE
ad
xc ([ρ], t)
and δEadxc is defined using the approximated density given in equation (2.48).
The 〈ψa|ψ˙a〉 term in the Lagrangian (equation (2.42a)) is approximated by
〈ψ˜a| ˜˙ψa〉 = 〈ψ˜a|ιˆ|ψ˙a〉
Note that |ψ˙a〉 should be treated just as a vector in V , and hence is approximated by
ιˆ|ψ˙a〉 when represented in the {φiα} basis. There is an important distinction between
| ˜˙ψa〉 and | ˙˜ψa〉 due to the time dependence of the subspace U and the projection
operator ιˆ. In fact | ˙˜ψa〉 is not entirely in U . This can be seen from
d
dt
(
ιˆ|ψa〉
)
= ˙ˆι|ψa〉+ ιˆ|ψ˙a〉
since ˙ˆι 6= 0, one can conclude | ˙˜ψa〉 6= ιˆ|ψ˙〉 and hence cannot be in U .
So expanding 〈ψ˜a| ˜˙ψa〉 in {|φiα〉} basis, one obtains
〈ψ˜a| ˜˙ψa〉 = 〈ψ˜a|ιˆ| ˜˙ψa〉 =
∑
iα
〈ψ˜a|φiα〉〈φiα| ˜˙ψa〉
And using the fact ιˆ|ψ˜a〉 = |ψ˜a〉
〈φiα| ˜˙ψa〉 = d
dt
〈φiα|ψ˜a〉 − 〈φ˙iα|ψ˜a〉 = ψ˙ iαa −
∑
jβ
〈φ˙iα|φjβ〉ψajβ
using the identity 〈φiα|φjβ〉 = δiαjβ and the observation that ddt δiαjβ = 0 = 〈φ˙iα|φjβ〉+
〈φiα|φ˙jβ〉, it follows that
(2.57) 〈φiα| ˜˙ψa〉 = ψ˙ iαa +
∑
jβ
〈φiα|φ˙jβ〉ψajβ
The time-dependence of |φiα(Ri)〉 comes implicitly from the ionic degrees of freedom,
and therefore, using the chain-rule: d
dt
=
∑
n R˙n ·∇Rn , equation (2.57) can be written
as
〈φiα| ˜˙ψa〉 = ψ˙ iαa +
∑
jβ
∑
n
R˙n · 〈φiα|∇Rnφjβ〉ψajβ
Since |ψjβ〉 only depends on the position of the j-th ion, ∇Rn|ψjβ〉 = δnj∇Rj |ψjβ〉
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and hence
(2.58) 〈φiα| ˜˙ψa〉 = ψ˙ iαa +
∑
jβ
R˙j · 〈φiα|∇Rjφjβ〉ψ jβa
Now substitute the expressions in equations (2.56), (2.58) and the expression for
Φ given in equation (2.21) into the Lagrangian given in equation (2.42a), one may
express (approximate) the Lagrangian in {|φiα〉} basis as
(2.59) L({ψ iαa }, {ψ∗aiα}, {ψ˙ iαa }, {ψ˙∗aiα}, {Rn}, {R˙n}; t)
= i~
∑
a,iα
faψ
∗
aiαψ˙
iα
a + i~
∑
iα,jβ
R˙j · 〈φiα|∇Rjφjβ〉ρjβiα
−
∑
iα,jβ
ρiα,jβHjβ,iα +
1
2
∑
iα,jβ
ρiα,jβVHjβ,iα − δEadxc ([ρ], t)
+
∑
n
1
2
MnR˙
2
n −
∑
n<m
q2e
4pi0
ZnZm
‖Rn −Rm‖
where ρiα,jβ =
∑
kγ ρ
iα
kγS
kγ,jβ is a function of ψ iαa and ψ
∗
akγ as given in equation
(2.47). Equivalently if equation (2.50) is used for the energy functional, then:
(2.60) L({ψ iαa }, {ψ∗aiα}, {ψ˙ iαa }, {ψ˙∗aiα}, {Rn}, {R˙n}; t)
= i~
∑
a,iα
faψ
∗
aiαψ˙
iα
a + i~
∑
iα,jβ
R˙j · 〈φiα|∇Rjφjβ〉ρjβiα
−
∑
iα,jβ
ρiα,jβ
(
T
(1)
jβ,iα +
∑
n
(
V localn jβ,iα + δV
nl
n jβ,iα
))
− 1
2
∑
iα,jβ
ρiα,jβVHjβ,iα[ρ]− Eadxc ([ρ], t)
+
∑
n
1
2
MnR˙
2
n −
∑
n<m
q2e
4pi0
ZnZm
‖Rn −Rm‖
Equations (2.58) and (2.60) are equivalent.
2.6.2 Electronic Equation of Motion
The electronic equations of motion can be obtained again by following the same steps
presented in section 2.5.1. Note that this time the action is a functional of {ψ iαa (t)},
{ψ∗aiα(t)} and {Rn(t)}, and that for the electronic equation of motion the Rn are
fixed in the variational method, and hence the basis vectors |φiα〉 and the associated
subspace U are fixed too. Therefore, one obtains from equation (2.49) the equivalent
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to the Euler-Lagrange equation (2.53):
δA
δψ∗aiα(t)
=
∫
dt′
∫
d3r
δA
δψ˜∗a(r, t′)
∂ψ˜∗a(r, t
′)
∂ψ∗aiα(t)
=
∫
dt′
∫
d3r
δA
δψ˜∗a(r, t′)
∑
jβ
δiαjβφ
jβ(r−Rj)δ(t− t′)
=
∫
d3r
δA
δψ˜∗a(r, t)
φiα(r−Ri) = 0(2.61)
Similarly using equation (2.48) and that ∂ρ(r,t)
∂ρiαjβ(t
′) = φiα(r−Ri)φjβ(r−Rj)δ(t− t′)
δA
δρiαjβ(t)
=
∫
dt′
∫
d3r
δA
δρ(r, t′)
∂ρ(r, t′)
∂ρiαjβ(t)
=
∫
dt′
∫
d3r
δA
δρ(r, t′)
φiα(r−Ri)φjβ(r−Rj)δ(t− t′)
=
∫
d3rφiα(r−Ri) δA
δρ(r, t′)
φjβ(r−Rj)(2.62)
Hence, if Axc =
∫
dt Eadxc ([ρ], t), for example, then
δAxc
δρiαjβ(t)
=
∫
d3rφiα(r−Ri)qevadxc ([ρ], r, t)φjβ(r−Rj) = V adxc jβiα(t) = V adxc
jβ
iα (t)
or equivalently by multiplying Siα,jβ on both sides:
δA
δρiα,jβ(t)
= V adxc jβ,iα(t). This is
true for any potential. Therefore, using A =
∫
dt L (with L defined in equation
(2.60)), the Euler-Lagrange equation (2.61), and (2.62), following the steps described
in section 2.5.1, and taking note that
δ
δψ∗aiα(t)
=
∑
jβ,kγ
∫
dt′
∂ρjβkγ(t
′)
∂ψ∗aiα(t)
δ
δρjβkγ(t
′)
=
∑
jβ
faψ
jβ
a (t)
δ
δρjβiα(t)
the equation of motion of the electrons can be obtained as:
i~ψ˙ iαa + i~
∑
jβ
R˙j · 〈φiα|∇Rjφjβ〉ψ jβa
−
∑
jβ
(
T (1)
iα
jβ +
∑
n
(
V localn
iα
jβ + δV
nl
n
iα
jβ
)
+ VH
iα
jβ[ρ] + V
ad
xc
iα
jβ[ρ]
)
ψ jβa = 0
Letting
H iαjβ = T
(1)iα
jβ +
∑
n
(
V localn
iα
jβ + δV
nl
n
iα
jβ
)
+ VH
iα
jβ[ρ] + V
ad
xc
iα
jβ[ρ]
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one finally obtains the matrix representation of the electronic equation of motion:
(2.63) i~ψ˙ iαa =
∑
jβ
(
H iαjβ − i~R˙j · 〈φiα|∇Rjφjβ〉
)
ψ jβa
2.6.3 Ionic Equations of Motion
For the ionic equations of motion one can use (2.54). But before proceeding the
author must make a note on an important technical point. If one has chosen17 ψ iαa (t)
and ψ∗aiα(t) as the independent electronic degrees of freedom in L (that is independent
to {Rn}), then ψaiα =
∑
jβ Siα,jβ(Ri −Rj)ψ jβa (t) and ψ iα∗a =
∑
jβ S
iα,jβψ∗ajβ(t) are
dependent on {Rn}. The same applies to the term ρiα,jβ =
∑
kγ ρ
iα
kγS
kγ,jβ. Note
that ρiαjβ is independent of {Rn} because it is dependent only on ψ iαa and ψ∗aiα.
Hence, for the ionic equations of motion, it is easier to express equation (2.60) in
terms of ψ iαa , ψ
∗
aiα and ρ
iα
jβ only.
To derive the ionic equations of motion, first define
4iαjβ,µ ≡ 〈φiα(Ri)|
∂
∂R µj
φjβ(Rj)〉
iαµ;jβ,ν ≡ 〈
∂
∂R µi
φiα(Ri)| ∂
∂R νj
φjβ(Rj)〉
The overall action can be written as
A = A~ + ATe + AH+xc + APS + ATI + AΦ
17Note that before the equations of motion have been established by the Principle of Least Action,
the electronic and ionic trajectories can be arbitrary. Therefore, there should be no dependence
on ionic trajectory in the electronic wavefunctions. The confusion arises when the electronic states
are represented by the incomplete {Rn} dependent basis and the electronic degrees of freedom
are represented by the vector elements, which are either {ψ iαa } or {ψaiα}, and the corresponding
independent complex conjugate counter-parts. The arbitrariness of the electronic trajectory before
the minimisation of the action is still true, and hence one can pick one set of the electronic matrix
elements, say {ψ iαa , ψ∗aiα}, to be independent of the ionic degrees of freedom. But once this is
chosen in the formalism, the corresponding vector elements ψaiα and ψ
iα∗
a become dependent on
{Rn} due to the incomplete PAO basis.
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where, using equation (2.60),
A~ ≡
∫
dt L~([ρ], t)
=
∫
dt i~
∑
a,iα
faψ
∗
aiα(t)ψ˙
iα
a (t) +
∫
dt i~
∑
iα,jβ,ν
R˙ νj 4iαjβ,ν(t)ρjβiα(t)
ATe ≡
∫
dt LTe([ρ], t) = −
∫
dt
∑
iα,jβ
T (1)
iα
jβ(t)ρ
jβ
iα(t)
AH+xc ≡
∫
dt LH+xc([ρ], t) = −
∫
dt
∑
iα,jβ
1
2
VH
iα
jβ([ρ], t)ρ
jβ
iα(t)−
∫
dt Exc([ρ], t)
= −
∫
dt
(
EH([ρ], t) + Exc([ρ], t)
)
APS = −
∫
dt
∑
n,iα,jβ
(
V localn
iα
jβ(t)ρ
jβ
iα(t) + δV
nl
n
iα
jβ(t)ρ
jβ
iα(t)
)
ATI =
∫
dt
1
2
MnR˙
2
n(t)
AΦ = −
∫
dt
∑
n<m
q2e
4pi0
ZnZm
‖Rn −Rm‖
Note that the functionals are now dependent on the approximated ρ(r, t) given in
equation (2.48).
Since it is chosen that ψ iαa and ψ
∗
aiα (and hence ρ
iα
jβ) are independent of Rn and
R˙n (∀n), it follows that:
δA~
δR µn (t)
=
∂L~
∂R µn
∣∣∣∣
t
− d
dt
∂L~
∂R˙ µn
∣∣∣∣
t
= i~
∑
iα,jβ,ν
(
R˙ νj
∂
∂R µn
4iαjβ,νρjβiα −
d
dt
(
δjn4iαjβ,µρjβiα
))
(2.64)
Now, using corollary A.0.2,
∂
∂R µn
4iαjβ,ν = δin〈
∂
∂R µi
φiα| ∂
∂R νj
φjβ〉+ δjn〈φiα| ∂
2
∂R νj ∂R
µ
j
φjβ〉
= (δin − δjn)iαµ;jβ,ν
and similarly
d
dt
4iαjβ,µ =
∑
m,ν
(
δimR˙
ν
m 〈
∂
∂R νi
φiα| ∂
∂R µj
φjβ〉+ δjmR˙ νm 〈φiα|
∂2
∂R νj ∂R
µ
j
φjβ〉
)
=
∑
ν
(R˙ νi − R˙ νj )iαν;jβ,µ =
∑
ν
(R˙ νi − R˙ νj )iαµ;jβ,ν(2.65)
where the last equality is due to point 2 of corollary A.0.2. Substituting this back
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into equation (2.64) one obtains
δA~
δR µn (t)
= i~
∑
iα,jβ,ν
R˙ νj (δin − δjn)iαµ;jβ,νρjβiα
− i~
∑
iα,jβ,ν
(
δjn(R˙
ν
i − R˙ νj )iαµ;jβ,νρjβiα + δjn4iαjβ,µρ˙jβiα
)
= i~
∑
iα,jβ,ν
(
δinR˙
ν
j iαµ;jβ,ν − δjnR˙ νi iαµ;jβ,ν
)
ρjβiα − i~
∑
iα,jβ,ν
δjn4iαjβ,µρ˙jβiα
= i~
∑
iα,jβ,ν
(
δinR˙
ν
j iαµ;jβ,νρjβiα − c.c.
)
− i~
∑
iα,jβ,ν
δjn4iαjβ,µρ˙jβiα
(2.66)
where c.c. denotes the complex conjugate of the preceding term. To obtain the final
equality, the dummy summation variables for the second term in the parentheses have
been renamed, and points 2–5 of corollary A.0.2 and the fact that ρ jβiα =
(
ρjβiα
)∗
have been used. At this stage, ρ˙jβiα can be expanded using the electronic equation of
motion since all the derivatives of R µn and R˙
µ
n have already been taken. It follows
that
(2.67) ρ˙iαjβ =
∑
a
fa
(
ψ˙ iαa ψ
∗
ajβ + ψ
iα
a ψ˙
∗
ajβ
)
where ψ˙ iαa is given by equation (2.63). Similarly, one can also obtain
18 the equation
of motion for ψ∗aiα:
(2.68) i~ψ˙∗aiα = −
∑
kγ
(
Hjβiα − i~
∑
ν
R˙ νi 4jβiα,ν
)
ψ∗ajβ
Note that one has also used the fact that, with real PAO orbitals, the matrix elements
of the Hamiltonian H iαjβ and 4iαjβ,µ are also real. Hence, substituting equations
(2.63) and (2.68) into equation (2.67), one obtain the quantum Liouville equation
expressed in a time-dependent incomplete PAO basis:
(2.69) ρ˙iαjβ = −
i
~
∑
kγ
((
H iαkγ ρ
kγ
jβ − ρiαkγHkγjβ
)
− i~
∑
ν
(
R˙ νk 4iαkγ,νρkγjβ − R˙ νj ρiαkγ4kγjβ,ν
))
18Alternatively one can derive equation (2.68) by simply taking complex conjugate of equation
(2.63) and using corollary A.0.1.
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and hence
(2.70)
i~
∑
iα,jβ
δjn4iαjβ,ν ρ˙jβiα =
∑
iα,jβ,kγ
(
δjn4iαjβ,µHjβkγ ρkγiα − δjn4iαjβ,µρjβkγHkγiα
)
− i~
∑
iα,jβ,kγ,ν
(
δjn4iαjβ,µR˙ νk 4jβkγ,νρkγiα − δjn4iαjβ,µR˙ νi 4kγiα,νρjβkγ
)
Note that δiαkγ = 〈φiα|φkγ〉, so that, by point 1 of corollary A.0.1,
(2.71) δ˙iαkγ =
∑
ν
(
R˙ νk − R˙ νi
)4iαkγ,ν = 0
and hence
∑
ν R˙
ν
i 4iαkγ,ν =
∑
ν R˙
ν
k 4iαkγ,ν . Similarly
(2.72)
∂
∂R µn
δiαjβ =
(
δjn − δin
)4iαjβ,µ = 0
Therefore, δin4iαjβ,µ = δjn4iαjβ,µ. So, renaming dummy summation variables iα↔
jβ in the second and fourth terms in equation (2.70), and using corollary A.0.1 and
ρ iαjβ =
(
ρiαjβ
)∗
, it follows that
(2.73) i~
∑
iα,jβ
δjn4iαjβ,µρ˙jβiα =
∑
iα,jβ,kγ
(
δjn4iαjβ,µHjβkγ ρkγiα + c.c.
)
− i~
∑
iα,jβ,kγ,ν
(
δjn4iαjβ,µR˙ νk 4jβkγ,νρkγiα − c.c.
)
Substituting equation (2.73) into equation (2.66), and using the fact that
∑
ν
R˙ νk 4jβkγ,ν =
∑
ν
R˙ νj 4jβkγ,ν
and δjn4iαjβ,µ = δin4iαjβ,µ again, one obtains:
(2.74)
δA~
δR µn (t)
= −
∑
iα,jβ,kγ
(
δin4iαjβ,µHjβkγ ρkγiα + c.c.
)
+ i~
∑
iα,jβ,ν
(
δinR˙
ν
j iαµ;jβ,νρjβiα − c.c.
)
+ i~
∑
iα,jβ,kγ,ν
(
δinR˙
ν
j 4iαjβ,µ4jβkγ,νρkγiα − c.c.
)
The δA~
δR µn
term describes the Pulay forces due to the fact that the PAO basis functions
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move. The first term in equation (2.74) describes Pulay forces due to the fact that
the basis changes in time; the second and third term the equation describes Pulay
forces due to the fact that the basis is incomplete. Indeed, using point 1 of corollary
A.0.1,
∑
jβ
4iαjβ,µ4jβkγ,ν =
∑
jβ
〈φiα| ∂
∂R µj
φjβ〉〈φjβ| ∂
∂R νk
φkγ〉
= −
∑
jβ
〈 ∂
∂R µi
φiα|φjβ〉〈φjβ| ∂
∂R νk
φkγ〉
= −〈 ∂
∂R µi
φiα|ιˆ| ∂
∂R νj
φjβ〉
Just as the case with |φ˙iα〉, ∂∂R νj |φjβ〉 /∈ U since ιˆ is dependent on {Rn} and
∂
∂R νj
|φjβ〉 =
∂
∂R νj
(
ιˆ|φjβ〉
) 6= ιˆ ∂
∂R νj
|φjβ〉. However, if the basis is complete, then ιˆ = 1 and
∑
jβ
4iαjβ,µ4jβkγ,ν = −iαµ;jβ,ν
in which case the second and third terms in equation (2.74) cancel.
For the ATe term,
δATe
δR µn
=
∂LTe
∂R µn
∣∣∣∣
t
− d
dt
∂LTe
∂R˙ µn
∣∣∣∣
t
= −
∑
iα,jβ
(
∂
∂R µn
T (1)
iα
jβ
)
ρjβiα
using lemma A.0.1 and integration by parts, one obtains
〈 ∂
∂R µi
φiα|Tˆ (1)|φjβ〉 =
∫
d3r
(
∂
∂R µi
φiα(r−Ri)
) −~2
2me
∑
ν
∂2
∂rν∂rν
φjβ(r−Rj)
= −
∫
d3r
(
∂
∂rµ
φiα(r−Ri)
) −~2
2me
∑
ν
∂2
∂rν∂rν
φjβ(r−Rj)
=
∫
d3rφiα(r−Ri)−~
2
2me
∑
ν
∂2
∂rν∂rν
∂
∂rµ
φjβ(r−Rj)
= −
∫
d3rφiα(r−Ri)−~
2
2me
∑
ν
∂2
∂rν∂rν
∂
∂R µj
φjβ(r−Rj)
= −〈φjβ|Tˆ (1)| ∂
∂R µj
φjβ〉(2.75)
Hence
∂
∂R µn
T (1)
iα
jβ = (δin − δjn)〈
∂
∂R µi
φiα|Tˆ (1)|φjβ〉
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and
δATe
δR µn
= −
∑
iα,jβ
(
δin〈 ∂
∂R µi
φiα|Tˆ (1)|φjβ〉ρjβiα
)
+
∑
iα,jβ
(
δjn〈 ∂
∂R µi
φiα|Tˆ (1)|φjβ〉ρjβiα
)
= −
∑
iα,jβ
(
δin〈 ∂
∂R µi
φiα|Tˆ (1)|φjβ〉ρjβiα
)
+
∑
iα,jβ
(
δjn〈φjβ|Tˆ (1)| ∂
∂R µi
φiα〉∗(ρ jβiα )∗)
where Tˆ (1) is Hermitian. Hence, renaming dummy variables iα↔ jβ, using equation
(2.75) and the fact that 〈 ∂
∂R µi
φiα|Tˆ (1)|φjβ〉 behaves like an ordinary tensor in response
to the index lowering and raising operation19, it follows that
(2.76)
δATe
δR µn
= −
∑
iα,jβ
(
δin〈 ∂
∂R µi
φiα|Tˆ (1)|φjβ〉ρjβiα + c.c.
)
For the Hartree and exchange-correlation term AH+xc, since it is independent of
{R˙n}:
(2.77)
δAH+xc
δR µn (t)
=
∫
dt′
∫
d3r
δAH+xc
δρ(r, t′)
∂ρ(r, t′)
∂R µn (t)
Note that here ρ(r, t) is the approximated version of the density given in the φiα(r−
Ri) basis by equation (2.48), and hence depends on the ionic positions {Rn}. And
∂ρ(r, t′)
∂R µn (t)
=
∂
∂R µn
∑
iα,jβ
ρiαjβφiα(r−Ri)φjβ(r−Rj)δ(t− t′)
=
∑
iα,jβ
ρiαjβ(δjn − δin)4 jβiα µδ(t− t′)
Hence, using the definition (equations (2.36) and (2.38)) vH+xc(r, t) =
1
qe
δAH+xc
δρ(r,t)
, it
follows that
δAH+xc
δR µn (t)
= −
∫
d3r
∫
dt′ qevH+xc(r, t′)
∑
iα,jβ
ρiαjβ(t)(δjn − δin)4 jβiα µ(r, t′)δ(t− t′)
= −
∑
iα,jβ
(δjn − δin)ρiαjβ(t)
∫
d3r qevH+xc(r, t)4 jβiα µ(r, t)(2.78)
Since ∫
d3r qevH+xc(r, t)4 jβiα µ(r, t) = 〈φiα|VˆH+xc|
∂
∂R µn
φjβ〉
and, by corollary A.0.3 and remark A.0.1, ∂
∂R µn
VH+xc
jβ
iα = (δjn−δin)〈φiα|VˆH+xc| ∂∂R µn φjβ〉,
19the proof of this is very similar to that given in corollary A.0.1.
62
one obtains
δAH+xc
δR µn
= −
∑
iα,jβ
ρiαjβ
∂
∂R µn
VH+xc
jβ
iα = −
∑
iα,jβ
(
∂
∂R µn
VH+xc
iα
jβ
)
ρjβiα
Finally using equation (2.78) and corollary A.0.3 again, one obtains:
δAH+xc
δR µn
= −
∑
iα,jβ
δin〈 ∂
∂R µi
φiα|VˆH+xc|φjβ〉ρjβiα −
∑
iα,jβ
δjn〈φiα|VˆH+xc| ∂
∂R µj
φjβ〉ρjβiα
= −
∑
iα,jβ
δin〈 ∂
∂R µi
φiα|VˆH+xc|φjβ〉ρjβiα −
∑
iα,jβ
δjn〈 ∂
∂R µj
φjβ|VˆH+xc|φiα〉∗
(
ρ jβiα
)∗
= −
∑
iα,jβ
(
δin〈 ∂
∂R µi
φiα|VˆH+xc|φjβ〉ρjβiα + c.c.
)(2.79)
For the pseudopotential term
(2.80)
δAPS
δR µn
= −
∑
iα,jβ,m
((
∂
∂R µn
V localm
iα
jβ
)
ρjβiα +
(
∂
∂R µn
δV nlm
iα
jβ
)
ρjβiα
)
one can proceed by observing that
∑
iα,jβ,m
∂
∂R µn
V localm
iα
jβρ
jβ
iα = δin〈
∂
∂R µi
φiα|Vˆ localm |φjβ〉ρjβiα
+ δmn〈φiα|
(
∂
∂R µm
Vˆ localm
)
|φjβ〉ρjβiα + δjn〈φiα|Vˆ localm |
∂
∂R µj
φjβ〉ρjβiα
Using corollary A.0.3,
δmn〈φiα|
(
∂
∂R µm
Vˆ localm
)
|φjβ〉ρjβiα
= −δmn
(
〈 ∂
∂R µi
φiα|Vˆ localm |φjβ〉ρjβiα + 〈φiα|Vˆ localm |
∂
∂R µj
φjβ〉ρjβiα
)
Renaming dummy summation variables and using the fact Vˆ localn = Vˆ
local†
n , this gives∑
iα,jβ,m
∂
∂R µn
V localm
iα
jβρ
jβ
iα =
∑
iα,jβ,m
(
(δin − δmn)〈 ∂
∂R µi
φiα|Vˆ localm |φjβ〉ρjβiα
+ (δjn − δmn)〈φiα|Vˆ localm |
∂
∂R µj
φjβ〉ρjβiα
)
=
∑
iα,jβ,m
(
(δin − δmn)〈 ∂
∂R µi
φiα|Vˆ localm |φjβ〉ρjβiα + c.c.
)
(2.81)
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The non-local potential part is
δV nlm
iα
jβ =
∑
bω
Bmb〈φiα|χmbω〉〈χmbω|φjβ〉
where ω represents the angular momentum and magnetic quantum numbers lm. Note
that Bmb = B
∗
mb. Hence
∂
∂R µn
δV nlm
iα
jβ =
∑
bω
Bmbδin〈 ∂
∂R µi
φiα|χmbω〉〈χmbω|φjβ〉
+
∑
bω
Bmbδmn〈φiα| ∂
∂R µm
χmbω〉〈χmbω|φjβ〉
+
∑
bω
Bmbδmn〈φiα|χmbω〉〈 ∂
∂R µm
χmbω|φjβ〉
+
∑
bω
Bmbδjn〈φiα|χmbω〉〈χmbω| ∂
∂R µj
φjβ〉
It is not difficult to see, using a similar approach to the proof of property 1 of corollary
A.0.1, that one has 〈 ∂
∂R µi
φiα|χmbω〉 = −〈φiα| ∂∂R µm χmbω〉. This means that∑
iα,jβ
∂
∂R µn
δV nlm
iα
jβρ
jβ
iα =
∑
iα,jβ,bω
(δin − δmn)Bmb〈 ∂
∂R µi
φiα|χmbω〉〈χmbω|φjβ〉ρjβiα
+
∑
iα,jβ,bω
(δjn − δmn)Bmb〈φiα|χmbω〉〈χmbω| ∂
∂R µj
φjβ〉ρjβiα
=
∑
iα,jβ,bω
(δin − δmn)Bmb〈 ∂
∂R µi
φiα|χmbω〉〈χmbω|φjβ〉ρjβiα
+
∑
iα,jβ,bω
(δjn − δmn)B∗mb〈
∂
∂R µj
φjβ|χmbω〉∗〈χmbω|φiα〉∗
(
ρ jβiα
)∗
=
∑
iα,jβ,bω
(δin − δmn)Bmb〈 ∂
∂R µi
φiα|χmbω〉〈χmbω|φjβ〉ρjβiα + c.c.
Hence, together with equation (2.81), one obtains
(2.82)
δAPS
δR µn
= −
∑
iα,jβ,m
(
(δin − δmn)〈 ∂
∂R µi
φiα|Vˆ localm |φjβ〉ρjβiα + c.c.
)
−
∑
iα,jβ,m,bω
(
(δin − δmn)Bmb〈 ∂
∂R µi
φiα|χmbω〉〈χmbω|φjβ〉ρjβiα + c.c.
)
Finally for ATI :
(2.83)
δATI
δR µn
= − d
dt
∂
∂R˙ µn
∑
m,ν,λ
1
2
Mmδν,λR˙
ν
m R˙
λ
m = −MnR¨n,µ
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Note that the Cartesian coordinates are used for positions and hence R¨ µn = R¨n,µ for
all n. The variation of the classical ion-ion interaction gives
(2.84)
δAΦ
δR µn
= − ∂
∂R µn
[∑
m<l
q2e
4pi0
ZmZl
‖Rm −Rl‖
]
= −
∑
m
(m6=n)
q2e
4pi0
ZnZm
‖Rnm‖3Rnm,µ
where Rnm = Rm −Rn.
Gathering equations (2.74), (2.76), (2.79), (2.82), (2.83) and (2.84) together and
using equation (2.54), the Ehrenfest ionic equation of motion expressed in (incomplete
and moving) real PAO basis has the form:
(2.85) MnR¨n,µ
= −
∑
iα,jβ
(
δin〈 ∂
∂R µi
φiα|Tˆ (1)|φjβ〉ρjβiα + c.c.
)
−
∑
iα,jβ
(
δin〈 ∂
∂R µi
φiα|VˆH+xc|φjβ〉ρjβiα + c.c.
)
−
∑
iα,jβ,m
(
(δin − δmn)〈 ∂
∂R µi
φiα|Vˆ localm |φjβ〉ρjβiα + c.c.
)
−
∑
iα,jβ,m,bω
(
(δin − δmn)Bmb〈 ∂
∂R µi
φiα|χmbω〉〈χmbω|φjβ〉ρjβiα + c.c.
)
−
∑
m
(m6=n)
q2e
4pi0
ZnZm
‖Rnm‖3Rnm,µ
−
∑
iα,jβ,kγ
(
δin4iαjβ,µHjβkγ ρkγiα + c.c.
)
+ i~
∑
iα,jβ,ν
(
δinR˙
ν
j iαµ;jβ,νρjβiα − c.c.
)
+ i~
∑
iα,jβ,kγ,ν
(
δinR˙
ν
j 4iαjβ,µ4jβkγ,νρkγiα − c.c.
)
It is clear from equation (2.85) that the forces on ions MnR¨n are real, as indeed
they should be. Since we are using a real PAO basis, the only complex parts of the
equation are the density matrix elements ρiαjβ. This means that only the real part of
the density matrix contributes to the first six terms in equation (2.85), and only the
imaginary part of the density matrix contributes to the final two terms that begin
with factor of i~. Note that equation (2.85) is consistent with equation (38) in [142].
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2.7 Conserved Quantities
Since the Lagrangian (given by equation (2.59) or (2.60)) does not depend explic-
itly on time—all time variation is implicit in the dependences of ψ iαa (t), ψ
∗
aiα(t) and
R µn (t) on time—the total energy of the system under Ehrenfest dynamics (repre-
sented in the PAO basis20) is a constant in time. This can be seen by noting that for
L, the corresponding energy function h may be written as
h ≡
∑
a,iα
(
∂L
∂ψ˙ iαa
ψ˙ iαa +
∂L
∂ψ˙∗aiα
ψ˙∗aiα
)
+
∑
n,µ
(
∂L
∂R˙ µn
R˙ µn
)
− L
Hence, using the expression for L given in equation (2.60)21, one obtains
h = i~
∑
a,iα
faψ
∗
aiαψ˙
iα
a + i~
∑
n,µ
R˙ µn 4iαnβ,µρnβiα +
∑
n,µ
MnR˙
µ
n R˙nµ − L
=
∑
iα,jβ
ρiαjβ
(
T (1)
jβ
iα +
∑
n
(
V localn
jβ
iα + δV
nl
n
jβ
iα
))
+EH + Exc
+
∑
n
1
2
MnR˙n +
∑
n<m
1
4pi
ZnZm
‖Rn −Rm‖
= E
In other words, the energy function is just the total energy of the system under
Ehrenfest dynamics within the approximation of the representation under a (possibly
incomplete) PAO basis. As it is shown in [48, pp. 60–61], if ∂L
∂t
= 0 then dh
dt
= dE
dt
= 0.
Therefore, energy is conserved.
The other quantity that is conserved is the total linear momentum P µ. This is
the sum of the classical ionic momentum
∑
nMnR˙
µ
n and the electronic expectation
value 〈pˆµ〉 ≡∑a fa〈ψa|pˆµ|ψa〉. Note that under representation in the PAO basis,
〈pˆµ〉 = −i~
∑
a,iα,jβ
fa
∫
d3rψ∗aiαψ
jβ
a φ
iα(r−Ri) ∂
∂rµ
φjβ(r−Rj)
= i~
∑
iα,jβ
4iαjβ,µρjβiα(2.86)
where lemma A.0.1 has been used. Hence
d
dt
〈pˆµ〉 = i~
∑
iα,jβ
(
4˙iαjβ,µρjβiα +4iαjβ,µρ˙jβiα
)
20The same is of course also true for the basis-independent equations of motion derived from
Lagrangian functions given in equations (2.42a) or (2.42b) and (2.26), as they also do not depend
explicitly on time.
21The same results would follow if equation (2.59) was used instead.
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The expressions for 4˙iαjβ,µ and ρ˙jβiα were given in equations (2.65) and (2.69) re-
spectively, and therefore,
d
dt
〈pˆµ〉 = i~
∑
iα,jβ,ν
((
R νi −R νj
)
iαµ;jβ,νρjβiα
)
+
∑
iα,jβ,kγ
(
4iαjβ,µHjβkγ ρkγiα −4iαjβ,µρjβkγHkγiα
)
− i~
∑
iα,jβ,kγ,ν
(
4iαjβ,µR˙ νk 4jβkγ,νρkγiα −4iαjβ,µR˙ νi 4kγiα,νρjβkγ
)
Following the same steps used in the derivation of the expression for δA~
δR µn
, in section
2.6.1, one renames the dummy summation variables and uses corollaries A.0.1 and
A.0.2 to reach
(2.87)
d
dt
〈pˆµ〉 =
∑
iα,jβ,kγ
(
4iαjβ,µHjβkγ ρkγiα + c.c.
)
− i~
∑
iα,jβ,ν
(
R νj iαµ;jβ,νρjβiα − c.c.
)
− i~
∑
iα,jβ,kγ,ν
(
4iαjβ,µR˙ νk 4jβkγ,νρkγiα − c.c.
)
On the other hand, using equation (2.85), the last three terms in the expression for
the rate of change of the total ionic momentum are
(2.88)
∑
n
MnR¨n,µ = · · · −
∑
nα,jβ,kγ
(
4nαjβ,µHjβkγ ρkγnα + c.c.
)
+ i~
∑
nα,jβ,ν
(
R˙ νj nαµ;jβ,νρjβnα − c.c.
)
+ i~
∑
nα,jβ,kγ,ν
(
R˙ νj 4nαjβ,µ4jβkγ,νρkγnα − c.c.
)
Using the fact that
∑
ν R˙
ν
j 4jβkγ,ν =
∑
ν R˙
ν
k 4jβkγ,ν (from equation (2.71)), one may
then observe that the last three terms cancel with equation (2.87).
The rest of the terms in
∑
nMnR¨
µ
n , takes forms such as∑
n,iα,jβ
(
δin〈 ∂
∂R µi
φiα|Tˆ (1)|φjβ〉ρjβiα + c.c.
)
=
∑
nα,jβ
(
〈 ∂
∂R µn
φnα|Tˆ (1)|φjβ〉ρjβnα + c.c.
)
Noting remark A.0.1 and the fact that a real PAO basis is used, so that for any Vˆ
independent of {Rn}
〈 ∂
∂R µi
φiα|Vˆ |φjβ〉 = −〈 ∂
∂R µj
φjβ|Vˆ |φiα〉
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one obtains (using the fact the indices behave like ordinary tensor indices)
∑
nα,jβ
(
〈 ∂
∂R µn
φnα|Tˆ (1)|φjβ〉ρjβnα + c.c.
)
= −
∑
nα,jβ
(
〈 ∂
∂R µj
φjβ|Tˆ (1)|φnα〉ρnαjβ + c.c.
)
Note that the two complex conjugate terms have been swapped on the right-hand
side, and the fact
(
ρ nαjβ
)∗
= ρnαjβ has been used. Hence, the term vanishes. The
same must also apply for the VˆH+xc term.
For the pseudopotential terms, the form given in equation (2.80) can be used
∑
n,iα,jβ,m
(
∂
∂R µn
(
δV nlm
iα
jβ + δV
nl
m
iα
jβ
))
ρjβiα =
∑
n,iα,jβ,m
(
∂
∂R µn
V PSm
iα
jβ
)
ρjβiα
=
∑
nα,jβ,m
〈 ∂
∂R µn
φnα|Vˆ PSm |φjβ〉ρjβnα
+
∑
iα,jβ,n
〈φiα| ∂
∂R µn
Vˆ PSn |φjβ〉ρjβiα
+
∑
iα,nβ,m
〈φiα|Vˆ PSm |
∂
∂R µn
φnβ〉ρnβiα
Using corollary A.0.3, it immediately follows that the right hand side equals 0.
And finally, for the ion-ion Coulomb interaction forces, one notes Rnm = −Rmn
and hence
∑
n6=m
q2e
4pi0
ZnZm
‖Rnm‖3Rnm,µ = −
∑
n6=m
q2e
4pi0
ZmZn
‖Rmn‖3Rmn,µ = 0
Therefore, the total momentum P µ is a constant in time (∀µ).
It is important to note that the ions do not by themselves obey Newton’s third
law. This is because the total ionic linear momentum, being the negative of the
expectation value of the electronic momentum, is not in general zero. It may be
tempting to argue that the non-zero terms in the total ionic momentum all come
from the Pulay force terms, and hence are an artifact of the incompleteness and
time dependence of the chosen basis. However, this is not the case. First of all,
although in equation (2.88) the two Pulay terms with i~ factors in front are artifacts
of incompleteness, the other term is due to the moving basis and is physical. If one
were to choose a fixed basis (such as basis of planewaves) that does not change in
time, the pseudopotential terms would produce a contribution of the form
∑
n,α,β,m
(
∂
∂R µn
V PSm
α
β
)
ρβα =
∑
α,β,n
〈φα| ∂
∂R µn
Vˆ PSn |φβ〉ρβα
In this case corollary A.0.3 would no longer apply and this term would be non-zero.
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2.8 Ehrenfest Equations Of Motion Under Tight-
Binding
The Ehrenfest MD equations of motion derived above are general and apply to any
problem formulated in the framework of single-particle time-dependent Kohn-Sham
equations, with orbitals represented in any atomic centred basis set which may or
may not be orthogonal or complete. However, since the simulation results presented
in chapters 4 and 6 involve tight-binding methods implemented in Plato, it is ap-
propriate to have a brief discussion of these methods and how the tight-binding
approximation affects the form of the Ehrenfest equations.
2.8.1 Self-Consistent Tight-Binding Model
This section gives a quick overview of the non-orthogonal tight-binding model imple-
mented in Plato and used extensively for this work. The model is a slightly modi-
fied version of the tight-binding model developed by Frauenheim and co-workers[115].
The monopole charge self-consistent correction to the model is based on the approach
by Elstner et al.[39].
Central to nearly all tight-binding models is the Harris-Foulkes energy[44, 51],
which is essentially the (time-independent) Kohn-Sham energy (equation) but with
the total density replaced by an overlap of the set of atomic densities ρA =
∑
i ρ
A
i (i
are ionic indices):
EHF[ρ
A] = 〈H[ρA]〉+ Exc[ρA] + q
2
e
8pi0
∑
ij
ZiZj
‖Ri −Rj‖
− q
2
e
8pi0
∫
d3rd3r′
ρA(r)ρA(r′)
‖r− r′‖ −
∫
d3r qevxc([ρ
A], r)ρA(r)
where 〈H〉 is the expectation value—band energy—of the Hamiltonian. The Hamil-
tonian is then regrouped into three parts: kinetic, “neutral atom potential” and
“crystal field”:
Hˆ = Tˆ +
∑
i
Vˆ locali + VˆH︸ ︷︷ ︸
Vˆ (n.a.)
+
∑
i
δVˆ nli + Vˆxc︸ ︷︷ ︸
Vˆ crystal
All operators and states are represented by a minimal non-orthogonal valence
electron PAO basis set. Each basis function is centred on an atom and is an eigenstate
of a modified self-consistent LDA[112] atomic Kohn-Sham Hamiltonian, with an extra
confinement potential of the shape ∼ r2 (with r being the radial coordinate). The
confinement potential helps to create “squeezed” PAOs, which correspond better to
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the atomic orbitals in bonding environments.
Frauenheim makes the approximation that all three-centred Hamiltonian matrix
elements (e.g. 〈φiα|V localk |φjβ〉, k 6= i 6= j) and the crystal field terms are dropped,
and all terms other than the band energy in the Harris-Foulkes energy expression are
grouped into a short-ranged repulsive pair potential Vrep(‖Ri −Rj‖), so that
EFTB = 〈HˆFTB〉+
∑
i<j
Vrep(‖Ri −Rj‖)
The on-site overlap matrix elements are all equal to one, and the on-site elements
of HˆFTB are approximated to free-atom eigenvalues. The only remaining matrix ele-
ments are two-centred integrals, which depend solely on the radial distance between
the two orbital centres. All matrix elements may thus be calculated and recorded
in Slater-Koster tables[128], so that later calculations can recreate the Hamiltonian
or the overlap matrices by performing interpolation on the tabulated results. The
pair potential Vrep is fitted against results obtained from pairs of atoms using self-
consistent LDA calculations. The hydro-carbon parameters used by Plato are ob-
tained from the seminal paper [115], and are fitted against what are considered
optimal bond-lengths for C–C and C–H.
Self-consistency is introduced by adding the Coulomb interactions between the
spherical or three-dimensional Gaussian charge distributions of the atoms[63]. More
precisely, if the single particle density matrix is ρiαjβ, then the charge on atom i is
given by the Mulliken partial population method—see B.1:
Ni =
∑
α
ρiαiα
and the self-consistent energy correction to EFTB is given as
∆ESC =
q2e
8pi0
∑
ij
NiNjγij
where
γij ≡
∫
d3rd3r′
Fi(‖r−Ri‖)Fj(‖r′ −Rj‖)
‖r− r′‖
and Fi/j can either be a spherical function or a Gaussian centred on atom i/j. In
Plato, Fi/j are chosen to be 3D Gaussian functions for ease of computation. The
corrected total energy is then
ESCC-FTB = EFTB + ∆ESC
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The associated potential due to the correction term can be computed by taking
derivative of ∆ESC with respect to the density, and is given as
(VSC)
iα
jβ =
q2e
8pi0
∑
k
Nk(γik + γjk)δ
iα
jβ
The self-consistent Hamiltonian HSCC-FTB gains the additional term VSC and thus
depends on the charge distribution, requiring a self-consistent solution to be found.
2.8.2 Ehrenfest Equations Under Tight-Binding
The derivation of the equations of motion for the Frauenheim TB model follows
the exact same lines as the derivation of equations (2.63) and (2.85) for the general
TDDFT case. Repeating the derivations here would be tedious and hence only the
results are presented. By inspection, the reader can observe that there are no real
differences between the equations for the full TDDFT and those for the Frauenheim
TB model.
The electronic equation of motion is given by
i~ψ˙ iαa =
∑
jβ,µ
(
HSCC-FTB
iα
jβ − i~(Rj)µ4iαjβ,µ
)
ψ jβa
For the ionic equations of motion, it is more convenient in this case to choose ψiα
and ψiα∗ as the independent variables in the Lagrangian—see beginning of section
2.6.3—and then follow the same line of derivation as for equation (2.85). Since the
Frauenheim TB Hamiltonians contain only two-centre terms, one can simply write
the ionic equation of motion as:
MnR¨n,µ = −
∑
iα,jβ
∂
∂Rnµ
(HFTB)iαjβρ
jβiα
−
∑
iα,jβ
∂
∂Rnµ
(∆VSC)iαjβρ
jβiα
−
∑
m
(m 6=n)
∂
∂Rnµ
Vrep(‖Rn −Rm‖)
−
∑
iα,jβ,kγ
(
δin4iαjβ,µ(HSCC-FTB)jβkγρkγiα + c.c.
)
+ i~
∑
iα,jβ,ν
(
δinR˙
ν
j iαµ;jβ,νρjβiα − c.c.
)
+ i~
∑
iα,jβ,kγ,ν
(
δinR˙
ν
j 4iαjβ,µ4jβkγ,νρkγiα − c.c.
)
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where the first term corresponds to the ionic force contribution from the non-self-
consistent Hamiltonian of Frauenheim TB. This Hamiltonian is given as a set of
parameters in a Slater-Koster table, and is only dependent on the distances between
pairs of ions. The second term is the contribution from the self-consistent correction
term, whose dependence on the ionic coordinates comes both from the overlap—
leading to 4iαjβ,µ contributions—and the γij function given in the previous section.
The third term is the contribution from the repulsive pair potential, which is another
function that only depends on the ionic distances and is obtained from a Slater-
Koster table. The remaining terms are the Pulay forces, which are present due to
the moving and incomplete basis set. Note that the VSC term also contains a Pulay
force due to its dependence on the overlap matrix.
Within the tight-binding approximation, the non-self-consistent Hamiltonian
(HFTB)iαjβ, overlap Siαjβ and pair potential Vrep are all two-centre integrals repre-
sented on a Slater-Koster table. Unlike for the full TDDFT case, the actual basis
functions are not available and there is no real-space integration grid. This means
that derivatives with respect to the ionic coordinates depend solely on the spline-
interpolated derivatives of parameters taken from the Slater-Koster tables.
It turns out, however, that the spatial derivatives of the radial components of
functions defined in Slater-Koster tables are not as straightforward as might be ex-
pected. The next section is devoted to this particular issue.
2.9 Derivatives Of Slater-Koster Functions
As mentioned in the last section, the derivatives with respect to the ionic coordi-
nates of the physical quantities defined in a Slater-Koster table are crucial for doing
molecular dynamics within the tight-binding approximation. One of the main dif-
ficulties in getting the correct derivatives is related to the on-site matrix elements.
It is found, that even if the on-site matrix elements stay the same throughout the
course of a MD simulation—for example, the diagonal elements of the overlap matrix
are always one—their derivatives with respect to the radial distances between two
atomic centers may not always vanish. This section sets out to explain why this is
the case. Since all functions in a Slater-Koster table are essentially the same, the
overlap matrix is used in this section for the derivation of Slater-Koster derivatives.
The results, however, are quite general.
Consider the partial spatial derivative of the overlap matrix:
(2.89) 〈φiα(Ri)| ∂
∂R µj
|φjβ(Rj)〉 =
∫
d3rφiα(r−Ri) ∂
∂R µj
φjβ(r−Rj)
where |φiα〉 are the PAO basis functions.
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Noting22 that ∂f(x−y)
∂x
= −∂f(x−y)
∂y
, one can rewrite equation (2.89) as
〈φiα(Ri)| ∂
∂R µj
|φjβ(Rj)〉 = −
∫
d3rφiα(r−Ri) ∂
∂rµ
φjβ(r−Rj)
=
∫
d3r
(
∂
∂rµ
φiα(r−Ri)
)
φjβ(r−Rj)
= −
∫
d3r
(
∂
∂R µi
φiα(r−Ri)
)
φjβ(r−Rj)
where integration by parts is used in the second step and it has been assumed that
the basis functions vanish as ‖r‖ → ∞. Adding to the mix the fact that all terms
here are real, it follows that
(2.90) 〈φiα| ∂
∂R µj
|φjβ〉 = −〈φjβ| ∂
∂R µi
|φiα〉∗ = −〈φjβ| ∂
∂R µi
|φiα〉
More significantly, by taking note that Siαjβ ≡ 〈φiα|φjβ〉 is a function of Rij =
Rj −Ri, on assumption that ∇RijSiαjβ is defined, equation (2.89) can be written as
〈φiα(Ri)| ∂
∂R µj
|φjβ(Rj)〉 = −
∫
d3rφiα(r−Ri) ∂
∂rµ
φjβ(r−Rj)
= −
∫
d3r′ φiα(r′)
∂
∂r′µ
φjβ(r
′ −Rij)
=
∫
d3r′ φiα(r′)
∂
∂R µij
φjβ(r
′ −Rij)
=
∂
∂R µij
Siαjβ(2.91)
where r′ = r−Ri, ∂∂r′µ =
∑
ν
∂rν
∂r′µ
∂
∂rν
= ∂
∂rµ
, and the Jacobian
∣∣ ∂rµ
∂r′ν
∣∣ is one.
From now on, the notation will be simplified by denoting Rij as R = (R
1, . . . , RN).
2.9.1 Derivative of Sisjs
From the Slater-Koster table[128]:
(2.92) Sisjs(R) = Sssσ(‖R‖)
Hence
(2.93)
∂
∂Rµ
Sisjs = S
′
ssσ(‖R‖)
∂‖R‖
∂Rµ
= S ′ssσ(‖R‖)
Rµ
‖R‖
22This can be easily proven: define z = x− y and use the chain-rule.
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The Case of i 6= j
In the case of i 6= j, R = Rj − Ri is non-zero23, and hence equation (2.93) is well
defined. The radial derivative S ′ssσ(‖R‖) may be calculated from the spline.
The Case of i = j
When i = j, R = 0. Note that the quantity R‖R‖ in equation (2.93) is undefined at
R = 0, and the limit at 0 does not exist24. However it is known that Sssσ(‖R‖) has
a stationary (maximum) point at R = 0, and hence S ′ssσ(0) = 0. Thus using lemma
A.0.3, it is possible to show:
(2.94) lim
R→0
i→j
∂
∂Rµ
Sisjs(R) = lim
R→0
S ′ssσ(‖R‖)
R
‖R‖ = 0
Hence the diagonal term vanishes. This can be seen also from the fact that the
matrix ∂
∂R µij
Siαjβ is anti-symmetric
25. Indeed from equation (2.90)
∂
∂R µij
Siαjβ = 〈φiα|
∂
∂R µj
|φjβ〉 = −〈φjβ| ∂
∂R µi
|φiα〉
But by renaming i↔ j and α↔ β in equation (2.91) one obtains
(2.95)
∂
∂R µij
Siαjβ = −〈φjβ|
∂
∂R µi
|φiα〉 = − ∂
∂R µji
Sjβiα
2.9.2 Derivative of Sisjpx
Consider the particular overlap element Siαjβ , with α = s and β = px. Using the
Slater-Koster table[128],
(2.96) Sisjpx (R) = Sspσ(‖R‖)
R1
‖R‖
The terms associated with spy and spz are similar.
23The case of complete overlapping of two atoms is considered to be unphysical, the electro-static
potential energy will diverge at that point.
24 R
‖R‖ will always have length equal to 1 for all R, hence the limit cannot be zero, and must have
a well defined direction. This direction is determined by R, and is not defined at the limit R→ 0.
25Notice that upon switching indices i↔ j and α↔ β, the derivative also changes from ∂
∂R µij
to
∂
∂R µji
(= − ∂
∂R µij
).
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The Case of i 6= j
If i 6= j then ‖R‖ > 0, and hence
(2.97)
∂
∂Rµ
Sisjpx (R) = S
′
spσ(‖R‖)
∂‖R‖
∂Rµ
R1
‖R‖ + Sspσ(‖R‖)
∂
∂Rµ
(
R1
‖R‖
)
= S ′spσ(‖R‖)
RµR
1
‖R‖2 +
(
δ1µ
1
‖R‖ −
RµR
1
‖R‖3
)
Sspσ(‖R‖)
The Case of i = j
Assuming the radial function Sspσ(‖R‖) is continuous and differentiable, it is possible
to Taylor expand the function Sspσ(‖R‖) about ‖R‖ = 0, and substitute this into
equation (2.96). This gives
Sisjpx (R) =
(
Sspσ(0) + S
′
spσ(0)‖R‖+ S ′′spσ(0)
‖R‖2
2!
+O(‖R‖3)
)
R1
‖R‖
= Sspσ(0)
R1
‖R‖ + S
′
spσ(0)R
1 + S ′′spσ(0)
R1‖R‖
2!
+O(‖R‖2)
Using the fact that Sspσ(0) = 0, one therefore obtains
(2.98) Sisjpx (R) = S
′
spσ(0)R
1 + S ′′spσ(0)
R1‖R‖
2!
+O(‖R‖2)
Using
∂R1‖R‖
∂Rµ
= δ1µ‖R‖+R1
Rµ
‖R‖
one finds
∂
∂Rµ
Sisjpx (R) = S
′
spσ(0)δ
1
µ +
1
2
S ′′spσ(0)
(
δ1µ‖R‖+R1
Rµ
‖R‖
)
+O(Rµ)
Now, lemma A.0.2 shows that in the limit i = j and hence R→ 0:
(2.99) lim
R→0
i→j
∂
∂Rµ
Sisjpx (R) = S
′
spσ(0)δ
1
µ
Therefore, the derivative of the overlap at i = j for α = s and β = px is well defined.
This result is significant because S ′spσ(0) in general is not zero, and therefore, the
on-site matrix elements that are generated by overlap of s and p type orbitals that
belong to the same atom is non-zero.
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2.9.3 Derivative of Sipxjpx
From the Slater-Koster table[128]:
(2.100) Sipxjpx =
(R1)2
‖R‖2Sppσ(‖R‖) +
(
1− (R
1)2
‖R‖2
)
Spppi(‖R‖)
The expressions for Sipyjpy and Sipzjpz are similar.
The Case of i 6= j
If i 6= j, then ‖R‖ > 0, and hence
(2.101)
∂
∂Rµ
Sipxjpx (R) =
(
2R1
‖R‖2 δ
1
µ −
2(R1)2Rµ
‖R‖4
)
Sppσ(‖R‖)
+
(R1)2Rµ
‖R‖2 S
′
ppσ(‖R‖)−
(
2R1
‖R‖2 δ
1
µ +
2(R1)2Rµ
‖R‖4
)
Spppi(‖R‖)
+
(
Rµ
‖R‖ −
(R1)2Rµ
‖R‖3
)
S ′pppi(‖R‖)
The Case of i = j
The derivative ∂
∂Rµ
Sipxjpx (R) at R = 0, and i = j is zero. This comes from the fact
that it is a diagonal element of an anti-symmetric matrix.
The result can also be derived the hard way by following the procedure involving
Taylor expansions similar to that described in section 2.9.2, and by noting that
Sppσ(0) = Spppi(0) and S
′
ppσ(0) = S
′
pppi(0) = 0.
2.9.4 Derivative of Sipxjpy
From the Slater-Koster table[128]:
(2.102) Sipxjpy (R) =
R1R2
‖R‖2
(
Sppσ(‖R‖)− Spppi(‖R‖)
)
The expressions for Sipxjpz and Sipyjpz are similar.
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The Case of i 6= j
In this case ‖R‖ > 0, and hence
(2.103)
∂
∂Rµ
Sipxjpy (R)
=
∂
∂Rµ
(
R1R2
‖R‖2
)(
Sppσ(‖R‖)− Spppi(‖R‖)
)
+
R1R2
‖R‖2
(
S ′ppσ(‖R‖)− S ′pppi(‖R‖)
) Rµ
‖R‖
=
(
R2δ1µ +R
1δ2µ
‖R‖2 − 2
R1R2Rµ
‖R‖4
)(
Sppσ(‖R‖)− Spppi(‖R‖)
)
+
R1R2Rµ
‖R‖3
(
S ′ppσ(‖R‖)− S ′pppi(‖R‖)
)
The Case of i = j
In this case the quantity 1‖R‖ is undefined, and one needs to follow the steps intro-
duced in section 2.9.2. Assuming the radial functions Sppσ(‖R‖) and Spppi(‖R‖) are
continuous and differentiable at about ‖R‖ = 0, one can Taylor expand the radial
functions:
Sppσ(‖R‖) = Sppσ(0) + S ′ppσ(0)‖R‖+
1
2
S ′′ppσ(0)‖R‖2 +
1
6
S ′′′ppσ(0)‖R‖3 +O(‖R‖4)
(2.104)
Spppi(‖R‖) = Spppi(0) + S ′pppi(0)‖R‖+
1
2
S ′′pppi(0)‖R‖2 +
1
6
S ′′′pppi(0)‖R‖3 +O(‖R‖4)
(2.105)
Substituting equations (2.104) and (2.105) back into equation (2.102) gives
(2.106) Sipxjpy (R) =
R1R2
‖R‖2
(
Sppσ(0)− Spppi(0)
)
+
R1R2
‖R‖
(
S ′ppσ(0)− S ′pppi(0)
)
+
1
2
R1R2
(
S ′′ppσ(0)− S ′′pppi(0)
)
+
1
6
R1R2‖R‖(S ′′′ppσ(0)− S ′′′pppi(0))+O(‖R‖2)
Now, by taking note of the fact that Sppσ(0) = Spppi, the first derivatives of the
ppσ and pppi terms vanish at ‖R‖ = 0. This is because both functions have a local
stationary point there. Hence, the first two terms in equation (2.106) vanish. Taking
the derivative gives
∂
∂Rµ
Sipxjpy (R) =
1
2
(
R1δ2µ +R
2δ1µ
)(
S ′′ppσ(0)− S ′′pppi(0)
)
+
1
6
(
R1‖R‖δ2µ +R2‖R‖δ1µ +
R1R2Rµ
‖R‖
)(
S ′′′ppσ(0)− S ′′′pppi(0)
)
+O(‖R‖2)
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Taking the limit i→ j and hence R→ 0, and using lemma A.0.3, it follows that
(2.107) lim
R→0
i→j
∂
∂Rµ
Sipxjpy (R) = 0
2.9.5 Higher Angular Momentum Terms
As the angular momentum quantum numbers increase the expressions for the deriva-
tives become more and more complicated. It is not clear if the limits of derivatives of
higher angular momentum matrix elements exist at ‖R‖ = 0. Due time constraints,
and due to the fact that the simulations performed in this work did not need the
inclusion of d or f orbitals, the author will leave the derivations for higher angular
momentum terms to possible future investigation. The expressions derived above for
s and p orbitals were sufficient for the project.
Note that, for full TDDFT simulations with access to wavefunctions and integra-
tion grids, the complexity of the Slater-Koster derivatives becomes less of an issue.
It should in general be more efficient to work directly with the derivatives of the
wavefunctions in the same form as those written explicitly in equations (2.63) and
(2.85). Also, as long as the basis functions are smooth, the expressions such as
〈 ∂
∂R µi
φiα|Oˆ|φjβ〉 should always be well be behaved, even in the limit of i = j.
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Chapter 3
Implementation of Ehrenfest
Dynamics in Plato
This chapter describes the implementation of the Ehrenfest MD equations of motions
in Plato. The main focus of this chapter is the different approximations used for
the implementation of the electronic propagator.
3.1 The Plato Code
The Package for Linear Combination of Atomic Orbitals (Plato [69, 70] is a code for
calculating electronic structures using pseudo-atomic orbitals as the basis set. Both
ab initio self-consistent Kohn-Sham DFT and ab initio self-consistent non-orthogonal
tight-binding models based on the work of Frauenheim et al.[115] are implemented.
To solve the coupled dynamical equations given in the form of equations (2.63)
and (2.85), and to study the evolution of a given system in real-time, the electronic
wavefunctions (or densities) and the ionic positions are propagated in time, in discrete
time steps starting from an initial condition.
Born-Oppenheimer MD is already available in Plato, and many of the methods
for calculating forces and updating ionic coordinates can be reused for Ehrenfest
MD. For a typical Born-Oppenheimer MD iteration with full DFT, this sequence is
followed:
1. Start from an initial guess of the electron density as a sum of atomic densities.
Use this as the input density.
2. Consider the ionic positions and electron density at time tm
3. From the ionic coordinates, work out neighbour-lists and construct the overlap
matrix at tm
4. Construct the Hamiltonian matrix at tm using the input density and ionic
coordinates at tm
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5. Diagonalise the Hamiltonian and populate the eigenstates with the correct num-
ber of electrons for the system. Obtain the Fermi energy and occupancy func-
tions at tm
6. Build the output density matrix from eigenstates and occupancy functions at
tm
7. Is the difference between the output density matrix and the input density ma-
trix small enough? If yes, continue; if not then mix the output charge density
(function) with the input charge density (function) to form a new input density
and repeat from step 4
8. From the self-consistent density and Hamiltonian, calculate the forces on the
ions at tm
9. Update the ionic velocities at tm
10. Move ions to tm+1. Take self-consistent density at tm as the input density for
tm+1. Increase m by one and repeat from step 3
Note that the ionic propagation is done using the Beeman[7] algorithm. More details
on the ionic propagator are presented in section 3.4. If one is using self-consistent non-
orthogonal tight-binding, then instead of working with charge densities, the Mulliken
partial populations are calculated per atomic site, and this information is fed into
the self-consistent correction term discussed in section 2.8.1, which is then fed back
into the Hamiltonian in step 4. The self-consistency criterion for non-orthogonal
tight-binding is the same as that for self-consistent DFT calculations.
If self-consistency is switched off, the DFT and tight-binding methods behave
slightly differently. For DFT calculations, the Harris-Foulkes energy (see section
2.8.1) is calculated from the initial guess of the atomic electron densities. No terms
in energy or the Hamiltonian are omitted; it is only that no self-consistency loops are
performed. For the tight-binding calculations, however, if self-consistency is turned
off, the self-consistency correction term in the Hamiltonian and the corresponding
double-counting correction energy term are omitted from the calculations.
Ehrenfest MD demands a slightly different work-flow:
1. Start from a full self-consistent calculation of the ground-state—as discussed
in section 2.5.4 this makes the initial conditions for Ehrenfest MD well defined.
2. Calculate the Born-Oppenheimer forces, all quantities regarded as at tm
3. Move ions from their positions at tm to their positions at tm+1
4. Using the overlap matrix at tm, calculate the gradient of the overlap at tm
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5. Propagate the wavefunctions from tm to tm+1
6. Using the ionic positions at tm+1, update neighbour lists to tm+1
7. Update the overlap matrix and and its gradient from tm to tm+1
8. Update the density matrix and the charge density from tm to tm+1
9. Update the Hamiltonian from tm to tm+1
10. Update the Ehrenfest forces (on ions) from tm to tm+1
11. Update the ionic velocities from tm to tm+1
12. All quantities now at tm+1. Increase m by 1 and repeat from step 3
Again, the ionic propagation is carried out using Beeman’s method (more on this in
section 3.4). Note that the above work-flow is only a rough guide to the sequence of
quantities calculated under Ehrenfest MD. In practice, the exact sequence of events
depends on the electronic propagator used. Many propagators use wavefunctions
from more than one previous time steps, and may not use the Hamiltonian at tm
to propagate wavefunctions from tm to tm+1. For example, the 2nd order Magnus
propagator—which is one of the propagators that have been implemented in Plato
and is discussed in section 3.3.5—uses the Hamiltonian at tm to propagate wavefunc-
tions from tm−1 to tm+1.
Generally speaking, the electronic propagator is usually the determining factor in
the stability and accuracy of Ehrenfest MD. The ionic propagation involves solving a
well known classical problem, and the ions in general evolve much more slowly than
electron densities, so the maximum allowed time-step-size (before iterations become
unstable) is determined by the electronic propagator. Therefore, compared with
the stability of the propagation of the electronic degrees of freedom, the stability
of the ionic propagators become less of a concern. For this reason, the majority of
this chapter and the following chapter 4 concerns the propagation of the electronic
degrees of freedom.
3.2 Brief Overview Of Electronic Propagators
Ever since real-time simulations of quantum mechanical systems became practical re-
alities, much work has been done[26, 75, 81] on methods of solving the time-dependent
Schro¨dinger equation (or equivalently the quantum Liouville equation for the density
matrix) and propagating electronic states forward in time.
Generally speaking, the electronic propagation problem is to solve
(3.1) i~ψ˙ = H(t)ψ(t)
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where H may not be just the Hamiltonian or even a Hermitian matrix, as will be
shown in section 3.3. The solution can be represented in the form of the time-
evolution operator U(t2, t1), also known simply as the electronic propagator. U
satisfies
i~
d
dt
U(t, t0) = H(t)U(t, t0)
which can be re-expressed in terms of a Dyson’s series expansion:
U(t2, t1) = 1+
−i
~
∫ t2
t1
dτ1 H(τ1) +
(−i
~
)2 ∫ t2
t1
dτ1
∫ τ1
t1
dτ2H(τ1)H(τ2) + · · ·
≡ T exp
(−i
~
∫ t2
t1
dτ H(τ)
)
(3.2)
where T is the time ordering operator. Use of U(t, t0) allows states at any time t to
be obtained from states at the initial time of t0:
ψ(t) = U(t, t0)ψ(t0)
3.2.1 Important Physical Symmetries
The stability of an iterative time-dependent Schro¨dinger equation solver, either in
the form of an approximation to the U(t2, t1) operator or as a method to solve the
TDSE directly, depends on whether it preserves two important symmetry properties
of the exact electron propagator.
Unitarity The unitarity of a propagator is important in that it preserves the val-
ues of inner-products between the time-propagated wavefunctions. The exact time-
propagation of two states ψ1(t) and ψ2(t) preserves not only the norm of each individ-
ual state but also the “angle” or overlap between the two states. Any approximation
that does not preserve these two properties leads to the possible gradual accumu-
lation of errors resulting in an overall increase in wavefunction amplitudes; or to
incorrect expectation values and overlaps between the wavefunctions. Both of these
can lead to instabilities in the calculations.
Time Reversal Symmetry In the absence of an external magnetic field, the
electronic propagator exhibit time-reversal symmetry, in that U(t1, t2)U(t2, t1) = 1.
The lack of time-reversal symmetry in the approximated time-evolution introduces
a dissipative process, which will inevitably lead to drifts in the total energy of an
isolated system and result in a build-up of error.
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3.2.2 Global Expansion Propagators
This class of methods aims to give a good approximation to U(t2, t1) through series
expansion, so that the approximated U(t2, t1) may be used in place of the exact
propagator. The most well known global schemes are the Chebyshev[28, 32, 139] and
Lanczos methods[109]. They try to find optimal approximations to the propagator
in the form
U(t2, t1) = exp
(−i
~
H(t2 − t1)
)
where the operator H is independent of time, using either a Chebyshev polynomial
expansion or the Lanczos recursive subspace projection method. The Chebyshev
polynomial expansion method has proved to be popular and later work extended
it to work with time-dependent H operators[4, 64, 103, 155, 156, 162]. Generally
speaking, these methods provide good stability and allow long time steps[81] to be
taken. However, the computational cost required at each time step is high and
Chebyshev methods become inefficient when small time-steps are required to look at
the detailed transient behaviors of quantum systems in time.
A special class of propagators in this category are the Magnus expansion [6,
10, 11, 56, 83] propagators. The Magnus expansion method deals directly with the
Dyson series expansion (equation (3.2)) of the electronic propagator when H is time
dependent. The method replaces the time-ordered Dyson series with an non-time-
ordered exponential of an operator. This allows the time-dependent H version of the
propagator U(t2, t1) to be rigorously approximated into a e
Ω(t) form, which can be
easily dealt with using existing procedures such as Chebyshev methods.
3.2.3 Hamiltonian Decomposition Or Splitting Methods
This class of methods[89, 136, 158], also known as Suzuki-Trotter[136] methods, takes
advantage of the forms of the terms in the Hamiltonian when represented in different
basis. For example, the kinetic part of the Hamiltonian is diagonal in Fourier space,
while short-ranged interaction parts may be nearly diagonal in real space. The basic
idea of this class of propagators is to approximate the single exponential form of
U(t2, t1) into several factors:
e
−i
~ H∆t ≈ eτ1V1∆teτ2V2∆t · · ·
for some parameters τi, so that each individual piece contains parts of the Hamilto-
nian that assume near diagonal form in a particular basis and can thus be approx-
imated with a high degree of accuracy. Because the factorised exponentials exhibit
the same properties as the original propagator, this method is both unitary and
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time-reversal symmetry preserving. Traditionally, these methods assumes a time-
independent H. However, work has been done to extend the methods to work with
time-dependent potentials[138].
3.2.4 General Differential Equation Solvers
These are classes of global propagators that are widely used as general-purpose differ-
ential equation solvers. The time-dependent Schro¨dinger equation is a first-order dif-
ferential equation in time. Therefore, standard local methods such as Euler, Runge-
Kutta, or multi-step methods etc, may be used to solve for ψ(t). The advantages
associated with these methods are that they are readily available, and most treat
the time-dependence of H naturally. The disadvantages are, however, that these
general solvers often do not take into account the important symmetries of the elec-
tronic propagator. Methods such as Euler and Runge-Kutta are neither unitary or
time-reversal preserving. Nevertheless, methods such as the simple Euler propagator
offers simple solutions to the generation of initial starting wavefunctions for more
sophisticated methods which may require more than one time step of wavefunction
history.
One particular propagator in this category worth mentioning is the Crank Nichol-
son (CN) or middle-point propagator, which approximates U(t2, t1) by:
(3.3) UCN(t+ ∆t, t) ≡
1− i
2~∆tH(t+
1
2
∆t)
1+ i
2~∆tH(t+
1
2
∆t)
which preserves time reversal symmetry and is unitary. Note that, the division of a
matrix here means the product of its inverse.
3.2.5 Remarks
An ideal propagator for Plato should work with both the full self-consistent TDDFT
and the non-orthogonal Frauenheim TB methods. This excludes the Chebyshev and
Lanczos expansion methods. All of these methods require the availability of a real-
space integration grid, and deal with real functions rather than just matrix elements
and vector expansion coefficients.
The requirement for working with TB also excludes the use of splitting methods.
These methods require a Hamiltonian that is separable, and a Fourier space grid for
treating the kinetic energy terms. The non-self-consistent FTB Hamiltonian and the
pair-potentials are given as tabulated matrix elements. It would not be possible to
separate the Hamiltonian into parts describing different interactions.
Of the standard differential equation solvers, the Crank-Nicholson propagator
looks most promising with its symmetry preserving properties. As a preliminary test,
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the author tried the 4-th order Runge-Kutta methods[116] to simulate the oscillation
of a hydrogen dimer, which starts with one hydrogen atom being moved 5% away
from its relaxed position. The non-self-consistent FTB method was used for the
simulation. It is found that the Runge-Kutta method was unstable even for time-
steps as small as 10−5 fs.
If none of the more sophisticated methods can be used due to the simplicity of
tight-binding models, then one might expect the implemented propagator to need
small time-steps to ensure stability and accuracy of the simulations. Therefore,
efficiency and simplicity of the propagator would offer a great advantage as many
time steps are required in a typical calculation.
With these points in mind, the propagators eventually used by Plato are pre-
sented and explained in the rest of this chapter.
3.3 Electronic Propagation
The electronic equation of motion is given by equation (2.63), which may be written
as
i~ψ˙ iαa =
∑
jβ
(
H iαjβ − i~R˙j ·4iαjβ
)
ψ jβa
where Rj ·4iαjβ =
∑
µR
µ
j 4iαjβ,µ. If one defines
(3.4) χiαjβ ≡ H iαjβ − i~R˙j ·4iαjβ
then the components of electronic states ψiα(t) in the real local atomic orbital basis
|φiα(Ri)〉 evolve in time according to
(3.5) ψ˙iα =
∑
jβ
− i
~
χiαjβψ
jβ
which has the same form as the time-dependent Schro¨dinger equation, except that
χ replaces the Hamiltonian due to the use of a time-dependent basis. Using this
notation, the electronic propagator may be expressed as:
(3.6) U iαjβ (t+ ∆t, t) = δ
iα
jβ +
−i
~
∫ t+∆t
t
dt′1 χ
iα
jβ(t
′
1)
+
(−i
~
)2 ∫ t+∆t
t
dt′1
∫ t′1
t
dt′2
∑
kγ
χiαkγ(t
′
1)χ
kγ
jβ(t
′
2) + · · ·
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or written formally as:
(3.7) U iαjβ (t+ ∆t, t) = T exp
(
− i
~
∫ t+∆t
t
dt′ χiαjβ(t
′)
)
Using the up-down D matrix notation for all operators (see section 2.1), then
D
[
Uˆ
]
= T exp
(
− i
~
∫ t+∆t
t
dt′D[χˆ] (t′)
)
It can be shown that D[χˆ] satisfies:
(
χ iαjβ
)∗
=
(
H iαjβ
)∗
+ i~
∑
µ
R˙ µj
(4 iαjβ ,µ)∗
= H iαjβ − i~
∑
µ
R˙ µj 4iαjβ,µ
= χiαjβ
where point 2 from corollary A.0.1 is used. Hence in terms of matrix representation:
D[χˆ]† = SD[χˆ] S−1
which from equation (2.4) shows that χˆ is hermitian, just like Hˆ, however its matrix
representation is not a hermitian matrix.
Similarly, the unitary property of Uˆ is represented in terms of matrices as:
D
[
Uˆ †
]
SD[U ]
=
(
T exp
(
+
i
~
∫ t+∆t
t
dt′D[χˆ†(t′)]))S(T exp(− i
~
∫ t+∆t
t
dt′D[χˆ(t′)]
))
=
(
TS exp
(
+
i
~
∫ t+∆t
t
dt′D[χˆ(t′)]
)
S−1
)
S
(
T exp
(
− i
~
∫ t+∆t
t
dt′D[χˆ(t′)]
))
= S
It is important to note that D[χˆ] is not a Hermitian matrix, and D
[
Uˆ
]
is not a
unitary matrix. However, they represent a Hermitian and an unitary operator, re-
spectively, and retain their properties when operating on the vector representations
of the wavefunctions.
3.3.1 Slowly-Varying-χ Approximation
Since it is expected that the time-steps to be taken are going to be relatively small,
it is reasonable to explore the approximation when the variation of χˆ in time is much
slower than that of the electronic wavefunctions.
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If χiαjβ is time independent, then by noting that∫ t+∆t
t
dt′1
∫ t′1
t
dt′2· · ·
∫ t′n−1
t
dt′n
∑
kγ,...,nν,...,mµ
χiαkγ(t
′
1)χ
kγ
nν(t
′
2) · · ·χmµjβ(t′n)
=
1
n!
∫ t+∆t
t
dt′1
∫ t+∆t
t
dt′2· · ·
∫ t+∆t
t
dt′n
∑
kγ,...,nν,...,mµ
χiαkγχ
kγ
nν · · ·χmµjβ
=
1
n!
(∆tχiαjβ)
n
equation (3.6) simplifies to a simpler exponential:
(3.8) U iαjβ(t+ ∆t, t) = e
− i~∆tχiαjβ
Clearly, even if the ions are frozen in time, and therefore the second part in χiαjβ (see
equation (3.4)) vanishes, the Hamiltonian depends on the time dependent electron
density. Hence, the assumption that χiαjβ is time independent is exact only in the
case of non-self-consistent tight-binding theory.
What happens if χˆ is very slowly varying? Then in this case∫ t+∆t
t
dτ χiαjβ(τ) ≈ χiαjβ(t)∆t
And ∫ t+∆t
t
dτ1
∫ τ1
t
dτ2
∑
kγ
χiαkγ(τ1)χ
kγ
jβ(τ2) ≈
1
2
∑
kγ
χiαkγ(t)χ
kγ
jβ(t)∆t
2
It follows that
(3.9) U iαjβ (t+ ∆t, t) ≈ exp
(
− i
~
∆tχiαjβ(t)
)
Note that, more appropriately perhaps, one could take the mid-point of a time inter-
val to be the slowly varying χˆ’s mean value. Both options have been investigated, and
are presented later in the chapter. It will also be shown later that taking the starting
point t as the average value of χˆ violates time-reversal symmetry. Nevertheless, tak-
ing the starting point for the average value of χˆ greatly simplifies the implementation
and the form of the electronic propagator. It will be shown in chapter 4 that this
approximation works surprisingly well.
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3.3.2 Propagator 1: Unitarity Conserving Approximation
To Crank-Nicholson Propagator
Starting from equation (3.9), by demanding time-reversal symmetry and representing
in matrix form1, one obtains:
D
[
Uˆ(t+
∆t
2
, t+ ∆t)
]
D[ψ(t+ ∆t)] = D
[
Uˆ(t+
∆t
2
, t)
]
D[ψ] (t)
Now, if the middle point is used instead of the starting value for χˆ in the integral
approximation, one gets:
D
[
Uˆ(t+ ∆t, t)
]
=
D
[
Uˆ(t+ ∆t
2
, t)
]
D
[
Uˆ(t+ ∆t
2
, t+ ∆t)
] = exp (− i~ ∆t2 D[χˆ(t+ ∆t2 )])
exp
(
+ i~
∆t
2
D[χˆ(t+ ∆t
2
)
])
Expand both the numerator and denominator to 1st order:
(3.10) D
[
Uˆ(t+ ∆t, t)
]
=
1− i∆t
2~ D
[
χˆ(t+ ∆t
2
)
]
1+ i∆t
2~ D
[
χˆ(t+ ∆t
2
)
] +O(∆t3)
This has the same form as the Crank-Nicholson propagator given in (3.3). At this
point the form of the propagator is both unitary (in the operator sense) and time-
reversal symmetry preserving. Note that, the resulting form in the above equation
is accurate to second order in ∆t. The reader can check this by expanding out the
above fractional form and comparing with the expansion of the exponential operator.
Matrix inversions are time consuming operations, and if the operator is to be ap-
plied lots of times during the simulation, it is best to reduce the number of inverses
required. Further more, while matrix multiplications can be made linear in compu-
tational cost2 by taking advantage of the sparse structure of the matrices, it is far
trickier to make matrix inversion a linear-scaling process. Therefore, if the electron
propagator is to be included in a linear-scaling simulation package, matrix inversions
should be kept at a minimum.
The simplest way to remove the inversion is to expand equation (3.10) as a Taylor
series, but unitarity is then lost:
(3.11) D[U ] = 1−
i∆t
2~ D
[
χˆ(t+ ∆t
2
)
]
1+ i∆t
2~ D
[
χˆ(t+ ∆t
2
)
] = 1− i∆t
~
D[χˆ]− ∆t
2
2~2
D[χˆ]2 +O(∆t3)
1In up-down index notation, if the operators are represented by D, then the contravariant wave-
function coefficients are represented by D
2Computational cost both in terms of the amount of CPU time and the amount of memory
required.
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and
D
[
Uˆ
]†
SD
[
Uˆ
]
= S +O(∆t4)
While the error in unitarity is an order of ∆t smaller than the error in the propagator,
there is still room for improvement.
Getting Back Unitarity
The method for improving unitarity is inspired by realising that if one just want the
operator to be accurate within O(∆t2), then one is free to include any portions of the
higher order terms which could in principle cancel terms in D
[
Uˆ
]†
SD
[
Uˆ
]
that are
of higher order than the order of accuracy. More precisely: expand the numerator
and denominator up to the 3rd order terms—though the desired order of accuracy is
still 2nd. The required 2nd order accuracy could be achieved, but the higher ordered
terms are included to provide flexibility:
D
[
Uˆ(t+ ∆t, t)
]
=
1− i∆t
2~ D[χˆ]− ∆t
2
8~2D[χˆ]2 +O(∆t3)
1+ i∆t
2~ D[χˆ]− ∆t
2
8~2D[χˆ]2 −O(∆t3)
Again, expand the denominator, including up to 3rd order:(
1+
i∆t
2~
D[χˆ]− ∆t
2
8~2
D[χˆ]2−
)−1
= 1− i∆t
2~
D[χˆ]− ∆t
2
8~2
D[χˆ]2 +O(∆t3)
Now, before multiplying the numerator with the above expansion, insert free param-
eters into the terms with orders higher than or equal to the order of accuracy:
D
[
Uˆ
]
(p, q) =
(
1− i∆t
2~
D[χˆ]− p∆t
2
8~2
D[χˆ]2
)(
1− i∆t
2~
D[χˆ]− q∆t
2
8~2
D[χˆ]2
)
= 1− i∆t
~
D[χˆ] + (p+ q − 2)∆t
2
8~2
D[χˆ]2 − (p+ q)∆t
3
16~3
D[χˆ]3 +O(∆t3)(3.12)
The ∆t3 term is included to try to cancel the errors in unitarity. Note that the
accuracy of the propagator is still O(∆t3).
The unitarity condition gives:
(3.13) D[U ]† SD[U ] = S + S(p+ q + 2)∆t
2
4~2
D[χ]2 +
S
(p2 + 4p(1 + q) + (2 + q)2)∆t4
64~4
D[χ]4 +O(∆t6)
The terms in the propagator equation (3.12) with order less than or equal to ∆t2
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must be equal to that of the reference Taylor expansion, equation (3.11), which gives
p+ q − 2
8
= −1
2
implying p+ q + 2 = 0. In equation (3.13), on the other hand, one desires:
p+ q + 2 = 0
p2 + 4p(1 + q) + (2 + q)2 = 0
The first condition coincides with the condition set just above the equation. Hence
solving the equations together yields:
p = −2, q = 0 or p = 0, q = −2
Picking either set gives the same answer. Hence the propagator Uˆ1(t+∆t, t) is defined
by:
(3.14) D
[
Uˆ1(t+ ∆t, t)
]
=
(
1− ∆t
2
2~2
D[χˆ]2
)
+ i
(
−∆t
~
D[χˆ] + ∆t
3
8~3
D[χˆ]3
)
+O(∆t3)
With this definition, the error in unitarity of the propagator is reduced by two
orders in ∆t:
D
[
Uˆ1
]†
SD
[
Uˆ1
]
= S +O(∆t6)
The unitarity of the propagator is increased by requiring one more matrix mul-
tiplication. Overall, D
[
Uˆ1
]
should be much faster to evaluate than the unmodified
Crank-Nicholson propagator, because it avoided the matrix inversion while still re-
taining good 5-th order unitarity properties.
Checking time-reversal symmetry gives:
D
[
Uˆ1(t, t+ ∆t)
]
D
[
Uˆ1(t+ ∆t, t)
]
= 1+O(∆t6)
Hence, with this propagator, if D[χˆ] is evaluated at t + ∆t
2
, time-reversal-symmetry
is also preserved up to order ∆t5.
For simplicity of implementation, Propagator 1 is chosen such that D[χˆ] is eval-
uated at t. This breaks time-reversal symmetry. Propagator 31, described below,
evaluates D[χˆ] at t + ∆t
2
instead. However, tests have shown (see chapter 4) that
Propagator 1 still gives reasonable stability and accuracy compared with other prop-
agators.
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3.3.3 Propagator 2: 4th Order Fast
One other way to approach the problem is to work directly with equation (3.5).
A simple yet effective approach was suggested by Iitaka[65] in 1994, which gives
a fourth-order electronic propagator that updates the wavefunctions with just one
matrix multiplication. Iitaka’s paper dealt with a time-independent Hamiltonian
only and derived the propagator from a starting point requiring time-reversal sym-
metry. However one, can show that the same equations can be derived by using
Taylor expansions and thus can easily be extended to the case of a time-dependent
Hamiltonian.
Taylor expanding the time derivatives of ψiα(t + ∆t) and ψiα(t −∆t) up to the
3rd-order in ∆t, and then adding gives:
(3.15) ψ˙iα(t+ ∆t) + ψ˙iα(t−∆t) = 2ψ˙iα(t) + ...ψ iα∆t2 +O(∆t4)
Similarly, expanding ψiα(t + 2∆t) and ψiα(t− 2∆t) up to 4th-order in ∆t and then
subtracting:
(3.16) ψiα(t+ 2∆t)− ψiα(t− 2∆t) = 4∆tψ˙iα(t) + 8
3!
...
ψ
iα
∆t3 +O(∆t5)
Rearranging equation (3.15) gives:
(3.17)
...
ψ
iα
∆t2 = ψ˙iα(t+ ∆t) + ψ˙iα(t−∆t)− 2ψ˙iα(t) +O(∆t4)
and substituting this into equation (3.16) gives the 4th-order propagator:
(3.18) ψiα(t+ 2∆t) = ψiα(t− 2∆t) + 8
3
∆t
(
−1
2
ψ˙iα(t)
+ψ˙iα(t+ ∆t) + ψ˙iα(t−∆t)
)
+O(∆t5)
The first-order time-derivatives of the wavefunctions can be calculated directly using
equation (3.5). Thus, in its basic form, one only needs to evaluate one first-order
derivative that involves only one matrix multiplication with χˆ.
Time-ordering of the time evolution has automatically been taken care of as the
derivations come directly from the TDSE. However as with all Taylor expansion
methods, unitarity is lost on the truncation of the series. It is easy to show that the
error in unitarity is of the same order as the order of the propagator. This means
renormalisation steps may be needed to preserve stability in calculations.
91
Renormalisation
As propagator 2 is not unitary, tests indicated that renormalisation is required to
ensure the stability of the propagation.
With renormalisation, propagator 2 can be re-written as:
ψiα(t+ 2∆t) =
1
N (t+ 2∆t)ψ
iα(t− 2∆t)(3.19)
+
8
3N (t+ 2∆t)∆t
(
−1
2
ψ˙iα(t) + ψ˙iα(t+ ∆t) + ψ˙iα(t−∆t)
)
(3.20)
+O(∆t5)(3.21)
where the norm N (t) can be calculated by:
(3.22) N (t) =
√∑
iα
ψiα(t)ψ∗iα(t) =
√∑
iα,jβ
ψiα(t)Siα,jβψjβ∗(t)
As the norm is in general time-dependent, renormalisation breaks the time-
reversal symmetry preserving property of the propagator.
3.3.4 Propagator 21: 4th Order Fast – Density Matrix
Propagator 2 can be viewed as an integration method for solving first-order differen-
tial equations, and there is nothing stopping one from using the same approach to
solve the quantum Liouville equation
(3.23)
d
dt
ρˆ(t) = − i
~
[χˆ, ρˆ]
Following exactly the same derivation as that for propagator 2, one obtains:
(3.24) ρiα,jβ(t+ 2∆t) = ρiα,jβ(t− 2∆t) + 8
3
∆t
(
−1
2
ρ˙iα,jβ(t)
+ ρ˙iα,jβ(t+ ∆t) + ρ˙iα,jβ(t−∆t)
)
+O(∆t5)
where the time derivatives of ρˆ are given by the Liouville equation:
d
dt
ρiαjβ(t) = −
i
~
∑
kγ
(H iαkγ(t)ρ
kγ
jβ(t)− ρiαkγ(t)Hkγjβ(t))
Purification
In order to preserve the idempotency of the density matrix—a necessary condition
for the unitarity of the propagator—one can apply purification operations[87]. The
idea of purification is to define a function P of ρˆ such that if ρˆ′ = P (ρˆ) and ρˆ = ρ¯+ δˆ,
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where ρ¯ is the exact density matrix and is idempotent, then P has the property that:
ρˆ′ρˆ′ = P (ρˆ)P (ρˆ)
= ρ¯+O(δˆ2)
Repeating the application of P thus reduces the error in the density matrix.
The McWeeny purification step is defined as:
(3.25) P (ρˆ) = 3ρˆ2 − 2ρˆ3
3.3.5 Magnus Approach
While the direct Taylor expansion of the wavefunctions used in Propagator 2 bypasses
the difficulty associated with the time dependence of χˆ, it has proven difficult for this
type of method to preserve unitarity. This task is much easier if one works with the
time evolution operator Uˆ instead, as shown in the discussion of Propagator 1. This
section presents attempts made to improve on the slowly-varying-χˆ approximation.
As mentioned in section 3.2.2, Magnus[83] expansion methods are especially de-
signed to change the awkward form of the time-evolution propagator(3.7) into some-
thing that is easier to handle.
It will be shown that the slowly-varying-χˆ limit (section 3.3.1), with χˆ evaluated
at the middle point of a given time-step (χˆ(t+ ∆t
2
)), is equivalent to taking a first-order
expansion of the Magnus propagator.
In the Magnus approach one asks if it is possible to find an operator Ωˆ(t) so that
(3.26) Uˆ(t, 0) = eΩˆ(t)
which gets rid of the time-ordering operator in front of equation (3.7). The answer
was found by Magnus in 1954[83], who proved such an operator Ωˆ(t) does exist
provided the functions (χiαjβ(t) and ψ
iα(t) in this work) are well behaved. Many
works[9–12, 56, 71] that followed provided ways to find Ωˆ as a sum of recursively
defined operators
(3.27) Ωˆ = Ωˆ1 + Ωˆ2 + Ωˆ3 + · · ·
where Ωˆn depends on Ωˆ1, . . . , Ωˆn−1.
It can be shown (see, for example, Appendix C) that the first two terms in the
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Magnus expansion are given as
Ωˆ1(t+ ∆t, t) =
−i
~
∫ t+∆t
t
dt′1 χˆ(t
′
1)(3.28)
Ωˆ2(t+ ∆t, t) =
1
2
(−i
~
)2 ∫ t+∆t
t
dt′1
∫ t′1
t
dt′2 [χˆ(t
′
1), χˆ(t
′
2)](3.29)
The time integrals can be evaluated using Gauss-Legendre quadrature[116, pp. 147–
161]. The n-th order Gaussian quadrature approximates an integral as follows:∫ b
a
dxw(x)f(x) ≈
n∑
i=1
wif(xi)
where w(x) is a weighting function and the xi are chosen as roots of a given polynomial
Pn. The weights wi are also given as functions of Pn:
wi =
〈Pn−1|Pn−1〉
Pn−1(xi)P ′n−1(xi)
where 〈Pn|Pn〉 ≡
∫ b
a
dxPn(x)Pn(x) and P
′
n(x) =
d
dx
Pn(x). The error associated with
the quadrature can be derived[135, p. 180] as∫ b
a
dxw(x)f(x)−
n∑
i=1
wif(xi) =
f (2n)(ξ)
(2n)!
〈Pn|Pn〉
for some ξ ∈ [a, b].
To obtain the Magnus operator to a given order, the order of the Gaussian quadra-
ture should be the same as the truncation level of the Magnus expansion (equation
(3.27)) [10]. So, for a 1st order Magnus propagator (only includes Ω1), one only
needs to use a second-order Gauss-Legendre quadrature approximation, which gives
an accuracy of 2nd order with respect to ∆t. Note that Gauss-Legendre quadratures
for integrals with interval [−1, 1] and weight function w(x) = 1 use the Legendre
polynomials as Pn. Hence
3
(3.30) Ω1 ≈ −i∆t~ χˆ(t+
∆t
2
) +O(∆t3)
Thus the propagator in this case (under matrix representation)
D[U ] = exp
(
−i∆t
~
χˆ(t+
∆t
2
)
)
+O(∆t3)
3It is worth noting that to obtain equation (3.30) the following fact has been used∫ b
a
dx f(x) =
b− a
2
∫ 1
−1
dx f(
b− a
2
x+
b+ a
2
)
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t0 t0 +∆t
t0 + 2∆t
M2M2 t0 + 3∆t
I
t0 + 4∆t
Figure 3.1: Schematics of the 1st order Magnus Propagator implemented in Plato.
1) An initial evolution (I) propagates ψiα(t0) → ψiα(t0 + ∆t); ions are moved after
electronic propagation is done. 2) χ(t0 + ∆t) is used to propagate the initial state
ψiα(t0)→ ψiα(t0 + 2∆t) using the second order Magnus propagator. 3) χ(t0 + 2∆t)
calculated from step 2) is used to propagate ψiα(t0 + ∆t)→ ψiα(t0 + 3∆t) and so on.
is of the same form as that obtained from the slowly-varying-χˆ approximation in
section 3.3.1, if χˆ is evaluated at the middle of the time-step rather than that of the
beginning of the time-step.
3.3.6 Propagator 31: 1st Order Magnus With Propagator 1
This propagator is basically Propagator 1 with χˆ at each time-step evaluated at
t = t+ ∆t
2
, thus retaining unitarity and time-reversal-symmetry up to and including
∆t5, despite being a second-order propagator. The propagator is given by:
(3.31) D
[
Uˆ31(t+ ∆t, t)
]
=
(
1− ∆t
2
2~2
D
[
χˆ(t+
∆t
2
)
]2)
+
i
(
−∆t
~
D
[
χˆ(t+
∆t
2
)
]
+
∆t3
8~3
D
[
χˆ(t+
∆t
2
)
]3)
+O(∆t3)
Since χˆ is evaluated at the middle of the time-step, the simplest way to go forward
is to leap forward two steps at a time, and use the leaped over step as the location
where χˆ is evaluated. The scheme is explained in figure 3.1.
There are three choices for the initial propagation step:
1. Do nothing: assume that the evolution operator Uˆ(t0 + ∆t, t0) = 1. The
Ehrenfest dynamics then starts from t0 +∆t. This corresponds to the case that
the system is initially in a steady state and then at a certain time (in this case
t0 + ∆t) something happens to the system and the Ehrenfest evolution begins.
2. Use the Euler method to propagate ψiα(t0) to ψ
iα(t0 + ∆t). Because of the
inaccurate first step, this approach is not suitable for sharp changes at the
initial step of dynamics.
3. Using Propagator 1 to propagate from the initial state to the next time step,
but with χ(t0) instead of χ(t0 +
∆t
2
). In fact, this approach is equivalent to the
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first approach, since it is the same as assuming that ψiα(t0−∆t) = ψiα(t0), and
using Propagator 1 at t0 to propagate ψ
iα(t0 −∆t) to ψiα(t0 + ∆t).
3.3.7 Propagator 32: 2nd Order Magnus With Propagator
1
This approach includes both Ωˆ1 and Ωˆ2 from equation (3.29). Using the same 2nd
order Gauss-Legendre quadrature (mid-point), but this time on the nested time-
ordered integral, the outer integral requires χˆ(t′1) to be taken at t+
∆t
2
; and the inner
integral requires χˆ(t′2) to be taken at t+
t′1−t
2
= t+ ∆t
4
. Hence it follows that
Ωˆ2 ≈ 1
4
(−i∆t
~
)2(
χˆ(t+
∆t
2
)χˆ(t+
∆t
4
)− χˆ(t+ ∆t
4
)χˆ(t+
∆t
2
)
)
+O(∆t3)
Note that due to the use of single point Gaussian-Legendre quadratures, the order of
accuracy does not improve from the 1st order Magnus method. However, the inclusion
of more Magnus terms is an improvement over the slowly-varying χˆ approximation.
Thus, the overall Magnus operator is given as
Ωˆ ≈ Ωˆ1 + Ωˆ2
≈ −i∆t
~
[
χˆ(t+
∆t
2
)−
(
i∆t
4~
)(
χˆ(t+
∆t
2
)χˆ(t+
∆t
4
)− χˆ(t+ ∆t
4
)χˆ(t+
∆t
2
)
)]
One may regard the terms in the outer parentheses as a single operator χˆMG2. Note
that since χˆ is Hermitian (in operator sense, not matrix sense), χˆMG2 is Hermitian
too. The propagator may be written as
(3.32) D
[
Uˆ(t+ ∆t, t)
]
= exp
(
−i∆t
~
D[χˆMG2]
)
This operator is clearly unitary. However, it does not preserve time-reversal symme-
try because the χˆ operators are evaluated at uneven locations along the time-step.
Equation (3.32) can again be approximated using the approach explained during
the derivation of Propagator 1. In this case one simply substitutesD[χˆ] withD[χ]MG2.
Hence
(3.33) D
[
Uˆ32(t+ ∆t, t)
]
=
(
1− ∆t
2
2~2
D[χˆMG2]2
)
+
i
(
−∆t
~
D[χˆMG2] + ∆t
3
8~3
D[χˆMG2]3
)
+O(∆t3)
In the practical implementation in Plato, a single propagation by Propagator 32
spans four time-steps, each treated as a quarter step in the above equations. At each
time step, the D[χˆ] evaluated from the previous two steps are used to propagate the
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wavefunction from three steps ago to the next step. The matrix D[χˆ] at the current
step is simply stored for use of the next-time step. The initialisation steps follow the
same strategies described in section 3.3.6.
3.3.8 Correctors
Adams-Moulton correctors are also implemented together with the propagators. It
is found from extensive testing and practical calculations that using the correctors
can dramatically improve the stability of the calculations, and allow the use of much
larger time steps. The basic idea of the correctors is that, once the wavefunctions has
been propagated by one time-step, the corrector step then calculates—in other words
“corrects”—the value of the updated wavefunction by propagating from the previous
step again, but with information from the updated wavefunction at the current step.
This makes the propagation step implicit.
The correctors from 1st up to 3rd order were implemented. The first order cor-
rector is also known as the backward Euler method. It is given by
(3.34) D[ψ(t+ ∆t)] = D[ψ(t)]− i∆t
~
D[χˆ(t+ ∆t)]D[ψ(t+ ∆t)]
The second-order corrector, also known as the trapezoidal rule, is given by
(3.35) D[ψ(t+ ∆t)] = D[ψ(t)]− i∆t
2~
(D[χˆ(t+ ∆t)]D[ψ(t+ ∆t)] +D[χˆ(t)]D[ψ(t)])
The third order corrector is given by
(3.36) D[ψ(t+ ∆t)] = D[ψ(t)]− i∆t
~
(
5
12
D[χ(t+ ∆t)]D[ψ(t+ ∆t)] +
2
3
D[χ(t)]D[ψ(t)]− 1
12
D[χ(t−∆t)]D[ψ(t−∆t)] +
)
The correction step does not need to be applied at every step. More corrector
steps generally means better stability, but the computational time of a corrector
step is roughly equal to that of a propagation step. The user is able to choose the
frequency of the corrector steps.
3.3.9 Does Orthogonalising the Basis Make Things Easier?
It appears at first sight that the main complication in the implementation of Ehrenfest
MD (see equations (2.63) and (2.85)) comes from the fact that the PAO basis is non-
orthogonal and incomplete. Indeed, as section 2.1.1 shows, with a non-orthonormal
basis the matrix representations of Hermitian and unitary operators are no longer
Hermitian or unitary matrices. While the overall physical properties remain the
97
same, the appearance of non-Hermitian or unitary matrices makes it harder to keep
numerical calculations stable, and discourages the use of efficient techniques which
take advantage of the symmetry properties of the D[χˆ] matrix.
While not much can be done about the incompleteness of the basis set—other than
increasing its size—one can certainly transform the basis to obtain a new set of basis
functions that is orthonormal. It can be shown that the transform matrix required
to orthonormalise a basis of localised atomic orbitals is exactly the square-root of the
inverse of the overlap matrix.
The question is whether this will make it easier to propagate the electronic de-
grees of freedom forward in time? The immediately obvious advantage is that, un-
der the new representation, the overlap matrix disappears from the time-dependent
Schro¨dinger equation along with the awkward ionic-velocity-dependent term
∑
jβ
−i~R˙j ·4iαjβ
Unfortunately, for the ionic forces, things gets much more complicated when the
basis is orthogonalised. This is because when doing the basis transformation, the
basis functions are summed together and no longer local to the atomic centres :
|φ˜iα(R1, . . . ,RNI )〉 =
∑
jβ
Λ jβiα |φjβ(Rj)〉
where Λ = S−
1
2 . This means that, when doing derivatives with respect to ionic
coordinates, all ionic coordinates contributing to each new basis function need to
be considered. Further more, the Pulay forces in the ionic equation of motion are
physical forces, and they reflect the moving and incomplete nature of the basis used.
Reorthogonalising the basis functions does not change the fact that the original basis
changes with time, and this time-dependence is reflected in the fact that the basis
transformation matrix Λ changes at every time step. Hence, the complex Pulay
forces in the ionic equations of motion should remain.
3.4 Ionic Propagation
Plato already has a solver for the ionic (classical) equation of motion implemented
for Born-Oppenheimer MD. This is reused for Ehrenfest MD. The propagator uses
the Beeman algorithm[7] of the direct/explicit type—that is, no corrector is used for
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the ionic propagation. The form of the propagator is as follows:
Ri(t+ ∆t) = Ri(t) + R˙i(t)∆t+
1
6
(
4R¨i(t)− R¨i(t−∆t)
)
∆t2 +O(∆t4)
(3.37)
R˙i(t+ ∆t) = R˙i(t) +
1
6
(
2R¨i(t+ ∆t) + 5R¨i(t)− R¨i(t−∆(t))
)
∆t+O(∆t3)
(3.38)
The position of the i-th ion is denoted as Ri, with velocity R˙i and acceleration R¨i.
The acceleration is calculated from the ionic equations of motion in Ehrenfest MD
(equation (2.85)).
When calculating the ionic forces, the last two terms in equation (2.85) are omit-
ted. These two terms take account of the incompleteness of the basis. The terms
have been omitted because they both involve double derivatives of the overlap matrix,
which would be difficult to evaluate in a tight-binding calculation. The difficulties
arise from the fact that, in tight-binding, one must rely on the Slater-Koster table for
calculating the derivatives. Tests show (see chapter 4) that the omission of these two
terms does not have a significant impact on the stability and accuracy of Ehrenfest
MD simulations. The type of the electronic propagator and the size of the time step
used have a much greater effect on the simulation.
All terms in equation (2.85), except for the third last term—the Pulay force
due to the moving basis—are already implemented in Plato for Born-Oppenheimer
MD. While the Pulay force is also present in the Born-Oppenheimer implementation,
the implementation relies on a symmetry only found in the ground state, where H
commutes with ρ, and hence only the eigenvalues of the Hamiltonian contribute to∑
α,jβ,kγ4iαjβ,µHjβkγ ρkγiα. For Ehrenfest MD this is not true. The density matrix
only commutes with the Hamiltonian if the wavefunctions are stationary states, and
if the wavefunctions are stationary states the whole point of non-adiabatic MD is
lost. Therefore, for Ehrenfest MD, the full Hamiltonian matrix must be used, and
the Pulay force term must be recalculated appropriately.
Furthermore, in the original Plato implementation, the gradients of on-site ma-
trix elements of Slater-Koster functions are automatically set to zero. As mentioned
earlier in section 2.9, this is incorrect. This error had to be fixed before Ehrenfest
MD could run stably, although the Born-Oppenheimer MD does not encounter this
problem. The reason for this is discussed below.
3.4.1 Cancellation of Error In Born-Oppenheimer MD
In tight-binding calculations, the gradients of Slater-Koster functions are usually
found in two types of ionic force terms. Using Dsk to denote the gradient of the
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Slater-Koster matrices, these terms are
1.
∑
α,jβ(Dsk)iαjβρ
jβiα
2.
∑
α,jβ,kγ(Dsk)iαjβH
jβ
kγ ρ
kγiα
First note that Dsk is always anti-symmetric, because the Slater-Koster matrices
are always symmetric. This means (Dsk)iαiα = 0 for all i and α. However, (Dsk)iαiβ
may not be zero if α 6= β, as shown in section 2.9.
Now consider case 1. ρ is real and symmetric for Bohr-Oppenheimer MD. For
Ehrenfest MD, there will always a complex conjugate of the term considered in case
1 present in ionic force equations. So, in reality while the density matrix is complex,
only the real part of it contributes to the ionic forces4. The real part of the density
matrix is always symmetric. This means
∑
α,β
(Dsk)iαiβρ
iβiα = 0 (∀i)
So the non-zero terms in the off-diagonal part of the on-site matrix elements of
the Slater-Koster gradients are canceled out due to the symmetry properties of the
density matrix.
In case 2, for Born-Oppenheimer MD, the same applies. H commutes with ρ, and∑
kγ H
jβ
kγ ρ
kγ
iα =
∑
n fnnψ
jβψiα is a symmetric matrix. For Ehrenfest MD, how-
ever, this is no longer the case, as the density no longer commutes with the Hamil-
tonian. The non-zero on-site matrix elements in Dsk therefore matter in Ehrenfest
MD.
4This is true except for the last two terms in equation (2.85), in which case, the imaginary part
of the density matrix contributes instead.
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Chapter 4
Propagator Tests
4.1 Test System—C2H4
The implementation of Ehrenfest MD in Plato was tested by simulating the vibration
of an ethene (C2H4) molecule following a slight displacement of one of its atoms from
its relaxed position (see figure 4.1). The C2H4 molecule is chosen because, although
the system is small, it still contains both occupied s and p orbitals and has a more
complex structure than the simplest molecules that could have been tested such as
H2 or O2. Moreover, the main systems used for the studies presented in chapter 6
are molecules made up of carbon and hydrogen, with conjugated C-C bonds. Hence
the test system of C2H4 is relevant and suitable.
To prepare the system, a C2H4 molecule was first relaxed according to either
the self-consistent Frauenheim tight-binding method or the full density-functional
method with the local density approximation to the exchange correlation functional.
The first carbon was then pushed towards the second carbon along the C-C bond by
10% of the bond length. Ehrenfest MD calculations were then performed to follow
the molecule free to vibrate.
The accuracy and stability of the propagation was tested by measuring errors in
the total energy of the system and the ionic kinetic and electronic potential energies
after the molecule had been allowed to vibrate for a given amount of time. As it has
already discussed in section 2.7, the total energy of the system should remain constant
throughout the simulation, and therefore, any deviation from the initial total energy
at time t = 0 fs indicates an inaccuracy of the Ehrenfest propagation. To calculate
the error in the potential and kinetic energies, the differences from the energy values
of a reference calculation that was deemed to be accurate were calculated.
It is important to note first the size of the system under simulation. For the self-
consistent Frauenheim tight binding model, a minimal basis was used to represent the
C2H4 molecule, including only 1 orbital for hydrogen and 4 orbitals for carbon. Hence
there were a total of 12 orbitals in the basis set. For the full DFT model, a double-
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Relaxed Bond Length
90% Relaxed Bond Length
Figure 4.1: The first (left) carbon is pushed inward along the C–C bond by 10% of
the relaxed bond length at the beginning of the simulation, and the molecule is then
allowed to vibrate freely under Ehrenfest dynamics
ζ-with-polarisation basis set1 was used. However, due to the inability of Plato to
calculate on-site Slater-Koster gradients for the d-orbitals at the moment (see section
2.9), no d-orbitals were included in the basis. Hence, there are 5 orbitals for hydrogen
(double-ζ for s and 3 p’s as polarisation) and 8 orbitals for carbon (double-ζ for s and
3 p orbitals). So in total there are 36 orbitals in the basis set. The number of basis
functions used in the LDA calculation is therefore 3 times larger than the number
used in the Frauenheim tight-binding calculation. For a cubic scaling code, bearing
in mind that three-centred terms are taken into account in full DFT calculations, and
that matrix elements are evaluated by integration on a grid, one would expect the
LDA calculation to require at least several orders of magnitude more computation
time than the TB model.
A standard practice is to measure the error by taking the root-mean-squared
deviation from the initial total energy or the reference calculation result:
∆E =
√∑
t(E(t)− E0(t))2
Nt
where Nt is the number of time-steps, and E0(t) is either E0(t = 0) for total energy
errors or Eref(t) from the reference calculation.
1A double-ζ-with-polarisation basis set means that: every PAO up to the highest occupied
angular momentum number from each atom is included in the basis set; then for every copy of
the basis orbitals, another orbital with the same angular momentum number but a different spread
(cut-off radius) is included; finally, a single copy of the next highest angular momentum PAO is
included.
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Figure 4.2: Typical energies obtained from a non-divergent (stable) calculation (left),
using propagator 1, time-step-size of 0.001 fs and corrector 3C1 (self-consistent
Frauenheim TB); and a divergent (unstable) calculation (right), using propagator
2, time-step-size of 0.001 fs and no corrector but with normalisation (self-consistent
Frauenheim TB).
4.2 Terminology
To make referring to the propagators easy, they are to be labeled with numbers.
Hence, propagator 1 is the modified Crank-Nicholson propagator, given in section
3.3.2; propagator 2 is the 4th order fast propagator given in section 3.3.3; propagator
31 is the modified Crank-Nicholson propagator computed from the 1st order Magnus
expansion using 2nd order Gauss-Legendre quadrature given in section 3.3.6; and,
finally, propagator 32 is the modified Crank-Nicholson propagator computed from the
2nd order Magnus expansion using 2nd order Gauss-Legendre quadrature given in
section 3.3.7. The notation mCn is used to indicate that the m-th order corrector (see
section 3.3.8) is used every n time evolution steps. The density matrix propagator
was not considered in the tests because it is equivalent to propagator 2.
4.3 Stability
Figure 4.2 shows typical energy vs. evolution time plots for stable and unstable
calculations. Once a calculation becomes unstable its results are no longer useful. In
order to help the reader observe the conservation of total energy more clearly, the
total energy and the potential energy of the electrons have been shifted rigidly by
subtracting their values at time 0 (when the C2H4 structure is stationary).
It is important to test the performance of the propagators and understand the
circumstances under which the calculations become unstable and therefore unusable.
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Figure 4.3: RMS error in total energy with the system evolving for 5 femto-seconds
in real time. The left-hand panel shows the result if corrector is not turned on; the
right-hand panel shows the result if the 3rd order corrector is used every 10 time
evolution steps. The model used is self-consistent Frauenheim TB.
4.3.1 Effect of Time Step Size and Importance of Corrector
Figure 4.3 shows the time step dependence of the root-mean-square errors in the
total energy after evolving the vibrating C2H4 system for 5 femto-seconds (fs). The
calculations have actually diverged for any error in total energy larger than 10−4 Ry.
Note that the results for propagator 2 are calculated with normalisation turned on
(it is turned off for other propagators). Propagator 2 diverges irrespective of the time
step if the results are not normalised.
It can be seen as expected that as the time step decreases the stability of the
calculation improve for all propagators. Significant improvements in stability are
observed when the correctors are applied. It is now possible to use propagator 1 to
obtain non-divergent results with time steps as large as 0.01 fs. Note also that, with
the corrector applied, propagator 2 gives non-divergent results with a time step of
0.001 fs, whereas it never gave a non-divergent result without the corrector.
The next item to test is the drift in total energy as the Ehrenfest calculation
progresses in time. It may be the case that a calculation that is stable for the first few
femto-seconds, may become divergent as errors accumulate some time down the line.
One needs to know how stable the propagators are for long time simulations. The
results of this test are shown in figure 4.4. One can observe that the propagators 1 and
31 are most stable, while the other propagators become unstable after 9 or 10 femto-
seconds if the interval between the corrector applications is too long. The effectiveness
of the corrector can be demonstrated by the fact that if it is used at every time step,
the energy drift becomes zero (in the duration of the simulation) for all propagators
except for propagator 32. For propagator 32, although the calculation remained
stable, errors still accumulated gradually. It is interesting to observe that the two
propagators which performed poorly are propagator 2 and propagator 32, both of
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Figure 4.4: RMS error in total energy as the C2H4 system is allowed to vibrate for
different lengths of time. The left-hand panel shows the results with the use of a 3rd
order corrector every 10 steps; the right-hand panel shows the results with the use
of a 3rd order corrector every step. The model is self-consistent Frauenheim TB.
which break time-reversal symmetry. For propagator 2, time-reversal symmetry is
broken due to renormalisation. What is interesting, however, is that while propagator
1 also breaks time-reversal symmetry by taking the χˆ values at the beginning of a time
step rather than at the middle like propagator 31, the drift in energy for propagator
1 is almost identical to that for propagator 31. This indicates that the slowly-varying
approximation is adequate in this situation. The change in χˆ is slow enough that its
values are virtually constant within a single time-step period.
So far, only the stability results for the propagators in calculations using the
self-consistent Frauenheim tight binding model have been shown. Results from the
full density functional calculations are given in table 4.1. Note that, for full DFT
calculations, it is harder to make a calculation stable. As one can observe, even after
normalisation and use of a corrector, propagator 2 is always unstable for time steps
of 0.001 fs or greater. Perhaps surprisingly, the most stable propagator is propagator
1, which produced stable results whether or not normalisation and a corrector were
used. Using a corrector does improve the stability of the calculations, however, as
it can be observed that the drift in the total energy decreases for propagator 1, and
that propagators 31 and 32 becomes stable after a corrector is used. Propagator 32 is
designed to offer an improved treatment of the time dependent χˆ relative to the slow-
varying approximation, but at the expense of breaking time-reversal symmetry. As
earlier results suggest, the slow-varying approximation is sufficient in this particular
test case, and hence the propagator 32 gains no advantage over other propagators. If
it is the breaking of time-reversal symmetry that is the cause of the poor performance
of propagator 32, then it is perhaps a little surprising that propagator 31 should
perform more poorly than propagator 1. The most likely answer lies in the definition
of the time step in the two methods. Because propagator 31 needs to take a middle
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P1 P2 P31 P32
noC noN 0.000441 1.015056* 13.446170* 13.857897*
noC hasN 0.000432 30.731880* 13.454214* 13.846316*
has1C10 hasN 0.000418 60.163967* 0.000416 13.583025*
has3C10 hasN 13.497448*
has1C1 hasN 0.000484
has3C1 hasN 0.985230*
Table 4.1: RMS error (Ry) in total energy as the C2H4 system is allowed to vibrate
for 5 femto-seconds. The simulations used fully self-consistent DFT with the LDA
functional. The time step is 0.001 fs. Notation: hasmCn means m-th order corrector
is used every n steps; noC means no corrector is used; hasN means normalisation is
used and noN means otherwise. Results with ∗ means the calculation is unstable.
point value of χˆ, the actual time step is twice that of propagator 1 (and for propagator
32, the actual step size is four times that of propagator 1). It is also a surprise to
find that increasing the order of the corrector sometimes reduces the stability of a
propagator. More results on this will be discussed in the next section.
The decrease in the stability of the propagator in full DFT calculations com-
pared to self-consistent Frauenheim tight-binding calculations could be due to the
way self-consistency is applied. For SCC-FTB, the self-consistency is applied by
calculating partial electron populations from the density matrix using the Mulliken
method (see section 2.8.1). The corresponding contribution to the Hamiltonian is
just a Coulomb interaction between neighbouring Gaussian distributions weighted
by the partial charges. Rapid changes in the electron density may be masked by
this very simple approximation, and hence the variation in electron density may re-
sult in a more rapidly varying Hamiltonian in the full DFT case. This might have
contributed to the instability of the corresponding calculations.
4.3.2 Effects of Corrector Order and Interval
Figures 4.5 and 4.6 show the effects of the number of intervals between each corrector
call and the order of the corrector on the stability of Ehrenfest propagation. It can
be observed from figure 4.5 that there is not much effect on stability if the corrector
is applied every 10 or more propagation steps. However, there is a greater effect if
the corrector is applied at every step. Propagator 2 seems to be the least stable, even
with a corrector applied, and only becomes stable when the corrector interval is set
to 1.
It can also be seen that the order of the corrector has an effect on the stability and
accuracy (see later) of the propagation. The left-hand graph in figure 4.5 shows that
the first order corrector actually increased the error in the total energy when applied
at every time step. This is in contrast to the significant improvement in the accuracy
of the calculation using a higher order corrector shown in the right-hand graph. This
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Figure 4.5: RMS errors in the total energy after the C2H4 system has evolved for
a total of 5 femto-seconds. The left-hand panel shows the results if the 1st order
corrector is used with intervals of 1 to 1000; the right-hand panel shows the results if
the 3rd order corrector is used with intervals of 1 to 1000. The model is self-consistent
Frauenheim TB.
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Figure 4.6: RMS error in the total energy after the C2H4 system has evolved for a
total of 5 femto-seconds, with time step 0.01 fs. The left-hand panel shows the the
error as a function of the corrector order, with the corrector being applied at every
step; the right-hand panel shows the same result but with the corrector applied every
10 steps. The model is self-consistent Frauenheim TB.
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orders with the C2H4 molecule vibrating for a total of 5 femto-seconds. Propagator
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the LDA.
can be easily explained by the fact that the first order corrector is simply a reverse
Euler integrator and hence is only O(∆t) accurate. This is lower than the order of
accuracy of any of the propagators used. Hence, although the corrector improves
stability, as shown by the effect it has on propagator 2, it also inevitably introduces
more errors into the computation, and the more often it is used the larger the errors
introduced. The use of a higher order corrector rectifies this problem, as can be
seen from the left-hand graph of figure 4.6: increasing the corrector order improves
the accuracy of the calculation and hence its stability. In figure 4.6, a time step of
0.01 fs is used, and only propagator 1 is non-divergent in this case, but the effect
of the corrector order can still be clearly seen. It is found that, with the corrector
interval increased to 10 steps or more, there is no longer much observable effect of
the corrector on the calculation accuracy.
For full DFT calculations, however, increasing in corrector order does not neces-
sarily improve the stability of the calculation. As shown in figure 4.7, the first-order
corrector actually gives the most stable result for propagator 32. In fact, while in-
creasing the frequency of calling the corrector improves stability, only the first-order
corrector in this case allows propagator 32 to be stable. The higher-order correctors
still produce divergent results for all choices of correction interval.
So, in summary, the use of a corrector is essential to ensure stability, and the
calculation becomes more stable if the corrector is used more often (more frequent
intervals). However, as the corrector interval is decreased (i.e. it is used more often),
higher-order correctors may be used to reduce the computational errors contributed
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Figure 4.8: Energy vs. time for the vibrating C2H4 system evolving according to the
self-consistent Frauenheim TB model using propagator 2, time step 0.0001 fs, and
corrector 3C1. Note that the evolution continued for 5 femto-seconds and the drift
in total energy is 0.
by the corrector itself. This is not often a concern if it is sufficient for the calculation
to be non-divergent with a large (greater than 10 in this case) corrector interval.
Calculations using full DFT are in general less stable than calculations using self-
consistent Frauenheim tight-binding. In particular, for DFT calculations, increasing
the corrector order may actually reduce the stability of the calculation.
4.4 Accuracy
4.4.1 Reference Calculation
To choose a reference calculation it is noted that the smaller the time step the more
accurate and stable the calculation becomes, as shown from figure 4.3; and that using
a higher order corrector at every time step helps, as shown from figures 4.4, 4.5 and
4.6; and that propagator 2 should be the most accurate given that it is correct to
the highest order of the time step ∆t. The reference calculation chosen is thus done
using a time step of 0.0001 fs, propagator 2 and a 3rd order corrector at each step.
Please note that normalisation in this case is turned on automatically by the use of
the corrector.
4.4.2 Effect of Time Step
Figure 4.9 shows the root-mean-square errors of the energies for different time steps.
The error in the ionic kinetic energy is in general smaller than the error in the
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Figure 4.9: RMS error in the energy components after the C2H4 system has been
allowed to vibrate for 5 femto-seconds. All calculations used the 3rd order corrector
with interval of 10. The self-consistent Frauenheim TB model is used.
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Figure 4.10: RMS error in the energy components vs corrector order with interval
1 for the C2H4 system vibrating for 5 femto-seconds with time step 0.001 fs. The
self-consistent Frauenheim TB model is used.
electronic potential energy—this may simply be due to the fact that the ionic kinetic
energy is orders of magnitude smaller than the electronic potential energy. As before,
the calculation is stable only if the errors are less than 10−4 Ry. It can be observed
that, as long as the calculation is stable all errors decrease as the time step decreases.
4.4.3 Effect of Corrector
Figure 4.10 shows the effect of corrector order on the accuracy of the calculations us-
ing different propagators. To make the effects of the correctors significant a corrector
of a given order was applied at every time step. It can be seen that the calculation
error decreases as the corrector order increases. For a time step of 0.001 fs, the step
is actually small enough that there is little difference between the 2nd and 3rd order
propagators. One can observe, however, that there remains a small error in the total
energy for propagator 32, while the errors in the ionic kinetic and electronic poten-
tial energies are almost zero. This indicates that the errors in the ionic kinetic and
electronic potential energies are in phase and accumulate. This is opposite to the
error from propagator 2, where the error in the total energy is smaller than that of
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Figure 4.11: RMS error in the energy components vs corrector order with interval
1 for the C2H4 system vibrating for 5 femto-seconds using propagator 1 and a time
step of 0.01 fs. The self-consistent Frauenheim TB model is used.
the ionic kinetic and electronic potential components. This indicates that the errors
in the components are out of phase and cancel. For a time step equal to 0.01 fs, only
propagator 1 gives stable results with the corrector turned on. In this case, as can
be observed from figure 4.11, increasing the corrector order does reduce the errors in
the energies.
It can be observed from figure 4.12 that the increase in the energy drift seen
in figure 4.5 when using the first-order propagator is largely due to an increase in
the error in the ionic kinetic energy. Figure 4.13 shows that with the third-order
corrector, increasing the frequency of application of the corrector does improve the
accuracy of the calculation.
4.5 Computation Time
There is a big difference in computational cost between the self-consistent Frauenheim
tight-binding model and the full DFT (LDA) model, as shown in table 4.2. The reason
for the large computational cost of DFT comes in part from the increase in size of the
basis set; also, more importantly, the self-consistent terms in the Hamiltonian involve
three-centre integrals computed on an integration grid. The two-centre integrals are
obtained from precomputed integral tables as cubic spline functions. In Frauenheim
tight-binding, the contributions from three-centre integrals are ignored and the self-
consistency terms are approximated using the partial population calculation, so there
are no integrations on a grid.
The computational costs of the different propagators are given in table 4.3. Matrix
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Figure 4.12: RMS error in the energy components vs corrector intervals with the
first-order corrector and a time step of 0.001 fs. The self-consistent Frauenheim TB
model is used.
Model Corrector Normalise Wall Time (s)
SCC-FTB no no 1.6547480
SCC-FTB no yes 2.1916670
SCC-FTB 1C10 yes 2.2306610
SCC-FTB 2C10 yes 2.4806230
SCC-FTB 3C10 yes 2.7105880
Full LDA no no 49949.6265020
Full LDA no yes 50989.4714220
Full LDA 1C10 yes 54470.1342810
Full LDA 2C10 yes 53338.0123890
Full LDA 3C10 yes 53877.2544120
Table 4.2: Total wall time used by Ehrenfest routine for different calculations using
propagator 32 for 5000 time steps
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Figure 4.13: RMS error in the energy components vs corrector intervals with the
third-order corrector and a time step of 0.001 fs. The self-consistent Frauenheim TB
model is used.
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Figure 4.14: Wall time percentages for different parts of the Ehrenfest routine for
self-consistent Frauenheim TB, with a 1st order corrector applied every 1 (left), 10
(centre) and 100 (right) steps. The time step is 0.001 fs. Note that, for SCC-FTB,
the “3-Centre terms” field refers to the building of the self-consistency terms, and is
not related to three centred terms.
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Propagator 1 Propagator 2 Propagator 31 Propagator 32
SCC-FTB 0.2260554 0.0104523 0.2208765 0.3793975
LDA 3.8750310 0.2862967 3.975777 6.3423741
Table 4.3: Average wall time (s) used by the electronic state propagators, with the
system evolved for 5000 steps
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Figure 4.15: Wall time for different parts of the Ehrenfest routine for full DFT
calculation with LDA, with 1st order corrector at every 1 (left), 10 (centre) and 100
(right) steps. time step is 0.001 fs.
multiplication is an order N3 process if there is no optimisation done, and since the
full DFT basis set is 3 times larger than that of the tight binding calculation, the
computational cost might be expected to increase by a factor 27. In practice, however,
because sparse matrix multiplications are used through out Plato, the actual cost
increase is a bit less. The least expensive propagator is propagator 2, which only
requires one matrix multiplication; propagator 1 and propagator 31 have roughly the
same cost, because they have almost identical algorithms; and the most expensive
propagator is propagator 32, as one would expect from its complexity.
Figures 4.14 and 4.15 show the percentages of the total computational cost taken
by the most expensive processes; costs from other parts of the Ehrenfest routine are
all grouped into the label “other”. It can be observed from figure 4.14 that, for
SCC-FTB, because of the lack of integration on a grid, the computational costs for
different parts of the routine are more evenly shared, and the cost of updating the
wavefunctions is significant. Hence the choice of the type of propagator is important.
For the full DFT calculations, the bottlenecks come from the integration on a grid
required to evaluate the three-centre integrals and from the calculation of Pulay forces
for ions. These two parts of the Ehrenfest routine dominate the computational cost
and the choice of propagator is unimportant by comparison.
It is also important to note the effect of the use of corrector on the computational
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1st Order 2nd Order 3rd Order
SCC-FTB 0.5374235 0.5381675 0.5659138
Full LDA 30776.9081780 30883.3390110 30937.1928170
Table 4.4: Average wall time (s) used by different orders of corrector, with corrector
interval equal to 1 and with the system evolved for 5000 steps
cost. Using a corrector is expensive, because it requires an extra step to construct the
Hamiltonian, and for full DFT calculations, this means one needs to carry out another
set of three-centre integrations on a grid (see figure 4.15). One therefore needs to
balance stability and accuracy against the cost of the calculation. The dependence
of the cost on the corrector order is not significant compared to its dependence on
the corrector interval. As can be seen from table 4.4, there is less than 0.5% increase
in cost on switching from an order 1 corrector to an order 2 corrector, and a 5%
increase from order 2 to order 3. This is expected since the bulk of the time is spent
reconstructing the Hamiltonian.
4.6 Summary
The results and findings from the tests on propagators reported in this section are
summarised below:
• For all propagators, decreasing the time step gives better stability over the
same simulation time. In other words, 100,000 steps with step size of 0.0001
fs is more stable than 10,000 steps with step size of 0.001 fs. Both choices
correspond to a total simulation time of 10 fs.
• Using a corrector significantly improves the stability of the propagators. In
general, the more frequently a corrector is applied applied the more the stability
improves.
• Propagator 1 is found to be the most stable. However, the reason why prop-
agator 31 is less stable than propagator 1 is simply that the actual time step
for propagator 31 is twice that for propagator 1 for the same Plato time-step
settings. In theory, propagator 31 should be as stable or more stable than
propagator 1, due to its improved time-reversal-symmetry properties.
• Energy drift was found to be significant for propagators which do not preserve
time-reversal symmetry. This particularly applies to propagators 2 and 32.
Propagator 1 also breaks time-reversal symmetry in theory, but because of the
slow variation of the Hamiltonian and the χˆ operator in time, it is a very good
approximation to propagator 31, and hence preserves time-reversal symmetry
to a good approximation.
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• The 1st order corrector, when used infrequently (about once every ten evolution
steps or more) improves the stability of calculations. However, if used too
frequently, it introduces errors into calculated results due to its inherent low
accuracy. Using higher-order correctors resolves this issue.
• Propagator 2 is found to be the most accurate propagator if the time step is
small enough for it to remain stable. It is always unstable for Ehrenfest MD
with self-consistent models if renormalisation is not applied.
• The accuracy of the calculations improves as the time step decreases.
• Full DFT calculations are significantly slower than SCC-FTB calculations. The
majority of the extra time is spent on reconstruction of the Hamiltonian and
calculation of the Pulay forces. All of these involve three-centre integrals on
real-space grids. These costs, which are also present for standard ground-state
calculations, render the choice of electronic propagator insignificant. Therefore,
for DFT, it would be best to use a global-expansion-based propagator such as
those obtained using Chebyshev polynomial methods, which allow simulations
to run stably with large time steps.
• For SCC-FTB calculations, the lack of real-space integrations means that the
Ehrenfest MD routines take a bigger share of the total computational time.
Two of the most time consuming areas are the matrix multiplication used for
propagating the wavefunctions and the corrector steps.
• Correctors are expensive, especially in the full DFT case, because each corrector
requires a reconstruction of the Hamiltonian
• Overall, for general purpose Ehrenfest MD calculations, the author recommends
propagator 1 due to its simplicity and stability. Application of a corrector every
10 steps or so may be the best choice a priori.
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Chapter 5
Implementation Of Direct
Transport Calculations in Plato
In this chapter, the implementation a real-time transport simulation method based
on the Ehrenfest MD is presented.
5.1 System Setup
To calculate the electron transport properties of a system using the Ehrenfest MD
methods implemented in Plato, the conduction system is divided into three parts:
the left and right leads, and the device region in the centre, from which the electron
conduction properties are measured.
Due to the aforementioned complications in the boundary conditions within the
Time-Dependent Density Functional Theory (see chapter 1), and following the dis-
cussion by Di Ventra and Todorov[37], this work treats the transport problem in the
micro-canonical picture. Within this picture, the entire lead-device-lead system is
closed and treated as a capacitor. It is expected that electrons in a system under
a potential bias (see section 5.2) migrate from one lead into another through the
device (scattering) region, and the current flowing can be calculated by measuring
the variation of electron numbers in the leads with respect to time.
The different regions of the system can be defined in Plato using the ordering
of atoms in the input file for atomic structures. Suppose there are N atoms in total,
and there are NL atoms in the left lead, NR atoms in the right lead and NC atoms
in the central scattering region, where N = NL + NC + NR, then the atoms in the
input file are arranged according to the order:
Atom Number Part of System
0 to NL − 1 Left lead
NL to NL +NC − 1 Scattering region
NL +NC to N − 1 Right lead
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The simulation cell dimensions are assumed to be large enough so that there are
no interactions between the atoms in the cell and those in the periodic images.
5.2 Potential Bias
The potential bias is introduced to the system by adding a confinement potential at
the beginning, so that in the ground-state the electrons are concentrated in one of
the leads. At time t = t0 the constraint potential is switched off, causing a chemical
potential imbalance in the leads, which then produces a current flow through the
device. The abruptness of the switching-off makes the system leave equilibrium, and
the whole dynamic process becomes non-adiabatic.
The bias potential Vbias(r, t) is defined as follows: assume the lead-device-lead
system is aligned along the z-axis, with the left-most atom in the left lead having the
lowest z coordinate; let r = (r1, r2, r3) denote positions in real space; let RL denote
the atomic position in the left lead that has the highest z coordinate, and RR the
atomic position in the right lead that has the lowest z coordinate; and finally let RS
denote the maximum cut-off radius of the atom-centred basis functions φiα(r −Ri)
then
(5.1) Vbias(r, t) =

−U(t) if r3 ≤ R3L −RS
0 if R3L −RS < r3 < R3R +RS
U(t) if r3 ≥ R3R +RS
where U(t) is some function of time t which controls the strength of the potential.
For simplicity, the bias potential is defined so that it is constant with respect to r in
each of the three transport regions.
The bias potential cannot be implemented directly in Plato because while an
integration grid is defined for the full DFT mode, the same is not true for the tight-
binding mode. For any calculation within tight-binding, one must work with the
matrix element contributions from Vbias(r, t). The matrix elements of the bias poten-
tial are given by
Vbiasiαjβ(t) =
∫
d3rφiα(r−Ri)Vbias(r)φjβ(r−Rj)
=

−U(t)Siαjβ if both Ri,Rj in left lead
0 if either or both Ri,Rj in scattering section
U(t)Siαjβ if both Ri,Rj in right lead
Note that to get the last equality, a further assumption is made on the definition
of the bias potential on the lead-device boundaries RL and RR. It is now possible
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Figure 5.1: Current against time plot for TPA modeled using Frauenheim non-
orthogonal tight-binding method. The magnitude of the bias potential is set at
V = 0.25 Ry. The time interval ∆t used for calculating current is exactly one Ehren-
fest MD time step: 0.001 fs.
to see the convenience of introducing the cut-off radius RS in equation (5.1). It is
introduced so that the values of the bias potential on the lead-device boundaries
(i in a lead and j in the device region or vice-versa) are zero. Since in practical
calculations one almost always includes a section of the lead in the central device
region, the exact definition of the bias potential at the interface is not important.
5.2.1 Smoothness of the Potential in Time and Transient
Oscillations
The simplest choice for defining function U(t) contained in the bias potential is to
define it as a Heaviside step-function with respect to time:
U(t) =
U if t < t00 if t ≥ t0
However, initial trials of such implementation on a trans-polyacetylene (TPA) chain
showed that this resulted in large noises in the transient current (see figure 5.1).
Similar rapid oscillations in the transient current measurements were also discovered
by other works (for example see [29]). The peak of the oscillation is observed at t0
when the bias potential is turned off. This observation serves as a clue to the possible
cause of the noise.
Going back to the derivation of the Runge-Gross theorem, the proof of the theorem
depends partly on the requirement that the time-dependent potential is a continuous
and differentiable function of time[84, 123]. Both the current density and the external
potential must be smooth and differentiable up to any order k. The step function is
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Figure 5.2: Bias potential U(t) vs. time t, with t0 = 0.5 fs and σ = 0.1.
discontinuous at t0. Further more, the transient current in the system can be viewed
as the response from a perturbation caused by a change in the bias potential[133].
And hence from the uncertainty principle, one would expect the current oscillations
to be proportional to the energy disturbance ∆E ∼ ~
∆t
. A better understanding may
be obtained by redefining U(t) as a smooth function of time:
(5.2) U(t) = U
(
1− t
1/σ
t
1/σ
0 + t
1/σ
)
where U on the right-hand side is a parameter, and σ is an user controllable smoothing
factor. The form of U(t) is shown in figure 5.2. The larger the value of σ the longer
it takes for the potential to switch off, and the softer the potential profile along the
time axis.
The same test calculation was carried out on the trans-polyacetylene chain, with
the newly defined U(t). It can be observed from figure 5.3 that after using equation
(5.2) with σ = 0.1 and t0 = 0.5 fs, the fluctuation in the measured transient current
has reduced significantly.
Figure 5.4 shows the transient current in an armchair graphene nanoribbon, whose
electron transport properties will be discussed in detail in chapter 6. It can be
observed clearly from the figure that the amplitude of the oscillation in the transient
current becomes smaller as the switching off of the bias potential becomes smoother.
Note that the value of σ only affects the amplitude of the oscillation, but not the
frequency. The height of the initial peak in the transient current is related to ∆E
of the impulse caused by the switching off of the bias potential. The oscillation in
the transient current is therefore most likely to be caused by the response to the
perturbation introduced by a change in the bias potential over a short time period.
121
Figure 5.3: Current I vs. time t plots for TPA; in the case of U(t) as a step function
and the case of U(t) as the smoothed function with σ = 0.1.
0 1 2 3 4 5 6 7 8
0.00
0.02
0.04
0.06
0.08
0.10
C
u
rr
en
t
(m
A
)
σ = 0.01
0 1 2 3 4 5 6 7 8
0.00
0.02
0.04
0.06
0.08
0.10
C
u
rr
en
t
(m
A
)
σ = 0.05
0 1 2 3 4 5 6 7 8
0.00
0.02
0.04
0.06
0.08
0.10
C
u
rr
en
t
(m
A
)
σ = 0.20
0 1 2 3 4 5 6 7 8
Time (fs)
0.00
0.02
0.04
0.06
0.08
0.10
C
u
rr
en
t
(m
A
)
σ = 0.40
Figure 5.4: Current vs. time plots for an armchair graphene nanoribbon of width 5
(see section 6), with the bias potential set using different values of σ. The magnitude
of the bias applied is 1.36 eV
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5.2.2 Charge Migration Due to Applied Bias
To obtain an initial understanding of the migration of electrons from one lead to the
other at ground state, due to the applied bias potential at t = 0, one may consider a
very simple model with three atomic sites—left (L), centre (C) and right (R).
If the basis is orthonormal, and if the interactions are short ranged so that elec-
trons in the left atom do not interact with those in the right atom, then it is possible
to write the Hamiltonian as
H =
hLL hLC 0hCL hCC hCR
0 hRC hRR

If the three sites are identical, then one can define hLL = hCC = hRR = h, and
hLC = hCL = hCR = hRC = τ . Furthermore, the bias potential matrix is defined as
V =
−U(t) 0 00 0 0
0 0 U(t)

The energy eigenvalues of the system under bias can be calculated by solving the
equation
det
(
H + V − λ1) = 0
⇒ λ3 − 3hλ2 + (3h2 − 2τ 2 − U(t)2)λ+ (−h3 + 2hτ 2 + hU(t)2) = 0
This gives the eigenvalues:
(5.3) λ =

h+
√
2τ 2 + U(t)2
h
h−√2τ 2 − U(t)2
and the corresponding eigenvectors:
|n〉 =

1
N3
(
τ2+U(t)2−U(t)
√
2τ2+U(t)2
τ2
,
−U(t)+
√
2τ2+U(t)2
τ
, 1
)T
1
N2
(
−1, −U(t)
t
, 1
)T
1
N1
(
τ2+U(t)2+U(t)
√
2τ2+U(t)2
τ2
,
−U(t)−
√
2τ2+U(t)2
τ
, 1
)T
where Nn =
√〈n|n〉. If there are a total of three electrons in the system, then the
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Pauli exclusion principle gives an occupation function:
fn =

0 if n = 3
1 if n = 2
2 if n = 1
The density matrix ρ =
∑
n fn|n〉〈n| can thus be obtained from the eigenvectors:
ρ =
1
N
L B 0B 1 B
0 B R

where
N = (2τ 2 + U2) (τ 2 + U (U +√2τ 2 + U2))
L = 2τ 4 + Uτ 2
(
5U + 3
√
2τ 2 + U2
)
+ 2U3
(
U +
√
2τ 2 + U2
)
R = τ 2
(
2τ 2 + U
(
U +
√
2τ 2 + U2
))
B = τ
((
2U +
√
2τ 2 + U
)
τ 2 + U2
(
U +
√
2τ 2 + U
))
The diagonal elements of the density matrix correspond to the partial electron pop-
ulations in the different parts of the system. Thus, the amount of charge migration
from L to R due to the applied bias V is determined by
∆qL = L− LU→0 = 1N U
(
τ 2
(
2U +
√
2τ 2 + U2
)
+ U2
(
U +
√
2τ 2 + U2
))
(5.4)
∆qR = R−RU→0 = − 1N U
(
τ 2
(
2U +
√
2τ 2 + U2
)
+ U2
(
U +
√
2τ 2 + U2
))
(5.5)
The effect of the applied bias potential on the ground state of the system is, there-
fore, to shift ∆q ≡ ∆qL = −∆qR electrons from R to L, while keeping the number
of electrons in C unchanged. Of course, the results obtained in equations (5.4) and
(5.5) do not take into account self-consistent interactions due to the redistribution
of charge, but they are enough to demonstrate the effect of the bias potential on the
initial ground state of a conduction system. If the self-consistent interactions are
small, the potential defined by equation (5.1) has the desired property that changes
the electron populations in the left and right leads by opposite amounts, while leaving
the population in the device region unchanged.
If the applied bias is small (U << h), then
(5.6) ∆q ≈ U√
2τ
+O(U3)
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The number of electrons moved from one lead to another is therefore linear to the
applied bias.
While the model presented in this section is very simple, it nevertheless provides a
qualitative insight into the understanding of charge migration in a conduction system
due to the application of a bias potential defined by equation (5.1). A much more
detailed analysis of the migration of electrons due to the applied bias is given in
section 6.3.3.
5.2.3 Relationship to Chemical Potential Bias
The bias defined by equation (5.1) is a confinement potential treated as an additional
term in the Hamiltonian. This differs from the concept of bias expressed in terms of
the chemical potential difference between the left and right contacts, which is used
in traditional approaches such as that of Landauer or those based on the NEGF
methods. The two bias definitions are nevertheless related.
With the bias defined by equation (5.1), when applied, the system will initially
be in the ground state corresponding to the modified Hamiltonian that includes the
confinement bias potential term. If the projected density of states (PDOS) were cal-
culated for the two leads and the device sections, then the confinement bias potential
would produce a shift (compared with the zero bias result) in the PDOS of each lead.
The left lead PDOS is shifted to a lower energy than that of the zero bias result, and
the right lead PDOS is shifted to a higher energy. If the leads and the device do not
interact, then the amount of shift in the energies of the electron states in the leads
is the same as ±U(t) defined in equation (5.2). The interactions between the leads
and device and the inclusion of charge self-consistency in the Hamiltonian reduce
the actual amount of shift in energy in the lead PDOS. This is well illustrated by
the PDOS plots calculated for an armchair graphene nanoribbon within the charge
self-consistent Frauenheim tight binding model, which are presented in the left-hand
panel of figure 6.24.
Correspondence in Bias Magnitudes
The shift in energy of the PDOS of the two leads means that, while the Fermi energy
of the whole system remains the same—confirmed by the results of the graphene
nanoribbon calculations presented in section 6.3.7—more electrons populate the pro-
jected states in the left lead, and fewer electrons populate the states in the right
lead. This corresponds to the charge migration discussed in section 5.2.2. When the
confinement bias potential is turned off at t = t0, the projected states in the leads
shift back to the zero-bias levels. This results in an increase of the chemical potential
in the left lead by the amount equal to the initial energy shift in the PDOS. Similarly,
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turning off of the bias potential produces a decrease of the chemical potential in the
right lead by the amount equal to the initial energy shift in the right lead PDOS.
It should be noted that, the work by Stefanucci and Almbladh[133] has shown that
if the electrons are non-interacting, then in steady-state the bias potential V in the
form of equation (5.1), when applied to the lead-device-lead system, is equivalent to
the chemical potential bias difference µL − µR used in the NEGF+DFT approach—
which treats the leads as isolated bulk systems, with chemical potentials µL and
µR—in the sense that:
1. 2U = µL − µR, where U is the magnitude of the double-step potential defined
in equation (5.2)
2. The chemical potential shift in each of the leads used in the NEGF+DFT
calculations is obtained by rigidly shifting the eigenvalues by ±(µL/R − µ) in
energy. Here, µ is the zero-bias Fermi-level of the leads. This is indeed the case
for the implementation used in Transiesta, which is used for generating the
NEGF+DFT results presented in this thesis (see figure 6.32).
This is confirmed by the results obtained for an armchair graphene nanoribbon, as
presented in the right-hand graph of figure 6.25 in section 6.3.6. For calculations
which include electron-electron interactions, the amount of shift in the lead PDOS
due to the applied bias is found to be reduced. This is due to the opposing electric
field produced by the displaced electrons, and will be discussed in more detail in
section 6.3.6.
Therefore, to be able to compare the transport results obtained from the NEGF1
or Landauer approaches with those obtained from the real-time dynamical approach
proposed in this work, which includes electron-electron interactions, one must use
the total energy shift in the lead PDOS, and not U , as the magnitude of the applied
potential bias.
Difference to The Potential Bias Used in Stefanucci’s NEGF+TDDFT
Approach
The time-dependent approach proposed by Stefanucci and Almbladh[133], together
with their subsequent work[134], use a potential that is very similar to that proposed
in this work in the form of equations (5.1) and (5.2). There are however differences
between the two approaches. The main difference is that in Stefanucci-Almbladh
approach the bias potential is set to be zero at the start of the simulation, and
then turned on at a certain time t0. This is the reverse of the approach proposed
in this work. When applied to a closed system, the Stefanucci-Almbladh approach
1As mentioned before, the NEGF approaches referred to here correspond to the methods derived
from those treating the leads as isolated bulk systems in the distant past.
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simulates the process of charging a capacitor, while the approach used by this work
simulates the process of discharging a capacitor. Nevertheless, the theorem of equiv-
alence proved by Stefanucci and Almbladh in reference [133], between the biases
used in the partitioned (NEGF, Landauer) and the non-partitioned approaches for
non-interacting electron systems, still applies to the potential used in the approach
proposed in this work, and is confirmed by the results from practical calculations
presented in chapter 6.
Note that, one can trivially change the bias defined in equation (5.1) to represent
a capacitor charging process by changing the signs of U and t. The modified bias
will be consistent with the bias defined by Stefanucci’s approach. However, defining
the bias this way makes it difficult to compare results with that obtained from the
standard NEGF methods. This is because the chemical potential shift in the leads
due to the applied bias will be unknown when electron-electron interactions are taken
into account. One can in theory work out the energy shift in the lead PDOS once
the bias is fully switched on. However, this requires an eigenvalue calculation using
a Hamiltonian taken at the time when the electrons have already started shifting.
The calculated eigenvalues do not reflect the physical nature of the time-dependent
electron wavefunctions, which are no-longer eigenstates of the Hamiltonian.
Difference To The Potential Bias Used In Partitioned NEGF Methods
In the NEGF approach based on Caroli’s partitioned method[25], and the time-
independent versions that follows, including the method implemented in Transi-
esta, the leads are treated as isolated bulk structures with well defined and distinct
Fermi-levels in the distant past. The coupling between the leads and the device is
switched on at the start of the simulation and the electron current is calculated as a
response of the system due to the change in lead-device interactions thereafter. These
methods are collectively referred to as the partitioned approaches due to the fact that
the leads and the devices are initially treated as separate. The time-independent
versions calculate the steady-state limit of Caroli’s time-dependent approach. The
potential bias used in such approaches is defined as the chemical potential difference
between the isolated leads. The raising or lowering of the chemical potential in a lead
is usually done2 by rigidly shifting the energy levels of the bulk leads by a constant
value.
As mentioned above, the magnitude of the bias used by the real-time approach
proposed in this work can be converted to the chemical potential bias used in the
partitioned approaches by calculating the energy shifts in the left and right lead
PDOS. However, while the magnitude of the biases defined in the two approaches
are equivalent up to a scalar multiple, there are significant differences in the physical
2This is at least true for the method implemented in Transiesta[20]
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Figure 5.5: An illustration of the different behaviours of how the electrons occupy
states in the left and right leads within the NEGF+DFT approach implemented in
Transiesta and the real-time dynamical approach implemented in Plato
nature of the potentials and the way electrons populate the states in the leads.
Figure 5.5 gives a simplified illustration of what happens to the projected energy
levels in the leads and the corresponding electron occupancies when the two different
ways of applying the bias are used. The leads illustrated in the figure are assumed to
be semiconductors, which help to illustrate the overall shift in the projected states.
If the leads are metallic and are large enough, so that they can be approximately
regarded as electron reservoirs, then there is in principle negligible difference between
the two bias approaches. However, in practice, if the leads are semi-conducting, or
contain sub-bands in the valence or conduction bands, then some conducting channels
in the scattering region may not be fully open due to gaps in the band structures
of leads, and the locations of the gaps differ between the two bias approaches. This
will result in differences between the transport results calculated using the real-time
dynamical approach proposed in this work and those obtained from the partitioned
NEGF approaches.
5.3 Current Calculation
To calculate the current in the device, one can measure the change of electron pop-
ulation in each lead with respect to time.
I(t) =
1
2
(∫
L
dσL J · nˆ +
∫
R
dσR J · nˆ
)
=
d
dt
NL −NR
2
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where nˆ is the unit vector pointing along the direction of electron transport (i.e.
z axis), and the subscripts L and R represent the left and right leads respectively.∫
L,R
dσL,R denotes an integral over the entire cross-section area perpendicular to
nˆ. Finally, NL and NR denote the number of electrons in the left and right leads
respectively.
Since the time steps in Plato are discrete and evenly spaced, the derivative with
respect to time can be approximated by finite difference. Therefore, the transient
current is given by:
I =
(NL(t)−NR(t))− (NL(t−∆t)−NR(t−∆t))
2∆t
To calculate the electron populations in the leads, one can take advantage of the
PAO basis and use partial population techniques such as the Mulliken (see section
B.1) or the Lo¨wdin methods (see section B.2). Both methods have been implemented
in Plato.
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Chapter 6
Transport In Graphene
Nanoribbons and Conjugated
Polymers
6.1 Tight-Binding Model in Plato
This chapter presents the results of the real-time transport calculations employing
the Ehrenfest MD implementation in Plato on graphene nanoribbons and hydrocar-
bon compounds connected to graphene nanoribbon leads. The setup of the micro-
canonical transport system requires a graphene nanoribbon of a sufficient length,
which would in general contain about 500 to 1000 atoms (see below). The Ehrenfest
implementation in Plato has not yet been parallelised, and therefore such systems
would be too large for the code to perform Ehrenfest MD simulations within the full
adiabatic exchange-correlation TDDFT framework. With this consideration in mind,
all of the Plato results presented in this chapter are obtained using the Frauenheim
self-consistent-charge (SCC) density functional tight-binding model described in sec-
tion 2.8.1. It provides a compromise between the available computational resources
and the accuracy of a simulation.
6.2 Electronic Structure of Armchair Graphene
Nanoribbon
Graphene nanoribbons are graphene sheets with a finite width of only a few to a few
dozen A˚ in one of the directions. There are two variants of graphene nanoribbons,
depending on which direction along a graphene sheet is chosen to be the longitudinal
direction of the ribbon. The differences between two variants are best illustrated by
figure 6.1. The variants are named according to the shape of the nanoribbon edge.
130
Figure 6.1: Left: Zigzag graphene nanoribbon; Right: Armchair graphene nanorib-
bon; both ribbons are terminated by hydrogen
Studies have shown that zigzag and armchair nanoribbons display different electronic
properties[21, 46, 90, 101, 131, 154, 164]. While the zigzag variant is metallic, the
armchair variant offers a more convenient structure for constructing a linear lead-
device-lead system, that offers the rotational degree of freedom for the central device
along the axis in line with the transport direction. Therefore, in this work, only the
armchair graphene nanoribbons were considered.
It is a common practice to characterise the width of an armchair graphene nanorib-
bon by counting the number of carbon atoms along the transverse direction, as shown
in figure 6.2. The index n in “AGNR-n” corresponds to the number of carbon atoms
along the width of the nanoribbon.
In all of the calculations performed for this work, the nanoribbons are terminated
with hydrogen atoms, so that there are no dangling bonds. Fermi smearing with the
smearing parameter equivalent to a temperature1 of 300K was used throughout.
6.2.1 Tight-binding Electronic Structure Compared With DFT
Results
The infinitely long AGNR-n ribbons with
n = 3, 5, 7, 9, 11, 13, 15, 17, 19
and periodic boundary conditions along the longitudinal direction are studied using
both the SCC Frauenheim tight-binding and the self-consistent LDA models.
1The smearing factor has the unit of energy, which is related to the temperature through E =
kBT .
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Figure 6.2: Naming convention of an armchair graphene nanoribbon
The SCC Frauenheim tight-binding (FTB) calculations were performed by Plato,
with parameters for carbon and hydrogen taken from the seminal paper[115]. The
DFT calculations were performed by Siesta[129], using a double-ζ-with-polarisation
(DZP) pseudo-atomic-orbital basis, the LDA[112] exchange-correlation functional
and norm-conserving pseudopotentials generated using the Troullier-Martins method
[147].
Fundamental Simulation Cell
The same orthorhombic simulation cells were used for both LDA and SCC-FTB cal-
culations. The only differences in the setups of the LDA and SCC-FTB calculations
are in the lattice parameters, which reflect the slightly different relaxed bond lengths
obtained from the two methods. The periodic boundary conditions are in the z di-
rection, along which the AGNR-n nanoribbons are aligned. A typical simulation cell
used for the calculations is illustrated in figure 6.3. The simulation cells are simi-
lar for armchair graphene nanoribbons of different widths, with the cell dimensions
increasing in the x direction to accommodate the wider ribbons.
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Figure 6.3: The simulation cell used for AGNR-5 for both SCC-FTB and LDA DFT
calculations
Siesta Pseudo-Atomic Orbitals Basis
The basis functions used for the full DFT Siesta calculations are calculated from the
pseudopotentials. The pseudopotentials were obtained from Siesta web repository[1].
They are non-relativistic and do not have partial-core corrections.
A confining potential[129] with energy shift of 200 meV was used during the
generation of the basis functions, which makes the PAOs extend in ranges similar to
those found in a compound, rather than those found in a free atom. The same energy
shift applies to the PAOs with any angular momentum quantum number. The higher
the confinement energy used, the shorter the range for the generated basis function,
although PAOs with different angular momenta have different cutoff radii.
The second ζ and polarisation basis functions used for the LDA calculations were
obtained by setting the “DZP” option in Siesta. Since the full DFT calculations
were only performed to provide results for comparing with those calculated from the
tight-binding model, fine-tuning of the basis set was not considered as essential.
Convergence of Transverse Cell Dimensions, Bloch Mesh and Integration
Mesh
Cell Dimensions For both SCC-FTB and LDA calculations, it was ensured that
the cell dimensions were large enough in the transverse directions, so that, the inter-
actions between the nanoribbon and its periodic images were negligible.
Figures 6.4 and 6.5 present the typical plots of the self-consistent ground-state
total energy of a graphene nanoribbon—in this case AGNR-5—against the increasing
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Figure 6.4: LDA self-consistent energies (Siesta) for AGNR-5 vs. the transverse
simulation cell dimensions. Inset plots: The absolute values of the running differences
of the ground-state energies with respect to the that of the previous cell-dimension
calculation. For the x-dimension plot, the y cell dimension was fixed at 15 A˚; and
for y-dimension plot, the x cell dimension was fixed at 30 A˚
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Figure 6.5: Frauenheim tight-binding (FTB) self-consistent energies (Plato) for
AGNR-5 vs. transverse simulation cell dimensions. Inset plots: The absolute values
of running differences of SC energies with respect to the previous cell-dimension
calculation. For x-dimension plot, the y cell dimension was fixed at 10 A˚, for y-
dimension plot, the x cell dimension was fixed at 30 A˚
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x and y simulation cell dimensions. The self-consistence tolerances for the energy
residuals were set to be 10−6 Ry in both SCC-FTB and LDA calculations. For the
LDA calculation, an integration grid with the grid point separation equivalent to the
planewave cutoff of 400 Ry (5442.277 eV) was chosen. For the SCC-FTB calculation,
all matrix elements except for the self-consistent-charge term were parameterised
using the Slater-Koster tables, and there was no need to perform spatial integration.
For both SCC-FTB and LDA calculations, a fixed number of Bloch space k-points
were used along the z direction—71 for the AGNR-5 calculations—and only one k-
point was used along each of the transverse directions. To read the plots presented
in the two figures, the running difference (figure insets) at xi A˚ corresponds to the
value E(xi)− E(xi−1). The calculations were performed for all AGNR-n ribbons.
For the LDA calculation on AGNR-5 using Siesta, it is found that the running
difference in the ground-state energy reduces to just over 10−4 eV once both the x and
y cell dimensions reach 15.0 A˚. There are small, albeit noticeable, variations in the
ground-state energy (see figure 6.4) obtained from the LDA calculations when the x
cell dimension becomes larger than 15.0 A˚. These are caused mostly by the differences
in the integration grid introduced by changes in the simulation cell size. These results
are within expectations, since the longest cutoff radius of the PAO functions in the
basis set used by Siesta was 2.708 A˚, and the AGNR-5 system is 6.80 A˚ wide in the
x dimension and one atom thick in the y dimension. For the AGNR-n systems with
n = 3, 5, the x cell dimensions were chosen to be 30 A˚; and the y cell dimensions were
chosen to be 15 A˚. For the AGNR-n systems with n = 7, · · · , 19 the x cell dimensions
were chosen to be 40 A˚ (long enough for AGNR-19); and the y cell dimensions were
chosen to be 15 A˚.
For the SCC-FTB calculation on AGNR-5 using Plato, it is found that the
variation in the ground-state energy reduces to about 10−4 eV after the x and y
cell dimensions are increased to 15 A˚. The apparent missing points in the running
difference plot in figure 6.5 come from the fact that these values are zero, and cannot
be plotted on a log scale graph. The tight-binding calculation on AGNR-5 has a
smaller inter-molecular interaction radius compared to that of the LDA calculation.
This is due to the fact that the chosen maximum cutoff radius for the interaction range
used by the SCC-FTB model to generate the tabulated Hamiltonian and overlap
matrix elements2 was set at 1.8515 A˚(3.5 Bohr). The overlap and Hamiltonian matrix
elements and the pair potential corresponding to a pair of atoms become zero when
the atoms are separated by more than the sum of their cutoff radii. So, during the
SCC-FTB calculations, for the AGNR-n systems with n = 3, 5, the x cell dimensions
were chosen to be 30 A˚; and for the AGNR-n systems with n = 7, · · · , 19, the x cell
dimensions of 45 A˚ were chosen. The y cell dimensions were chosen to be 15 A˚ for
2These are equivalent to the cutoff radii for the PAOs used in a full DFT calculation
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Figure 6.6: The AGNR-5 ground-state energies vs. the number of k-points along the
z direction. Left: the results obtained from calculations performed with SCC-FTB
(Plato). Right: the results obtained from calculations performed with LDA with
DZP basis (Siesta)
all of the SCC-FTB calculations.
Bloch Space k-points Because the graphene nanoribbons are one dimensional
chains along the z direction, for an infinite length ribbon, the only periodic boundary
condition required is in the z direction. The x and y cell dimensions are set to be
large enough so that there are negligible interactions between the nanoribbon and its
periodic images along the transverse directions. Therefore, one Bloch space k-point
is enough in both x and y directions, while a sufficient number of k-points is needed
along the z-direction.
Figure 6.6 shows results for a typical z direction k-point convergence calcula-
tion using the SCC-FTB and LDA methods. The k-points were generated using the
Monkhorst-Pack method[91]. As the figure shows, for the AGNR-5 ribbon calcula-
tion using SCC-FTB, at least 100 k-points are needed along z for the variation in the
calculated ground-state energy to be less than 10−4 eV. For the LDA (DZP) calcu-
lations, 40 k-points along the z direction are needed to reach the same convergence
in ground-state energy. The number of k-points necessary for a particular AGNR-n
system depends on the band-gap in the corresponding ground-state electronic struc-
ture, that is, whether the nanoribbon is metallic. Table 6.1 presents the number of
k-points used in the calculations performed for this work. Odd number of k-points
were used in all calculations, to make sure that the Γ point (k = 0) was always
included in the Monkhorst-Pack mesh. The actual numbers of k-points used in the
calculations were half (plus one Γ point) of the numbers listed in the table, due to
symmetry of the systems. This reduction of k-points by symmetry was taken care of
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n SCC FTB (Plato) LDA DFT (Siesta)
3 21 25
5 221 71
7 25 21
9 41 41
11 301 121
13 33 31
15 51 51
17 301 201
19 51 41
Table 6.1: The number of k-points used along the z direction for calculations per-
formed on AGNR-n
automatically by Plato and Siesta.
Real-space Integration Mesh For the LDA calculations, the matrix elements
are obtained as integrals of functions defined on a real-space grid. An adequately
fine grid is important for getting a reliable result. Test calculations using Siesta
were performed for all AGNR-n systems being considered, to make sure an adequate
real-space mesh was chosen.
The integration mesh is set in Siesta by defining an energy equivalent to the
planewave energy cutoff Ec. The grid spacing a for an orthorhombic cell is related
to the cutoff energy by3
a =
√
3pi√
Ec
where a is in Rydberg atomic units. The actual grid spacing used by Siesta can,
however, differ slightly from a, so that a convenient4 integer number of grid points
are used in all three simulation cell dimensions.
Figure 6.7 shows a typical ground-state energy vs. the grid cutoff plot obtained
from the LDA calculations on the AGNR-n nanoribbons. It is found that a grid cutoff
of Ec = 5442.27 eV (400.0 Ry) gives sufficient grid spacing for all of the calculations
performed on the AGNR-n systems.
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Figure 6.7: The ground-state energy vs. the real-space grid cutoff energy Ec for
the AGNR-5 ribbon. The calculation was performed using Siesta with the LDA
functional and the DZP basis
Bond Type SCC FTB (A˚) LDA DFT (A˚)
C–C (Edge) 1.37 1.37
C–C (Centre) 1.42 1.43
C–H 1.11 1.10
Table 6.2: Bond lengths in relaxed structure of the AGNR-5 nanoribbon
Electronic Structures
To obtain the electronic structures for the AGNR-n nanoribbons, the atomic struc-
ture of each ribbon was first relaxed according to an energy tolerance of 10−6 eV and
atomic force tolerance of 10−4 eVA˚
−1
. The average bond lengths of the representa-
tive relaxed structures of AGNR-5, AGNR-9 and AGNR-13 are listed in tables 6.2,
6.3 and 6.4. The results obtained from both the SCC-FTB and the LDA methods are
consistent with those reported by previous ab initio simulations[115, 131], where the
C–C bond lengths at the edge of a graphene nanoribbon were found to be about 3.5%
shorter than those found in the centre of the ribbon. In all of the cases, C–C bonds
in the centre of the ribbon have lengths close to the lattice constant of graphene,
3If the grid spacing is a along all three dimensions in an orthorhombic cell, then the maximum
allowed magnitude of the wave vector of a 3D planewave before aliasing takes place is k = pia . Since
the planewave energy in the Rydberg atomic units is given by Ec = ‖k‖2, it follows that a =
√
3pi√
Ec
,
where a is measured in Bohr radii.
4The number of grid points should be a multiple of 2, 3, 4 or 5, to enable a convenient imple-
mentation in the code.
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Bond Type SCC FTB (A˚) LDA DFT (A˚)
C–C (Edge) 1.37 1.37
C–C (Centre) 1.43 1.43
C–H 1.11 1.10
Table 6.3: Bond lengths in relaxed structure of the AGNR-9 nanoribbon
Bond Type SCC FTB (A˚) LDA DFT (A˚)
C–C (Edge) 1.37 1.37
C–C (Centre) 1.42 1.42
C–H 1.11 1.10
Table 6.4: Bond lengths in relaxed structure of the AGNR-13 nanoribbon
which is about 1.42 A˚.
As reported by previous work on graphene nanoribbons[21, 41, 131, 164], the
armchair graphene nanoribbons can be grouped into three classes, depending on the
ribbon width: n = 3i, n = 3i + 1 and n = 3i + 2 (i = 1, 2, 3, · · · ). Figure 6.8 shows
that the AGNR-3i + 1 nanoribbons exhibit the widest band gaps; this is followed
by the AGNR-3i ribbons and the AGNR-3i + 2 ribbons have the narrowest band
gaps. For any AGNR-n ribbon, the band gap in its electronic structure decreases
as the width of the nanoribbon increase. The width of the gaps obtained from the
calculations generally agrees with the results presented in literature (see for example
[131]). The band gaps of the AGNR-3i + 2 ribbons calculated using SCC-FTB are
non-zero for narrower ribbons (i = 1, 2). This result differs from some of the previous
Tight Binding results, such as that presented by Son et al.[131], who reported zero
gaps for all AGNR-(3i+ 2) ribbons. This is difference in gap width is caused by the
fact the SCC-FTB model used in this work contains a self-consistent term, which
was ommited from the work by Son et al. The inclusion of the self-consistency term
makes the tight-binding model a better approximation to the DFT.
Figures 6.9, 6.10 and 6.11 show the density of states (DOS) plots of the AGNR-
(3i), AGNR-(3i + 1) and AGNR-(3i + 2) nanoribbons calculated using both the
SCC-FTB and LDA methods. For the AGNR-(3i) nanoribbons, it is found that the
LDA calculations give narrower band-gaps compared to the results obtained from the
SCC-FTB calculations. The differences become smaller as the gaps become narrower
(as a result of increasing i). For the AGNR-(3i+1) and AGNR-(3i+2) nanoribbons,
however, the LDA band gaps are wider than those obtained from the SCC-FTB cal-
culations. It is found that the DOS of the valence band and that of the lower energy
(within 7.0 eV from Fermi level) conduction band obtained from the SCC-FTB cal-
culations match reasonably well with those obtained from the full LDA calculations.
The mismatch of DOS at the higher energy region of the conduction band between
the SCC-FTB and the LDA methods comes from the fact that the LDA calculation
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Figure 6.8: AGNR-n band gaps obtained from the SCC-FTB and LDA calculations
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Figure 6.9: Density of states plots of the AGNR-n nanoribbons obtained from the
SCC-FTB and LDA calculations, where n = 3i, i = 1, 3, 5
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Figure 6.10: Density of states plots of the AGNR-n nanoribbons obtained from the
SCC-FTB and LDA calculations, where n = 3i+ 1, i = 2, 4, 6
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Figure 6.11: Density of states plots of the AGNR-n nanoribbons obtained from the
SCC-FTB and LDA calculations, where n = 3i+ 2, i = 1, 3, 5
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used a double-ζ-with-polarisation basis, which introduces the contribution from the
polarisation d-orbitals into the higher energy region of the electronic structure. There
were no d-orbitals included in SCC-FTB calculations.
Overall, the electronic structure calculations indicate that the SCC Frauenheim
Tight Binding model provides a reasonable good approximation to the full DFT
calculations using the LDA functional, and the results obtained from the two methods
are generally comparable. Therefore, the SCC-FTB model is considered to be suitable
for studying the electron transport properties in graphene nanoribbon based devices,
provided that the bias potentials applied are within a moderate energy range.
6.3 Transport in Graphene Nanoribbon
The electron transport calculations were performed on the AGNR-5 nanoribbon, us-
ing both the real-time Ehrenfest dynamical method implemented in Plato, and
the NEGF+DFT method implemented in Transiesta. The real-time dynamical
calculations were performed using the SCC-FTB model, and the NEGF+DFT cal-
culations were performed using the DFT with the LDA functional provided as part
of the Siesta package. The main aim of this study is to compare the steady-state
current vs. bias plots obtained by the two completely different electron transport
simulation methods, and to find out the differences it would bring to the transport
results if the real-time TDDFT effects are included in the calculations.
The AGNR-5 nanoribbon is the narrowest of the AGNR-3i+2 nanoribbons, which
exhibits a relatively narrow band gap (0.214 eV for SCC-FTB and 0.342 eV for LDA)
while having a relatively few atoms in the repeating unit. This makes the AGNR-
5 system one of the most suitable AGNR-n nanoribbons to be considered for the
studying of electron transport properties using the real-time Ehrenfest dynamical
method. As described in chapter 5, this method requires large sized leads to act as
electron reservoirs in a capacitor like system. It is shown[22] that the time period for
a sustained quasi-steady-state current depends on the length of the lead-device-lead
structure along the transport direction. At the same time, the NEGF+DFT method
assumes the transport system consists of two infinite leads connected to a scattering
region, therefore, the leads used in the Ehrenfest transport calculations has to be
sufficiently long in the longitudinal direction to provide a good approximation to the
NEGF+DFT setup.
Due to computational cost considerations, the AGNR-5 nanoribbon was chosen
to serve as the system upon which to compare the electron transport results obtained
from the real-time Ehrenfest dynamical and the NEGF+DFT methods. Note that,
Fermi smearing with the smearing parameter corresponding to the temperature of
300K was used for all transport calculations.
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Figure 6.12: The system setup for the Ehrenfest conduction calculation on the
AGNR-5 nanoribbon. The red box corresponds to a repeating unit used as a measure
for the length of the ribbon
6.3.1 System Setup for Ehrenfest Transport Calculation
For the Ehrenfest real-time transport calculations, the lead-device-lead system setup
along the z axis is illustrated in figure 6.12. Repeating units, each consisting of 14
atoms (as indicated inside the red box in figure 6.12), are used to define the central
scattering region (the device), through which the current will be measured. The two
leads have the same length and are finite. The leads are terminated with hydrogen
atoms to avoid dangling bonds.
Length of Leads
For the real-time Ehrenfest transport method, whether a meaningful quasi-steady-
state current can be established is dependent on the length of the leads used. During a
real-time transport calculation, the electrons are first shifted toward the left lead by a
constraint potential. At a certain time, the potential is switched off, and the electrons
start to flow from the left lead to the right lead. The flow of current continues until
enough electrons have been built up in the right lead, which causes the current to
reverse. If the leads are too short, the current may start to reverse before a steady
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Figure 6.13: Current vs. time for the AGNR-5 nanoribbons with lead length of 5, 10
and 20 repeating units (R.U.). The red dashed lines correspond to the time window
of quasi-steady current
current is established. However, longer leads result in higher computational cost,
both in memory usage and time.
Test transport calculations with lead lengths of 5, 10 and 20 repeating AGNR-5
units were performed. These lengths included the end unit which is terminated by
hydrogen. The atoms were pinned in place during the calculations.
Figure 6.13 shows the plot of electron current vs. time for AGNR-5 systems with
different lead lengths. It is found that for lead length of 5 repeating units, no quasi-
steady-state current is established; for lead length of 10 repeating units, quasi-steady-
state current is established for about 0.5 fs; for lead length of 20 repeating units, a
quasi-steady-state current is established for about 3 fs. Therefore, AGNR-5 leads
with the length of 20 repeating units were used for all of the real-time Ehrenfest
transport calculations performed for this work.
Structure Relaxation
Before the transport calculations were performed, the finite length lead-device-lead
structure was relaxed, so that the maximum force on any atom is less than 10−4 eVA˚
−1
,
and the residual in the self-consistent ground-state energy is less than 10−6 eV. It is
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found—not surprisingly—that, away from the longitudinal edges of the finite AGNR-
5 nanoribbon, the length of the C–C bonds along the centre of the ribbon are 1.42
A˚, and this reduced to 1.37 A˚ for the bonds near the transverse edges. These results
are the same as the those obtained for the infinite AGNR-5 nanoribbon presented in
section 6.2.1. Near the longitudinal ends of the ribbon—within the last 4 repeating
units—the length of the C–C bond along the transverse edges increases gradually
from 1.37 A˚ to 1.39 A˚. At the same time, the length of the C–C bonds on the lon-
gitudinal edge shrinks by 2.1% compared with that of the equivalent bonds in the
middle of the ribbon.
Ehrenfest Dynamics Settings
For the real-time Ehrenfest transport calculations, once the structure of the AGNR-5
ribbon has been relaxed, a confinement potential as described in section 5.2 was added
to the initial Hamiltonian, and from which the new ground-state was calculated.
From this ground-state at t = 0 fs, the system was allowed to propagate in time for
10 fs, with a time step of 0.002 fs. The confinement potential was switched off at
t0 = 0.5 fs following equation (5.2), with σ = 0.1. The electron population in each
lead was calculated using the Lo¨wdin population method (see section B.2) every 20
Ehrenfest time steps. Propagator 1 described in section 3.3.2 with renormalisation
was used for electronic propagation, and the 3rd order corrector was applied every
10 steps. It is found that this propagator setting and size of the time step give a
good balance between the computational cost, stability and accuracy.
For comparison with the results obtained from the NEGF+DFT method, the
atoms were pinned in place, as the NEGF+DFT method assumes the atomic struc-
ture of the system is fixed during electron transport calculations.
6.3.2 System Setup for the NEGF Transport Calculations
The NEGF+DFT electron transport method assumes the system contains two infinite
leads connected to a scattering region (device) within which the electron transport
properties are calculated. The infinite leads are regarded as electron reservoirs, which
have well defined and distinct Fermi-levels (chemical potentials). The difference in the
Fermi-level in the two leads is defined to be the potential bias across the conductor.
To solve the self-consistent NEGF equations, the leads and the central scattering
region are treated separately. The scattering region contains the device plus two
lead simulation cells on either side of the device, to ensure the interactions between
the device and the leads are correctly included during the DFT calculations on the
scattering region. These interaction terms in the device Hamiltonian together with
the density matrices obtained from the bulk lead calculations are used to calculate the
self-energies for the leads. The self-energies, when included in the Green function of
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Scattering RegionLeft Lead Right Lead
Figure 6.14: The scattering region of the AGNR-5 system used in the NEGF+DFT
calculation performed by Transiesta
the central scattering region, replace the open-boundary conditions of a system with
two infinite leads connected to a scattering region, with a closed system consisting
of the scattering region only. This transformation from an inifinite system to a finite
system allows the practical calculation of transport properties within the scattering
region using the NEGF formalism.
Leads
The transport direction for the lead was chosen to be along the z axis.
The system setup for the AGNR-5 lead can be the same as that used for the bulk
LDA calculations. For Transiesta, it is important that the lead simulation cell
should be long enough along the transport direction, so that all interactions between
the lead and the scattering region are contained within the single lead simulation
cell adjacent to the scattering region. In most cases this requirement can be satisfied
if the dimension of the lead simulation cell along the transport direction is at least
twice the longest PAO cutoff range of the atoms in the scattering region. The lead
simulation cell is therefore formed from two AGNR-5 cells presented in section 6.2.1
(see figure 6.3) repeated along the z direction. The same transverse cell dimensions,
which are used for the LDA AGNR-5 electronic structure calculations presented in
section 6.2.1 are used for the leads in the transport calculations. There are: 30 A˚ in
the x direction, and 15 A˚ in the y direction.
The leads were assumed to be uniform graphene nanoribbons, and therefore the
left and right leads are treated as identical. Thus, the results obtained from a single
bulk lead calculation were used for both leads.
Scattering Region
Figure 6.14 illustrates the setup used for the scattering region in the NEGF+DFT
calculation. The scattering region contains three repeating units of the AGNR-5
nanoribbon, and this is the same as that used in the real-time Ehrenfest transport
calculation. The two lead sections on either side of the device are the exact copies
of the simulation cell used for the bulk lead calculations, and the coordinates of the
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atoms within are equivalent5 to the relaxed structure obtained for the bulk lead.
The scattering region cell dimensions along the transverse directions are exactly
the same as those used for the bulk lead calculation.
The Transiesta calculation on the scattering region starts by performing a stan-
dard self-consistent DFT calculation under full periodic boundary conditions. The
converged density matrix is used as an initial input for the NEGF self-consistent
cycle. Therefore, while the NEGF calculation only assumes periodic boundary con-
ditions in the transverse directions, the Bloch space k-points along the longitudinal
direction are still relevant for the calculation. For the AGNR-5 system, one k-point
for each transverse directions was used during the calculations. For the z direction,
it is found that 11 k-points are enough to make the calculations convergent.
Complex Contour Integration Grid
The non-equilibrium density matrix of the scattering region is calculated from the
NEGF theory by using (see [20]):
D = w(DL + ∆R) + (1− w)(DR + ∆L)
where w is weight defined by equation (37) in reference [20], and
DL/R = − 1
pi
=
[∫ ∞
−∞
dEG(E + iδ)nF (E − µL/R)
]
(6.1)
∆L/R =
∫ ∞
−∞
dE ρL/R(E)
[
nF (E − µL/R)− nF (E − µR/L)
]
(6.2)
where G(E) is the retarded Green function of the scattering region, obtained by
inverting the corresponding open boundary Hamiltonian matrix6; nF (E − µL/R) is
the Fermi-Dirac distribution function corresponding to the chemical potential µL/R
of the left (L) or right (R) lead; ρL/R is the electron density matrix7 of the left/right
lead.
Central to the process of obtaining the density matrix are the two integrals along
the real-axis8 with respect to energy, which are given in equations (6.1) and (6.2).
The retarded Green function is analytic except for the poles along the real axis of
the energy variable E. Since the integration contour E + iδ, (δ << 1) passes very
close to the poles of the Green function, a very fine integration grid has to be used
5Equivalent coordinates here means that the atoms in the two lead sections can be mapped
exactly onto the coordinates of the atoms in the bulk lead simulation cell by a simple translation
operation.
6See equation (1) in reference [20]
7See equation (22) in reference [20]
8More precisely, the integrals are computed along the line just above the real axis (by a small
amount δ) in the complex plane.
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Figure 6.15: Complex contour for calculating DL
to ensure the accuracy of numerical integral. Instead of doing so, Transiesta takes
advantage of the analytical nature of the Green function in the complex plane, and
uses the residue theorem to rewrite the integral in (6.1) as:∫ ∞
−∞
dEG(E + iδ)nF (E − µL/R) =
∫ ∞
Emin
dEG(E + iδ)nF (E − µL/R)
= −
∫
C+L
dE nF (E − µL/R)− 2piikBT
∑
n
G(En)
using a closed contour in the complex E plane illustrated in figure 6.15. Emin is
an arbitrary parameter that must be less than the minimum band energy of the
scattering region, so that any contribution to the integral from E = (−∞, Emin) will
be zero. En are the poles of the Fermi-Dirac distribution nF (E): En = i(2n+1)pikBT ,
for a given smearing temperature T .
Integration along the circular path C and the linear path L is away from the poles
of G. For path L, only a limited portion of the contour passing µL/R will contribute
to the integral, as nF (E − µL/R) goes to zero quickly for |E| > µL/R. To obtain
a meaningful transport result, an adequate number of integration points along the
path C and the contributing portion of the path L must be used.
The filled (black) dots along the imaginary axis at <(E) = µL/R in figure 6.15
correspond to the poles of nF that are enclosed by the contour, and whose corre-
sponding residuals contribute to the integral. The number of poles to include does
not effect the final result apart from the numerical errors associated with the inte-
gration grid. For all of the NEGF+DFT calculations performed by Transiesta, 16
poles of nF were included inside the contour. This is the default setting recommended
by Transiesta.
To choose the right number of integration points to use along contours C and L,
a series of test calculations were performed, with the results presented in figure 6.16
and 6.17. For the NEGF+DFT calculations performed on AGNR-5, the number of
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Figure 6.16: Energy and current vs. the number of points in contour C. The number
of points in L was fixed at 10; and number of integration points for ∆L/R was fixed
at 10
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Figure 6.17: Energy and Current vs. the number of points in contour L. The number
of points in C was fixed at 30; and number of integration points for ∆L/R was fixed
at 10
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Figure 6.18: Energy and Current vs. the number of integration points for the non-
equilibrium part of the density matrix. The number of points in C and L for the
equilibrium part was fixed at 30 and 10 respectively
points chosen in contour C was 30, and number of points in contour L was 5.
The discussions above concern the integral related to the equilibrium part of the
density matrix, given by equation (6.1). For the non-equilibrium part ∆L/R, the ρL/R
functions are not analytical and the residual theorem can not be used. Therefore,
numerical integration has to be carried out along the real-axis. The smoothness of
ρL/R depends on the size of δ in G(E+iδ), in other words, how far the contour is from
the poles of the Green function along the real E axis. However, the larger the value
of δ, the less accurate the calculation. The setting of δ = 10−6 Ry (1.3605 × 10−5
eV) was used following the recommendation in the Transiesta user manual. The
necessary number of integration points along the real axis for ensuring accuracy
has been worked out as usual though a series of test calculations. The results are
presented in figure 6.18. For all of the Transiesta calculations performed in this
work, 30 integration points were used for the non-equilibrium term in the density
matrix.
Structure Relaxation
The lead sections in the scattering region were constructed from the relaxed atomic
coordinates of the bulk lead. These must be kept fixed to ensure the NEGF+DFT
calculations are performed correctly. Since the entire lead-device-lead system is an
infinite and uniform graphene nanoribbon, the conductor region can be constructed
by repeating the relaxed cell of the bulk lead system along the z axis four times, and
then cutting away half of the last bulk lead cell to obtain the required 7 repeating
units of the AGNR-5 nanoribbon. Because both the bulk lead cell dimensions and the
atomic coordinates are relaxed beforehand, the resulting structure in the conductor
region is also very close to being optimised. The results from a single point ground-
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Figure 6.19: The migration of electrons due to the applied confinement (bias) poten-
tial
state self-consistent calculation on the scattering region showed that the largest force
on the atoms was less than 10−3eVA˚
−1
.
6.3.3 Initial Electron Migration
For the real-time Ehrenfest transport calculations, at t = 0 fs the system is relaxed
to the ground-state with the confinement bias potential (equation (5.1)) switched on.
The electrons migrate from the right lead into the left lead due to the energy shifts
in the PDOS of the leads. The amount of charge transferred with respect to the
magnitude of the bias U (defined in equation (5.2)) is presented in figure 6.19. The
figure shows that in the bias range (from 0.0 eV to 5.442 eV) used for the calculations,
the number of electrons transferred from the right lead to the left lead due to the
applied bias varies linearly with respect to U .
The projected density of states of each lead has a flat region near the Fermi
energy (see figure 6.24). As will be discussed in section 6.3.6, the shift in energy of
the PDOS in the leads varies linearly with respect to the applied bias in the bias
range used in this work. Therefore, the shift in the electron population in a lead
also varies linearly with respect to U , provided that the energy shift produced by the
applied bias is within the flat region of the PDOS. This result agrees with equation
(5.6) obtained from the simple model described in section 5.2.2.
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Figure 6.20: The electron populations in the three parts of the AGNR-5 system vs.
time. A bias of 1.3605 eV is used, and the calculations are performed using the
real-time Ehrenfest dynamical method
6.3.4 Real-time Electron Population and Energy Variations
Figure 6.20 shows the typical time evolution of the electrons numbers in the leads
and the central scattering region. In this particular case, the magnitude of the bias
potential applied is 1.3605 eV (0.1 Ry). The bottom panel in the figure shows the
difference between the total number of electrons at time t and that at time t = 0 fs.
Therefore, the error in electrons are found to be less than 10−5. It is observed that at
t = 0 fs, when the system is at ground state, the applied bias forced 1.479 electrons
from the right lead to migrate into the left lead, and the electron population in the
central scattering region remained unchanged9.
Figure 6.21 shows the time evolution of the total energy of an isolated AGNR-5
chain. The initial ground-state energy of the system is found to be dependent on
the applied confinement potential/bias. The system is observed to have two phases
depending on the bias voltage applied. In the low bias phase, the ground-state energy
at t = 0 fs increases as the bias voltage increases, and after the bias is switched off
at t = 0.5 fs, the total energy decreases to a new stable value. However, once the
bias voltage is higher than a critical value Vc, the system starts to behave differently,
9More precisely, the number of electrons in the scattering region increased by 4.85×10−4, which
can be considered as negligible
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Figure 6.21: The total energy in the AGNR-5 system vs. time for different magnitudes
of the applied bias. The atoms are pinned during simulation. The dotted line in the
right-hand graph, which is a zoom-in of the left graph, shows the zero-bias ground-
state energy of the system
with the initial ground state energy at t = 0 fs decreasing as the bias increases, and
eventually dropping below the zero-bias ground-state energy. After t = 0.5 fs, when
the bias is switched off, the energy increases to a much higher stable value. This
behaviour may appear counter intuitive at the first glance, however a careful analysis
reveals that this is a physical behaviour resulted from the form of equations used in
the Frauenheim tight-binding model and the way the bias voltage is introduced to the
system. A detailed discussion of the energy evolution of the system is presented in
section 6.3.9. The reader may notice that the stable energy values reached after the
bias has been switched off are always higher than the zero-bias ground-state energy,
with larger biases producing dynamics with higher energy. This is consistent with
expectations, as the electron transport process corresponds to excitations from the
ground-state.
6.3.5 Measuring Quasi-Steady State Current
Since the real-time Ehrenfest dynamical method measures the transient current in
the system, while the NEGF+DFT method measures the steady state current, to
meaningfully compare the results of the two methods one must develop a reliable
way of measuring the quasi-steady-state current from the results obtained from the
Ehrenfest MD.
Figure 6.22 shows the typical current vs. time plot obtained from the propagation
of the electron populations in the AGNR-5 system (with lead lengths of 20 repeating
units). There is an initial surge in current when the bias potential is switched off at
t = 0.5 fs. This is followed by a transient period until t = 3.3 fs, when a quasi-steady-
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Figure 6.22: The current in the AGNR-5 system vs. time, with bias set to be 1.36
eV. Results are obtained using the Ehrenfest dynamical method
state current is established. It is observed that the transient period (including the
initial current surge) is the same for lead lengths of 5, 10 and 20 repeating units. This
may be seen from figure 6.13. The current oscillates about a mean value during the
quasi-steady-state, which lasted from t = 3.3 fs to t = 5.8 fs. After that, the current
starts to drop and reverse in direction, as enough electrons has migrated from one
lead to the other and the potential drop across the scattering region readjusts to the
change in the electron distribution.
To quantitatively find the time window of a quasi-steady-state current, a running
standard deviation:
σi =
√√√√∑i+N2j=i−N
2
(
Ij − 〈Ii〉
)2
N
where
N = max
(
m ∈ Z : m ≤ 2.0fs
∆t
)
〈Ii〉 =
∑i+N
2
j=i−N
2
Ij
N
is performed on the measured current with an envelope of 2.0 fs. The running enve-
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Figure 6.23: The current in the AGNR-5 system vs. time, with leads being 20 R.U.
long. The dotted lines correspond to the time window used for computing the quasi-
steady-state current
lope of 2.0 fs is chosen because it is roughly the time period of the quasi-steady-state
current observed from the current vs. time plots calculated with the different biases.
The running standard deviation of the current obtained for v = 1.36 eV is shown
in the lower panel in figure 6.22. From direct observation the time period of the
quasi-steady-state current with v = 1.36 eV is therefore found to be from t = 3.3 fs
to t = 5.8 fs. For consistency, the same time period for the quasi-steady-state is used
for results obtained from all of the biases. This is a valid choice because the current
vs. time plots for different biases exhibit the same transient and quasi-steady-state
time periods, as shown in figure 6.23
6.3.6 Energy Shift in PDOS
As mentioned in section 5.2.3, the applied bias U (equations (5.1) and (5.2)) is related
to the chemical potential difference used in the Landauer or NEGF approaches via
the amount of shift in the PDOS obtained from the left and right leads induced
by the bias. Figure 6.24 shows the changes in the PDOS in the left/right leads
and the scattering region with respect to different values of U . The PDOS are
calculated by projecting the energy eigenstates of the system onto a subset of the PAO
basis functions centred on atoms that are inside a given rectangular box enclosing
a particular part of the system. For the tight-binding calculations, the projections
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Figure 6.24: Energy shift in the projected density of states for the left lead (red), the
right lead (blue) and the scattering (black) region, for different magnitudes of the
biases
are simply the wavefunction coefficients corresponding to a subset of PAO basis
functions. The PDOS can be obtained by dividing the energy axis into a set of 10000
intervals between the minimum and maximum energy eigenvalues, and accumulating
the relevant wavefunction coefficients of the eigenstates whose energies fall within
a given energy interval, weighted by a Gaussian smearing function with width of
0.04 eV. As U increases, the overall Fermi energy of the system remains constant at
-4.626 eV; the left lead PDOS shifts toward lower energies and the right lead PDOS
shifts toward higher energies. This leads to the increase and decrease in electron
population in the corresponding leads respectively. The energy shift preserves the
shape of the PDOS. This is a reassuring indication that the applied bias induces
rigid shifts in the eigenstates of the leads, without causing significant changes in
the interactions between the leads and the device, which leads to changes in the
electronic states in the leads. This is a desired property if the leads are to be regarded
as electron reservoirs. The PDOS in the scattering region does not shift with the
applied bias, however, figure 6.24 shows that the energy eigenstates with components
in the scattering region become more discrete and separated as U increase. This is
characteristic of a narrow (3 nanoribbon repeating units) region under a confinement
potential.
The relation between the total energy shift in the lead PDOS and the bias mag-
nitude U is plotted in figure 6.25. The left-hand graph is calculated using the SCC-
FTB model at time t = t0, and the right-hand graph is calculated using the non-self-
consistent version of the FTB model, which omits the Mulliken charge self-consistency
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Figure 6.25: The energy shift from the zero-bias result found in the right lead PDOS
minus that found in the left lead PDOS vs. the bias potential amplitude U . Left
panel: results obtained using the SCC-FTB model; Right panel: results obtained
using the non-self-consistent FTB model
term in the SCC-FTB equations. The total energy shift is calculated as ∆ER−∆EL,
where ∆EL/R is the energy shift in the PDOS of the left/right lead. It is found that,
due to the symmetry ∆EL = −∆ER the total energy shift equals to 2∆ER. ∆EL/R
is measured from the PDOS plots for the left/right leads by taking the difference
between the minimum energy of the non-zero part of the PDOS, obtained when the
bias is applied, and that obtained when the bias is zero. Due to the discretisation of
the energy axis and the Gaussian smearing used during the generation of the PDOS
plots, the exact minimum energy of the non-zero part of a lead PDOS may not be
found. Therefore, the energy shift obtained from the non-zero bias results may not
be entirely consistent with that obtained from the zero bias results. This introduces
some error in the total energy shift measurements, as can be observed in figure 6.25.
Despite the inaccuracies, the results nevertheless indicate a linear relationship be-
tween the total shift in the lead PDOS and bias magnitude U . The gradient of the
linear fit10 is measured to be 0.318 for the results obtained by the SCC-FTB model
and 1.995 for the results obtained by the non-self-consistent FTB model.
The non-self-consistent FTB results correspond to the case of non-interacting
electrons. Being a mean-field approximation, the interaction between the electrons
are captured by the Mulliken charge self-consistency term in the SCC-FTB equations.
Thus, omitting the Mulliken term is equivalent to omitting the electron-electron
interactions. The value of 1.995 for the gradient of the map between U and the
shift in lead PDOS is consistent with the results obtained by Stefanucci et al.[133]
10The linear fit is done using a least square optimisation on the error function (U) = y(U)−S(U),
where S(U) is the measured total energy shift in the lead PDOS presented as data points in figure
6.25, and y(U) = αU is a linear fitting function that always passes through zero.
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Figure 6.26: The current in the AGNR-5 system vs. bias plot, obtained from the
results of the real-time Ehrenfest dynamical calculations (Plato). The bias is defined
by U given in equation (5.2)
as mentioned in section 5.2.3. They predicted that µL−µR
U
= 2, where µL − µR is the
total shift in the lead PDOS.
When the electron-electron interactions are included, which are important for a
realistic simulation of the charge transport process, the amount of shift in the lead
PDOS is dampened due to the electric field built up by the shifted charge. It is
not easy to derive a relationship between the bias magnitude U and the shift in the
lead PDOS from the interacting electron equations given by Stefanucci et al, but the
results presented in the left-hand graph of figure 6.25 show that for the bias range
used in this work, the bias magnitude and the shift in the lead PDOS still follow a
linear relationship, albeit with a much reduced gradient.
6.3.7 Current vs. Bias and Conductance Comparisons
To obtain the current vs. time plots for the different applied bias voltages from the
results of the real-time dynamical calculations, the mean quasi-steady-state current
can be calculated using the method discussed in section 6.3.5. The plots can be
compared with those generated from of the results of the NEGF+DFT calculations
carried out by Transiesta, with the bias magnitude U used in the real-time calcu-
lations being converted to the chemical potential difference via the linear relationship
discussed in section 6.3.6.
Figure 6.26 shows the current vs. bias (I-V ) results calculated using the real-
time dynamical approach, within the SCC-FTB model. The error-bar on each of
the data points corresponds to the standard deviation of the transient current in the
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Figure 6.27: The current in the AGNR-5 system vs. bias plot, obtained from the
results of the NEGF+DFT calculations (Transiesta), using different basis sets
and exchange-correlation functionals. The bias is defined by the chemical potential
difference between the two leads
quasi-steady-state time window. The atoms in this simulation are fixed in space.
It is found that, for the AGNR-5 system, allowing the atoms to move during the
Ehrenfest MD calculation produces negligible differences to the calculated electron
current—see figure 6.28.
The real-time results clearly show a metallic conductor, with ohmic like I-V char-
acteristics. A closer inspection of figure 6.26 reveals that the differential conductance–
the slope of the I-V curve–is not constant through out the bias range used in the
calculation, and moves up a plateau when U is greater than ≈ 1.0 eV. On the other
hand, the NEGF+DFT results from Transiesta presented in figure 6.27 show there
are no current for bias voltages below≈ 0.3 eV, and the system starts to exhibit ohmic
I-V characteristics when the bias voltage is greater than the band gap (0.342 eV for
LDA with DZP basis) in the infinite AGNR-5 system.
The I-V plots of the infinite AGNR-5 system, obtained from the the NEGF+DFT
calculations with the different exchange-correlation functionals and basis sets, are
similar. In all cases, zero conductance is observed if the chemical potential bias is
less than the band gap in the system.
The non-zero and linear I-V characteristics of the real-time results for bias volt-
ages near zero suggests that the finite AGNR-5 nanoribbon simulated by Plato
has a partially filled HOMO (the highest occupied molecular orbital). The reader
may recall, however, that the infinite AGNR-5 ribbon simulated by Plato using
the same SCC-FTB model, whose results are presented in section 6.2.1, has a fully
filled HOMO and a non-zero gap between the HOMO and LUMO (the lowest unoc-
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Figure 6.28: Comparison of the I-V plots generated from the results of the real-time
calculations for the cases of atoms being either pinned in place or allowed to move
freely. All calculations are done using the SCC-FTB model
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Figure 6.29: Comparison of the DOS of (top): the periodic scattering region, simu-
lated using the LDA in DZP basis; (centre): in SZ basis; (bottom): the finite AGNR-5
ribbon terminated by H, simulated using the SCC-FTB method
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cupied molecular orbital). The density of states of the finite AGNR-5 nanoribbon
simulated using the SCC-FTB model can be compared with density of states of the
periodic AGNR-5 scattering region simulated using the LDA in DZP basis. Figure
6.29 shows that there is a peak in the DOS at the Fermi level for the finite AGNR-5
nanoribbon. The extra states located at the centre of the gap are related to the edge
states at the two ends of the finite ribbon. The edge states are discovered in theo-
retical studies[46, 90, 101, 132] of the zigzag graphene nanoribbons (see figure 6.1),
and have also been confirmed by experiments[73]. The longitudinal endings of the
finite AGNR-5 nanoribbon are equivalent to the edges of a zigzag nanoribbon. As
the previous studies have shown, the edge states are present irrespective of whether
or not the end carbon atoms are terminated by hydrogen atoms. The ohmic I-V
characteristics of the Plato results for small bias voltages, therefore, comes from
the finite length of the AGNR-5 nanoribbon used—more discussions on this topic are
presented later in this thesis.
As discussed in previous sections, to compare the I-V plots calculated from the
real-time and the NEGF+DFT methods, and to give a meaningful comparison of the
conductance values obtained, the bias U used in the real-time dynamical calculations
are converted to the chemical potential difference equivalent to the bias used by the
NEGF+DFT calculations, using the gradient of the graph presented in figure 6.25.
The resulting I-V plots are given in figure 6.30. The conductance dI
dV
is calculated
by using the finite difference method on the I-V data points:
G
(
Vi + Vi+1
2
)
=
I(Vi+1)− I(Vi)
Vi+1 − Vi
Since there are errors in the measured quasi-steady-state I values from the results
of the real-time calculations, the corresponding errors in G are calculated in the
standard way:
σ
(
G
(
Vi + Vi+1
2
))
=
√(
∂G
∂Ii
σ(Ii)
)2
+
(
∂G
∂Ii+1
σ(Ii+1)
)2
+ 2
∂G
∂Ii
∂C
∂Ii+1
cov(Ii, Ii+1)
=
√
1
h2
σ(Ii)2 +
1
h2
σ(Ii+1)2 − 2
h2
cov(Ii, Ii+1)
where Ii ≡ I(Vi), h = Vi+1 − Vi, cov(a, b) = 〈(a − 〈a〉)(b − 〈b〉)〉 is the covariance of
two random variables and σ(a) is the standard deviation of a random variable. The
conductance results are presented in figure 6.31.
The conductance results show that for both real-time and NEGF+DFT calcula-
tions, the differential conductance is quantised. For the NEGF+DFT case, once the
bias is greater than the band gap (0.342 eV) of the system, the conductance quickly
rises to 0.85 of the quantum of conductance G0 =
2e2
h
; for the real-time case, the
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Figure 6.30: Comparison of the current vs. bias plots obtained from the the real-time
dynamical approach using the SCC-FTB model, and from the NEGF+DFT approach
using the LDA in the DZP basis. The bias used for the real-time approach is defined
as the the total energy shift of the lead PDOS at t = 0, and for the NEGF+DFT
method, the chemical potential difference between the leads.
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Figure 6.31: Differential conductance—the derivative of current with respect to the
chemical potential bias—calculated from the results of the real-time dynamical cal-
culations, and those from the NEGF+DFT calculations
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Figure 6.32: The PDOS of the scattering region (C) and the leads—red being left
(L) and blue being right (R)—obtained from the results of calculations with different
bias voltages. The top panel: SCC-FTB Ehrenfest real-time dynamic transport
calculations at time t = 0 fs; the bottom panel: the NEGF+LDA (DZP) calculations
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Figure 6.33: The transmission coefficient of the AGNR-5 system obtained from the
NEGF+LDA (DZP) calculations
conductance starts from 0.99 (±0.15) G0 at zero bias, and quickly increases to 1.75
(±0.10) G0 when the bias is greater than the gap (0.214 eV) of the inifinite AGNR-5
ribbon obtained using the SCC-FTB model. This result indicates that:
• There exists one or more extra conduction channels in the finite AGNR-5 rib-
bon, modeled using the SCC-FTB method, in the real-time transport calcu-
lations. However, these channels do not exist or are closed for the inifinite
AGNR-5 ribbon, modeled using the LDA or GGA11 in the DZP or SZ basis, in
the NEGF+DFT calculations.
• There exists one or more conduction channels in both finite and infinite AGNR-
5 systems (modelled within the SCC-FTB or DFT respectively), which become
open once the bias exceeds the band gap12 in the electronic structure of the
nanoribbon near the zero-bias Fermi level.
To study this in more detail, the PDOS of the leads and the scattering region obtained
from the SCC-FTB and LDA (DZP) calculations are plotted for selected bias voltage
points where: 1) there are currents from the real-time calculations, but no current
from the NEGF+DFT calculations; 2) the conductance starts to increase and move
up a plateau, and 3) the conductance has reached the peak plateau. Figure 6.32 shows
11The GGA (PBE) results are shown in figure 6.27.
12For the finite ribbon base, the gap here refers to the band gap of the electronic structure ignoring
the contributions from the edge states in the middle.
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that for the NEGF+DFT calculations, there is a clear band gap in the scattering
region PDOS at zero bias, and as the bias increases the gap starts to close, and this
results in an increase in the conductance. It can be seen clearly from the NEGF+DFT
lead PDOS, that the lead states are simply shifted in energy by the amount defined
by the applied bias without any changes to the PDOS shape. There are clear band
gaps at the Fermi level in both lead PDOS’s, and for any applied bias voltage the lead
electronic states remain the same—albeit shifted—as those found in the scattering
region. Due to the gaps in the lead electronic structures, and the fact that the
electrons only occupy the valence bands in each lead, the only states in the leads that
contribute to conduction are in the energy range corresponding to the overlapping
regions between the Fermi levels in the PDOS of the two leads. If there is no overlap
between the PDOS of the leads and the scattering region in the conducting energy
range, then no conduction process would be expected to take place. Figure 6.33
shows the transmission coefficients obtained from the Transiesta calculations. The
plot clearly shows that there are more than one open conduction channels in the
conducting energy range once a high enough bias voltage has been applied. The
exact number of open conduction channels for a given bias can be worked out from the
eigenvalues of the transmission matrix obtained from the Transiesta calculation,
which is presented in figure 6.34. The eigenvalues of the transmission matrix show
that there are exactly two partially open channels—corresponding to two degenerate
states—contributing to the conduction process in the AGNR-5 nanoribbon. This is
because the transmission coefficient is the trace of a given transmission matrix, and
equals to the sum of the eigenvalues of the matrix. Figure 6.34 shows that, for a
given bias large enough to give a non-zero conductance, there is only one partially
open eigenvalue channel (black line) contributing to the conduction, while the total
transmission coefficient in the conduction energy range is twice as large. Therefore,
one can deduce that there are exactly two channels, coming from two degenerate
states.
For the real-time results, figure 6.32 shows that the edge states from the finite
ribbon contribute to the peaks inside the original infinite ribbon HOMO-LUMO gap
in the lead PDOS (at t = 0 fs), which make the leads become metallic. Previous
studies[101] have shown that the edge states should be highly localised on the zigzag
ribbon edges. This is indicated in the PDOS plots obtained from the SCC-FTB
calculations, where most of the edge-state peaks at the Fermi level are located in
the lead PDOS. However, the results also show that a small peak is present at the
Fermi level in the PDOS of the scattering region. Section 6.3.8 gives a more detailed
analysis that shows the states found in the middle of the gap in the PDOS of the
scattering region are indeed from the edge-states produced by the finite length of
the ribbon. The delocalisation of the edge states from the leads makes the band gap
in the scattering region in the finite AGNR-5 ribbon negligible, which results in a
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Figure 6.34: The eigenvalues of the transmission matrices T (E) for the different
applied biases for the AGNR-5 system, calculated using the NEGF+LDA(DZP)
method. The coloured lines correspond to the non-zero eigenvalues of a transmission
matrix: black = 1st, red = 2nd, blue = 3rd and green = 4th. There are maximum
of 4 conducting channels in the energy range of -3.0 eV and 3.0 eV around the Fermi
level
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non-zero conductance at zero-bias. This also indicates that the main contributors
of the edge states are likely to be the pi orbitals of the carbon atoms at the ribbon
termini. Apart from the existence of the edge states, it can be observed that the
time evolution of the scattering region PDOS obtained from the real-time and the
NEGF+LDA(DZP) calculations are very similar. Due to the difficulty for the real-
time approach to calculate transmission coefficients13 or to separate the contribution
to the total current from each molecular orbitals, it is not possible at present to
determine the exact number of conducting channels in the transport process of the
finite AGNR-5 ribbon. Nevertheless, through comparing with the results obtained
from the NEGF+LDA(DZP) calculations, it is reasonable to deduce that the edge-
states (two-fold degenerate from the two leads) form an extra set of conducting
channels. When the bias is below the value of the “main” HOMO-LUMO gap (0.214
eV, ignoring the edge states), the only contributing conduction channels in the finite
AGNR-5 ribbon come from the edge states, and once the bias exceeds the main gap,
an extra set of conduction channels opens up from the pi orbitals in the scattering
region, and therefore the total conductance increases to a new plateau as shown in
figure 6.31.
Qualitatively, if the edge states produced by the finiteness of the nanoribbon are
taken into account, then the results obtained from the real-time calculations become
comparable with those obtained from the NEGF+LDA(DZP) calculations. The total
conductance calculated using the real-time approach increases to 1.690 (±0.10) G0
from the base value of 0.968 (±0.15) G0 once the bias is larger than the HOMO-
LUMO gap of an infinite AGNR-5 ribbon14. The increase in the conductance is
caused by the opening of the pi orbital channels in the scattering region, in the same
way as observed from the results of the NEGF+LDA(DZP) calculations. The amount
of increase in the conductance obtained from the real-time and NEGF+LDA(DZP)
calculations, which are resulted from the opening of the pi channels, are compara-
ble: +0.722 (±0.10) G0 for the real-time approach, compared with +0.857 G0 for
the NEGF+LDA(DZP) approach. The presence of the edge states, however, makes
a direct comparison between the real-time and the NEGF+LDA(DZP) results diffi-
cult. Therefore, at the present, not enough information is available to deduce if the
non-adiabatic nature of the real-time method, which should give a more accurate de-
scription of excited energy states, produces any quantitative difference to the results
obtained from the methods relying on the traditional Kohn-Sham DFT.
13As discussed earlier, this is a largely mesoscopic quantity which only applies to the steady-state
limits of a time-dependent approach
14The band gap the finite ribbon is the same as the infinite ribbon if the edge states are ignored.
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Figure 6.35: The PDOS plots of the central scattering region and the two lead sections
of AGNR-5 nanoribbons with difference lengths. Also included is a DOS plot for the
infinite AGNR-5 ribbon calculated using periodic boundary conditions with the unit
simulation cell cell containing 1 R.U. of the nanoribbon. The calculations were carried
out using the SCC-FTB model
6.3.8 Delocalisation of the Edge States From the Leads to
the Scattering Region
Nakada et al.[101] showed that the edge states of a zigzag nanoribbon form a sharp
peak in the density of states near the Fermi level, and the relative importance15 of
the edge states increases as the ribbon width decrease. Furthermore, the edge states
are highly localised on the zigzag edges and extends to the centre of the ribbon in an
exponential decay. For a finite AGNR-5 nanoribbon with N repeating units along
the transport direction, the structure may be regarded as a zigzag ribbon of 5 carbon
atoms in length and 4(N+3) carbon atoms in width. If the states found at the centre
of the scattering region of the finite AGNR-5 ribbon are indeed a part of the edge
states originating from the termini of the leads, then it is expected that the height of
the peaks at the Fermi level in the scattering region PDOS will decrease as the lead
lengths increase.
Figure 6.35 shows, the PDOS in the scattering and lead regions of the AGNR-5
ribbon, with the leads 20, 10 and 5 R.U. long. Also included in the figure is the
DOS of the infinite AGNR-5 ribbon (also calculated using the SCC-FTB model),
15By importance, it means that the peak of the edge states are more dominant in the density of
states plots.
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with the unit cell containing 1 R.U. of the AGNR-5 ribbon (figure 6.3) and periodic
boundary conditions in the z direction. The results show that there is no state in the
gap for the AGNR-5 inifinite ribbon; for the finite length ribbons, there is a single
peak near the Fermi level in the PDOS of the 20 R.U. long lead, while there are
multiple peaks near the Fermi level for leads with 10 R.U. and 5 R.U. in length. The
multiple discrete states near the Fermi level found in the shorter leads differ from the
results obtained by Nakada et al.[101], who found single peaks for the edge states
in zigzag nanoribbons with width ranging from 6 carbon atoms to 51 carbon atoms.
The discrete states observed in the short AGNR-5 ribbons are most likely caused
by the fact that these are results obtained from zigzag ribbons with the length of 5
carbon atoms only, whereas the results obtained by Nakada et al. are from zigzag
ribbons of inifinite length. The apparent splitting of the edge states caused by finite
length of the narrow zigzag ribbons is an interesting topic of investigation by itself,
however, due to time constraints and the fact that the electronic structure of graphene
nanoribbons is not the main focus of this work, further investigations on this topic
will be left for future studies.
Irrespective of the nature of the peaks near the Fermi level in the lead PDOS,
the PDOS of the centre scattering region shows that these peaks from the leads
are carried over into the scattering region. The Fermi level peaks in the scattering
region reduce in height as the lead length increases: for the 5. R.U. leads, the height
of the peaks goes from about 8.0 in the leads to 7.0 in the scattering region; for
the 10 R.U. leads, the height of the twin peaks goes from about 9.0 in the leads
to 3.0 in the scattering region; and finally for the 20 R.U. leads, the height of the
single peak goes from about 19.0 in the leads to about 1.0 in the scattering region.
These observations resemble the pattern of decay of edge states from the lead termini
towards the scattering centre. Without further information, it is therefore reasonable
to assert that the peaks at the Fermi level found in the AGNR-5 scattering region
originate from the edge states produced by the finiteness of the AGNR-5 system.
6.3.9 Real-time Energy Variations
As figure 6.21 in section 6.3.4 shows, in the real-time Ehrenfest dynamics simulation,
the total energy of the AGNR-5 system at time t = 0 varies nonlinearly with respect
to the applied bias magnitude U . As U increases from zero, the initial total energy
of the system first increases, then after reaching a maximum value near U = 0.7 eV,
starts to decrease. The trend is illustrated by the graph in the top panel in figure
6.36. In this section, it will be shown that the seemingly exotic energy variations
with respect to the applied bias obtained from the real-time Ehrenfest transport
calculations are caused by a) the SCC-FTB model used, and b) the non-adiabatic
nature of the Ehrenfest dynamics.
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Figure 6.36: The energy of the AGNR-5 system at t = 0 fs vs. the bias magnitude
U . Calculated using the real-time electron transport method. Top: the total energy;
Middle: the band energy (tr(ρH)); Bottom: the Double Counting (DC) correction
energy
The total energy in the SCC-FTB model—similar to most Kohn-Sham DFT
approaches—can be written as the sum:
Etot = Eband + EDC + Eion
where Eband = tr(ρH), commonly referred to as the band energy, is the partial sum of
the eigenvalues of the Hamiltonian matrix H, which only includes the contributions
from the eigenvalues associated with the occupied molecular orbitals; EDC is the
Double Counting (DC) correction energy, which in SCC-FTB corresponds to the
self-consistent Mulliken population term; Eion is the ionic kinetic energy, which can
be ignored in the case of fixed ions. The self-consistent Coulomb interactions between
the Mulliken population terms are also present in the band energy, but in the form of
a self-consistent Coulomb potential, which contributes to the energy by exactly twice
of the value of −EDC. The purpose of the double-counting correction is, therefore,
to correct the over counting of the Coulomb interactions in a one-electron mean-field
theory approximation.
First consider the system at t = 0. The bias potential is applied and the system is
in the corresponding ground-state. If ∆q is the displacement of electrons in the system
due to the bias, then the Coulomb interaction energy produced by the displaced
charges is proportional to ∆q2. Since as shown in section 6.3.3 that ∆q is proportional
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to the bias magnitude U , it is expected that the Coulomb energy is proportional to
U2. Indeed, this is confirmed from the plot of the actual EDC vs. U in the bottom
panel of figure 6.36. The contributions from the bias potential to the band energy
are in two areas. The first is the explicit V (defined in equation (5.1)) term in the
Hamiltonian. The corresponding contribution from this term to the changes in the
non-self-consistent part of the energy eigenvalues due to the non-zero bias is similar
to that obtained from the simple model described in section 5.2.2. The second is
the implicit contribution from the displacement of electrons ∆q, which influences the
band energy in two ways: 1) through the changes in the electron density matrix,
and 2) the changes in the self-consistent Mulliken population term. Equation (5.3)
from section 5.2.2 suggests that the explicit contribution of the bias to the non-self-
consistent part of the band energy is of the form16: a + bU2 +O(U4), where a, and
b are parameters. Since ∆q is linear with respect to U , the change in the density
matrix is of the order U , and the change in the self-consistent Coulomb interactions
between the Mulliken populations is of the order U2. The contribution of the bias to
the non-self-consistent term in the band energy is attractive, because only the lower
energy eigenstates are occupied in the charge-neutral ground-state, and the applied
bias lowers the lower energy states. The contribution of the bias to the self-consistent
Mulliken population term is overall repulsive, because more electrons and holes are
created in the left and right leads respectively, while the two leads are screened by the
neutral conductor in the centre. Therefore, one should expect the U2 dependent terms
in the eigenvalues of the Hamiltonian to cancel, and the band energy should be largely
linear with respect to U . Note that, Eband = tr(ρH), and the linear dependence of U
comes from the electron density matrix. Indeed, this estimation is confirmed by the
band energy results obtained from the actual calculation on the AGNR-5 system,
presented as the middle graph in figure 6.36. The linear dependence of U in the
band energy, coupled with the quadratic dependence of U in the double-counting
correction energy contribute to the non-trivial dependence of the total energy with
respect to the applied bias at time t = 0.
Fast-forward to t0 = 0.5 fs, when the bias confinement potential is turned off.
At this point, the displaced charges still remain in place, so the contributions to
the band energy and double counting correction term from the Coulomb interaction
of the Mulliken populations do not change; the non-self-consistent part of the band
energy, on the other hand, changes to the values corresponding U = 0. Since in the
SCC-FTB model the Coulomb interaction between the Mulliken populations in the
band energy is exactly twice (and minus) the value of the double-counting correction
energy, the total energy varies exactly as −EDC with respect to U . Note that, for
each value of U , after the bias confinement potential has been fully turned off, the
16Obtained through Taylor expansion
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Figure 6.37: Comparison between the energy vs. bias plots obtained at t = 10 fs and
t = 0 fs, for the AGNR-5 system. Top: the total energy; Middle: the band energy
(tr(ρH)); Bottom: the double-counting correction energy
total energy changes to a different value to that at t = 0 fs, but still remains constant
respect to time thereafter, due to the conservation laws of the Ehrenfest dynamics.
The predictions made in this paragraph are demonstrated in figure 6.37, which shows
the energies of the AGNR-5 system calculated for different values of U , taken at time
t = 10 fs. Ideally, to exactly confirm the predictions, the energy values should be
taken at the point t0 = 0.5 fs when ∆q remains the same as that at t = 0 fs, however,
the break down of the energy components are only calculated at the beginning and
the end of an Ehrenfest MD calculation. Nevertheless, it can be seen from figure
6.20 that at t = 10 fs, the electrons have bounced back from one end of the lead into
the other, and the Mulliken charge displacements have more-or-less returned to the
t = t0 values.
The non-trivial energy evolution in time with respect to the magnitude of the
applied bias is a result of the non-adiabatic nature of the Ehrenfest dynamics. If the
dynamics is adiabatic, then the system will stay on the ground-state energy surface,
and after t = t0, system will always have the same energy irrespective of the value of
U . This is because when bias potential is switched off, the Hamiltonian and charge
density will simply return to the self-consistent ground-state values for the non-biased
system.
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Figure 6.38: Benzene connected to two AGNR-5 leads
6.4 Rotated Benzene Ring with AGNR-5 Leads
One of the advantages of using the real-time dynamical approach for transport cal-
culations is that the ionic dynamics can be trivially incorporated into the simulation,
and therefore the effects of ionic movements on the electric current and vice versa
can be studied. It should, however, be noted that in Ehrenfest dynamics while the
electronic dynamics takes a full account of the movement of the ions, the ions are
approximated as classical particles moving in a mean field created by the electron den-
sity. Therefore, electron-phonon couplings and Joule heating, both of which require
the description of the electron-ion correlations cannot be simulated by the Ehrenfest
approximation[17, 61]. Nevertheless, Ehrenfest dynamics should still be able to give
information on the possible changes in the structure of a conducting molecule due to
the electron currents.
As mentioned in Introduction (chapter 1), while the effects of mechanical defor-
mations on the conduction properties of the conjugated polymers have been studied,
not much work has been done to study the effect of the electric current on the defor-
mations in the conducting polymers. In this section, the current induced structural
changes in a rotated benzene molecule connected to two fixed AGNR-5 nanoribbon
leads are presented.
6.4.1 System Setup
AGNR-5 nanoribbon leads each with a length of 20 R.U. are used to sandwich a
scattering region that consists of a benzene ring in the centre, and two contact regions
on either side, each containing one R.U. of the AGNR-5 nanoribbon tapering to
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Figure 6.39: The planes used for the calculation of the dihedral angle of the benzene
ring with respect to the AGNR-5 leads. The dihedral angle is the average value of
the angle between normals of the red planes and that of the blue planes. The three
vertices marking the edges of each plane correspond to the atomic coordinates used
for the definition of the plane
connect to each side of the benzene ring. All carbons are terminated with hydrogen
where appropriate, so that there are no dangling bonds. The structure is illustrated
in figure 6.38. The benzene ring in the centre can be rotated about the z axis due
to the σ-bonds that connect it to the contacts. The dihedral angle of the benzene
ring is defined as the average angle between the normals of the planes marked by 3
atoms in the benzene ring and 3 atoms on the edges of the tapered contact region
at the tip of each graphene nanoribbon lead. This is illustrated in figure 6.39. In
the figure, there are two planes defined in each of the colours (red or blue) set. The
3 atoms marking the vertices of each red or blue triangle correspond to the points
that are used for defining the plane. The dihedral angle is calculated as the average
value of the angle between the normals of the two red planes and that of the the two
blue planes. This work investigates what happens when currents are passed through
the benzene molecule, when the ring is rotated initially with a dihedral angle of 0.0,
10.0 or 20.0 degrees. In the presentations below, the structures with the benzene
ring twisted at 0, 10, or 20 degrees are to be referred to as “AGNR-5-benzene(D0)”,
“AGNR-5-benzene(D10)” and “AGNR-5-benzene(D20)” respectively.
The SCC-FTB model was used for the calculations and the entire lead-device-lead
structure was treated as a single isolated molecule in a simulation cell of the size:
30.0 A˚ × 15.0 A˚× 400.0 A˚. The atoms in the benzene and the two contacts in the
scattering region were allowed to move, while those in the rest of the leads were fixed
in space to save computational cost.
To prepare for the transport calculations, the AGNR-5-benzene(D0) system was
first relaxed structurally, so that the force on any atom was less than 10−4 eVA˚
−1
. The
energy tolerance for ground-state calculation was set to be 10−6 eV. Once the struc-
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ture had been relaxed, the benzene ring was then rotated to 10 and 20 degrees in di-
hedral angles respectively using a structural editing tool provided by Chimera[114].
The prepared structure was then used for the transport calculations with the con-
finement bias potential with the softness of σ = 0.1 (see equation (5.2)) turned off at
time t0 = 0.5 fs.
For the AGNR-5-benzene(D0) system, the NEGF+LDA(DZP) calculations were
also performed to provide a comparison on the I-V results. For the NEGF+LDA(DZP)
calculations, the density matrices and the relaxed atomic structures obtained from
the pure AGNR-5 nanoribbon calculations were reused for the leads. For consistency
with the real-time transport calculations, the same scattering region consisting of a
benzene ring and two tapered section of the AGNR-5 lead is used. Also included in
the scattering region unit cell (see figure 6.40) for the NEGF+LDA(DZP) calculations
are four AGNR-5 lead unit cells: one unit cell on each side of the benzene-contact sec-
tion as the lead unit cells required by the NEGF implementation; and a further unit
cell on each end of the scattering region to act as buffers. The initial self-consistent
ground-state density of the scattering region is calculated assuming periodic bound-
ary conditions in all three Cartesian directions. This means the scattering region unit
cell must contain enough lead atoms to screen out the effects of the periodic images of
the benzene molecule. The purpose of the buffer regions are to make the lead sections
longer during the initial DFT calculations, providing a better approximation to the
non-periodic lead-device-lead system. The buffer atoms are ignored during the self-
consistent Green function calculations to save computational cost. Convergence tests
were performed to find the optimal settings for the Bloch k-point grid, the real-space
integration grid and the complex contour mesh. It was found that a Bloch-space grid
of 1 × 1 × 3 an integration grid planewave cutoff of 5442.27 eV (400.0 Ry), and a
complex contour mesh of 70 points in the circular path and 5 points in the linear path
for the equilibrium contour (see figure 6.15), and 10 points for the non-equilibrium
contour were sufficient to converge the total energy, with error less than 10−4 eV.
The minimum energy for the circular part of the complex equilibrium contour was
set to be −30.0 eV, because the minimum band energy of the scattering region was
found to be −22.34403 eV. 16 Fermi-poles were included for the equilibrium contour
and the non-equilibrium contour was raised from the real-axis by 1.3605× 10−5 eV,
and these settings were exactly the same as those used for the AGNR-5 nanoribbon
NEGF+DFT calculations.
6.4.2 Current-Voltage Characteristics
The plots of the transient current vs. time for different bias magnitudes U for the
AGNR-5-benzene(D0) system are presented in figure 6.41. The quasi-steady-state
current was measured within the time window of 3.3 fs to 5.8 fs. As shown in
175
Scattering RegionLeft Lead Right Lead
Left Buffer Right Buffer
Figure 6.40: The scattering region unit cell used for the NEGF+LDA(DZP) calcu-
lation on the AGNR-5-benzene(D0) system
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Figure 6.41: Left: Transient current vs. time for various applied biases; Right:
Finding the quasi-steady-state current from the results of the calculation with bias
U = 6.80 eV; the system is AGNR-5-benzene(D0)
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results of the AGNR-5-benzene(D0) system at t = 0 fs
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Figure 6.43: Comparison between the real-time and the NEGF+LDA(DZP) (quasi-
)steady-state transport results for the AGNR-5-benzene(D0) system
the right-hand graph of figure 6.41, the chosen time window gives the lowest running
deviations in the transient current. This is the same as the time window chosen for the
pure AGNR-5 nanoribbon calculations. To be able to compare with the results from
the NEGF+LDA(DZP) calculations, the amount of shift in the AGNR-5 lead PDOS
for the AGNR-5-benzene(D0) system was measured, and the results are presented
in figure 6.42. The shift in lead PDOS for the bias U range considered in this work
is found to be linear with respect to U , and a linear fit gives a gradient of 0.313.
This is the scale that was used for converting the bias magnitude U from the real-
time calculations to the chemical potential difference µL−µR equivalent to that used
in the NEGF+LDA(DZP) calculations. Figure 6.43 shows the steady-state current
vs. bias and the differential conductance vs. bias plots obtained from both the real-
time SCC-FTB and the NEGF+LDA(DZP) calculations. The difference between the
results obtained from the two simulation methods is significant. There is negligible
conductance in the chosen bias range for the NEGF+LDA(DZP) calculations, while
for the real-time calculations, once the bias is greater than a finite barrier, the current
starts to flow, and the conductance approaches 1 G0. This clearly shows that at
higher biases, the SCC-FTB calculation gives one or more conduction channels in a
finite length AGNR-5-benzene(D0) system, while these channels are not available for
the inifinite AGNR-5-benzene(D0) system calculated within the NEGF+LDA(DZP)
formalism.
Figure 6.44 shows the projected density of states for the scattering region and the
leads sections of the AGNR-5-benzene(D0) system, obtained from both the real-time
SCC-FTB and the NEGF+LDA(DZP) calculations. It is clear from the lead PDOS
obtained from the SCC-FTB results that the edge states introduced by the finiteness
of the AGNR-5 leads are still present (see discussion in section 6.3.8). Therefore,
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Figure 6.44: The PDOS of the scattering region (C) and the leads—red being left
(L) and blue being right (R)—of the AGNR-5-benzene(D0) system. Top: the results
of the SCC-FTB Ehrenfest real-time dynamic transport calculations at time t = 0
fs; (Bottom): the results of the NEGF+LDA(DZP) calculations
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the existence of the benzene molecule in the system, which can be regarded as a
defect in the AGNR-5 ribbon, does not affect the formation of the edge states. This
is expected, given the edge states are formed at the lead termini, far away from the
benzene molecule situated in the centre of the system. The edge states are not present
in the infinite system used in the NEGF+LDA(DZP) calculations. The eigenvalues
of the transmission matrix obtained from a NEGF+LDA(DZP) calculation for a
chosen bias (see figure 6.46) show that the doubly degenerate conducting channel,
which makes the majority contribution to the conductance in the pure AGNR-5
ribbon system17—the black line in figure 6.34—is no longer available in the AGNR-
5-benzene(D0) case. As the bias increase, it is observed that a second channel (also
doubly degenerate) opens up, though only by a very small fraction. This means
there is virtually no transmission near the Fermi-level for the chosen bias range (see
figure 6.45). These results indicate that the pi electrons in the AGNR-5-benzene(D0)
system become localised due to the benzene molecule acting as a defect in otherwise
uniform nanoribbon. For the SCC-FTB real-time results, however, the existence
of the edge states caused by the finiteness of the leads again formed a conduction
channel. The increase in the conductance towards the value of 1.0 G0 in the real-time
results indicates that, as the applied bias increases the conductance channel formed
by the edge states opens up.
Irrespective of whether the conductance property of the finite AGNR-5-benzene(D0)
system is indeed caused by the edge states, or is in fact caused by the approximations
made by the SCC-FTB model, which discounts self-consistent electron exchange and
correlation, the SCC-FTB model should, nevertheless, give a qualitative description
of the effect of the twisting of the benzene molecule (about z-axis) on the electron
transport process, and vice-versa. Figure 6.47 shows the I-V characteristics and
the differential conductance vs. bias plot of the AGNR-5-benzene system with the
benzene molecule rotated to give dihedral angles of 0, 10 and 20. The results show
that the rotated benzene rings give lower conductance, and the larger the dihedral
angle the less conducting is the system. This result agrees qualitatively with the
experimental results obtained for conjugated polymers[92, 151].
6.4.3 Bond Length Variations In Time
The length of the selected C–C and C–H bonds were traced through the real-time
simulation of the AGNR-5-benzene systems. It was found that the time evolution of
the bond lengths are very similar for systems with different benzene dihedral angles.
Therefore, only the results of the AGNR-5-benzene(D10) system are presented in this
17For both the AGNR-5 and AGNR-5-benzene(D0) calculations, the same set of PAO basis func-
tions are used, and the atoms are listed in the order of ascending values in their z coordinate.
Therefore, one would expect the order of eigenvectors of the transmission matrix obtained from
both the AGNR-5 and AGNR-5-benzene(D0) calculations to be the same
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Figure 6.45: The transmission coefficient of the AGNR-5-benzene(D0) system ob-
tained from the results of the NEGF+LDA(DZP) calculations. The right panel gives
a zoomed in version of the graph displayed in the left panel
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Figure 6.46: The eigenvalues of the transmission matrix T (E) of the AGNR-5-
benzene(D0) system, calculated using the NEGF+LDA(DZP) method. The coloured
lines correspond to the non-zero eigenvalues of the transmission matrix: black = 1st,
red = 2nd, blue = 3rd and green = 4th. There are maximum of 4 conducting channels
in the energy range from -3.0 eV to 3.0 eV about the Fermi energy
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Figure 6.47: The current vs. bias and differential conductance vs. bias plots for the
AGNR-5-benzene systems with the benzene molecule rotated to give dihedral angles
of 0, 10 and 20 degrees
thesis, which is representative of the bond length evolution in other structures with
different benzene dihedral angles.
Since large part of the leads are fixed during the simulations, only bond lengths
in the scattering region are of interest. The scattering region naturally divides into
three sub-regions: the two contact sections, which are tapered tip of the leads, and
the benzene ring at the centre. Therefore, the time evolution of the average C–
C and C–H bond lengths in these three regions were traced separately during the
simulations. The time evolution of the C–C bond lengths of the interfaces between
the benzene ring and the two contacts were also recorded.
Figure 6.48 shows the time evolution of the bond lengths in the AGNR-5-benzene
(D10) system. The results show clear oscillatory behaviour in all of the C–C bonds
in the scattering region. There are also oscillations in the C–H bonds located in
the contacts, while the variations in the C–H bond lengths in benzene appear to
be small and random, taken over by numerical noise. The oscillations in the C–H
bonds has a higher frequency than that of the C–C bonds. This difference is most
likely attributed to the lighter mass of the hydrogen atoms. The differences between
the amplitude of oscillation of the C–C bonds found inside the benzene molecule
and those found in the contacts are significant. The amplitude of the C–C bond
oscillations in the benzene molecule is measured to be about 0.01 A˚, while those in
the contacts are measured to be about 0.002 A˚. The oscillations of the interface C–C
bonds are exactly out of phase compared to those of the benzene ring. This is likely
a result of the benzene molecule and the contacts expanding and shrinking in phase
(albeit most contribution comes from the benzene), causing the interface between
the benzene and the contacts to contract and expand accordingly. In addition to the
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Figure 6.48: The time evolution of the average bond length of the selected sections of
the AGNR-5-benzene(D10) system. The label “Benzene” corresponds to the benzene
ring in the middle of the scattering region; “contact” (left or right) corresponds to
the tapered section of the (left or right) AGNR-5 lead connected to the benzene
molecule; “interface” (left or right) corresponds to the bond connecting the benzene
molecule to each of the contacts
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Figure 6.49: The time evolution of the electron number in the leads and the scattering
region of the AGNR-5-benzene(D10) system
oscillatory nature of the C–C bonds, there is a general trend of reduction in the bond
lengths, which applies even to the zero bias results. This feature will be discussed
below.
The expansion of C–C bonds in the scattering region—the benzene ring and, to
a lesser extent, the contacts expanding and shrinking in unison—is not caused by
the build up or withdraw of charges in the scattering region during the conduction
process. Figure 6.49 shows a typical time evolution of the electron numbers in the
leads and the scattering region of the AGNR-5-benzene(D10) system under a given
bias. While there are variations in electron population in the scattering region (±0.1
electrons), there is no apparent relationship between the oscillations in the C–C bond
lengths in figure 6.48 and the electron number variations in the scattering region.
The bond length variations could also be, in principle, a result of starting from a
non-optimised structure, caused by the migration of charges under an applied bias at
time t = 0 fs. The initial starting structure of the system during the calculations was
taken to be the relaxed structure of the zero-bias ground-state (with the benzene
ring rotated, although the same trend is observed for zero dihedral case). Figure
6.50 shows the time evolution of the bond lengths, in the case where the bias is
never switched off during the course of the simulation, so that no current flows in
the system. Any bond length variations in this calculation, therefore, are caused by
the the effect of charge displacements in the system under bias. It is observed that
under a non-zero bias, the C–C bond lengths in the left contact gradually decrease,
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while those in the right contact gradually increase. This is expected, because under
a non-zero bias the electrons migrate from the right lead into the left lead, and
since the contacts are coupled to the leads, the ions in the left contact in general
experiences attractive forces produced by the increase in electron population, and
the right contact experiences repulsive forces between the ions due to the removal
of negatively charged electrons, which balance out the ion-ion repulsions. Since the
number of electrons in the scattering region is largely unaffected by the bias potential,
and the benzene molecule is in the centre of the scattering region, screened by the
contacts, the time evolution of the bond lengths in the benzene molecule is therefore
bias independent. The observed result of a non-transport calculation is, therefore, the
ionic relaxation process under an applied bias. Note that, the variations of the bond
lengths in the benzene molecule observed from the the non-transport calculations
are an order of magnitude smaller than the amplitude of the oscillations observed
when a current is allowed to flow through the system. For the zero bias result (black
line), there is a gradual, albeit small (0.001 A˚ in 10 fs), decrease in the C–C bond
length in the contacts and the benzene molecule. The most probable cause of this
drift is numerical error. The initial structure was relaxed with a force tolerance of
10−4 eVA˚ −1, this fact, plus the numerical errors of the Ehrenfest iterations, and
the fact that the velocity dependent terms in the ionic forces18 are omitted in the
implementation, can lead to small variations in the ionic structure during the course
of the Ehrenfest MD under zero bias. Nevertheless, the trend of variations in the
C–C bonds observed in figure 6.50 explains the gradual decrease in the C–C bond
lengths observed in figure 6.48.
Since the non-transport calculations did not produce oscillatory behaviour in the
bonds, and there is no obvious connection between the variations in the electron
populations in the system and the bond oscillations, it follows that the oscillations
are caused by the electron current flowing through the scattering region. It may be
tempting to associate the bond oscillations with Joule-heating, however, Horsfield
et al.[60] showed that the Ehrenfest dynamics, by the virtue of treating the system
as a group of classical ions moving in an electron fluid, cannot correctly describe
heating, as the correlation between the ionic and electron wavefunctions are lost.
The oscillating effect of the ions observed is only a part of the heating effect, and is
a result of the current induced fluctuations in the electron density. The conservation
of the total momentum in the Ehrenfest MD (see section 2.7) means ions oscillate in
response to the fluctuations in the electron fluid.
18These are the last two terms in equation (2.85).
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Figure 6.50: Average bond length of selected sections of AGNR-5-benzene(D10)
evolving in time. In this case, there is no current flowing in the system, as the
confinement potential bias is never turned off. “Benzene” corresponds to the ben-
zene ring in the middle of the scattering region; “contact” (left or right) corresponds
to the tapered section of the AGNR-5 leads connected to the benzene in the scatter-
ing region of real-time simulation; “interface” (left or right) corresponds to the bond
connecting the benzene ring with each of the contact regions
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Figure 6.51: The time evolution of the benzene dihedral angles in the AGNR-5-
benzene(D10) system under different biases. Left: the bias is turned off at t = 0.5 fs
and, therefore, generating a current afterwards; Right: the bias is never turned off,
and there is no current flow in the course of the simulation
6.4.4 Dihedral Angle Variations in Time
In the relaxed structure of the AGNR-5-benzene system in the zero-bias ground-
state, the benzene molecule naturally assumes zero dihedral angle with respect to
the graphene nanoribbon leads. Once the benzene molecule is rotated about the z
axis to form a non-zero dihedral angle with the leads, the pi-bonds in the structures
become twisted and one expects the energy of the system to increase. Therefore, if
the molecule is left to relax on its own, then it is reasonable to expect the benzene
molecule to slowly un-twist it-self, and return to the flat ground-state configuration.
The question this work wishes to address is: what happens to the changes in the
dihedral angle when a current is flowing through the twisted pi-bonds? Will the
electron current accelerate the un-twisting process of the benzene molecule, or will
the current slow down or stop the natural relaxation process?
To answer these questions, one must separate the effect caused by the natural
process of the benzene ring trying to relax into a lower energy structure, and the
extra effects that are caused by the current flowing through the system.
Figures 6.51 and 6.52 show the time evolution of the benzene dihedral angles
in the AGNR-5-benzene(D10) and AGNR-5-benzene(D20) systems under the cases
of 1) a current flow and 2) no current flow. In the second case, the bias potentials
(equation (5.1)) are never switched off during the course of a simulation. By studying
the two cases, the effect of the charge displacements (due to the initial bias) on the
change in the benzene dihedral angle may be separated from the effect introduced
by a current flow in the system.
The non-transport results show that the benzene naturally evolves to close its
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Figure 6.52: The time evolution of the benzene dihedral angles in the AGNR-5-
benzene(D20) system under different biases. Left: the bias is turned off at t = 0.5 fs
and, therefore, generating a current afterwards; Right: the bias is never turned off,
and there is no current flow in the course of the simulation
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Figure 6.53: The time evolution of the benzene dihedral angles in the AGNR-5-
benzene(D10) system under different biases. The bias is initially applied at t = 0 fs
and then turned off at t = 0.5 fs to generate a current
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Figure 6.54: Benzene dihedral angle at time t = 10 fs; Left: results of the AGNR-5-
benzene(D10) system; Right: results of the AGNR-5-benzene(D20) system
dihedral angle with the graphene nanoribbon leads, and the rate of closure does not
depend on the magnitude of the bias and the number of electrons present in each
leads. The rate of closure of the dihedral angle, however, does depend on the initial
degree of rotation of the benzene ring, with the large initial angle resulting in a faster
rate of closure. When a current is allowed to flow through the system, it is observed
that the benzene dihedral angles decrease faster in response to a higher current. Note
that for bias magnitudes U below 2.0 eV, the conductance of the AGNR5-benzene
system is close to zero, and therefore, negligible current flows through the system.
This means the benzene dihedral angle under the bias of 1.36 eV decreases at the
same rate as that of the zero-bias case. It is also important to note that the rate
of change in benzene dihedral angle is unaffected by the direction of the current.
This result can be seen from figure 6.41, where the current reverses direction at
t = 8 fs. To be certain of this observation, an extended transport simulation on the
AGNR-5-benzene(D10) system running for up to 20 fs was performed, and the results
are presented in figure 6.53. The figure shows the a near monotonic decrease in the
dihedral angle towards zero, despite the current reversing direction several times. The
benzene dihedral angles for the AGNR-5-benzene(D10) and AGNR-5-benzene(D20)
systems at t = 10 fs are presented in figure 6.54.
Although the changes observed in the dihedral angles are small (in the order of
0.1 degrees), given the clear and consistent trend in the results, one concludes that
these cannot be numerical noise, and the effects of the electron current on a twisted
pi bond observed are physical.
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Chapter 7
Conclusions
A comprehensive derivation of the Ehrenfest MD equations of motion was given.
The effects of non-orthogonality and incompleteness of the basis set on the dynam-
ical equations have been investigated in detail. The electronic equation of motion
under the Ehrenfest MD in the TDDFT single particle framework with a general
atom-centered basis is given in equation (2.63), and the ionic counterpart is given in
equation (2.85). While the final equations agreed with those of the previous work
done by Todorov and Wang et al, this work has also shed some new understanding.
First of all, the form of the Lagrangian given in equation (2.13), often used without
explanation in the literature, was derived from the first principles. Secondly, this work
has shown how the semi-classical Lagrangian of the Ehrenfest MD (equation (2.26))
can be derived from the full many-body-coupled electron-ion Lagrangian (equation
(2.12)) by taking two central assumptions: that the electronic and ionic wavefunc-
tions decouple, and that ions are classical. The first assumption of the Ehrenfest
MD clearly indicates its lack of ability to calculate electron-ion correlations. The
semi-classical Lagrangian may then be rigorously derived from the full quantum me-
chanical version by taking the ionic degrees of freedom as the expectation values of
the ionic operators, and by relating the expectation values of the Heisenberg equation
with the Hamilton’s equation of the classical mechanics. The classical positions of the
ions are therefore defined as the expectation values of the ionic position operators.
Thirdly, the use of the adiabatic approximation to the TDDFT exchange-correlation
functional was shown to be crucial for the derivations presented in this work to be
valid. As the exchange-correlation functional is local in time in the adiabatic limit,
the action A =
∫
dt L, with L either being in the form of equation (2.42a) or (2.44),
will not then violate causality—which was the original point of failure for the action
form of A in TDDFT[85].
Care needs to be taken, especially if one is to implement the Ehrenfest MD in
tight-binding calculations—when working in an atom-centred basis set—with the on-
site elements of the overlap and the Hamiltonian matrices. It seems to be often the
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case in standard DFT packages that, due to the fact these matrix elements appear to
only depend on the location of a single atom, the gradient of these matrix terms with
respect to two-centre distances are automatically treated as zero. However, this work
has shown that this is not the case. In some cases—for example the sp couplings—the
limit of the gradient of a two-centre matrix element, when the two centres coincide,
is well defined and non-zero. It was also shown that even if these matrix elements
are incorrectly set to zero, the standard adiabatic atomic forces calculated for the
Born-Oppenheimer MD would still have the correct values, due to the fact that
the Hamiltonian and the density matrices commute. These gradients of the on-site
elements are, however, crucial to the correct implementation of a non-adiabatic MD
such as the Ehrenfest dynamics, because the Hamiltonian and the density matrices
no longer commute and thus the errors do not cancel (see section 2.9 and 3.4.1).
A total of five electronic propagators have been implemented in Plato. A novel
method has been introduced to approximate the exponential form of the exact elec-
tronic propagator with just matrix multiplications, and without any inversions, while
still retaining good unitary and time-reversal symmetry properties, by selectively
mixing the higher order terms.
Tests results indicate that, even for a relatively small molecule such as C2H4, and
with light atoms, due to the time-scale at which the calculations are performed, the
Hamiltonian of the self-consistent Frauenheim tight-binding model is near constant
during each step of the simulation. Therefore, the slowly-varying-Hamiltonian limit
may be a good approximation to the time-evolution operator. For full TDDFT cal-
culations (with adiabatic approximation), it was found that, in general, the stability,
when compared with that of the tight-binding calculations, is poorer irrespective of
the propagator used. Perhaps surprisingly, the simple propagator 1, which is just a
Crank-Nicholson propagator (equation (3.3)) without taking the midpoint, and with
an approximation to the denominator using the method mentioned in the previous
paragraph, is the most stable. It was found that energy drifts during a simulation
may become worse if the time-reversal symmetry is broken. This is consistent with
the picture that a system that breaks time-reversal symmetry is dissipative. Reduc-
ing the time step was found to improve the accuracy and stability of a calculation.
Furthermore, an important result found during the propagator tests was that the use
of correctors significantly improves the stability of the time evolution. However, the
drawback of the use of a corrector is the requirement to reconstruct the Hamiltonian
at each corrector step, which is a time consuming process, and in the case of TDDFT,
one of the biggest bottle necks in a simulation. Therefore, one must balance stability
with computational cost.
A tool-set for studying the real-time transport properties of a conducting system
based on the micro-canonical picture first proposed by Di Ventra and Todorov[37] has
been implemented in Plato, using the Ehrenfest MD. The bias potential is defined
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so as to model the conduction process in the closed lead-device-lead system as a
capacitor discharging process. The bias potential is initially switched on, so that a
chemical potential imbalance in the two leads is created when the potential is turned
off. An expression for the current was derived using the continuity equation, and it
is calculated as the average rate of change in the electron populations in the left and
right leads. Practical calculations have show that this definition is adequate, in the
sense that the electron number variations in the device are of an order of magnitude
smaller than the those in the leads, and the fact that the total number of electrons
remains constant (with small errors) throughout dynamical simulations.
The equivalence of the bias definition with those used in other common approaches
such as the time-independent-DFT-based NEGF methods based on Caroli’s parti-
tioned approach, and the time-dependent grand-canonical methods such as those
developed by Stefanucci and co-workers, has been discussed. The potential bias im-
plementation used in this work is commonly used in other works based on the micro-
canonical picture, and is perhaps considered to be the closest form to the chemical
potential bias used in the traditional mesoscopic theories or the partitioned NEGF
theories. The potential can be considered as correspond to the reverse of the process
resulting from the bias defined by Stefanucci’s (or Cini’s) TDDFT formalism. It has
been demonstrated from calculations on the graphene nanoribbons within ab initio
tight-binding that, for non-interacting electron systems, the bias definition given in
this work is the same as the chemical potential difference used in the partitioned
NEGF methods, in the sense that the amount of energy shifts in the lead densities
of states under bias are the same in both methods. Note that, strictly speaking,
even in the case of non-interacting electrons, only the magnitude of the biases are
the same for the real-time and the partitioned NEGF+DFT methods. In the parti-
tioned NEGF+DFT methods, the states in the leads are rigidly shifted under bias,
and the leads remain charge neutral, while in the approach used in this work, the
Fermi levels in the leads change under bias, and the leads become charged. When
electron-electron interactions are included in the calculation, however, the definitions
of the bias potentials in the different approaches starts to differ. This is due to the
fact that, for the method implemented in this work and that used by Stefanucci and
co-workers, the electron-electron interactions between the leads and the device are
considered, and these interactions reduce the shifts in the lead densities of states.
However, for the partitioned method used in most NEGF+DFT methods, the lead
electrons are isolated from the device, and hence the chemical potential in each lead
is unaffected by the interactions with the device electrons. In any case, the shift
in the partial density of states in the leads found at the beginning of an Ehrenfest
transport calculation should be equivalent to the chemical potential difference used in
the partitioned NEGF calculations, and should be used as the bias value for compar-
isons with results obtained from the standard time-independent NEGF+DFT or the
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mesoscopic Landauer methods. This point is not often clearly addressed in previous
works[29, 59].
The transient currents obtained from the real-time transport calculations show
oscillations that are dependent on the magnitude of the bias applied and the abrupt-
ness of the switch-off of the bias. The fluctuations are unlikely to be caused by the
finite size of the system, since calculations performed with shorter graphene nanorib-
bon leads of length 5 and 10 R.U. showed that the initial transient peak and the
subsequent oscillations in these systems are almost identical in amplitude and fre-
quency to the results obtained from calculations with leads of length 20 R.U. This
effect is also confirmed by other calculations done on different systems with differ-
ent TDDFT functionals[29]. The fact that the transient oscillations are affected by
σ—the speed with which the bias potential is changed—for the same current flow
suggests that these cannot be shot noise[13]. Therefore, the dependence of the initial
peak in the transient currents and also the subsequent oscillations on the time-period
of the switching off process (see equation (5.2)) suggests that the transient oscilla-
tions are just a response to the initial perturbation ∆E ∼ ~
∆t
caused by the rapid
change in the bias potential.
One additional point related to the abruptness of the switching off process of the
bias potential is that the Runge-Gross theorem becomes invalid if the applied external
potential is non-differentiable. So, in principle, one should never use a step-function
for switching the bias potential on and off in a dynamical transport study under the
framework of TDDFT. However, in practice, because time steps are discretised in
most dynamical implementations, the non-differentiable aspect of the bias potential
never actually comes into play: if σ in the bias definition (5.2) is small enough so
that the bias already goes to zero before the next time step, then this is completely
equivalent to defining the potential as a step-function.
The results from electronic structure calculations on infinite armchair graphene
nanoribbons of widths ranging, for odd numbers only, from 5 to 19 C atoms show good
qualitative agreement in the atomic structure and band structure of the nanoribbons
for the SCC-FTB and the self-consistent LDA models. It was found that, with the
exception of armchair nanoribbons of width 3n (n = 1, 3, 5), the SCC-FTB model
gives a lower band gap then self-consistent LDA calculations. However, the overall
trend of decreasing band gap with increasing ribbon width, and the gap dependence
on the ribbon width—3n (n = 1, 3, 5), 3n+ 1 (n = 2, 4, 6) or 3n+ 2 (n = 1, 3, 5)—are
all reproduced by the SCC-FTB model. Also reproduced are the densities of states
near the Fermi level. These results also agree with those from similar calculations
reported in the literature[131]. Therefore, it can be concluded that the SCC-FTB
model at least provides a good qualitative model for the AGNR ribbons.
When calculating transport properties of the micro-canonical system of finite
AGNR-5 ribbons, edge states are discovered which produce resonances at the Fermi
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level. These edge states are not present in infinite ribbons. The same states have
been discovered before and were studied extensively[46, 90, 132]. The reason for
the presence of the extra states is the termination of AGNR-5 ribbons in the real-
time transport calculations, and the concomitant introduction of a zigzag ribbon
edge. The conduction results suggests that the real-time micro-canonical approach—
when the bias is chosen as the shift in the lead density of states—gives a differential
conductance that increases in steps from ∼ 0.97G0 to ∼ 1.69G0 as the chemical
potential difference in the two leads increases from 0 eV to a value greater than the
original HOMO-LUMO gap of the infinite ribbon. The NEGF+DFT results, with
the absence of edge states, give a differential conductance that increases in steps from
∼ 0.00G0 to ∼ 0.85G0, when the bias increases from 0 eV to a value greater than
the LDA band gap. This points to the suggestion that the edge states present in
the micro-canonical case are contributing extra conduction channels near the Fermi
level. It is, however, clear from the work by Fujita et al.[46] that the edge states
should be localised at the termini of the AGNR-5 ribbon, and decay exponentially
towards centre. Further studies on the partial densities of states in the device and
leads under different biases suggest that the Fermi level resonances in the DOS are
indeed peaks in the lead sections, indicating their origin as localised edge states in
the leads. However, there is also a small resonance peak at the Fermi level in the
PDOS of the device region, suggesting contributions from the edge states. Results
from studies with different lead lengths show that the height of the Fermi level peaks
in the device region decrease as the lead length increases. This adds further strength
to the assertion that the small peaks at the Fermi level found in the device region
are indeed parts of the edge states. So, either because of the particular tight-binding
model used in the real-time simulation, which may cause all densities to spread1, or
because the lead-device-lead system used in the calculations is still not long enough,
the edge states from the two zigzag termini of the finite AGNR-5 ribbon form new
open conduction channels. The assertion that new channels are formed by the edge
states is further supported by other theoretical and experimental studies[145, 153] on
graphene nanoribbons, which show that armchair ribbons give conductance in steps
of 0, 1, 2, . . . G0 while zigzag ribbons give conductance in steps of 1, 2, 3, . . . G0.
Calculations with a benzene ring attached between two AGNR-5 ribbons showed
that, again due to the edge states in the finite ribbon, the conductance calculated
from the real-time Ehrenfest calculations is several orders of magnitude greater than
the NEGF+DFT results. It is observed that increasing the dihedral angle of the
benzene ring (from 0 degrees) decreases the conductance, which confirms previous
results reported in the literature. The main results from the real-time Ehrenfest MD
calculations, however, are related to the current-induced structure changes. By trac-
1In fact, this is a known issue with DFT related methods.
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ing the lengths of selected bonds in the benzene and in the contact regions connecting
the benzene ring to the bulk of the leads during a conduction calculation, and by
comparing with the changes in bonds lengths obtained from calculations in which the
biases are fixed (and thus producing no current), it can be deduced that current flow
induces oscillations within the device and the contacts, with most oscillations taking
place in the benzene ring. Possible reasons for the contacts to oscillate less may be
because they are attached to the leads which are fixed in place, and because the ben-
zene ring has a greater resistance than the AGNR-5 leads, as demonstrated by the
difference in the conductance values obtained from the pure AGNR-5 ribbon and the
AGNR-5-benzene structure. The magnitude of bond oscillations was observed to be
dependent on the applied bias. However, for lower bias values which do not produce
current, no oscillations are observed. Since the current is related to the bias via a
near ohmic relationship once conduction occurs, it follows that the oscillations in
the bond lengths are current induced. It is also observed that in general C–H bonds
oscillate at higher frequencies than the C–C bonds. This is due to the lighter mass of
H atoms. Note that this current induced oscillation can only be a part of the Joule
heating process. The ions in Ehrenfest simulations are classical, and quantum me-
chanically completely decoupled from the electrons; hence the quantum correlation
which forms an important part of the Joule heating process is omitted.
It is also observed that, when current flows through benzene rings with non-zero
dihedral angles, there is a clear trend of the benzene rotating to return to its optimal
orientation with 0 degree dihedral angle. The rate of change in the dihedral angle
is bias dependent. Since, naturally, even without a current the benzene ring should
relax to the 0 degree position, calculations with fixed bias but no current flow were
performed to see how much of the change of the dihedral angle is due to the structural
relaxation process, and whether the initial charge displacements under bias have any
effect on the rate of change of the angle. Results from these calculations show clearly
that the rate of change of the dihedral angle due to the structural relaxation process
is independent of the applied bias. It follows, therefore, that the observed increase in
the rate of change of the dihedral angle in the transport calculations is a result of an
electron current passing through the system. Therefore, the Ehrenfest MD studies
show that an electron current induces a higher rate of change in the relaxation of
the twisted pi bonds in a rotated benzene ring, and the rate of change in the benzene
dihedral angle is linearly proportional to the current.
Due to the presence of edge states, it was not possible to directly compare the
(quasi-)steady-state transport results calculated from the TDDFT approach (albeit
using the adiabatic approximation) with those calculated from the time-independent
methods using the ground-state DFT. Although the adiabatic approximation is used
in TDDFT, so that in theory the exchange-correlation functional, and hence the
time-dependent Kohn-Sham Hamiltonian, are still formulated under the assump-
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tions of a ground-state theory, the real-time evolution of the wavefunctions allows
memory effects to be taken into consideration during the course of the simulation.
This is something that the standard time-independent NEGF+DFT approach lacks.
Therefore, one expect the real-time method to provide an improved description of a
conduction process.
As this project is drawing to a close, there are a few interesting questions that
are worth exploring in the future. First of all, an immediate question to ask is
whether the observed edge state channels, which are contributing to the conduction
process in the micro-canonical system, are artifacts of the SCC-FTB model used, or
even artifacts of using a DFT-based approach in general. Furthermore, as shown in
chapter 6.3, for short AGNR-5 leads, the edge states in the leads seem to split into
several states. This result differs from previous observations[101]. So the question
remains if this splitting is caused by the finite size of the ribbon, or if it is an artifact
of the simple model used.
For a better comparison between the real-time and NEGF+DFT transport meth-
ods, ideally the micro-canonical real-time method should use standard adiabatic
TDDFT rather than relying on simple tight-binding models. To do this practically,
one should incorporate the Ehrenfest MD routines into a linear scaling ab initio DFT
electronic structure package. The method of regaining unitarity after the Taylor ex-
pansion of a matrix inverse could become a useful tool in the development of efficient
linear-order electronic propagators.
As a final remark: While iterating in time may look like an inefficient way to
obtain transport data, especially if one is just interested in the steady-state limit,
a time-propagation step is much faster than a self-consistent energy minimisation
step used in DFT. There is no self-consistency to worry about (except for the initial
ground-state calculation). From experience, the standard NEGF+DFT calculations
have difficulties in achieving self-consistency even with mixing parameters set to very
low values such as 0.01. The main problem of self-consistency comes from the fact
that, under applied bias, the output density calculated from an initial input (say, from
results of a ground-state calculation) could differ greatly from the input, knocking the
self-consistency process onto a divergent path. The standard solution to this problem
is to gradually build up the bias from zero. So, instead of calculating the transport
properties of a device at a bias of 2.0 eV, one may have to start from a bias of 0.0 eV,
then move gradually up: 0.1, 0.2, . . . , reusing the density matrices generated from the
previous bias results along the way, and eventually reaching 2.0 eV. This is what the
author needed to do to generate the NEGF+DFT results needed for this work. Even
then, there were difficulties to converge the results at higher biases. For the real-time
evolution methods, however, this is not necessary. If one just needs to calculate a
transport result for a particular bias, one can simply start from that bias, irrespective
of its value. Hence, for higher bias calculations, real-time electron transport methods
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may even be more efficient, especially if more sophisticated propagators such as those
using Chebyshev polynomial expansions are used, which in general allow longer time
steps. Also worth keep in mind is that as Bushong et al.[22] have shown, for general
devices of width about 1 nm, the average amount of time takes for a quasi-steady-
state to be established is of the order of 1 fs. This means that the time-evolution
does not need to propagate for very long.
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Appendix A
Various Mathematical Results
Theorem A.0.1 (Generalised Spectral Theorem) Given a matrix H that sat-
isfies the properties
(A.1) H = S−1H†S
where S is positive definite, then the eigenvalues of H are real, and the associated
eigenvectors satisfy
(A.2) v†nSvm = δnm
Proof In this thesis, only the proof for the case of H having non-degenerate eigen-
values will be given. The proof for the degenerate case is very similar to the proof
given for the ordinary spectral theorem, which are readily available in literature (see
for example [124]).
Let vn be the eigenvectors of H
(A.3) Hvn = nvn
Taking the Hermitian conjugate of (A.3) gives
v†mH
† = ∗mv
†
m
⇒ v†mSS−1H†S = ∗mv†mS(A.4)
where v†m is a row vector. Act on (A.3) by v
†
mS from the left and act on (A.4) by vn
from the right, it follows that
v†mSHvn = nv
†
mSvn(A.5)
v†mSS
−1H†Svn = ∗mv
†
mSvn(A.6)
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Noting that H = S−1H†S and subtract equation (A.6) from (A.5), one obtains
(n − ∗m)v†mSvn = 0.
Setting m = n gives (n − ∗n)v†nSvn = 0. S being positive definite implies
v†nSvn > 0, hence n = 
∗
n.
Setting m 6= n gives (n− ∗m)v†mSvn = 0, since m = ∗m. By noting the fact that
eigenvalues are non-degenerate, it follows that (n − m) 6= 0⇒ v†mSvn = 0. 
Lemma A.0.1 If function f(x,y) is a function of variables x = (x1, . . . , xN) and
y = (y1, . . . , yN) has the property f(x,y) = f(x− y), then
(A.7)
∂f
∂xi
= − ∂f
∂yi
(∀i)
Proof Define z = x− y, and hence f(z) = f(x− y). By chain rule
∂f
∂xi
=
∑
j
∂f
∂zj
∂zj
∂xi
=
∑
j
∂f
∂zj
δji =
∂f
∂zi
∂f
∂yi
=
∑
j
∂f
∂zj
∂zj
∂yi
= −
∑
j
∂f
∂zj
δji = −
∂f
∂zi
The result follows by compare the two equations above. 
Corollary A.0.1 Define
(A.8) 4iαjβ,µ ≡ 〈φiα(Ri)|
∂
∂R µj
φjβ(Rj)〉
then
1. 〈 ∂
∂Ri
µ φiα|φjβ〉 = −4iαjβ,µ
2. 4iαjβ,µ = −(4 iαjβ µ)∗ = −4 iαjβ µ
3. 4iα,jβ,µ =
∑
kγ Siα,kγ4kγjβ,µ
4. 4iα,jβµ =
∑
kγ4iαkγ,µSkγ,jβ
Point 2 means4iαjβ,µ is anti-Hermitian; points 3 and 4 mean that4iαjβ,µ has indices
that can be lowered and raised by the overlap matrix and its inverse, just as an
ordinary contravariant or covariant vector.
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Proof For point 1: using lemma A.0.1 twice gives
〈 ∂
∂Ri
µ φ
iα|φjβ〉 =
∫
d3r
(
∂
∂R µi
φiα(r−Ri)
)
φjβ(r−Rj)
= −
∫
d3r
(
∂
∂rµ
φiα(r−Ri)
)
φjβ(r−Rj)
=
∫
d3rφiα(r−Ri) ∂
∂rµ
φjβ(r−Rj)
= −
∫
d3rφiα(r−Ri) ∂
∂R µj
φjβ(r−Rj)
= −〈φiα(Ri)| ∂
∂R µj
φjβ(Rj)〉
and hence the result. Note that integration by parts, and the assumption that φiα(r−
Ri) = 0 at the boundary r = ±∞, ∀i, ∀α have been used.
Proof for point 2 is trivial: taking complex conjugate of the left-hand-side of the
equation given in point 1 gives the first equality (note that 4 iαjβ µ ≡ 〈φjβ| ∂∂R µi φ
iα〉);
the second equality comes from the fact that the PAO basis functions are chosen to
be real and hence 4 iαjβ µ ∈ R.
Proof for point 3 is also trivial: using the fact that
〈φiα(Ri)| =
∑
kγ
Siα,kγ(Ri,Rk)〈φkγ(Rk)|
gives the result.
Proof for point 4 uses point 1 and hence
∑
kγ
4iαkγ,µSkγ,jβ =
∑
kγ
−〈 ∂
∂R µi
φiα|φkγ〉Skγ,jβ
= −〈 ∂
∂R µi
φiα|φjβ〉 = 〈φiα| ∂
∂R µj
φjβ〉 = 4iα,jβµ
where one uses the fact that the second last equality above can be derived by exactly
same way as for the proof of point 1. 
Corollary A.0.2 Define
(A.9) iαµ;jβ,ν ≡ 〈
∂
∂R µi
φiα(Ri)| ∂
∂R νj
φjβ(Rj)〉
then
1. 〈φiα| ∂2
∂R µj ∂R
ν
j
φjβ〉 = 〈 ∂2∂R µi ∂R νi φ
iα|φjβ〉 = −iαµ;jβ,ν
2. iαµ;jβ,ν = iαν;jβ,µ
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3. iαµ;jβ,ν = ( iαjβ,ν µ)∗ =  iαjβ,ν µ
4. iα,µ;jβ,ν =
∑
kγ Siα,kγ
kγ
µ;jβ,ν
5. iα jβµ ν =
∑
kγ iαµ;kγ,νSkγ,jβ
Point 2 and 3 mean iαµ;jβ,ν is Hermitian in iα and jβ indices. And points 4 and
5 mean that iαµ;jβ,ν also has indices that can be lowered or raised by the overlap
matrix Siα,jβ and its inverse.
Proof Point 1 can be proved using lemma A.0.1 and integration by parts (noting
that φiα(r−Ri) = 0 at boundary r = ±∞) just as it is for point 1 in corollary A.0.1
〈φiα| ∂
2
∂R µj ∂R
ν
j
φjβ〉 =
∫
d3rφiα(r−Ri) ∂
2
∂R µj ∂R
ν
j
φjβ(r−Rj)
= −
∫
d3rφiα(r−Ri) ∂
2
∂rµ∂R νj
φjβ(r−Rj)
=
∫
d3r
∂
∂rµ
φiα(r−Ri) ∂
∂R νj
φjβ(r−Rj)
= −
∫
d3r
∂
∂R µi
φiα(r−Ri) ∂
∂R νj
φjβ(r−Rj)
And keep on going
〈φiα| ∂
2
∂R µj ∂R
ν
j
φjβ〉 =
∫
d3r
∂
∂R µi
φiα(r−Ri) ∂
∂rν
φjβ(r−Rj)
= −
∫
d3r
∂2
∂R µi ∂r
ν
φiα(r−Ri)φjβ(r−Rj)
=
∫
d3r
∂2
∂R µi ∂R
ν
i
φiα(r−Ri)φjβ(r−Rj)
Point 2 is true due to the fact ∂
2
∂R µj ∂R
ν
j
= ∂
2
∂R νj ∂R
µ
j
and because of point 1.
Point 3 can be proved just by taking the complex conjugate and the fact that the
PAO basis are real, and hence  iαjβ,µ ν ∈ R.
Points 4 and 5 can be proved using point 1, so that
iα,µ;jβ,ν = −〈φiα|
∂2
∂R µj ∂R
ν
j
φjβ〉 = −
∑
kγ
Siα,kγ〈φkγ| ∂
2
∂R µj ∂R
ν
j
φjβ〉 =
∑
kγ
Siα,kγkγµ;jβ,ν
iα jβµ ν = −〈
∂2
∂R µj ∂R
ν
j
φiα|φjβ〉 = −
∑
kγ
〈 ∂
2
∂R µj ∂R
ν
j
φiα|φkγ〉Skγ,jβ =
∑
kγ
iαµ;kγ,νSkγ,jβ

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Corollary A.0.3 Let Vˆn(rˆ,Rn) be a (local) operator dependent on ionic positions
Rn, such that in |r〉 basis Vn(r−Rn) = 〈r|Vˆn|r〉, then
(A.10) 〈 ∂
∂R µi
φiα|Vˆn|φjβ〉+ 〈φiα|
(
∂
∂R µn
Vˆn
)
|φjβ〉+ 〈φiα|Vˆn| ∂
∂R µj
φjβ〉 = 0
And 〈 ∂
∂R µi
φiα|Vˆn|φjβ〉 has indices behaving like that of an ordinary tensor, and can
be lowered and raised by the overlap matrix and its inverse.
Proof By working with |r〉 basis, using lemma A.0.1 and integration by parts, and
also the fact that both φiα(r−Ri) (∀i, α) and Vn(r−Rn) (∀n) vanish at the boundary
r = ±∞
〈 ∂
∂R µi
φiα|Vˆn|φjβ〉 =
∫
d3r
(
∂
∂R µi
φiα(r−Ri)
)
Vn(r−Rn)φjβ(r−Rj)
= −
∫
d3r
(
∂
∂rµ
φiα(r−Ri)
)
Vn(r−Rn)φjβ(r−Rj)
= −
∫
d3rφiα(r−Ri) ∂
∂rµ
(
Vn(r−Rn)φjβ(r−Rj)
)
=
∫
d3rφiα(r−Ri)
(
∂
∂rµ
Vn(r−Rn)φjβ(r−Rj)
+ Vn(r−Rn) ∂
∂rµ
φjβ(r−Rj)
)
= −
∫
d3rφiα(r−Ri)
(
∂
∂R µn
Vn(r−Rn)φjβ(r−Rj)
+ Vn(r−Rn) ∂
∂R µj
φjβ(r−Rj)
)
and for the second result, it is known that:
〈 ∂
∂R µi
φiα|Vˆn|φjβ〉 = −
∫
d3rφiα(r−Ri) ∂
∂rµ
(
Vn(r−Rn)φjβ(r−Rj)
)
and hence
〈 ∂
∂R µi
φiα|Vˆn|φkγ〉 =
∑
kγ
〈 ∂
∂R µi
φiα|Vˆn|φkγ〉Skγ,jβ
〈 ∂
∂R µi
φiα|Vˆn|φjβ〉 =
∑
kγ
Siα,kγ〈 ∂
∂R µk
φkγ|Vˆn|φjβ〉 
Remark A.0.1 If the operator Vˆn defined in corollary A.0.2 is independent of Rn,
then
(A.11) 2〈 ∂
∂R µi
φiα|Vˆn|φjβ〉 = −〈φiα|Vˆn| ∂
∂R µj
φjβ〉
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Lemma A.0.2 Given a vector v ∈ R, v = (v1, . . . , vN), then vi v‖v‖ → 0 as v → 0,
∀i = 1, . . . , N .
Proof For any  > 0, choose δ = . By triangular inequality |vi| ≤ ‖v‖, and hence∥∥∥∥vi v‖v‖
∥∥∥∥ = |vi| × 1 ≤ ‖v‖
Therefore, for all v such that ‖v‖ < δ, one obtains
∥∥∥vi v‖v‖∥∥∥ ≤ ‖v‖ < δ = . 
Lemma A.0.3 If a vector valued function f : Rn → Rm, has the form f : x 7→
g(‖x‖) x‖x‖ , where g : R→ R and limr→0 g(r) = 0, then
lim
x→0
f(x) = 0
Proof limr→0 g(r) = 0 means for any  > 0, ∃δ1 so that
|g(‖x‖)| <  if ‖x‖ < δ1
Hence choose δ = δ1, then ∀x, such that ‖x‖ < δ = δ1, it follows that∥∥∥∥g(‖x‖) x‖x‖
∥∥∥∥ = |g(‖x‖)|∥∥∥∥ x‖x‖
∥∥∥∥ = |g(‖x‖)| × 1 < 
The proof is complete. 
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Appendix B
Partial Population Methods
B.1 Mulliken Population Method
The total number of electrons in the system is given by the trace of the density matrix
Ntotal =
∑
iα
ρiαiα =
∑
iα,jβ
ρiαjβSjβiα
so perhaps the most intuitive way for calculating the number of electrons localised
on a set of atoms is by taking a partial trace, as introduced by Mulliken [94–97]. If
X is a subset of atoms, the approximated electron population in X is given by
NMullikenX =
∑
i∈X,α
∑
jβ
ρiαjβSiαjβ
This method has the nice property that the total electron number is always con-
served. Over counting is not possible because∑
X
NMullikenX =
∑
X
∑
i∈X,α
∑
jβ
ρiαjβSiαjβ
=
∑
iα,jβ
ρiαjβSjβiα = Ntotal
However, one of the main disadvantages of the Mulliken’s approach is that the atomic
electron numbers—settingX to include one distinct atom only—can be negative or be
greater than two[35]. These unphysical populations are the result of a non-orthogonal
basis set being used, with the overlap matrix having non-zero off-diagonal elements.
To see this, the Mulliken population can be written as a sum of two parts, and for
atomic populations the sum in i ∈ X can be dropped:
NMullikeni =
∑
α
ρiαiα +
∑
α
∑
j 6=i,β
ρiαjβSjβiα
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where the equality Siαiβ = δalphaβ on any atom i is used. Mulliken calls the first
term “net population” and the second term “overlap population”. If a pair of atoms
(i and j) are considered, then the overlap contributions to atom i from atom j, and
to atom j from atom i are identical. This is approximation to the net population is
reasonable if the atoms i and j are very similar. This is not generally true for any
pair of atoms. Nevertheless, since the Ehrenfest transport calculations only consider
the populations in the lead regions with a large number of atoms, the limitation
of Mulliken’s population method may not be as apparent. Therefore, the method
should give a good measurement of the change in electron populations in the leads.
B.2 Lo¨wdin Population Method
To address the limitation of the Mulliken population method discussed in section
B.1, Davidson[35] realised that the main cause of the problem is due to the overlap
population, an artifact of non-orthogonality in the basis. The immediate answer
to this is to orthogonalise the basis set before carrying out the partial trace to the
density matrix. This is more easily said than to be done, because there are in
theory infinite number of transformations from a given non-orthogonal basis to an
orthonormal basis. Davidson choose the Lo¨wdin transformation method[107], which
maximised the similarity between the transformed orthonormal basis and the original
non-orthogonal basis. Hence, what is to be known as the Lo¨wdin population method
was introduced.
In this method, the original PAO basis set is transformed into an orthonormal
basis by applying
|φ′iα〉 =
∑
jβ
W jβiα |φjβ〉
where
W iαjβ =
∑
kγ
(S−1/2)iαkγδkγjβ
In terms of matrices, the transformation operator is the square-root of S−1. This
transformation gives 〈φ′iα|φ′jβ〉 = δiαjβ . Transforming the density matrix into this
new basis gives
ρ′iαjβ =
∑
kγ,lδ
(W−1)iαkγ(W
−1)jβlδρ
kγlδ
Hence, represented in this new orthonormal basis, the partial population in region
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X can be written as
NLo¨wdinX =
∑
i∈X,α
ρ′iαiα
=
∑
i∈X,α
∑
kγ,lδ
(W−1)iαkγ(W
−1)iαlδρ
kγlδ
The Lo¨wdin projector may be defined as
LXkγlδ =
∑
i∈X,α
(W−1)iαkγ(W
−1)iαlδ
and hence
NLo¨wdinX =
∑
i∈X,α
∑
kγ,lδ
LXkγlδρ
kγlδ
The method do not over count because
∑
X
LXkγlδ = Skγlδ
The atomic electron numbers stay within 0 and 2 thanks to the elimination of
the overlap term, however at a cost of having to calculate the square-root of the
overlap matrix. To calculate the square-root in Plato, the overlap matrix is first
diagonalised, and the square-root can be operated on the diagonal elements before
the matrix is transformed back.
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Appendix C
Derivation Of Magnus Series
In this section equation (3.29) in section 3.3.5 is derived.
Assume there exists a Ωˆ(t) such that
Uˆ(t, 0) = eΩˆ(t)
The traditional way to obtain Ωˆ is to let:
(C.1) ψiα(t) =
∑
jβ
eΩ
iα
jβψjβ0
The component indices are omitted from now on to make the notation simpler, so
ψiα → ψ and Ωiαjβ → Ω. Expand out the exponential and take time derivative gives:
ψ˙(t) =
[
Ω˙ +
1
2!
(Ω˙Ω + ΩΩ˙) + · · ·
]
ψ0
=
[
Ω˙ +
1
2!
(
2Ω˙Ω + [Ω, Ω˙]
)
+ · · ·
]
ψ0
=
[
Ω˙ + Ω˙Ω +
1
2!
[Ω, Ω˙] + · · ·
]
ψ0(C.2)
Writing out the sum explicitly:
ψ˙(t) =
{
Ω˙ +
1
2!
[Ω, Ω˙] +
1
3!
[Ω, [Ω, Ω˙] + · · ·
}{
1 + Ω +
1
2!
Ω2 + · · ·
}
ψ0
=
(∑
n≥0
1
(n+ 1)!
adnΩ
)
Ω˙ · eΩψ0
≡ Φ(adΩ)(Ω˙)ψ(t) = −i~ χψ(t)(C.3)
where the adjoint representation of Ω acts on operators by adΩ(B) ≡ [Ω, B] and
Φ(z) ≡ z−1(ez− 1). Suppose Ω(t) are well behaved functions so that Φ(adΩ)−1 exist,
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then:
(C.4)
−i
~
χ(t) = Φ(adΩ)Ω˙(t) ⇒ Ω˙(t) = Φ(adΩ)−1−i~ χ(t)
To get Φ(adΩ)
−1, one observe that for Φ(z) = z−1(ez − 1), Φ−1(z) is a standard
problem in numerical analysis
(C.5) Φ(adΩ)
−1 =
∞∑
k=0
βk
k!
adkΩ
where βk are the Bernoulli numbers. Thus
Ω˙(t) =
∞∑
k=0
βk
k!
adkΩ
−i
~
χ(t)
=
−i
~
χ+ β1[Ω,
−i
~
χ] +
β2
2!
[Ω, [Ω,
−i
~
χ]] + · · ·(C.6)
Now substituting Ω = Ω1 + Ω2 + · · · , and rearrange the terms so that
Ω˙ =
−i
~
χ
(C.7)
+ β1[Ω1,
−i
~
χ]
+ β1[Ω2,
−i
~
χ] +
β2
2!
(
[Ω1, [Ω1,
−i
~
χ]]
)
+ β1[Ω3,
−i
~
χ] +
β2
2!
(
[Ω2, [Ω1,
−i
~
χ]] + [Ω1, [Ω2,
−i
~
χ]]
)
+
β3
3!
(
[Ω1, [Ω1, [Ω1,
−i
~
χ]]]
)
+

β1[Ω4,
−i
~
χ] +
β2
2!
(
[Ω1, [Ω3,
−i
~
χ]] + [Ω3, [Ω1,
−i
~
χ]] + [Ω2, [Ω2,
−i
~
χ]]
)
+
β3
3!
(
[Ω2, [Ω1, [Ω1,
−i
~
χ]]] + [Ω1, [Ω2, [Ω1,
−i
~
χ]]] + [Ω1, [Ω1, [Ω2,
−i
~
χ]]]
)
+
β4
4!
(
[Ω1, [Ω1, [Ω1, [Ω1,
−i
~
χ]]]]
)

+ · · ·
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Now define:
Ω˙1 ≡ −i~ χ(C.8)
Ω˙2 ≡ β1[Ω1, Ω˙1](C.9)
Ω˙3 ≡ β1[Ω2, Ω˙1] + β2
2!
(
[Ω1, Ω˙2]
)
(C.10)
...
Each Ωn is n-th order in terms of the number of time integrals one needs to perform.
The first and second order terms are:
Ω1(t) =
∫ t
0
dt′1
−i
~
χ(t′1)(C.11)
Ω2(t) = β1
∫ t
0
dt′1 [Ω1(t
′
1), Ω˙1(t
′
1)] = β1
∫ t
0
dt′1
∫ t′1
0
dt′2 [
−i
~
χ(t′2),
−i
~
χ(t′1)]
=
1
2
(−i
~
)2 ∫ t
0
dt′1
∫ t′1
0
dt′2 [χ(t
′
1), χ(t
′
2)](C.12)
where β2 = −12 has been used. If one shift the time axis so that 0→ t and t→ t+∆t,
it follows that
Ω1(t+ ∆t, t) =
−i
~
∫ t+∆
t
dt′1 χ(t
′
1)(C.13)
Ω2(t+ ∆t, t) =
1
2
(−i
~
)2 ∫ t+∆t
t
dt′1
∫ t′1
t
dt′2 [χ(t
′
1), χ(t
′
2)](C.14)
This gives equation (3.29).
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Appendix D
Non-Equilibrium Green Function
Method For Electron Transport
The approximations used in the Landauer’s approach allowed one to use equilibrium
statistical mechanics to describe a non-equilibrium problem. While it lead to a wide
range of applications in mesoscopic physics, the great simplifications of course lead
to limitations to its usefulness to describe nano-scale devices where the correlation
and non-equilibrium effects are essential to their transport properties.
For any model of the lead-device-lead system, which includes electron exchange
and correlations interactions, one needs to solve two main difficulties: firstly, the
lead are assumed to be infinitely long—leading to an infinite dimension Hamiltonian;
secondly, if the assumption of coherent transport is to be dropped, then the results
from equilibrium statistical physics no-longer hold true.
A widely used approach to address the above mentioned difficulties is to first use
the Green function formalism to transform the infinite-dimension lead-divice-lead
problem into a finite problem involving the conductor region only, but with open
boundary conditions. All contributions from the leads are renormalised into two self-
energy terms in the conductor region. Secondly, the Non-Equilibrium Green Function
(or Keldysh) formalism is used to derive a relationship under non-equilibrium condi-
tions between the retarded Green function (calculable from the Hamiltonian of the
conductor region and the self-energies of leads) and the lesser Green function, from
which the density matrix and the current can be calculated.
Central to any quantum mechanical problem is the Schro¨dinger equation (in this
case time-independent):
Hˆ|ψ〉 = E|ψ〉
If one can find a basis representation so that the wave-function |ψ〉may be represented
in distinct components associated with the left lead (L), the device (C) and the right
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lead (R):
ψ =
ψLψC
ψR

then the Hamiltonian may be represented as
(D.1) H =
HL HLC 0HCL HC HCR
0 HRC HR

where HCL = H
†
LC and HRC = H
†
CR describe interactions between the left/right leads
and the device; and it is assumed that the device is large enough and the interactions
are finite ranged so that the electrons in one lead do not interact with those of the
other. It should be noted that matrices HL, HR, HLC, HCR and their Hermitian
conjugates are all matrices of infinite dimensions. ψL and ψR are also infinite length
vectors. The Schro¨dinger equation may thus be written as
(D.2) Hψ = ESψ
where it is assumed that the basis functions are not necessarily orthogonal, so the
overlap matrix S may not be identity.
D.0.1 From an Infinite System to an Open Boundary Prob-
lem
In order to address the problem with infinite dimensional matrices, it is first noted
that to calculate current and conduction properties of the device, one only needs to
know the density matrix, i.e. the states ψC, in the conductor region. In general,
equations of the form of equation (D.2) can be solved by using the retarded Green
function (or in this representation, matrix) GR(E), which is defined by the relation:
(D.3) (E+S−H)GR(E) = 1
where E+ ≡ limδ→0E + iδ. The density matrix ρ is related to GR(E) via the lesser
Green function G<(E)
ρ =
1
2pii
∫
dEG<(E)
and G< may be expressed as a function of GR (see below).
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The GR in the same representation gives (in the most general form)
GR(E) =
G
R
L G
R
LC G
R
LR
GRCL G
R
C G
R
CR
GRRL G
R
RC G
R
R

A great benefit from using the retarded Green function is that the Green function
associated with the device GC—the part of interest—can be written exactly from
expanding out equation (D.3) and matching the terms, as
(D.4) GRC(E) =
(
E+SC −HC −ΣRL −ΣRR
)−1
and
ΣRL/R(E) = (E
+SCL/R −HCL/R)G0RL/R(E)(E+SL/RC −HL/RC)(D.5)
G0RL/R(E) =
(
E+SL/R −HL/R
)−1
(D.6)
where ΣRL/R are the self-energies incorporating all interactions between the device and
the left/right leads. The self-energies correspond to the sum over all looped diagrams
describing electrons exiting the device and going into the leads and then returning—
hence the term “self”. Crucially, the self-energy matrices have the same dimension
as HC, which is finite. Also important is that G
0R
L/R corresponds to the retarded
Green function of an isolated semi-infinite lead, and is different from GRL/R which
also takes account of the presence of the device. Although the matrices E+SCL/R −
HCL/R are still infinite in dimension, in practice, however, only the first few layers
in the leads nearest to the device give non-zero interactions, hence the only non-
zero contributions from the matrix products in equation (D.5) come from the matrix
elements corresponding to interactions between neighbouring layers in the leads and
the device, and the elements of G0RL/R(E) corresponding to the terminating surface of
the semi-infinite lead. It can be shown[20, 76, 122] that one does not need to invert
the infinite matrix in equation (D.6) in order to solve the surface retarded Green
functions for an isolated semi-infinite lead.
From equation (D.6) it is observed that for the conductor region, one may regard
the effective Hamiltonian to be
HeffC = HC + Σ
R
L + Σ
R
R
Due to the fact that the self-energies are complex and non-Hermitian, the resulting
HeffC is non-Hermitian. This introduces an imaginary part to the eigenvalues, and
thus a decaying term in the time-evolusion operator. In other words, the eigenstates
of the effective Hamiltonian may decay; and this corresponds to an open-boundary
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condition where electrons may escape the conductor into the left or the right leads.
D.0.2 The Lesser Green Function and Current
If there are no bias applied, then it can be assumed that the system is in equilibrium.
This means there is a well defined chemical potential µ. The lesser Green function
G<C(E) can be calculated from the retarded Green function using
G<C(E) = −2i=GRC(E)f(E − µ)
where f(E−µ) is the Fermi-Dirac distribution. This in general is no longer the case
when a bias of V > 0 is applied. As the system will no longer be in equilibrium,
there is not a well defined chemical potential or temperature.
For the ease of calculation, it is a usual practice to include a section of the leads
in the device region, so that any observed potential drop in the leads are contained
in the (extended) device, and the leads themselves may be treated as charge neutral,
and can be modeled using an isolated bulk system1. This means that the applied
bias would only cause a rigid shift in the on-site energies in the left/right lead by
± eV
2
. Hence the overall Hamiltonian given in equation (D.1) is given as
H→
HL +
eV
2
S HLC 0
HCL HC HCR
0 HRC HR − eV2 S

The main result from the non-equilibrium Green function formalism[84] gives the
correct expression for the lesser Green function:
(D.7) G<C(E) = i=GRC(E)
(
ΓL(E)f(E − µL) + ΓR(E)f(E − µR)
)
GR†C (E)
where µL/R = µ ± eV2 , and ΓL/R(E) = i
(
ΣRL/R(E) − ΣR†L/R(E)
)
. Note that the off-
diagonal blocks of H are not changed by the applied bias because by construction,
the charge densities of the device at the interface matches exactly as that of the leads.
The density matrix is given by
(D.8) ρ =
1
2pii
∫
dEG<(E)
And the current through the conductor under bias V can be calculated using
(D.9) I =
e
~
∫
dE tr
(
ΓLG
R†
C ΓRG
R
C
)(
f(E − µL)− f(E − µR)
)
1This is the corner stone of methods based on the Caroli’s approach [25]
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D.0.3 Association with DFT and Self-Consistency
The Green function method gives a recipe of calculating, from the Hamiltonians of
isolated device and leads, the self-energies and the retarded and lesser Green functions
of an open-boundary problem in the device region. The formalism does not specify
how the Hamiltonian matrix elements may be calculated. A widely used method uses
the self-consistent Kohn-Sham Hamiltonians obtained from the Density Functional
Theory for the conductors and leads.
For the isolated leads, one needs to compute the surface Green functions. This is
obtained by performing a standard ground-state density functional theory calculation
on an infinite lead, which gives the required energy eigenstates and the self-consistent
Hamiltonian to calculate the surface Green functions of a semi-infinite lead. Some
lead unit cells are included in the device region, and this buffer region is assumed
to be large enough so that any correlations from the conductor are shielded by the
buffers. This means, interactions between the leads and the extended device region
are the same as the interactions between layers in the infinite lead. This allows one to
use the interaction terms in the bulk-lead Hamiltonian to compute the self-energies
ΣRL and Σ
R
R using equation (D.5).
For the device, the calculation follows the self-consistency loop of:
1. Start from a trial charge density, which is used to compute HC.
2. From the Hamiltonian and the self-energies of the leads, calculate the retarded
Green function GRC(E) by inverting ESC −HC −ΣRL −ΣRR.
3. The lesser Green function is calculated from GRC(E), Σ
R
L and Σ
R
R using equation
(D.7), which in turn gives the output density using equation (D.8).
4. The output density is mixed with the initial input density and fed back to step
1.
The self consistent loop is repeated until the difference between the input and the
output charge densities is below a given tolerance. Once the self-consistent Green
functions and self-energies are calculated, the current then can be computed using
equation (D.9).
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