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COSTS MINIMIZATION WITH STOCHASTIC TARGET
CONSTRAINTS
YAN DOLINSKY, BENJAMIN GOTTEMAN AND ORI GUREL-GUREVICH
HEBREW UNIVERSITY
Abstract. We study the minimization of the expected costs under stochastic
constraint at the terminal time. Our first main result says that for a power
type of costs, the value function is the minimal positive solution of a second
order semi–linear ordinary differential equation (ODE). Our second main re-
sult establishes the optimal control. In addition we show that the case of
exponential costs leads to a trivial optimal control. All our proofs are based
on the martingale approach.
1. Introduction
In the recent years, mainly due to financial applications there is a growing inter-
est in stochastic target problems. The main question that was studied up to date
is: what is the minimal initial condition which guarantees that the controlled pro-
cess in a fixed time horizon will satisfy certain condition. This question is closely
related to super–hedging in incomplete financial markets. The main outcome of
the established theory (see, for instance, [2, 3, 4, 5, 6, 12, 13]) is the link between
stochastic target control problem and viscosity solutions of non linear PDE’s.
In this paper we deal with a different type of stochastic target problems. For-
mally, we study the following question. For a deterministic time horizon T > 0, for
a random variable Ξ known at time T , for a cost function F : R+ → R+ and x ∈ R,
find a control u with state process Xt = x+
∫ t
0
usds which minimizes the expected
costs given by E
[∫ T
0
F (ut)dt
]
under the terminal constraint XT ≥ Ξ.
This question was inspired by a series of papers [1, 7, 8, 10, 11] which dealt with
stochastic tracking problems under the terminal state constraint: {XT = Ξ} on a
given event A. In this case, it is well established that the optimal control to such a
problem is typically characterized by two coupled backward stochastic differential
equations (BSDEs) with singular terminal constraints. Up to date, there are no
examples with random Ξ which lead to non trivial solution. The reason for this
is that roughly speaking the equality {XT = Ξ} is too demanding. We relax this
equality to an inequality. From financial point of view, if X denotes the number of
shares in a portfolio, then it is more natural to require the super–hedging condition
XT ≥ Ξ rather than the exact replication condition {XT = Ξ}.
We focus on the case where Ξ is the indicator function, the function F is the
power function and the information flow is given by the Brownian filtration. In this
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case, by using the Markov and the scaling properties of Brownian motion we can
reduce the problem to a one dimensional problem. Our first main result says that
the value function is the minimal positive solution of a second order semi–linear
ODE. Our second main result establishes the optimal control. The proof uses the
martingale approach.
In addition, we show that if the cost function F is exponential, then the stochastic
target problem is equivalent to the deterministic control problem with the same cost
function and a terminal target ≡ 1. In other words, the exponential case leads to
a trivial solution.
The rest of the paper is organized as follows. In the next section we introduce
the setup and formulate the main results. In Section 3 we derive auxiliary lemmas
which are essential for the proof of the main results. In Section 4 we complete the
proof of the main results. Section 5 is devoted to the case of an exponential cost
function. In Section 6 we provide numerical results for the quadratic loss function
F (z) = z2.
2. Preliminaries and Main Results
Consider a complete probability space (Ω,F ,P) together with a standard one–
dimensional Brownian motion Wt, t ≥ 0 and the Brownian filtration FWt = σ{Wu :
u ≤ t} completed by the null sets.
For any (T, x) ∈ (0,∞)×R and a progressively measurable processes u = {ut}Tt=0
denote Xx,ut = x+
∫ t
0
usds, t ∈ [0, T ]. For any (T, x, c) ∈ (0,∞)×R2 let U(T, x, c)
be the set of all progressively measurable processes u = {ut}Tt=0 which satisfy
Xx,uT ≥ IWT>c almost surely. As usual, we set IQ = 1 if an event Q occurs and
IQ = 0 if not. For a given p > 1 introduce the optimization problem
v(T, x, c) = inf
u∈U(T,x,c)
E
[∫ T
0
|ut|pdt
]
.
From the perspective of stochastic finance the process u represents the speed at
which the agent trades in the risky asset. The transaction costs of such strategy are
given by the integral
∫ T
0
|ut|pdt. Thus, we seek to minimize the expected transaction
costs subject to the constraint that the number of shares at the maturity date are
non-negative and bigger or equal than 1 if the event {WT > c} occurs. This
corresponds to super–hedging with physical delivery of a call option with maturity
date T where the stock price is modeled by a geometric Brownian motion. We will
assume that the initial number of shares x ∈ [0, 1].
For a given (T, x, c) ∈ (0,∞)× [0, 1]×R we say that u ∈ U(T, x, c) is optimal if
E[
∫ T
0
|ut|pdt] = v(T, x, c). Let U+(T, x, c) ⊂ U(T, x, c) be the set of all u ∈ U(T, x, c)
such that u ≥ 0 dt⊗ P a.s. and Xx,uT ≤ 1 a.s.
Lemma 2.1. Let (T, x, c) ∈ (0,∞)× [0, 1]× R.
(i). There exist an optimal control which is unique in the sense that if u, u˜ are
optimal controls then u = u˜ dt⊗ P a.s.
(ii) The optimal control belongs to the set U+(T, x, c).
Proof. (i) First, let us prove uniqueness. Assume by contradiction that u, u˜ are
optimal controls and dt ⊗ P(u 6= u˜) > 0. Consider the process u+u˜2 . Clearly,
u+u˜
2 ∈ U(T, x, c). Moreover, from the strict convexity of the function z → |z|p we
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have
E
[∫ T
0
∣∣∣∣ut + u˜t2
∣∣∣∣p dt
]
<
1
2
(
E
[∫ T
0
|ut|pdt
]
+ E
[∫ T
0
|u˜t|pdt
])
= v(T, x, c)
which is a contradiction, and uniqueness follows.
Next, we apply the Komlos lemma for proving existence. Let u(n) ∈ U(T, x, c),
n ∈ N be a sequence of progressively measurable processes such that
v(T, x, c) = lim
n→∞E
[∫ T
0
|u(n)t |pdt
]
.
By Lemma A1.1 in [9] there exists a sequence η(n) ∈ conv(u(n), u(n+1), ...), n ∈ N
such that η(n) converge dt⊗P almost surely to a stochastic process u. Let us show
that u is an optimal control. Clearly u is progressively measurable. From the
convexity of the function z → |z|p
sup
n∈N
E
[∫ T
0
|η(n)t |pdt
]
≤ sup
n∈N
E
[∫ T
0
|u(n)t |pdt
]
<∞.
Hence η(n) : [0, T ] × Ω → R, n ∈ N is uniformly integrable and so the a.s. conver-
gence η(n) → u implies the L1 convergence
lim
n→∞E
[∫ T
0
|ut − η(n)t |dt
]
= 0.
Thus,
∫ T
0
utdt = limn→∞
∫ T
0
η
(n)
t dt where the limit is in L
1. We conclude that
u ∈ U(T, x, c).
Finally, from the Fatou lemma and the convexity of the function z → |z|p
E
[∫ T
0
|ut|pdt
]
≤ lim infn→∞ E
[∫ T
0
|η(n)t |pdt
]
≤ limn→∞ E
[∫ T
0
|u(n)t |pdt
]
= v(T, x, c).
(ii) Let u ∈ U(T, x, c) be the optimal control. Define
θ = T ∧ inf{t : Xx,ut = 1}.
Introduce the progressively measurable process
u˜t = It≤θ max(0, ut), t ∈ [0, T ].
Clearly,
Xx,u˜T ≥ 1 ∧Xx,uT ≥ IWT>c
and
E
[∫ T
0
|ut|pdt
]
≥ E
[∫ T
0
u˜pt dt
]
.
From uniqueness of the optimal control we conclude that u = u˜ dt ⊗ P. Hence,
u ∈ U+(T, x, c). 
The following Proposition will be crucial for deriving the main result.
Proposition 2.2. For any (T, x, c) ∈ (0,∞)× [0, 1]× R
v(T, x, c) =
(1− x)p
T p−1
v
(
1, 0,
c√
T
)
.
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Proof. The statement is obvious for x = 1. Thus assume that x < 1.
We use the scaling property of Brownian motion. Define the Brownian motion
Bt =
WtT√
T
, t ≥ 0. Let FBt = σ{Bu : u ≤ t} be the filtration generated by B
completed with the null sets. Clearly, FBt = FWtT , t ≥ 0. Let U˜ be the set of all
stochastic processes u˜ = {u˜t}1t=0 which are non negative, progressively measurable
with respect to FB and satisfy
IB1> c√
T
≤
∫ 1
0
u˜tdt ≤ 1.
We notice that there is a bijection U+(T, x, c)↔ U˜ which is given by
ut =
(1− x)u˜ t
T
T
, t ∈ [0, T ].
Thus, from Lemma 2.1
v(T, x, c) = minu∈U+(T,x,c) E
[∫ T
0
upt dt
]
= minu˜∈U˜
(1−x)p
Tp−1 E
[∫ 1
0
u˜pt dt
]
= (1−x)
p
Tp−1 v
(
1, 0, c√
T
)
.

Next, let Φ(·) = 1√
2pi
∫ ·
−∞ e
− y22 dy be the cumulative distribution function of the
standard normal distribution. Define the function g : (0, 1)→ R+ by
g(z) = v
(
1, 0,Φ−1(z)
)
where Φ−1 is the inverse function. From Proposition 2.2 we have
(2.1) v(T, x, c) =
(1− x)p
T p−1
g
(
Φ
(
c√
T
))
.
Clearly, by choosing u ≡ 1−xT we have v(T, x, c) ≤ (1−x)
p
Tp−1 . Thus, g ∈ [0, 1]. Now,
we are ready to state the main results which will be proved in Section 4.
Theorem 2.3. Let h : (0, 1)→ R+ be given by h(y) = exp(−[Φ
−1(y)]2)
4pi . The function
g : (0, 1)→ R is a positive and non increasing solution of the ODE
(2.2) h(y)g′′(y) + (p− 1)
(
g(y)− g pp−1 (y)
)
= 0, y ∈ (0, 1)
with the boundary conditions
(2.3) lim
y→0
g(y) = 1 and lim
y→1
g(y) = 0.
Moreover, the following minimality holds. If gˆ : (0, 1)→ R is a positive solution to
(2.2) and satisfies
(2.4) lim
y→0
gˆ(y) > 0
then gˆ(y) > g(y) for all y ∈ (0, 1).
Theorem 2.4. Let (T, x, c) ∈ (0,∞)× [0, 1]× R. Define the martingale
(2.5) Mt = P(WT < c|FWt ) = Φ
(
c−Wt√
T − t
)
, t ∈ [0, T ].
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The optimal control is given by
ut = (1− x)g
1
p−1 (Mt)
T − t exp
(
−
∫ t
0
g
1
p−1 (Ms)
T − s ds
)
, t ∈ [0, T ).
Namely, for the optimal control we have the ODE:
dXx,ut
dt
= g
1
p−1 (Mt)
1−Xx,ut
T − t .
Remark 2.5. A natural question is whether there exists a unique positive, non
increasing solution to the ODE (2.2) with the boundary conditions (2.3). Due to
the singularity of h at the end points {0, 1} the uniqueness seems to be far from
obvious and we leave it for future research.
3. Auxiliary lemmas
We start with the following regularity result.
Lemma 3.1. The function g : (0, 1)→ [0, 1] is concave and non increasing.
Proof. The fact that g is non increasing is obvious. In particular we get that g is
measurable. We move to convexity. Fix a1 < a < a2. Let us show that
g(a) ≤ g(a1) a2 − a
a2 − a1 + g(a2)
a− a1
a2 − a1 .
Let T = 1, x = 0 and c = Φ−1(a). From Lemma 2.1 and (2.1) there exists
u ∈ U+(1, 0, c) such that
(3.1) g(a) = E
[∫ 1
0
|ut|pdt
]
.
Consider the martingale given by (2.5). Observe that M0 = a. Define the
stopping time
τ = inf{t : Mt /∈ (a1, a2)}.
Clearly, τ < 1 a.s. and so from the equality E[Mτ ] = M0 we conclude that
(3.2) P(Mτ = a1) =
a2 − a
a2 − a1 and P (Mτ = a2) =
a− a1
a2 − a1 .
Next, let Z =
∫ τ
0
utdt. From the Holder inequality
(3.3)
∫ τ
0
|ut|pdt ≥ Z
p
τp−1
a.s.
From (2.1), the fact that {Ws+τ −Wτ}∞s=0 is a Brownian motion independent of
FWτ , and the inequality Z+
∫ 1
τ
utdt ≥ IW1−Wτ>c−Wτ (notice that Z ∈ [0, 1]) we get
E
[∫ 1
τ
|ut|pdt
∣∣FWτ ] ≥ v (1− τ, Z, c−Wτ )
= (1−Z)
p
(1−τ)p−1 g
(
Φ
(
c−Wτ√
1−τ
))
= (1−Z)
p
(1−τ)p−1 g(Mτ ).
Thus,
(3.4) E
[∫ 1
τ
|ut|pdt
]
≥ E
[
(1− Z)p
(1− τ)p−1 g(Mτ )
]
.
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By combining (3.1)–(3.4), the fact that g ≤ 1 and the simple inequality zpyp−1 +
(1−z)p
(1−y)p−1 ≥ 1 for 0 < y, z < 1 we obtain
g(a) = E
[∫ 1
0
|ut|pdt
]
≥ E
[(
Zp
τp−1 +
(1−Z)p
(1−τ)p−1
)
g(Mτ )
]
≥ E[g(Mτ )] = g(a1) a2−aa2−a1 + g(a2) a−a1a2−a1 .

Corollary 3.2. Let T > 0. The function v(T, ·, ··) : [0, 1] × R → R is uniformly
continuous.
Proof. From Lemma 3.1 it follows that g is continuous and non increasing. Since
g ∈ [0, 1] we conclude that g : (0, 1)→ [0, 1] is uniformly continuous. This together
with (2.1) and the fact that Φ is Lipschitz continuous completes the proof. 
Next, we derive the boundary conditions.
Lemma 3.3. The function g satisfies the boundary conditions given by (2.3).
Proof. Set T = 1 and x = 0. First we show that limy→0 g(y) = 1. From the Jensen
inequality it follows that for any u ∈ U(1, 0, c)
E
[∫ 1
0
|ut|pdt
]
≥ (P(W1 > c))p = (1− Φ(c))p.
Thus, g(y) = v(1, 0,Φ−1(y)) ≥ (1− y)p and we conclude that limy→0 g(y) = 1.
Next, we establish the equality limy→1 g(y) = 0. Choose C > 0. Let tk = 1−21−k
and bk = C
∑k
i=0(3/4)
i, k ∈ N. Introduce the stochastic process
ut =
∞∑
k=1
2kIt∈(tk,tk+1)IWtk−1<bk−1IWtk≥bk , t ∈ [0, T ].
Clearly, bk ↑ 4C as k → ∞. Observe that due to the continuity of the Brownian
motion, on the event {W1 > 4C} there exists (random) k such that Wtk−1 < bk−1
and Wtk ≥ bk. Thus, on this event∫ 1
0
utdt ≥ 2k(tk+1 − tk) = 1.
We conclude that u ∈ U(1, 0, 4C). This together with (2.1) and the inequality
1− Φ(z) ≤
∫ ∞
z
se−s
2/2ds = e−z
2/2, z > 1,
gives
g (Φ(4C)) ≤ E
[∫ 1
0
upt dt
]
≤∑∞k=1 2kp(tk+1 − tk)P(Wtk+1 −Wtk > bk − bk−1)
≤∑∞k=1 2k(p−1)e− (bk−bk−1)22(tk+1−tk)
≤∑∞k=1 2k(p−1)e−C2(9/8)k2 .
By taking C →∞ we complete the proof. 
We end this section with providing martingale properties of the optimal control.
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Lemma 3.4. Let (T, x, c) ∈ (0,∞)× [0, 1]×R and u ∈ U+(T, x, c). The following
statements hold,
(i). For any t < T ,
(1− x)p
T p−1
g(M0) ≤ E
[∫ t
0
upsds+
(1−Xx,ut )p
(T − t)p−1 g(Mt)
]
where M is the martingale given by (2.5).
(ii). The process
Y x,ut :=
∫ t
0
upsds+
(1−Xx,ut )p
(T − t)p−1 g(Mt), 0 ≤ t < T
is a sub–martingale.
(iii). If u ∈ U(T, x, c) is an optimal control then Y x,u is the following martingale
Y x,ut = E
(∫ T
0
upsds | FWt
)
, 0 ≤ t < T.
Proof. (i). Let t ∈ (0, T ). Choose n ∈ N.
For any i ∈ Z and j = 0, 1, ..., n− 1 consider the disjoint sets
Ai,j =
{
i
n
≤Wt < i+ 1
n
,
j
n
≤ Xx,ut <
j + 1
n
}
.
Clearly,
⋃
i,j Ai,j = Ω\{Xx,ut = 1}. From Lemma 2.1 it follows that for any i, j there
exists a stochastic process ui,j = {ui,js }T−ts=0 which is progressively measurable with
respect to the (completed) filtration generated by the Brownian motion Wt+s−Wt,
s ≥ 0 and satisfy
(3.5)
j
n
+
∫ T−t
0
ui,js ds > IWT−Wt>c− i+1n
and
(3.6) E
[∫ T
t
|ui,js |pds
]
= v
(
T − t, j
n
, c− i+ 1
n
)
.
Corollary 3.2 implies that there exists a modulus of continuity (continuous function
which is vanishing at zero) m : [0, 1]→ R such that for any i, j
(3.7) v
(
T − t, j
n
, c− i+ 1
n
)
− v
(
T − t, j + 1
n
, c− i
n
)
< m
(
1
n
)
.
Define the progressively measurable process uˆ = {uˆs}Ts=0 by
uˆs = Is<tus + Is≥t
∑
i,j
IAi,ju
i,j
s−t.
From (3.5) we obtain that for any i, j, on the event Ai,j we have
Xx,uT = x+
∫ T
0
uˆsds ≥ j
n
+
∫ T−t
0
uˆsds ≥ IWT−Wt>c− i+1n ≥ IWT>c.
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Thus, uˆ ∈ U(T, x, c), and so from (2.1) and (3.6)–(3.7)
(1−x)p
Tp−1 g(M0) = v(x, T, c) ≤ E[
∫ T
0
|uˆs|pds]
= E[
∫ t
0
|uˆs|pds] + E
[
E[
∫ T
t
|uˆs|pds|FWt ]
]
≤ E
[∫ t
0
|uˆs|pds+ (1−X
x,u
t )
p
(T−t)p−1 g(Mt)
]
+m
(
1
n
)
.
By letting n→∞ we complete the proof.
(ii). Choose t1 < t2 < T . From statement (i) and the fact that {Wt1+s−Wt1}T−t1s=0
is a Brownian motion which is independent of FWt1 we obtain (replace c with c−Wt1)
(1−Xx,ut1 )p
(T − t1)p−1 g(Mt1) ≤ E
[∫ t2
t1
|us|pds+
(1−Xx,ut2 )p
(T − t2)p−1 g(Mt2) | F
W
t1
]
.
Thus, by adding
∫ t1
0
|us|pds to both sides of the above inequality we get
Y x,ut1 ≤ E
[
Y x,ut2 |FWt1
]
and the result follows.
(iii). Let t < T . Again, from the Markov property of Brownian motion and (2.1)
it follows that
(1−Xx,ut )p
(T − t)p−1 g(Mt) ≤ E
[∫ T
t
|us|pds|FWt
]
.
Thus the sub–martingale Y x,ut =
∫ t
0
|us|pds+ (1−X
x,u
t )
p
(T−t)p−1 g(Mt), 0 ≤ t < T satisfies
(3.8)
∫ t
0
|us|pds+ (1−X
x,u
t )
p
(T − t)p−1 g(Mt) ≤ E
[∫ T
0
|us|pds | FWt
]
.
Since u ∈ U(T, x, c) is an optimal control then from (2.1) and (3.8) we obtain
E
[∫ T
0
|us|pds
]
= (1−x)
p
(T−t)p−1 g(M0)
≤ E
[∫ t
0
|us|pds+ (1−X
x,u
t )
p
(T−t)p−1 g(Mt)
]
≤ E
[
E
[∫ T
0
|us|pds|FWt
]]
= E
[∫ T
0
|us|pds
]
.
We conclude that the inequality in (3.8) is in fact an equality. 
4. Proof of main results
In this section we complete the proof of Theorems 2.3–2.4.
Proof. Proof of Theorem 2.4.
The theorem is obvious for x = 1, and so we assume that x < 1. Choose (T, x, c) ∈
(0,∞) × [0, 1) × R and let M = {Mt}Tt=0 be the martingale given by (2.5). Since
g : [0, 1]→ [0, 1] is concave, then g(Mt), t ∈ [0, T ] is a uniformly integrable super–
martingale. Thus, there exists a decomposition
g(Mt) = Nt −At, t ∈ [0, T ]
where N = {Nt}Tt=0 is a martingale and A = {At}Tt=0 is a continuous, non decreas-
ing process with A0 = 0.
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Let u ∈ U(T, x, c) be an optimal control and let uˆ ∈ U+(T, x, c) be a control of
the form
uˆt = (1− x) wˆt
T − t exp
(
−
∫ t
0
wˆs
T − sds
)
, t ∈ [0, T )
for an arbitrary progressively measurable, non negative process wˆ = {wˆt}Tt=0. Ob-
serve that
Xx,uˆt = 1− (1− x) exp
(
−
∫ t
0
wˆs
T − sds
)
∈ [0, 1].
Thus, indeed uˆ ∈ U+(T, x, c). Set θ = T ∧ inf{t : Xx,ut = 1}. We recall from
Lemma 2.1 that the optimal control is non negative and u ≡ 0 on (θ, T ]. Define the
stochastic process
(4.1) wt = It<θ
(T − t)ut
1−Xx,ut
, t ∈ [0, T ].
Next, we apply the maximum principle and Lemma 3.4. Recall the martingale
Y x,u and the sub–martingale Y x,uˆ from Lemma 3.4. From the product rule
dY x,ut∧θ = It<θ
(1−Xx,ut )p
(T−t)p ×(4.2)
[(T − t)(dNt − dAt) + (wpt + (p− 1)g(Mt)− pwtg(Mt)) dt]
and
dY x,uˆt∧θ = It<θ
(1−Xx,uˆt )p
(T−t)p ×(4.3)
[(T − t)(dNt − dAt) + (wˆpt + (p− 1)g(Mt)− pwˆtg(Mt)) dt] .
Since Y x,u is a martingale then the drift in (4.2) is vanishing, and so
(4.4) At∧θ =
∫ t∧θ
0
wps + (p− 1)g(Ms)− pwsg(Ms)
T − s ds, ∀t P a.s.
In particular
(4.5)
dAt∧θ
dt
= It<θ
wpt + (p− 1)g(Mt)− pwtg(Mt)
T − t dt⊗ P a.s.
On the other hand, Y x,uˆ is a sub–martingale and so the drift in (4.3) is non negative.
Hence
(4.6)
dAt∧θ
dt
≤ It<θ wˆ
p
t + (p− 1)g(Mt)− pwˆtg(Mt)
T − t dt⊗ P a.s.
Clearly, for a positive constant µ > 0 the function z → zp − µpz has a unique
minimum at z = µ
1
p−1 and the corresponding value is −(p − 1)µ pp−1 . From (4.5)–
(4.6) we conclude that
(4.7) wt∧θ = g
1
p−1 (Mt∧θ) dt⊗ P a.s.
This together with (4.1) and solving the ODE
dXx,ut
dt
= wt
1−Xx,ut
T − t , t < θ
gives (recall that Xx,u is constant after θ)
(4.8) Xx,ut = 1− (1− x) exp
(
−
∫ t∧θ
0
g
1
p−1 (Ms)
T − s ds
)
∀t P a.s.
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In particular Xx,ut < 1 for t < T . Thus,
(4.9) θ = T a.s.
By combining (4.8)–(4.9) we complete the proof. 
Next, we move to the proof of Theorem 2.3.
Proof. Proof of Theorem 2.3.
The boundary conditions were proved in Lemma 3.3. Thus, the proof will be divided
into two steps. In the first step we show that (2.2) holds true. In the second step
we prove the minimality property.
First Step: Choose a ∈ (0, 1). Let x = 0, T = 1 and c = Φ−1 (a2 ). From (4.4),
(4.7) and (4.9) we obtain that there exists a martingale {Nt}1t=0 such that
(4.10) g(Mt) = Nt − (p− 1)
∫ t
0
g(Ms)− g
p
p−1 (Ms)
1− s ds ∀t ∈ [0, 1] P a.s.
where M is the martingale given by (2.5). Observe that M0 =
a
2 .
On the closed interval
[
a
3 ,
1+a
2
]
define the function
f(y) = −(p− 1)
∫ y
β=a/3
∫ β
α= a3
g(α)− g pp−1 (α)
h(α)
dαdβ.
Notice that f ∈ C2 [a3 , 1+a2 ] and f ′′(y) = −(p− 1) g(y)−g pp−1 (y)h(y) , y ∈ [a3 , a+12 ].
For any y ∈ (M0, 1+a2 ) consider the stopping time τy = inf{t : Mt /∈ (a3 , y)}.
Clearly, τy < T a.s.
We notice that d〈M〉dt =
2h(Mt)
1−t , and so from the Ito Formula and (4.10) we obtain
g(Mτy )− f(Mτy ) = Nτy − f(M0)−
∫ τy
0
f ′(Mt)dMt.
Hence,
(4.11) E[g(Mτy )]− E[f(Mτy )] = g(M0)− f(M0).
Similarly, to (3.2)
P(Mτy = y) =
M0 − a3
y − a3
and P
(
Mτy =
a
3
)
=
y −M0
y − a3
.
This together with (4.11) yields that g(y)− f(y) is a linear function on the interval(
M0,
1+a
2
)
. In particular
g′′(a) = f ′′(a) = −(p− 1)g(a)− g
p
p−1 (a)
h(a)
.
Since a was arbitrary the first step is completed.
Second Step: Assume that there exists a positive function gˆ 6= g which satisfies
(2.2) and (2.4).
Choose y ∈ (0, 1). Let x = 0, T = 1 and c = Φ−1(y). Introduce the progressively
measurable process
uˆt =
gˆ
1
p−1 (Mt)
1− t exp
(
−
∫ t
0
gˆ
1
p−1 (Ms)
1− s ds
)
, t ∈ [0, 1)
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and the stochastic process
Yˆt =
∫ t
0
uˆpsds+
(1−X0,uˆt )p
(1− t)p−1 gˆ(Mt), t ∈ [0, 1).
As before the martingale M is given by (2.5).
Similarly to (4.8) we have
Xx,uˆt = 1− exp
(
−
∫ t
0
gˆ
1
p−1 (Ms)
1− s ds
)
, t ∈ [0, 1].
This together with (2.4) gives that on the event {W1 > c} = {M1 = 0} we have
Xx,uˆ1 = 1. Thus, u ∈ U(1, 0, c). From (2.1)
(4.12) g(y) = g(M0) ≤ E
[∫ 1
0
uˆpsds
]
.
Next, from the equality
uˆt =
dX0,uˆt
dt
= gˆ
1
p−1 (Mt)
1−X0,uˆt
1− t , t ∈ [0, 1),
the Ito formula, and the fact that gˆ solves (2.2) we get
Yˆt = gˆ(M0) +
∫ t
0
(1−X0,uˆs )p
(1− s)p−1 gˆ
′(Ms)dMs, t ∈ [0, 1).
Thus, {Yˆt}0≤t<1 is a local martingale. Since it is non negative we conclude that it
is a super–martingale. In particular for any t < 1
E
[∫ t
0
uˆpsds
]
≤ gˆ(M0) = gˆ(y).
This together with the monotone convergence theorem and (4.12) gives g(y) ≤ gˆ(y).
Thus, gˆ ≥ g.
Finally, we argue strict inequality. Indeed, assume by contradiction that there
is y0 ∈ (0, 1) for which gˆ(y0) = g(y0), then clearly y0 is a minimum point for the
function gˆ− g. Hence, gˆ′(y0) = g′(y0). Since h(y) is bounded away from zero if y is
bounded away rom the end points {0, 1}, then from standard uniqueness for initial
value problems we conclude that gˆ = g on the interval (0, 1). This is a contradiction
and the proof is completed. 
5. The exponential case
Let λ > 0 and consider the optimization problem
(5.1) w(T, x, c) = inf
u∈U(T,x,c)
E
[∫ T
0
(
eλ|ut| − 1
)
dt
]
.
Namely, the cost function is given by z → eλ|z| − 1. The following result says that
for any (T, x, c) the optimal control is targeting towards 1 with a constant speed.
Theorem 5.1. Let (T, x, c) ∈ (0,∞)× R2. Then
w(T, x, c) = T
(
e
λ(1−x)+
T − 1
)
,
and the unique optimal control is given by u = (1−x)
+
T dt⊗ P a.s.
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Proof. Choose (T, x, c)× (0,∞)× R2. The statement is obvious for x ≥ 1. Hence,
without loss of generality we assume that x < 1. The cost function is strictly
convex, and so, by using the same arguments as in Lemma 2.1 we obtain that the
optimal control is unique. Thus, in order to prove the theorem it is sufficient to
show that the value function satisfies the inequality
(5.2) w(T, x, c) ≥ T
(
e
λ(1−x)
T − 1
)
.
Let C be the set of all adapted, continuous and uniformly bounded processes. Let
M the set of all strictly positive and uniformly bounded martingales M = {Mt}Tt=0
with M0 = 1.
Applying the standard technique of Lagrange multipliers we obtain
w(T, x, c)
≥ infC∈C supα>0 supM∈M E
[∫ T
0
(
eλ|Ct| − 1) dt
−αMT
(
x+
∫ T
0
Ctdt− IWT>c
)]
≥ supα>0 supM∈M infC∈C E
[∫ T
0
(
eλ|Ct| − 1) dt
−αMT
(
x+
∫ T
0
Ctdt− IWT>c
)]
= supα>0 supM∈M infC∈C E
[∫ T
0
(
eλCt − 1) dt
−αx− α ∫ T
0
MtCtdt+ αMT IWT>c
]
.
Observe that for a given α > 0 and a martingale M the minimum of the above
expression is obtained by taking Ct =
ln(αMt/λ)
λ , t ∈ [0, T ]. Hence,
w(T, x, c) ≥ −T
+ supα>0 supM∈M E
(
− αx+ αMT IWT>c +∫ T
0
[
α
λMt − αλ ln(α/λ)Mt − αλMt lnMt
]
dt
)
= −T
+ supα>0 supM∈M
[
α
(
− x+ 1+lnλλ T
+E
[
MT IWT>c − 1λ
∫ T
0
Mt lnMtdt
])
− αTλ lnα
]
.
Clearly for a given z1 ∈ R and z2 > 0 we have maxα>0[αz1 − z2α lnα] = z2e
z1
z2
−1.
We conclude that
w(T, x, c) ≥ −T + Te−λxT sup
M∈M
exp
(
1
T
E
[
λMT IWT>c −
∫ T
0
Mt lnMtdt
])
and (5.2) follows from the following lemma. 
Lemma 5.2. For any  > 0 there exists M ∈M such that
(5.3) E [MT IWT>c] > 1− 
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and
(5.4) E
[∫ T
0
Mt lnMtdt
]
< .
Proof. Choose  > 0. First, assume that we found a strictly positive martingale M
with M0 = 1 which satisfy (5.3)–(5.4). Then for any N ∈ N define M(N) ∈ M by
M(N)t = Mt∧σN , t ∈ [0, T ] where σN = T ∧ inf{t : Mt = N}. Clearly,
M(N)t = E
[
Mt|FWσN
]
, t ∈ [0, T ].
Thus, for the Jensen inequality for the function z → z ln z and the Fubini theorem
E
[∫ T
0
M(N)t lnM
(N)
t dt
]
≤ E
[∫ T
0
Mt lnMtdt
]
< .
Next, from the Fatou Lemma and the fact that σN ↑ T as n→∞
E [MT IWT>c] ≤ lim inf
N→∞
E
[
M(N)T IWT>c
]
.
We conclude that in order to prove the statement, it is sufficient to find a strictly
positive martingale which satisfy (5.3)–(5.4).
To this end, consider a strictly positive martingale of the form
Mt = e
∫ t
0
ζudWu− 12 ζ2udu, t ∈ [0, T ]
where {ζt}1t=0 is continuous deterministic functions. There exists a probability
measure Q such that dQdP |Ft = Mt. Moreover, from Girsanov theorem the process
W˜t = Wt −
∫ t
0
ζudu, t ∈ [0, T ] is a Brownian motion under Q. Thus,
(5.5) E [MT IWT>c] = Q (WT > c) = Q
(
W˜T +
∫ T
0
ζtdt > c
)
and
E
[∫ T
0
Mt lnMtdt
]
= EQ
[∫ T
0
lnMtdt
]
= EQ
[∫ T
0
(∫ t
0
ζudW˜u +
1
2
∫ t
0
ζ2udu
)
dt
]
= 12
[∫ T
0
∫ T
0
ζ2ududt
]
= 12
∫ T
0
ζ2t (T − t)dt.(5.6)
Observe that for the sequence of continuous functions ζ(n) : [0, T ]→ R, n ∈ N given
by
ζ
(n)
t =
n−
2
3(
T + 1nn − t
)1− 1n , t ∈ [0, T ]
we have
lim
n→∞
∫ T
0
ζ
(n)
t dt ≥ lim
n→∞n
1
3
(
T
1
n − 1
n
)
=∞
and
lim
n→∞
∫ T
0
[ζ
(n)
t ]
2(T − t)dt ≤ lim
n→∞n
− 43
∫ T
0
dt
(T − t)1− 1n = 0.
This together with (5.5)–(5.6) yields that for sufficiently large n the martingale
given by Mt = e
∫ t
0
ζ(n)u dWu− 12 [ζ(n)u ]2du, t ∈ [0, T ] satisfies (5.3)–(5.4).

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Figure 1. A plot of the function g for the case p = 2.
6. Numerical Results
In this section we focus on the case of quadratic costs (i.e. p = 2) and provide
numerical results for the value function and simulations for the optimal control.
From (2.1) we have
g
(
1
2
)
= inf
u∈U(1,0,0)
E
[∫ 1
0
u2tdt
]
.
By approximating the Brownian motion with scaled random walks we compute
numerically the right hand side of the above equality. The result is g
(
1
2
)
= 0.88.
Then, we apply the shooting method and look for the correct value of the derivative
g′
(
1
2
)
. Namely we look for a real number γ such that the unique (h 6= 0 in the
interval (0, 1)) solution of the initial value problem
h(y)g′′(y) + g(y)− g2(y) = 0, g
(
1
2
)
= 0.88 and g′
(
1
2
)
= γ
will satisfy the boundary conditions g(0) = 1 and g(1) = 0. We get (numerically)
a unique value γ = −0.21. The result is illustrated in Figure 1.
Next, for T = 1 and x = c = 0 we simulate a path of the optimal control
u ∈ U(1, 0, 0) and the corresponding strategy X0,ut =
∫ t
0
usds, t ∈ [0, 1]. This is
done by simulating a Brownian path and applying Theorem 2.4.
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