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CONTRIBUTIONS TO THE GEOMETRIC AND
ERGODIC THEORY OF CONSERVATIVE FLOWS
MA´RIO BESSA AND JORGE ROCHA
Abstract. We prove the following dichotomy for vector fields in a
C1-residual subset of volume-preserving flows: for Lebesgue almost
every point all Lyapunov exponents equal to zero or its orbit has
a dominated splitting. As a consequence if we have a vector field
in this residual that cannot be C1-approximated by a vector field
having elliptic periodic orbits, then, there exists a full measure
set such that every orbit of this set admits a dominated splitting
for the linear Poincare´ flow. Moreover, we prove that a volume-
preserving and C1-stably ergodic flow can be C1-approximated by
another volume-preserving flow which is non-uniformly hyperbolic.
MSC 2000: primary 37D30, 37D25; secondary 37A99, 37C10.
keywords: Volume-preserving flows; Lyapunov exponents; Dominated
splitting; Stable ergodicity.
1. Introduction and statement of the results
Let M be a d-dimensional, d ≥ 3, compact, connected and bound-
aryless Riemaniann manifold endowed with a volume-form ω and let µ
denote the Lebesgue measure associated to it. We denote by X1µ(M)
the space of C1 vector fields X over M such that X is divergence-free,
that is its associated flow X t preserves the measure µ. We consider
X
1
µ(M) endowed with the usual Whitney C
1-topology.
Given a flow X t one usually deduces properties of it by studying
its linear approximation. One way to do that is by considering the
Lyapunov exponents which, in broad terms, detect if there are any
exponential behavior of the linear tangent map along orbits. Given
X ∈ X1µ(M) the existence of Lyapunov exponents for almost every
point is guaranteed by Oseledets’ theorem ([24]). Positive (or nega-
tive) exponents assure, in average, exponential rate of divergence (or
convergence) of two neighboring trajectories, whereas zero exponents
give us the lack of any kind of average exponential behavior. A flow
is said to be nonuniformly hyperbolic if its Lyapunov exponents are
all different from zero. In [19] Hu, Pesin and Talitskaya gave exam-
ples of nonuniformly hyperbolic flows in any manifold. Non-zero ex-
ponents plus some smoothness assumptions on the flow allows us to
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obtain invariant manifolds dynamically defined (see [25]). Since this
stable/unstable manifold theory is the base of capital results on dy-
namical systems nowadays it is of extreme importance to detect when
we have nonzero Lyapunov exponents.
In the beginning of the 1980’ Ricardo Man˜e´, in [21], announced a
dichotomy for C1-generic discrete-time conservative systems which in
broad terms says that for Lebesgue almost every point its Lyapunov
exponents are all equal to zero or else there exists a weak form of
uniform hyperbolicity along its orbit.
It is well-known that hyperbolicity plays a crucial role if one wants
to obtain stability. Briefly speaking, hyperbolicity means uniform ex-
pansion (or contraction) by the tangent map along the orbits and when
restricted to particular invariant subbundles. A quintessential example
is an Anosov flow [1].
By a weak form of hyperbolicity we mean uniformly contraction of
the ratio between the dynamical behavior of the tangent map when
computed in an invariant subbundle and the dynamical behavior of
the tangent map restricted to another invariant subbundle which is
most contracting (or less expanding) than the first mentioned.
Later, in [22], Man˜e´ presented the guidelines for the proof of the
aforementioned dichotomy in the surfaces case. However, it was ne-
cessary more ingredients and new tools to obtain a complete proof (see
the work of Bochi [11]). Then, in a remarkable paper [14], Bochi and
Viana extended the Bochi-Man˜e´ theorem to any dimensional manifolds
and recently Bochi (see [12]) was able to obtain the full statement
announced in [21] for the symplectomorphisms setting.
For the flow setting the first author proved in [6] the three-dimensional
version for vectors fields without equilibrium points and also a weak
version for general divergence-free vector fields. Later, in [2, Theorem
A], a global version for vector fields with equilibrium points was ob-
tained. In [7] was proved a version for linear differential systems with
conservativeness properties and in [8] was obtained a similar result in
the Hamiltonians setting.
After the perturbation techniques developed in [6] and in [7] we
expected to obtain Bochi-Viana’s theorem for a C1-dense subset of
X
1
µ(M), however by an upgrade refinement on the perturbation frame-
work we were able to obtain this result for a C1-residual subset of
X
1
µ(M), thus achieve the full counterpart of [14, Theorem 2].
More precisely we prove the following result.
Theorem 1. There exists C1-residual set E ⊂ X1µ(M) such that if
X ∈ E then there exist two X t-invariant subsets of M , Z and D,
whose union has full measure and such that:
• if p ∈ Z then all the Lyapunov exponents associated to p are
zero;
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• if p ∈ D then its orbit admits a dominated splitting for the linear
Poincare´ flow.
We point out that the abundance of zero exponents from the generic
point of view seems to be strongly related to the topology used, namely
to the C1-topology. On the other hand recent results obtained by Viana
([30]) show that, in a prevalent way, Ho¨lder continuous linear cocycles
based on a uniformly hyperbolic system with local product structure
have nonzero Lyapunov exponents.
Recall that X ∈ X1µ(M) is ergodic if any measurable X t-invariant set
is a zero measure set or is a full measure set. We say that X ∈ X1µ(M)
is a C1-stably ergodic flow if there exists a C1-neighborhood of X such
that any Y ∈ X1µ(M) is ergodic.
Let us denote by SE1 the space of the C1-stably ergodic flows in
X
1
µ(M). We refer the reader to the survey of Pugh and Shub ([27])
on properties of these systems. From Theorem 1 it follows that if
X ∈ E ∩ SE1 then either the set Z has full measure or else D is a
full measure set. In the next result we prove that, for an open and
dense subset of SE1, actually Z has zero measure and the pointwise
domination given by Theorem 1 for points in the full measure set D
is in fact uniform. This result is a (strong) continuous-time version of
Bochi-Fayad-Pujals Theorem for conservative diffeomorphism ([13]).
Theorem 2. There exists C1-open and dense set U ⊂ SE1 such that
if X ∈ U then X t is a non-uniformly hyperbolic flow and X admits a
dominated splitting.
Next theorem shows that if a X ∈ E does not belong to the closure
of those having elliptic closed orbits then it exhibits some kind of weak
hyperbolicity. More precisely we obtain the following result.
Theorem 3. Let X ∈ E such that X cannot be C1-approximated by a
vector field Y having elliptic periodic orbits. Then, there exists a full
measure set N ⊂ M such that every orbit of N admits a dominated
splitting for the linear Poincare´ flow.
As a consequence of the previous result we obtain the following corol-
lary.
Corollary 1.1. Let X ∈ E such that Sing(X) = ∅ and X cannot
be C1-approximated by a vector field Y having elliptic periodic orbits.
Then for every ǫ > 0 there exist m ∈ N and a closed and invariant
set Nǫ ⊂ M such that µ(Nǫ) > 1 − ǫ and Nǫ admits a m-dominated
splitting for the linear Poincare´ flow of X.
We observe that if M is a three-dimensional manifold then Nǫ is a
hyperbolic set. We also notice that, from the proof of this corollary, if
we remove the hypothesis on the nonexistence of singularities then we
obtain an invariant set Nǫ with the same properties except that we can
not assure its compacity.
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2. Notation, definitions and basic results
In this section we introduce some notation, fundamental definitions
and basic results needed to prove our theorems.
2.1. The setting. Let M be a d-dimensional compact, connected and
boundaryless Riemaniann manifold endowed with a volume-form ω.
We call Lebesgue measure to the measure µ associated to ω. As men-
tioned before we denote by X1µ(M) the set of all divergence-free vector
fields X : M → TM of class C1, endowed with the usual Whitney C1-
topology.. Given X ∈ X1µ(M) let X t be its infinitesimal generator, that
is, dX
t
dt
|t=s(p) = X(Xs(p)). We are interested in the study of the tan-
gent map DX tp : TpM → TXtM . Notice that DX tp is a solution of the
linear variational equation u˙(t) = DXXt(p) · u(t). Is is easy to see that
| det(DX t)| = 1 for any t ∈ R, that is the flow X t is volume-preserving.
Let Sing(X) := {x ∈ M : X(x) = ~0} denote the set of singularities
of X and let R(X) :=M \ Sing(X) denote the set of regular points.
2.2. Linear Poincare´ flow. Fix X ∈ X1µ(M), p ∈ R(X) and let Np ⊂
TpM denote the normal fiber at X(p), that is, the subfiber spanned by
the orthogonal complement of X(p). We denote by N ⊂ TM the
normal bundle which, of course, is only defined on R(X). Now, let
Np and NXt(p) be two (d − 1)-dimensional manifolds contained in M
whose tangent spaces at p and X t(p), respectively, are Np and NXt(p).
Let also Vp be a small neighborhood of p in Np. If Vp can be taken
small enough, then the usual Poincare´ map P tX(p) : Vp ⊂ Np → NXt(p)
is well defined.
The linear Poincare´ flow was formally introduced in [17] and it is the
differential of the Poincare´ map. To define it properly for each t ∈ R
we consider the tangent map DX t : TRM −→ TRM which is defined
by DX t(p, v) = (X t(p), DX t(p) · v) and let ΠXt(p) be the canonical
projection on NXt(p). The linear map P
t
X(p) : Np −→ NXt(p) defined by
P tX(p) = ΠXt(p)DX
t(p) is called the linear Poincare´ flow at p associated
to the vector field X .
2.3. Local coordinates. Given a linear map A we define its norm in
the usual way, i.e.,
sup
v 6=~0
‖A · v‖
‖v‖ .
By Lemma 2 of [23], given a volume form ω in M there exists an
atlas A = {(αi, Ui)i} of M , such that (αi)∗ω = dx1 ∧ dx2 ∧ ... ∧ dxd.
The fact that M is compact guarantees that A can be taken finite.
The Riemannian norm a priori fixed at TM will not be used, instead
we use the equivalent norm ‖v‖x := ‖(Dαi)x · v‖.
Let p and q be points in the same domain Ui and t be such thatX
t(p)
and X t(q) are in the same domain Uj . Given linear maps A
t(p) : Np →
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NXt(p) and B
t(q) : Nq → NXt(q) we define the distance ‖At(p)−Bt(q)‖
in the following way. Let
• ati,j = (Dαj)Xt(p)|NXt(p) ◦ At(p) ◦ (Dαi)−1p |Dαi(Np), and
• bti,j = (Dαj)Xt(q)|NXt(q) ◦Bt(q) ◦ (Dαi)−1q |Dαi(Nq).
Now we define
‖At(p)− Bt(q)‖ = ‖ati,j − bti,j‖. (2.1)
2.4. Flowboxes and the modified volume-preserving property.
Given the Poincare´ map of a non-periodic point, P tX(p) : Vp ⊆ Np →
NXt(p), where Vp is chosen sufficiently small and given B ⊆ Vp the
self-disjoint set
FnX(p)(B) := {P tX(p)(q) : q ∈ B, t ∈ [0, n]},
is called the time-n length flowbox at p associated to the vector field
X .
Given v1, v2, ..., vd−1 ∈ Np we can define a pair of (d− 1)-forms by
ωˆp(v1, v2, ..., vd−1) := ωp(X(p), v1, v2, ..., vd−1),
and
ωp(v1, v2, ..., vd−1) = ωp(‖X(p)‖−1X(p), v1, v2, ..., vd−1),
both induced by the volume form ω. It turns out that (P tX(p))∗ωˆp =
ωˆXt(p). The measure µ induced by the (d−1)-form ω is not necessarily
P tX -invariant, however both the associated measures µˆ and µ are equiv-
alent. We call µ the Lebesgue measure at normal sections or modified
section volume. In fact, given v1, v2, ..., vd−1 ∈ Np we have that
(P tX(p))∗ωp(v1, ..., vd−1) = x(t)−1ωXt(p)(P tX(p) · v1, ..., P tX(p) · vd−1),
where x(t) = ‖X(X t(p))‖‖X(p)‖−1. Since the flow is volume-preserving
we have | detP tX(p)| = x(t)−1. Therefore it follows that we can give an
explicit expression for the infinitesimal distortion volume factor of the
linear Poincare´ flow, which is expressed by the following simple lemma
([6]).
Lemma 2.1. Given ν > 0 and T > 0, there exists r > 0 such that for
any measurable set K ⊆ B(p, r) ⊆ Np we have
‖X(p)‖|µ(K)− x(t).µ(P tX(p)(K))| < ν, for all t ∈ [0, T ].
2.5. Multiplicative ergodic theorem for the linear Poincare´
flow. Let
RX(p) := {v ∈ TpM : v = ηX(p), η ∈ R},
be the vector field direction at p. Recalling thatDX tp(X(p)) = X(X
t(p))
we conclude that the vector field direction is DX t-invariant. The exis-
tence of other DX t-invariant fibers is guaranteed, at least for Lebesgue
almost every point, by a theorem due to Oseledets (see [24]) that we
re-write for the linear Poincare´ flow.
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Theorem 2.2. (Oseledets’ Theorem for the linear Poincare´ flow) Given
X ∈ X1µ(M), then for µ-a.e. p ∈M there exist
• a P tX-invariant splitting of the fiber Np = N1p ⊕ ...Nk(p)p along
the orbit of p (Oseledets’ splitting) and
• real numbers λˆ1(p) > ... > λˆk(p)(p) (Lyapunov exponents),
with 1 ≤ k(p) ≤ d− 1, such that:
lim
t→±∞
1
t
log ‖P tX(p) · ni‖ = λˆi(p), (2.2)
for any ni ∈ N ip \ {~0} and i = 1, ..., k(p).
Let O(X) denote the set of µ-generic points given by this theorem.
We note that if we do not take into account the multiplicities of the
λˆi(p), then we have d − 1 Lyapunov exponents: λ1(p) ≥ λ2(p) ≥ ... ≥
λd−1(p).
In [20] is presented a proof of Theorem 2.2 in the context of linear
differential systems.
Remark 2.1. Actually, the Oseledets Theorem gives us a splitting of
TpM = E
1
p ⊕ ...⊕Ek(p)p ⊕RX(p) and Lyapunov exponents associated to
these DX t-invariant directions for µ-a.e. point p. Due to the fact that
for any of these subspaces Eip ⊂ TpM , the angle between this space and
RX(p) along the orbit has sub-exponential growth, that is
lim
t→±∞
1
t
log sin(∡(EiXt(p),RX(X
t(p)))) = 0. (2.3)
we conclude that the Lyapunov exponent λˆi(p) for DX
t with associated
subspace Eip is also a Lyapunov exponent for P
t
X associated to subspace
N ip = Πp(E
i
p), i ∈ {1, ..., k(p)}, where Πp is the projection into Np.
2.6. Multilinear algebra for the linear Poincare´ flow. The kth
exterior product of N , denoted by ∧k(N), is a (d−1
k
)
-dimensional vector
space. Let {ej}j∈J be an orthonormal basis of N , then the family of
exterior products ej1 ∧ ej2 ∧ ... ∧ ejk for j1 < ... < jk with jα ∈ J forms
an orthonormal basis of ∧k(N). Given P tX(p) : Np → NXt(p) we define
∧k(P tX(p)) : ∧k(Np) −→ ∧k(NXt(p))
ψ1 ∧ ... ∧ ψk −→ P tX(p) · ψ1 ∧ ... ∧ P tX(p) · ψk.
This formalism of multilinear algebra reveals to be the adequate to
prove our results. This is because we can recover the spectrum and
the splitting information of the dynamics of ∧k(P tX(p)) from the one
obtained by applying Oseledets’ Theorem to P tX(p). This is precisely
the meaning of the next theorem ([5, Theorem 5.3.1]).
Theorem 2.3. (Oseledets’ Theorem for the exterior power of the lin-
ear Poincare´ flow) The Lyapunov exponents λ∧ki (p) for i ∈ {1, ..., (d−1k )}
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(repeated with multiplicity) of the kth exterior product operator ∧k(P tX(p))
are the numbers of the form:
k∑
j=1
λij(p), where 1 ≤ i1 < ... < ik ≤ d− 1.
This nondecreasing sequence starts with
• λ∧k1 (p) = λ1(p) + λ2(p) + ...+ λk(p) and ends with
• λ∧kq(k)(p) = λd−k(p) + λd+1−k(p) + ...+ λd−1(p).
Moreover, the splitting of ∧k(Np(i)) for 0 ≤ i ≤ q(k), associated to
∧k(P tX(p)) and to λ∧ki (p), can be obtained from the splitting Np(i) of
P tX(p) as follows. Take an Oseledets basis {e1(p), ..., ed−1(p)} of Np
such that ei(p) ∈ Eℓp for
dim(E1p) + ...+ dim(E
ℓ−1
p ) < i ≤ dim(E1p) + ... + dim(Eℓp).
Then the Oseledets space is generated by the k-vectors:
ei1∧...∧eik such that 1 ≤ i1 < ... < ik ≤ d−1 and
k∑
j=1
λij(p) = λ
∧k
i (p).
2.7. Dominated splitting (or projective hyperbolicity) for the
linear Poincare´ flow. Let m(A) = ‖A−1‖−1 = infv 6=~0 ‖A · v‖ denotes
the co-norm of a linear map A.
Take a X t-invariant set Λ and fix m ∈ N. A nontrivial P tX -invariant
and continuous splitting NΛ = UΛ⊕SΛ is said to have an m-dominated
splitting for the linear Poincare´ flow of X over Λ if the following in-
equality holds for every p ∈ Λ:
‖PmX (p)|Sp‖
m(PmX (p)|Up)
≤ 1
2
. (2.4)
The index of the splitting is the dimension of the bundle UΛ. The dom-
inated splitting structure is a “weak” form of uniform hyperbolicity,
in fact behaves like an uniform hyperbolic structure in the projective
space RP d−2. We enumerate some basic properties of an m-dominated
splitting on a set Λ, for the detailed proofs of these properties see [15]
Section B.1.
(H) (Higher Domination) There exists m0 > m such that, for all
ℓ ≥ m0, UΛ ⊕ SΛ is an ℓ-dominated splitting.
(E) (Extension) It can always be extended to anm-dominated split-
ting over Λ \ Sing(X).
(T) (Transversality) The angles between the Up and Sp are uni-
formly bounded away from zero, for p ∈ Λ.
(U) (Uniqueness) For a fixed index the dominated splitting is unique.
Fix X ∈ X1µ(M), k ∈ {1, ..., d − 2} and m ∈ N. The subset of M
formed by the points p ∈ M such that there exists an m-dominated
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splitting of index k along the orbit of p is denoted by Λk(X,m). The set
Γk(X,m) = M \Λk(X,m) is open and each element of it has an iterate
without m-dominated splitting of index k or else it is a singularity of
X . From the generic point of view the set of (hyperbolic) singularities
is a measure zero set ([28]).
Along this paper we will be mainly interested in dominated splitting
related to the natural P tX -invariant splitting given by Oseledets’ Theo-
rem (obtained in Subsection 2.5) and over the orbit of some p ∈ O(X),
namely,
U jp = N
1
p ⊕ ...⊕N jp and Sjp = N j+1p ⊕ ...⊕N ℓp ,
where ℓ ≤ d − 1, N ip ⊂ Np for i = {1, ..., ℓ} and j is some fixed index
of the splitting, j ∈ {1, ..., d− 2}.
Now, we define some sets which will be used in the sequel:
• Γ♯k(X,m) := {p ∈ Γk(X,m) ∩ O(X) : λk(X, p) > λk+1(X, p)};
• Γ∗k(X,m) := Γ♯k(X,m) \ Per(X), where Per(X) denotes the
periodic points of X t, for all t;
• Γk(X,∞) :=
⋂
m∈N
Γk(X,m) and
• Γ♯k(X,∞) :=
⋂
m∈N
Γ♯k(X,m).
The next lemma (Lemma 4.1 of [14]) allows us to focus our attention
only on the non-periodic points.
Lemma 2.4. Using the same notation as above, for every δ > 0, there
exists m0 ∈ N such that for all m ≥ m0 we have that
µ(Γ♯k(X,m) \ Γ∗k(X,m)) < δ.
We consider a measurable function ρX,m : Γ
∗
k(X,m) −→ R defined
by ρX,m(p) =
‖PmX (p)|Sp‖
m(Pm
X
(p)|Up)
. It is clear that if p ∈ Γ∗k(X,m), then there
exists t ∈ R satisfying the inequality ρX,m(X t(p)) > 12 . We define the
set ∆∗k(X,m) by those points in Γ
∗
k(X,m) such that ρX,m(p) >
1
2
. Of
course that Γ∗k(X,m) is the superset of ∆
∗
k(X,m) saturated by the flow,
i.e., Γ∗k(X,m) =
⋃
t∈RX
t(∆∗k(X,m)).
In [7] (Lemma 2.2) is proved the following result relating the mea-
sures of these two sets.
Lemma 2.5. Given ∆∗k(X,m) and Γ
∗
k(X,m) as above, if µ(Γ
∗
k(X,m)) >
0, then µ(∆∗k(X,m)) > 0.
2.8. The integrated upper Lyapunov exponent of exterior power
of the linear Poincare´ flow. We consider the following function:
LEk : X
1
µ −→ [0,+∞)
X 7−→ ∫
M
λ1(∧k(X), p)dµ(p). (2.5)
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In the same way we define the function LEk(X,Γ), where Γ ⊆ M is a
X t-invariant set, defined by:
LEk(X,Γ) =
∫
Γ
λ1(∧k(X), p)dµ(p).
Let Σk(X, p) denotes the sum of the k first Lyapunov exponents of X ,
that is Σk(X, p) = λ1(X, p)+ ...+λk(X, p). Is is an easy consequence of
Theorem 2.3 that for k = 1, ..., d− 2 we have Σk(X, p) = λ1(∧k(X), p)
and so LEk(X,Γ) = LE1(∧k(X),Γ), for any X t-invariant set Γ. By
using Proposition 2.2 of [14] we get immediately that:
LEk(X,Γ) = inf
j∈N
1
j
∫
Γ
log ‖ ∧k (P jX(p))‖dµ(p), (2.6)
concluding that, for all k ∈ {1, ..., d−2}, the function (2.5) is an upper
semicontinuous function.
3. Proof of Theorem 1
Next we consider an abstract object called realizable linear flow
which will play a central role in the proofs of the main theorems.
Briefly, it consists in the following: we want to change the action of the
linear Poincare´ flow along the orbit of a given Oseledets point with lack
of hyperbolic behavior, in order to decay its exponential asymptotic be-
havior. However, one single point is meaningless since we consider the
Lebesgue measure and, moreover, the chosen point may not be an Os-
eledets point for the perturbed vector field. So, in broad terms, we
consider time-t modified volume-preserving linear maps acting in the
normal fiber at p, Lt(p) : Np → NXt(p) which perform exactly the action
that we want. Then, we build a divergence-free vector field, C1-close
to the original one such that the time-t linear Poincare´ map at q ∈ K
of this new vector field has almost the same behavior as the map Lt(p),
where K is a measurable set contained in a pre-assigned open set inside
a small transversal section of p such that both these sets have almost
the same measure.
With this definition in mind we are able to “realize dynamically” the
perturbations did in [7] concerning the skew-product flows version of
Theorem 1.
This may be seen as a Franks’ Lemma (see [18] or [3, 16, 10] for the
flows version) of a measure theoretical flavor type.
Definition 3.1. Given X ∈ X1µ(M), ǫ > 0, κ ∈ (0, 1), ℓ ∈ N, and
a non-periodic point p, we say that the modified volume-preserving se-
quence of linear maps Lj : NXj(p) → NXj+1(p) for j = 0, ..., ℓ− 1 is an
(ǫ, κ)-realizable linear flow of length ℓ at p if the following occurs.
For all γ > 0, there is r > 0 such that for any non-empty open
set U ⊆ B(p, r) ⊆ Np, there exist a measurable set K ⊆ U and a
divergence-free vector field Y satisfying:
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(a) µ(K) > (1− κ)µ(U);
(b) ‖Y −X‖C1 < ǫ;
(c) Y t = X t outside F ℓX(p)(U) and DXq = DYq for every q ∈
U ∪ PℓX(p)(U); and
(d) If q ∈ K, then ‖P 1Y (Y j(q))− Lj‖ < γ for j = 0, 1, ..., ℓ− 1.
Let us consider some easy observations about this definition.
Remark 3.1. We note that this definition only requires C1-closeness
of vector fields. Also observe that realizable linear flows of length ℓ ∈ R
are also allowed and are defined in the obvious way.
Remark 3.2. By basic Vitali’s covering arguments we only have to
prove the realizability of the linear maps for open sets U = B(p′, r′)
where U ⊆ B(p, r).
Remark 3.3. It is obvious that the time-t linear Poincare´ flow is itself
(ǫ, κ)-realizable of length t for every ǫ and κ.
Remark 3.4. Condition (c) in the Definition 3.1 enables to concate-
nate an (ǫ, κ1)-realizable linear flow of length ℓ1 at p with an (ǫ, κ2)-
realizable linear flow of length ℓ2 at X
ℓ1(p), obtaining an (ǫ, κ1 + κ2)-
realizable linear flow of length ℓ1 + ℓ2 at p. Notice that if κ1 + κ2 ≥ 1
then we do not have any useful estimate for the measure of the set
K = K1 ∩X−ℓ1(K2). Actually we are just interested in the concatena-
tion of b realizable linear flows in the cases where
∑b
j=0 κj < 1 (in fact
close to zero) obtaining a measurable set K such that the measure of
U \K is less than ∑bj=0 κj.
Next proposition is a key result that allows us to mix Oseledets’
directions in the absence of domination. Once we get this result the
two lemmas of this section and the proof of Theorem 1 are obtained
borrowing [14].
Proposition 3.1. Given X ∈ X1µ(M), ǫ > 0 and κ ∈ (0, 1) there exists
m0 ∈ N such that for every m ≥ m0 the following property holds.
For all non-periodic point p with a splitting SjXt(p) ⊕ U jXt(p), t ∈ R
and j ∈ {1, ..., d− 2} fixed, satisfying
‖PmX (p)|Sjp‖
m(PmX (p)|Ujp)
≥ 1
2
, (3.1)
there exist (ǫi, κi)-realizable linear flows of length ℓi ≥ 1 at Xτi(p), with
0 ≤ i ≤ b ≤ m, ∑bi=0 ℓi = m and τi =∑i−1j=1 ℓj, denoted by {Li}bi=1 and
vectors u ∈ U jp \ {~0} and s ∈ SjXm(p) \ {~0} such that:
(a) The concatenation of the b realizable linear flows is an (ǫ, κ)-
realizable linear flow of length m at p and
(b) Lb ◦ ... ◦ L1(u) = s
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This proposition will be proved in sections 6.1 and 6.2. In Section 6.1
we consider the easiest case, that is when we only need to do, at most,
two perturbations to achieve our goal. Section 6.2 is technically harder,
because we need to do many perturbations along the orbit and each
time we concatenate two realizable linear flows the relative measure in
U of the associated set K decreases.
Once we are able to realize dynamically the action which mix the
Oseledets directions, to prove Theorem 1 we need to use the following
two results.
Lemma 3.2. (Local) Let X ∈ X1µ(M). Then, given any ǫ, δ > 0, a
small κ > 0 and k ∈ {1, . . . , d − 2}, there exist m0 ∈ N and, for
each m ≥ m0, a measurable function T˜ : Γ∗k(X,m) → R satisfying the
following properties: for µ-almost every point q ∈ Γ∗k(X,m) and every
t > T˜ (q) there exists a modified volume-preserving sequence of linear
maps Lj : NXj(q) → NXj+1(q) for j = 0, ..., t − 1 which is an (ǫ, κ)-
realizable linear flow of length t at q satisfying
1
t
log ‖ ∧k (Lt−1 ◦ · · ·L1 ◦ L0)‖ < δ + 1
2
(Σk−1(X, q) + Σk+1(X, q)).
This lemma corresponds to Proposition 4.2 of [14] adapted to the
flow setting and, in view of Proposition 3.1, its proof follows exactly
as the proof of Lemma 4.2 of [7]. This local procedure uses the lack
of domination and also the different Lyapunov exponents to cause a
decay of the largest Lyapunov exponent of the kth exterior power of
the linear Poincare´ flow by a just small perturbation.
The next lemma is a global version of the previous one. Once we
have the local version (Lemma 3.2) its proof follows directly the proof
of Proposition 4.17 of [14] and which uses a Kakutani’s tower argument.
We also refer [6] for the ingredients used in the flow framework.
Lemma 3.3. (Global) Let X ∈ X1µ(M). Then, given any ǫ, δ > 0, and
k ∈ {1, . . . , d− 2}, there exists Y ∈ X1µ(M), ǫ C1-close, such that∫
M
Σk(Y, p)dµ(p) <
∫
M
Σk(X, p)dµ(p)− 2Jk(X) + δ,
where Jk(X) =
∫
Γk(X,∞)
λk(X, p)− λk+1(X, p)dµ(p).
Now to prove Theorem 1 we argue exactly as in [14, pp 1467].
For k ∈ {1, ..., d − 2} let Ek be the subset of X1µ(M) corresponding
to the points of continuity of the map LEk, see (2.5), and define E =
∩d−21 Ek. It is well known that the sets Ek are residual and so is E . If
X ∈ Ek then, by the definition of this set and by Lemma 3.3, Jk(X) = 0.
Therefore λk(X, p) = λk+1(X, p) for a.e p ∈ Γk(X,∞). For X ∈ E let:
• Z = O(X) ∩ (∩d−2k=1Γk(X,∞)) and
• D = O(X) \ (∩d−2k=1Γk(X,∞))
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If p ∈ Z then all the Lyapunov exponents of p are equal to zero. On
the other hand if p ∈ D then p /∈ Γk(X,∞) for some 1 ≤ k ≤ d − 2,
therefore, by the definition of these sets, there exists m ∈ N such
p ∈ Λk(X,m), meaning that there exists an m-dominated splitting of
index k along the orbit of p. This ends the proof of Theorem 1.
4. Proof of Theorem 2
Our arguments to prove Theorem 2 are borrowed from the ones used
by Bochi, Fayad and Pujals in [13]. However, in the divergence-free
vector fields case, we can use some C1-perturbation results in order to
give a more general statement than the one obtained in [13, Theorem
1]. In fact, in [13] they considered conservative diffeomorphisms of class
C1 and with derivative α-Ho¨lder (with α > 0) endowed with the C1-
topology which, in particular, is not a complete metric space and it is
not known if this subspace is C1-dense in the space of C1 conservative
diffeomorphisms. In our result we just need to consider C1 vector fields
endowed with the C1-topology.
We discuss now the three fundamental steps of the proof of Theo-
rem 2 and at the end of the section we complete the proof.
We recall that X ∈ X1µ(M) is C1-robustly transitive if X t has a dense
orbit and any Y ∈ X1µ(M) sufficiently C1-close to X has also a flow
with a dense orbit. It is easy to see that if X ∈ SE1, then X must be
C1-robustly transitive.
Let us first observe that, by [10, Theorem 1.1], a C1-stably ergodic
vector field X does not have singularities. As Cs divergence-free vector
fields are C1-dense in X1µ(M) (Zuppa’s Theorem, [31]), by Theorem 1.2
of [10] there exists a C1-dense subset of SE1, DSE whose vector fields
admit a dominated splitting over M .
We say that a dominated splitting N = N1⊕...⊕N j ofX is the finest
dominated splitting if there is no dominated splitting with more that j
subbundles. As is pointed out in [13] it is possible that the continuation
of the finest dominated splitting is not the finest dominated splitting of
the perturbed vector field. Hence, we say that a dominated splitting of
X ∈ X1µ(M) is stably finest if, for every Y sufficiently C1-close vector
field in X1µ(M), it has a continuation which is the finest dominated
splitting of Y . Flows with stably finest splittings are open and dense
in the class of flows with dominated splitting. Given X ∈ DSE we
take X1 ∈ X1µ(M) C1-close to X and having a stably finest dominated
splitting N = N1(X1)⊕ ...⊕Nk(X1). We denote by
Σi(X1) =
∫
M
log |P 1X1(p)|N i(X1)|dµ(p)
the sum of the Lyapunov exponents of the subbundle N i(X1). In [9]
we proved the following result:
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Theorem 4.1. Let X1 ∈ X1µ(M) be a stably ergodic vector field having
a (stably finest) dominated splitting. Then, either Σi(X1) 6= 0, or else
X1 may be approximated, in the C
1-topology, by X2 ∈ X2µ(M) for which
Σi(X2) 6= 0.
We observe that the vector field X2 given by the previous result is
stably ergodic and has a finest dominated splitting.
The next lemma is the final step to prove Theorem 2.
Lemma 4.2. Let X ∈ SE1 have a stably finest dominated splitting,
N1(X) ⊕ ... ⊕ Nk(X). Then for all δ > 0, there exists Y ∈ X1µ(M)
(C1-close to X) such that, if λj(Y ) and λj+1(Y ) are associated to the
subbundle N i(Y ), then |λj(Y )− λj+1(Y )| < δ.
Proof. Since Σj(·) is an upper semicontinuous function, the set C of its
continuity points is a residual set. By Baire theorem C is also dense.
Let Y ∈ SE1 ∩ C be a vector field arbitrarily C1-close to X and let
Λ(j, Y ) be a set of points such that there exists a dominated splitting
N = N1(Y ) ⊕ N2(Y ) over the closure of {Y t(x)}t∈R and dim(N1) =
j. Since we assume that λj(Y ) and λj+1(Y ) are associated to the
subbundle N i(Y ) and Y has a finest dominated splitting, we get that
µ(Λ(j, Y )) = 0.
By Lemma 3.3 and using the ergodicity hypothesis, we conclude the
following. Given any ǫ, δ > 0, and j ∈ {1, . . . , d − 2}, there exists
Z ∈ X1µ(M), ǫ-C1-close to Y , such that
Σj(Z) < Σj(Y )− 2Jj(Y ) + δ = Σj(Y )− 2(λj(Y )− λj+1(Y )) + δ,
because
Jj(Y ) =
∫
Γj(Y,∞)
λj(Y, p)− λj+1(Y, p)dµ(p)
=
∫
M\Λ(j,Y )
λj(Y, p)− λj+1(Y, p)dµ(p)
= λj(Y )− λj+1(Y ).
Noting that Y ∈ C we can decrease ǫ if necessary and obtain that
|Σk(Z)− Σk(Y )| < δ. Hence,
|λk(Y )− λk+1(Y )| < δ,
and the lemma is proved. 
We are ready to give the proof of Theorem 2:
Openess ; Let U be the set of points X ∈ SE1 such that X has
dominated splitting Nu ⊕ N s where dim(Nu) = j, λj(X) > 0 is the
lowerest exponent inNu and λj+1(X) < 0 is the largest exponent inN
s.
It is clear that any Y ∈ X1µ(M), arbitrarily close to X , has a dominated
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splitting Nu(Y )⊕ N s(Y ). Moreover, since the function that gives the
largest exponent λj+1(·) (in N s) defined by
Y 7→ inf
n∈N
∫
M
log ‖P 1Y (p)|Ns(Y,x)‖1/n
is upper semicontinuous, we obtain that λj+1(Y ) cannot increase ab-
ruptly. Therefore, if Y is close enough to X , we have that λj+1(Y ) < 0.
In the same way the function that gives the lowerest exponent λj(·) in
Nu and is defined by
Y 7→ sup
n∈N
∫
M
logm(P 1Y (p)|Nu(Y,x))1/n
is lower semicontinuous. Hence, as λj(Y ) cannot decrease abruptly, we
have λj(Y ) > 0 and we obtain that U is open.
Denseness ; Let X ∈ SE1. We want to prove that X can be C1-
approximated by a vector field in U . First we choose X1 ∈ DSE arbi-
trarily close to X . X1 has a dominated splitting and by a small pertur-
bation we obtain a vector field X2 having a dominated splitting which
is stably finest. By Theorem 4.1, X2 may be approximated, in the C
1-
topology, by X3 ∈ X2µ(M) for which Σi(X3) 6= 0. Using Lemma 4.2 we
can guarantee that, for Y close to X3, we have all the exponents in N
i
very close one from the others. Since their sum is nonzero we conclude
that they are all different from zero and have the same sign; hence Y
is a nonuniformly hyperbolic vector field and Y ∈ U .
5. Proof of Theorem 3 and of Corollary 1.1
We begin by recalling the Pugh and Robinson C1-Closing Lemma
adapted to the setting of incompressible flows (see [26]).
The X t-orbit of a recurrent point x can be approximated, for a very
long time T > 0, by a periodic orbit of a C1-close flow Y : given r, T > 0
we can find a ǫ-C1-neighborhood U of X in X1µ(M), a vector field
Y ∈ U , a periodic orbit p of Y with period ℓ and a map τ : [0, T ]→ [0, ℓ]
close to the identity such that
• dist(X t(x), Y τ(t)(p)) < r for all 0 ≤ t ≤ T ;
• Y = X over M \⋃0≤t≤ℓ (B(p, r) ∩ B(Y t(p), r)).
Now, to prove Theorem 3 we fix X ∈ E and observe that if the set Z,
given by Theorem 1, has zero Lebesgue measure then the result follows
taking N = D. So, let us assume by contradiction that the associated
Z has positive Lebesgue measure.
By the hypothesis of Theorem 3 there exists ǫ > 0 such that any
Y ∈ X1µ(M) whose C1-distance of X is less than ǫ has no elliptic points.
By the Poincare´ Recurrence Theorem there exists a full measure
subset of Z, Z ′ consisting of recurrent points. Pick x0 ∈ Z ′; given
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δ > 0, as
lim
t→±∞
1
t
log ‖P tX(x0)‖ = 0,
there exists Tδ such that
1
t
log ‖P tX(x0)‖ < δ,
for any |t| > T0. Now, if δ is small enough, applying Pugh and Robin-
son’s C1-Closing Lemma there exists X1 ∈ X1µ(M), ǫ3-C1-close to X ,
such that x0 is a periodic orbit of X1 of period π1 > T0, and
1
π1
log ‖P π1X1(x0)‖ < 2δ.
By a theorem of Zuppa ([31]), and shrinking δ if necessary, there exists
X2 ∈ X4µ(M), ǫ3 -C1-close to X1, such that x0 is a periodic orbit of X2
of period π2 close to π1, hence greater than T0, and
1
π2
log ‖P π2X2(x0)‖ < 2δ.
Finally, shrinking the initial δ once again if necessary, we can apply
[10, Lemma 3.2] to obtain a vector field X3 ∈ X1µ(M), ǫ3-C1-close to
X2, hence ǫ close to X , such that x0 is a periodic orbit of X3 of period
π2, and
1
π2
log ‖P π2X2(x0)‖ = 0. Moreover this last perturbation can be
done in such a way that x0 is an elliptic point, which contradicts the
hypothesis of Theorem 3.
Now, to prove Corollary 1.1, for any k ∈ N we consider the set
Nk consisting of orbits of X that admit a k-dominated splitting. From
Theorem 3 it follows that N = ∪∞k=1Nk is a full measure set. Therefore,
given any ǫ > 0, there is ℓ ∈ N such that µ(∪ℓi=1Ni) > 1 − ǫ. Using
elementary properties of dominated splittings (see for example [15])
we conclude that there exists ℓ1 with Nℓ1 ⊃ ∪ℓi=1Ni. Therefore, as
Sing(X) = ∅, it follows that the set Nℓ1 is compact, invariant, admits
a dominated splitting and has measure greater then 1 − ǫ, which ends
the proof of the corollary.
6. Main perturbation lemmas
6.1. Local perturbations. We start by proving a key tool that, in
broad terms, assures that a time-one linear map, obtained by compos-
ing a small rotation with the linear Poincare´ flow of a vector field, is
realizable.
The next lemma, proved in [9] (Lemma 2.1), together with the Ar-
bieto and Matheus Pasting Lemma ([4]) and Zuppa’s Theorem ([31]),
will be crucial to perform this construction.
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Lemma 6.1. Given a vector field X ∈ X2µ(M) a non-periodic point p ∈
M and t0 ∈ R+, there exists a volume-preserving C2 diffeomorphism
Ψ defined in a neighborhood of the arc {X t(p); t ∈ [0, t0]} such that
T = Ψ∗X, where T =
∂
∂x1
.
We fix X ∈ X1µ(M) and we choose a non-periodic point p. Let Vp be
a two-dimensional subspace of Np; given ξ ∈ R let Rξ : Vp → Vp denote
the rotation of angle ξ. Let V ⊥p denote the orthogonal complement of
Vp in Np and define Rξ : Np → Np as Rξ = Rξ⊕Id, that is Rξ(v+v⊥) =
Rξ(v) + v
⊥, where v ∈ Vp and v⊥ ∈ V ⊥p .
Lemma 6.2. Given X ∈ X1µ(M), ǫ > 0 and κ ∈ (0, 1), there exists
ξ0 > 0 such that for any ξ ∈ (0, ξ0), any p ∈ X (non-periodic or with
period larger than one) and any two-dimensional vector space Vp ⊂ Np
one has that the time-one map L1 = P
1
X(p) ◦ Rξ is an (ǫ, κ)-realizable
linear flow of length 1 at p, where Rξ = Rξ⊕ Id and Rξ is the rotation
of angle ξ in Vp.
Proof. Fix ǫ, κ, X , and take ξ0 to be fixed latter. Let p ∈ M be a
non-periodic point or a periodic point with period larger than one, and
let Vp be a two-dimensional subspace of Np.
The first step consists in approximate the vector field X by another
one X˜ ∈ X1µ(M) but of class C2 on a small tubular neighborhood V of
{X t(p); t ∈ [δ, 1− δ]}, for some small δ. Moreover, X˜ is rectificable in
V and coincides with X outside a small tubular neighborhood W ⊃ V.
To obtain X˜ we first observe that, by Zuppa’s result ([31]) the set
of C2 divergence-free vector fields is C1 dense in X1µ(M) therefore we
begin by choosing a C2 vector field, X1, which is
ǫ
3
-C1-close to X .
Now, Arbieto and Matheus Pasting Lemma ([4]) allows to get a C1
vector field , X2, which is
ǫ
3
- C1-close to X1, that coincides with X1 in
a tubular neighborhood V of {X t(p); t ∈ [δ, 1− δ]} and coincides with
the initial vector field X outside a small tubular neighborhood W of
{X t(p); t ∈ [ δ
2
, 1 − δ
2
]}, W ⊃ V, such that p and X1(p) do not belong
to W, for small δ > 0. Observe that X and X2 are 2ǫ3 -C1-close. As X2
is of class C2 in V Lemma 6.1 assures that X2|V is C2 rectificable by a
change of coordinates Ψ; therefore we take X˜ = X2.
Next step is to get r > 0 as a function of X, ǫ, κ, γ and p and then,
for each U ⊂ B(p, r) ⊂ Np, perturb X2 in V in order to obtain K ⊂ U
and Y as in Definition 3.1. The way we get r is by shrinking step by
step its value along the proof.
Let NX˜δ(p) = Ψ−1(B0) and NX˜t(p) = X˜ t(NX˜δ(p)), for t ∈ [−δ, 1 − δ],
where B0 is a ball centered at 0 ∈ Rd and contained in {0} × Rd−1.
According to Remark 3.2 we fix any ball U = B(p′, r′) ⊂ B(p, r) ⊂
Np. We observe that if we prove the lemma for this particular normal
section then the general case follows just by shrinking r.
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Define Uδ = {X˜δ(x); x ∈ U}. We note that, for small r and δ, Uδ
contains a ball B = B(p, r) such that µ(Uδ \B) > 1− κ2 . We let K = B
and Vp = P
δ
X˜
(p′)(Vp′), where Vp′ is the parallel transport of Vp to p
′. In
Figure 1 we illustrate the sets we are considering.
Now Lemma 2.2 of [9], which is based on Lemma 6.1, guaranties the
existence of a vector field Y ∈ X1µ(M) which satisfies:
(i) Y is ǫ
3
-C1-close to X˜ ;
(ii) P 1−2δY (p)|Wp is the identity, where Wp is the orthogonal comple-
ment of Vp in Np;
(iii) P 1−2δY (p) ·v = P 1−2δX˜ (p)◦Rξ ·v, ∀v ∈ Vp, where Rξ is the rotation
of angle ξ on Vp;
(iv) Y = X˜ outside the flowbox X˜ [δ,1−2δ](B).
0
δ
1−2δ
δ
ψ
. . .
X  (p)
X     (p)
X  (p)1
B
B(p,r)
p
U
K
p’
p
K
{0}
U
Figure 1.
Notice that condition (i) completely determines ξ0.
Now we let K = {X˜−δ(x); x ∈ K}; observe that if r is small
enough (and consequently r′ is even smaller) then, as a consequence of
Lemma 2.1, we get that µ(U \ K) > 1 − κ, which is condition (a) of
the definition of realizable linear flow is satisfied. Also, by construc-
tion of X˜ and condition (i) above on Y , clearly imply (b) and (c) of
Definition 3.1.
P 1Y (p
′) = P δ
X˜
(X˜1−δ(p′)) ◦
(
P 1−2δ
X˜
(X˜δ(p′)) ◦Rξ
)
◦ P δ
X˜
(p′).
If we take δ small enough then
‖P 1Y (p′)−
(
P 1
X˜
(p′) ◦Rξ
) ‖ < γ
4
Now, shrinking successively r, we get
(1) ‖P 1Y (p′)− (P 1X(p′) ◦Rξ) ‖ < 2γ4 ,
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(2) ‖P 1Y (p′)− (P 1X(p) ◦Rξ) ‖ < 3γ4 ,
(3) ‖P 1Y (q)− (P 1X(p) ◦Rξ) ‖ < γ, for any q ∈ K.

Remark 6.1. A completely analog proof of the previous lemma, this
time considering the vector field (−X) and a rotation of angle (−ξ),
guaranties that the time-1 map Rξ ◦P 1X(X−1(p)) is also (ǫ, κ)-realizable
linear flow of length 1 at X−1(p), for small ξ.
If we want to prove that certain time-2 map is (ǫ, κ)-realizable linear
flow, which is a rotation in a fixed two-dimensional subspace V of
the normal space, we can try to do it by concatenating two (ǫ, κi)-
realizable linear flows being the first one a rotation on V and the other
one being an elliptical rotation on the image of V by the time-one linear
Poincare´ flow. For that we need to adapt Lemma 6.2 for elliptical
rotations. Note that, according to Remark 3.4, the resulting linear
flow is (ǫ, κ1 + κ2)-realizable, and so the measure of the set K (see
Definition 3.1) decreases. Therefore there is no hope to use directly
this concatenation argument to prove that a rotation of a given angle
is (ǫ, κ)-realizable linear flow of length ℓ, for large ℓ, although we need
large time to get the desired rotation by a composition of rotations of
small angle. Next lemma below solves this problem.
Fix a regular point p ∈M and a two-dimensional subspace Vp of Np.
A right cylinder centered at p is a subset of Np of the form B⊕A, where
B is called the basis of the cylinder and it is an ellipse contained in Vp,
and A is called the axis of the cylinder and it is a (d− 3)-dimensional
ellipsoid contained in the V ⊥p , the orthogonal complement of Vp in Np
(see Figure 2).
0
Np
Vp
Vp ⊥
A
B
Figure 2.
Let B ⊕A be a right cylinder centered at p. Let h : Vp → R2 be an
area-preserving map such that h(B) is a disk. An elliptical rotation
of angle θ of the cylinder is a map Rθ : B ⊕ A → B ⊕ A of the form
Eθ ⊕ Id, where h ◦ Eθ ◦ h−1 is a rotation of angle θ.
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Concerning the case of elliptical rotations a direct adaptation of the
proof of the previous lemma jointly with the strategy followed in [14,
Lemma 3.4] give the following result.
Lemma 6.3. Given X ∈ X1µ(M), ǫ > 0 and σ ∈]0, 1[. There exists
ξ > 0 such that for any p ∈ M a non-periodic point or with period
larger than one, the following holds: Let B ⊕ A be a right cylinder
centered at p and consider the elliptical rotation Rξ = Eξ ⊕ Id. For a,
b > 0, consider the cylinder C = bB⊕aA. There exists τ > 1 such that
if a ≥ τb and diam(C) < ǫ, then there exists Y ∈ X1µ(M) satisfying
• Y = X outside F1X(p)(Cˆ), where Cˆ = α(C) for some volume-
preserving chart α (according to Section 2.3);
• ‖P 1Y (q)− P 1X(q) ◦Rξ‖ ≪ ξ, for all q ∈ σC, and
• Y and X are ǫ-C1-close.
6.2. Large length perturbations. Next lemma is the continuous-
time version of [14, Lemma 3.3] that allows us to realize a large concate-
nation of time-one perturbations under certain conditions. The proof
of the lemma follows closely the arguments of Bochi-Viana’s aforemen-
tioned lemma with some extra care when dealing with the involved
measure. We present the guidelines of the proof emphasizing these
aspects.
Lemma 6.4. Given X ∈ X1µ(M), ǫ > 0 and κ > 0, there exists ξ > 0
with the following properties: assume that p ∈ M is a non-periodic
point and that for some n ∈ N, and for each j ∈ {0, 1, ..., n − 1} we
have
• co-dimension two spacesHj ⊂ NXj(p) such that Hj = P jX(p)(H0);
• ellipses Bj ⊂ (NXj(p))/Hj centered at zero such that Bj =
(P jX(p)/H0)(B0) and
• linear maps Ej : (NXj(p))/Hj → (NXj(p))/Hj such that Ej(Bj) ⊂
Bj and ‖Ej − Id‖ < ξ.
For each j ∈ {0, 1, ..., n − 1} we define Lj = P 1X(Xj(p)) ◦ Rj, where
Rj = Ej ⊕ Id. Then {L0, L1, ..., Ln−1} is an (ǫ, κ)-realizable linear flow
of length n at p.
Proof. Let us fix a small γ > 0 according to the definition of realizable
linear flow. We have to choose a sufficiently small r > 0 such that
FnX(p)(B(p, r)) is a flowbox, and
‖P 1X(q)− P 1X(Xj(p))‖.‖Rj‖ <
γ
2
,
for every q ∈ PjX(p)(B(p, r)) and j ∈ {0, 1, ..., n − 1}. This r will be
shrunk along the proof.
We start with a ball A0 ⊂ H0 and, for j ∈ {1, ..., n − 1}, let Aj =
P jX(p)(A0). By [14, Lemma 3.6], for each j, there exist τˆj > 1 such
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that if a > τˆjb then,
P 1X(X
j(p))(bBj ⊕ aAj) ⊃ bBj+1 ⊕ λaAj+1, (6.1)
for some λ ∈ (0, 1) chosen sufficiently close to 1 and depending on
κ. This allows us to “rightify”, at each step, the basis of the iterated
cylinder and keeping almost the same µ-measure.
We feed Lemma 6.3 with ǫ, σ and we get ξj > 0 and, for each j,
τj > 1 such that if a ≥ τjb and the diameter of each cylinder Cj is
sufficiently small, then we can realize a rotation on the basis Bj for
ǫ-close vector fields Yj.
Let τ = maxj=0,··· ,n{τj , τˆj} and ξ = minj=0,··· ,n{ξj}. We have to
consider cylinders with the axis much larger than the basis. Actually,
we fix a0, b0 > 0 satisfying a0 > b0λ
−nτ .
We define, for each j, Cj = λjb0Bj ⊕ λ2ja0Aj.
By linear approximation properties (see [14, Lemma 3.5]), there ex-
ists {rj}nj=0 such that for ρ > 0 and qj ∈ B(Xj(p), rj) ⊂ NXj(p), if
ρCˆj + qj ⊂ B(Xj(p), rj), then
X1(ρCˆj + qj) ⊃ λP 1X(Xj(p))(ρCj) +X1(qj).
Now we decrease r a little bit in order to have, for each j,Xj(B(p, r)) ⊂
B(Xj(p), rj).
Let Y be the divergence-free vector field and K the set defined by:
• Y |F1
X
(Xj(p))(Cˆj )
= Yj
• K = P−nY (Y n(p))(σρCˆn + qn).
Note that
σρCn + qn = σρ(λnbBn ⊕ λ2naAn) + qn.
Let µ∗ be the Lebesgue measure with a density given by the pull-back
of µ by the volume-preserving charts. Given a right cylinder C defined
by ellipses B and A, applying the Roklin Theorem ([29]), locally, using
the right cylinder structure we can decompose this measure as µ∗ =
µB × µA.
As a consequence of Lemma 2.1 we get µ(S) ≈ x(t)µ(P tX(p)(S)) for
S ∈ Np. For a sufficiently small set S the disintegration gives
µ∗(S) =
∫
S
dµBdµA =
∫
P t
X
(p)(S)
δ(·)dµBtdµAt ≈
∫
P t
X
(p)(S)
ϕ(·)dµBtdµAt,
where δ(·) is the density with respect to the (n − 1)-volume and ϕ is
a density which depends only on t, Bt = (P tX(p)/H0)(B) and At =
P tX(p)(A). Note that the same holds if one considers the restriction to
A or to B. Now
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µ(K)
µ(U)
=
µ(P−nY (Y n(p))(σρCˆn + qn))
µ∗(ρbB0 ⊕ ρaA0)
=
‖X(p)‖µ(P−nY (Y n(p))(σρCˆn + qn))
‖X(p)‖µ∗(ρbB0 ⊕ ρaA0)
≈ ‖X(X
n(p))‖µ∗(σρλnbBn ⊕ σρλ2naAn + qn)
‖X(p)‖µ∗(ρbB0 ⊕ ρaA0)
= x(n)
µ∗(σρλnb(P nX(p)/H0)(B0)⊕ σρλ2naP nX(p)(A0) + qn)
µ∗(ρbB0 ⊕ ρaA0)
= x(n)
µ∗(σλn(P nX(p)/H0)(B0)⊕ σλ2nP nX(p)(A0) + qn)
µ∗(B0 ⊕A0)
= x(n)
(λnσ)3µBn((P
n
X(p)/H0)(B0))(λ2nσ)d−3µAn(P nX(p)(A0))
µB(B0)µA(A0)
≈ x(n)(λ
nσ)3(λ2nσ)d−3x(n)−1µB(B0)µA(A0)
µB(B0)µA(A0) ,
and we obtain
µ(K)
µ(U)
≈ λ2nd−3nσd.
Now it is clear that λ and σ can be chosen such that condition (a) of
Definition 3.1 is satisfied.
We are left to prove that if q ∈ K, then ‖P 1Y (Y j(q)) − Lj‖ < γ for
j = 0, 1, ..., ℓ− 1. Since Lj = P 1X(Xj(p)) ◦Rj we get
‖P 1Y (Y j(q))− Lj‖ = ‖P 1Y (Y j(q))− P 1X(Xj(p)) ◦Rj‖
= ‖P 1Y (Y j(q))− P 1X(Xj(q)) +
+ P 1X(X
j(q))− P 1X(Xj(p)) ◦Rj‖
≤ ‖P 1Y (Y j(q))− P 1X(Xj(q))‖+
γ
2
< γ,
where the last inequality is assured if we take r small enough. 
6.3. Proof of Proposition 3.1. In order to prove Proposition 3.1 we
follow the strategy in [14, Proposition 3.1]. This proposition has an
easy proof when the lack of dominated splitting comes from a small
angle between the two fibers U and S or else comes from the fact that
S “expands” much more than U .
Let X ∈ X1µ(M), ǫ > 0 and 0 < κ < 1 be given as in Proposition 3.1.
Take κ′ ∈ (0, 1
2
κ
)
and let ξ0 = ξ0(X, ǫ, κ
′) be given by Lemma 6.2.
Finally, take:
c ≥ 1
sin2(ξ0)
and c ≥ sup
t∈[0,2]
(
sup
x∈R(X)
‖P tX(x)‖
m(P tX(x))
)
(6.2)
Let θ > 0 be such that 8
√
2c sin θ < ǫ sin6(ξ0). Take m ≥ 2π/θ.
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Now let be given a non-periodic point p and a splitting of the normal
bundle at p, Np = Up ⊕ Sp such that
‖PmX (p)|Sp‖
m(PmX (p)|Up)
≥ 1
2
,
and we assume that
there exists t ∈ [0, m] such that ∡(Ut, St) = ξ ≤ ξ0, (6.3)
where we use the notation Ut = P
t
X(p)(Up) and St = P
t
X(p)(Sp) for
t ∈ [0, m].
Then we take unit vectors st ∈ St and ut ∈ Ut with ∡(st, ut) < ξ0.
If t ∈ [0, m − 1], then we use Lemma 6.2 with VXt(p) = 〈st, ut〉, where
〈e1, e2〉 denotes the vector space spanned by e1 and e2, and we define
the sequence:
L1 = P
t
X(p) , L2 = P
1
X(X
t(p)) ◦Rξ and L3 = Pm−t−1X (X t+1(p)) (6.4)
On the other hand, if t ∈ (m− 1, m], then we use Remark 6.1 and we
define:
L1 = P
t−1
X (p) , L2 = Rξ ◦ P 1X(X t−1(p)) and L3 = Pm−tX (X t(p)) (6.5)
It is clear, using Remark 3.3, that the concatenation of three realizable
linear flows (6.4) is an (ǫ, κ)-realizable linear flow of length m at p. The
same works for (6.5).
In both cases we obtain vectors u ∈ Up \ {~0} and s ∈ PmX (Sp) \ {~0}
such that L3 ◦ L2 ◦ L1(u) = s. Therefore, under the hypothesis (6.3),
the proof of Proposition 3.1 is completed.
Now we assume that there exist r, t ∈ R with 0 ≤ r + t ≤ m such
that:
‖P rX(X t(p))|St‖
m(P rX(X
t(p))|Ut)
≥ c. (6.6)
Observe that, by the choice of c, we have that r ≥ 2.
We choose unit vectors:
• st ∈ St such that ‖P rX(X t(p)) · st‖ = ‖P rX(X t(p))|St‖;
• ut ∈ Ut such that ‖P rX(X t(p)) · ut‖ = m(P rX(X t(p))|Ut);
• ut+r = P
r
X
(Xt(p))·ut
‖P r
X
(Xt(p))·ut‖
∈ Ut+r and
• st+r = P
r
X
(Xt(p))·st
‖P r
X
(Xt(p))·st‖
∈ St+r.
The vector uˆt = ut+sin(ξ0)st is such that ∡(uˆt, ut) < ξ0 so we consider
L2 = P
1
X(X
t(p)) ◦ R2, where R2 is the rotation on VXt(p) = 〈st, ut〉,
which sends ut into
uˆt
‖uˆt‖
.
Let
̺ =
‖P rX(X t(p)) · ut‖
sin ξ0‖P rX(X t(p)) · st‖
.
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Let us define a vector in NXt+r(p) by sˆt+r = ̺ut+r+st+r. We have that,
P rX(X
t(p)) · uˆt = P rX(X t(p)) · ut + sin(ξ0)P rX(X t(p)) · st
= P rX(X
t(p)) · ut + ‖P
r
X(X
t(p)) · ut‖
̺‖P rX(X t(p)) · st‖
P rX(X
t(p)) · st
=
1
̺
‖P rX(X t(p)) · ut‖.(̺ut+r + st+r)
=
1
̺
‖P rX(X t(p)) · ut‖.sˆt+r.
It follows from (6.2), (6.6) and definition of ̺, ut and st, that
̺ =
m(P rX(X
t(p))|Ut)
‖P rX(X t(p))|St‖ sin ξ0
≤ 1
c sin ξ0
< sin ξ0.
So, ∡(st+r, sˆt+r) < ξ0. Let L4 = R4 ◦ P 1X(X t+r−1(p)), where R4 acts
in VXt+r(p) = 〈st+r, sˆt+r〉 and sends sˆt+r‖sˆt+r‖ into st+r. By Remark 6.1 we
obtain that L4 is a realizable linear flow of length 1 at X
t+r−1(p). Now
we concatenate as follows:
Np
L1−→ NXt(p) L2−→ NXt+1(p) L3−→ NXt+r−1(p) L4−→ NXt+r(p) L5−→ NXm(p),
where L1 = P
t
X(p), L3 = P
r−2
X (X
t+1(p)) and L5 = P
m−t−r
X (X
t+r(p)),
and L3 = Id if r = 2. In this way, applying Lemma 6.2 twice and
recalling that L2 and L4 are (ǫ, κ
′)-realizable linear flows of length 1,
we obtain an (ǫ, κ)-realizable linear flow of length m at p such that
L5 ◦L4 ◦L3 ◦L2 ◦L1(u) = s, where u = P−tX (X t(p)) ·ut and s is a vector
co-linear with Pm−tX (X
t(p)) · st.
So, assuming (6.6), the proof of Proposition 3.1 is done.
Now we shall finish the proof of Proposition 3.1 by considering the
last case, that is, when we have that conditions (6.3) and (6.6) are not
simultaneously satisfied, that is:
for all t ∈ [0, m] we have that ∡(Ut, St) > ξ0, (6.7)
and for all r, t ∈ R with 0 ≤ r + t ≤ m we have:
‖P rX(X t(p))|St‖
m(P rX(X
t(p))|Ut)
< c. (6.8)
The conditions (6.7) and (6.8) together with [14, Lemma 3.8] allows us
to conclude that for every t ∈ [0, m] we have
‖P tX(q)/H0‖
m(P tX(q)/H0)
≤ 8c
sin6(ξ0)
. (6.9)
We define unit vectors u ∈ U0 and s ∈ S0 such that
• ‖PmX (p) · u‖ = m(PmX (p)|U0) and
• ‖PmX (p) · s‖ = ‖PmX (p)|S0)‖.
24 M. BESSA AND J. ROCHA
Now define s′ =
PmX (p)·s
‖Pm
X
(p)·s‖
∈ Sm. Like in [14, Lemma 3.8] we consider
G0 = U0 ∩ u⊥, Gt = P tX(p)(G0) ⊆ Ut for t ∈ [0, m], Fm = Sm ∩ (s′)⊥
and Ft = P
t−m
X (p)(Fm) ⊆ St for t ∈ [0, m]. We consider unit vectors
vt ∈ Ut ∩G⊥t and wt ∈ St ∩ F⊥t for t ∈ [0, m].
We continue defining some useful objects; let, for t ∈ [0, m], Ht =
Gt ⊕ Ft and It = vt · R ⊕ wt · R. Let B0 ⊂ Np/H0 be a ball and, for
t ∈ [0, m], Bt = (P tX(p)/H0)(B0).
Since m ≥ 2π/θ we take {θ}m−1j=0 such that |θj | ≤ θ for all j and∑m−1
j=0 θj = ∡(v0 +H0, w0 +H0).
Let Eθj be the rotation of angle θj in Np/H0 and define:
Rθj = (P
j
X(p)/H0) ◦ Eθj ◦ (P jX(p)/H0)−1.
Clearly we have Rθj(Bj) = Bj for all j. Moreover, by (6.9) we obtain,
‖Rθj − Id‖ ≤
‖P jX(p)/H0‖
m(P jX(p)/H0)
‖Eθj − Id‖ ≤
8c
sin6(ξ0)
√
2 sin θ.
For each j ∈ {0, 1, ..., n− 1} we define Lj = P 1X(Xj(p)) ◦Rj . Then,
by Lemma 6.4, {L0, L1, ..., Ln−1} is an (ǫ, κ)-realizable linear flow of
length n at p.
Notice that Lj |Hj = P 1X(Xj(p))|Hj and
Lj/Hj = (P
1
X(X
j(p))/Hj) ◦Rθj = (P j+1X (p)/H0) ◦ Eθj ◦ (P jX(p)/H0)−1.
By composing the sequences we obtain,
(Lm−1 ◦ ... ◦ L0)/H0 = (PmX (p)/H0) ◦ Eθj ◦ ... ◦ Eθ1.
Applying to v0 +H0 we get
(Lm−1 ◦ ... ◦L0)(v0 +H0) = (PmX (p)/H0)(w0 +H0) = PmX (p)(w0) +Hm.
Note that Hm = Gm ⊕ Im. Then,
(Lm−1 ◦ ... ◦ L0)(v0) = PmX (p)(w0) + gm + im,
where gm ∈ Gm and im ∈ Im.
Let g0 = (P
m
X (p))
−1(gm) ∈ G0 ⊂ H0 ∩ U0.
Clearly, (Lm−1 ◦ ... ◦ L0)(g0) = gm, therefore the vector v0 − g0 ∈ U0
is such that
(Lm−1 ◦ ... ◦ L0)(v0 − g0) = PmX (p)(w0) + im ∈ Sm,
and Proposition 3.1 is proved.
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