Abstract. The sorting indices sorB and sorD on the Coxeter groups of type B and D respectively are defined by Petersen and it is proved that (invB, rmin) and (sorB, ℓ • (C-code). In this paper we further extend these results. In type B we prove a set-valued joint equildistribution between a pair of seven statistics, and find a five-variable generating function. In type D we define new set-valued statistics, among them Cyc 
Introduction
The main theme of this paper is to find set-valued joint equidistributed statistics involving the sorting indices sor B or sor D over the Coxeter group of type B or D, respectively. Our main results are Theorem 1.3 (Main Theorem B) and Theorem 1.5 (Main Theorem D).
The concept of set-valued joint equidistribution was introduced by Foata and Han [9] over S n . The sorting index over Coxeter groups of type A, B and D are defined by Petersen [11] and further investigated by Chen et al. [3] . In what follows we will introduce the known and new results for each type. We start from type A.
1.1.
Type A, the permutations. The Coxeter group A n−1 is the symmetric group S n on [n] := {1, 2, . . . , n}, which can be generated by the set of transpositions T n := {t ij : 1 ≤ i < j ≤ n}, where t ij means to exchange letters i and j.
For σ ∈ S n , it has a unique decomposition into transpositions σ = t i 1 j 1 t i 2 j 2 · · · t i k j k , with 0 < j 1 < j 2 < · · · < j k ≤ n. The sorting index is defined by sor(σ) = k r=1 (j r − i r ), which measures the total distance needed to move during the sorting.
Recall that for σ = σ 1 σ 2 · · · σ n we have the inversion index inv(σ) := |{(i, j) : 1 ≤ i < j ≤ n, σ i > σ j }|, the right-to-left minimum index rmin(σ) := |{i : σ i < σ j for j > i}| and the cycle index cyc(σ), which is the number of the cycles in the cycle decomposition. In [11] Petersen proved that A combinatorial proof was found by Chen et al. [3] by showing (inv, rmin)σ = (sor, cyc)φ(σ)
by introducing a bijection φ : S n → S n . Here (inv, rmin)σ means (inv(σ), rmin(σ)) and the other is similarly defined. In fact, φ had been used by Foata and Han in [9] to prove the set-valued equidistribution (Rmil, Lmap)σ = (Cyc, Lmap)φ(σ)
as well as several symmetric and joint equidistributed pairs of statistics over S n . Recently, among other results the authors define the set-valued statistics Inv, Sor,Lmic 1 , and lmic 1 over S n and generalize both Foata-Han and Petersen's results simultaneously.
Theorem 1.1 ([6]
). The followings hold.
(1) For σ ∈ S n , we have (Inv, Rmil, Lmap, Lmil)σ = (Sor, Cyc, Lmap, Lmic 1 )φ(σ).
(2) The quardruple statistics (inv, rmin, lmax, lmin) and (sor, cyc, lmax, lmic 1 ) have the same joint distribution over S n , and The goal of this paper is to find analogue theorems for type B and D.
1.2. Type B, the signed permutations. Let B n be the signed permutation group of {1, 2, . . . , n}, which consists of all bijections σ of {1, . . . , n,1, · · · ,n} (whereī = −i) onto itself such that σ(−i) = −σ(i). σ is determined by its window notation σ = σ 1 σ 2 · · · σ n , with σ i := σ(i). Throughout this paper σ is always in the window notations if there is no particular mention. The group B n can be generated by the set of transpositions
The transposition t ij is to exchange i with j,ī withj, tī j is to exchangeī with j, i withj provided i = j, and tī i is to exchange i withī. If we denote t i i+1 by s i and t1 1 by s 0 , then B n is generated by the set of Coxeter generators
The length of σ, denoted by ℓ B (σ), and reflection length of σ, denoted by ℓ ′ B (σ), are respectively the minimum numbers of transpositions in S B n and T B n needed to express σ. It is known that ℓ B (σ) = inv B (σ), the type B inversion number of σ, defined by
Petersen defined the sorting index of type B as follows [11] . For σ ∈ B n , we uniquely decompose it into a product of transpositions as For σ ∈ B n let neg(σ) denote the number of negatives (or bars) in σ 1 , σ 2 , . . . , σ n . The statistic nmin B is then defined as
Petersen proved that sor B is equidistributed with inv B and derived the bivariate generating funcion
A combinatorial proof is also found by Chen et al. [3] . In fact, they introduced a bijection on B n which establishes equidistribution of certain set-valued statistics. By representing a signed permutation σ as a product of disjoint signed cycles, for example σ = 2647513 = (1 26)(34 7)(5), we say a signed cycle is balanced if it has even negatives. Assuming that C 1 , C 2 , . . . , C r are the balanced signed cycles of σ and letting c i be the smallest absolute value of C i , we define Cyc + B (σ) to be the set {c 1 , c 2 , . . . , c r }. Also we define the positive right-to-left minimum letters set Rmil (1) For σ ∈ B n , we have
(2) We have the bivariate generating function (1) For σ ∈ B n , we have
Type D, the even-signed permutations. The even-signed permutation group
is the subgroup of B n consisting of those signed permutations with an even number of negatives among σ 1 , . . . , σ n . D n is a Coxeter group generated by S D n = {s D 0 , s 1 , . . . , s n−1 }, where s D 0 = t1 2 and s i is the same as before for i ≥ 1. Let ℓ D be the length function of D n with respect to
The group D n can also be generated by
be the minimum number of elements in T D n needed to express σ. Note thatl ′ D (σ) is not the reflection length of σ.
The sorting index of D n is also defined by Petersen [11] . As σ ∈ D n has a unique factorization in the form
has the sorting index sor
Petersen proved that sor D is also equidistributed with inv D over D n . A refinement is done by Chen et al. [3] . For σ ∈ D n , let
where σ\1 means to delete1, if exists, from the window notation of σ. Chen et al. established a bijection ψ (see Section 4) on D n , analogue to ϕ on B n , and proved the following.
Theorem 1.4 ([3]
(1) For σ ∈ D n , we have
Note that these results are on ordinary rather than set-valued statistics. Our main contribution is to firstly find a set-valued joint equidistribution between a pair of four statistics. This is done by defining certain new set-valued statistics, especially Cyc (1) For σ ∈ D n , we have
The rest of the paper is organized as follows. For type B, we introduce the essential bijection ϕ and properties on set-valued statistics in Section 2 and prove Theorem 1.3 (Main theorem B) in Section 3. For type D, we review the bijection ψ, define new setvalued statistics and investigate the properties in Section 4 and prove Theorem 1.5 (Main theorem D) in Section 5.
Type B and ϕ
The key ingredient of the Main Theorem B is the bijection ϕ : B n → B n introduced by Chen et al. [3] . It is a composition
of the A-code and the B-code on B n . For each code we will first review its definition, then define several new or refined statistics and investigate the effects of this code on these statistics. Finally we combine the results with respect to two codes and prove the main result.
Lehmer code is the integer sequence Leh(σ) = (ℓ 1 , ℓ 2 , . . . , ℓ n ), where
We can also generate the A-code by the following procedure.
Algorithm for A-code. For σ ∈ B n we shall construct a sequence of n signed permutations σ = σ (n) , σ (n−1) , . . . , σ (1) such that σ (i) ∈ B i and meanwhile build up the A-code (a 1 , a 2 , . . . , a n ). For i from n down to 2 we look at i (orī) in σ (i) . If i (orī) appears at the p-th position in σ (i) , then we set a i = p (or −p) and let σ (i−1) be the signed permutation obtained from σ (i) by deleting the element i (orī). Finally we let a 1 := σ (1) (1).
For example, if σ = 36214875, then A-code(σ) = (1, −1, 1, −4, 5, −2, −6, 6). Let SE B n be the set of integer sequences (a 1 , a 2 , . . . , a n ) such that a i ∈ [−i, i]\{0}. It is obvious that the A-code is a bijection from B n to SE 
Rmil
The negative left-to-right minimum letters set:
For example, if σ = 36214875, then Rmil We have the following lemma about the effects of the A-code on these statistics: Lemma 2.1. For any σ ∈ B n we have
Proof. The identities (1) and (2) 
It is not difficult to see that the B-code is a bijection from B n to SE B n . We can also determine B-code by the following algorithm.
Algorithm for B-code. Given σ = σ 1 σ 2 · · · σ n ∈ B n . We will step by step construct a sequence of signed permutations σ = σ (n) , σ (n−1) , . . . , σ (1) such that σ (i) ∈ B i and meanwhile build up the B-code (b 1 , b 2 , . . . , b n ).
For i from n down to 2 we construct σ 
Proof. We proceed by induction on n. Clearly the lemma holds for n = 1. Assume the lemma holds for n − 1, where n ≥ 2.
By the algorithm definition of the B-code, there is a σ ′ ∈ B n−1 such that b ′ := B-code(σ ′ ) = (b 1 , b 2 , . . . , b n−1 ). Let σ ′ = C 1 C 2 · · · C k be its signed cycle decomposition. In the following we prove the lemma in three cases according to the position of ±n.
• Case 1: σ n = n orn.
If σ n = n, then b = (b 1 , b 2 , . . . , b n−1 , n) and the signed cycle decomposition of σ is C 1 C 2 · · · C k (n). It is easy to see that 1 , b 2 , . . . , b n−1 , −n) and the signed cycle decomposition of σ is
Hence the lemma is proved.
• Case 2: σ p = n for some 1 ≤ p < n.
In this case, b = (b 1 , b 2 , . . . , b n−1 , p). Assume that in the signed cycle decomposition of σ ′ , C t is the cycle containing the letter p orp, that is,
where ǫ = 1 if the letter p has a positive sign in σ ′ and ǫ = −1 otherwise. Hence, the signed cycle decomposition of σ must be
Notice that C t is balanced if and only if C t is balanced. Since b = (b 1 , b 2 , . . . , b n−1 , p), we have (Cyc
Moreover, since p =1, we have
In addition, if p = 1, then we have
while if 1 < p < n, we have
Finally, it is easy to see that
. Therefore the lemma is proved.
• Case 3: σ p =n for some 1 ≤ p < n. The proof is similar to that of Case 2 and is omitted.
Proof of Main Theorem B
Recall that ϕ = (B-code)
A key property of φ is to link the statistics inv B and sor B . Lemma 3.1 ([3] ). For σ ∈ B n , we have
A simple way to generate all signed permutations of B n is to recursively insert the letter n orn into a signed permutation of B n−1 at all possible positions. Denote by Φ 1 := 1 + s 0 and for i ≥ 2,
Take these as elements of the group algebra of B n .
Lemma 3.2 ([11], Proposition 3).
For n ≥ 1, we have
We are now ready to prove the Main Theorem B. Proof of Theorem 1.3: (1) By combining Lemma 3.1, Lemma 2.1 and Lemma 2.2.
(2) Define F 1 (q, x 1 , x 2 , y 1 , y 2 ) := x 1 y 1 + x 2 y 2 q and for n ≥ 2
We now prove F n (q,
We proceed by induction. Define the linear mapping Φ :
By Lemma 3.2, it suffices to show that
Φ(Φ 1 Φ 2 · · · Φ n ) = F n (q, x 1 , x 2 , y 1 , y 2 ).
It is obvious that Φ(Φ
First we notice that B n−1 can be identified with the set {σ ∈ B n : σ n = n}.
Given an element σ = σ 1 · · · σ n−1 n in this set, we have
Denote by σ ′ any one of the summands above and regard σ as a signed permutation in B n−1 . Without loss of generality, let the letter n orn be at the ith position in σ ′ . Then inv B (σ ′ ) = inv B (σ) + n − i if n has a positive sign and inv B (σ ′ ) = inv B (σ) + n + i − 1 if n has a minus sign. Moreover, it is not difficult to see that
otherwise; and
otherwise.
Therefore, we have
Hence,
and the result is proved.
By letting x 2 = y 1 = y 2 = 1 and the facts that rmin + B = n − nmin B and cyc + B = n − ℓ ′ B , we recover some main results in [11] and [3] .
Type D and ψ
Similar to that of type B, the key ingredient of the Main Theorem D is the bijection ψ : D n → D n introduced by Chen et al. [3] , which is a composition
of the C-code and the D-code on D n . We will review both codes, define several new (set-valued) statistics and investigate the effects of the codes on them. Then we combine results and prove the main result.
C-code.
For an even-signed permutation σ = σ 1 σ 2 · · · σ n ∈ D n , we define the C-code of σ as follows. Algorithm for C-code. We set σ (n) := σ. For i from n down to 2 we will construct σ (i−1) from σ (i) such that σ (i−1) ∈ D i−1 and meanwhile obtain c n , c n−1 , . . . , c 1 in order, hence obtain the C-code (c 1 , c 2 , . . . , c n ) .
Consider the letter i in σ (i) . If i is positive and appears at the p-th position in σ (i) , then we define c i = p and let σ (i−1) ∈ D i−1 be the permutation obtained by deleting the letter i. If i is negative and appears at the p-th position in σ (i) , then we first define c i = −p, let σ ′ be obtained by deletingī and then obtain σ (i−1) ∈ D i−1 from σ ′ by changing the sign of the first letter. Finally, set c 1 := σ (1) (1). It is easy to see that σ (1) is always the identity permutation and hence c 1 = 1.
For example, let σ =52134, then 
Rmil
+ D and others. Now we define some set-valued statistics and look at the effects of C-code on them. Let σ = σ 1 σ 2 · · · σ n be a word of length n, with σ i ∈ Z. The first three of the followings are unions of known statistics, which work for all signed permutations. We use subscript D to emphasize these statistics are used in type D results. The last two statistics are new.
(1) Rmil D . The right-to-left minimum letters set:
The left-to-right minimum letters set:
The left-to-right maximum places set: We have the following properties associated with the C-code.
Lemma 4.1. For σ ∈ D n we have
Proof.
(1) Let a = A-code(σ) and c = C-code(σ). By definition one has
. . , n. Hence the result follows from Lemma 2.1 (2) and (3). (2) Observe that the sign of each letter on the right of 1 or1 will not change during the construction of C-code. Assume that σ p = 1 or1 for some p. Then we have a j = c j for j ∈ {σ i : i > p}. Thus, a j = c j for j ∈ Rmil D (σ). Since c 1 is always 1, by Lemma 2.1(1) we have For example, if σ =51342, then we have 
Now we look at the effects of D-code on these statistics.
Proof. and for i ≥ 3,
We are now ready to prove Theorem 1. 
We shall prove that H n (q,
By Lemma 5.2, it suffices to show that
We proceed by induction. It is easy to see that Ψ (Ψ 1 ) = x 1 y and Ψ (Ψ 1 Ψ 2 ) = x 1 y(x 1 + 2yq + x 2 q 2 ). Let n ≥ 3 and suppose that Ψ (Ψ 1 Ψ 2 · · · Ψ n−1 ) = H n−1 (q, x 1 , x 2 , y). Similar to the proof to Theorem 1.3, we identify elements of D n−1 with the set {σ ∈ D n : σ n = n}.
Given an element σ = σ 1 · · · σ n−1 n in this set, we have Ψ (σ) = x 1 + q + · · · + q n−2 + (2y)q n−1 + q n + · · · + q 2n−3 + x 2 q 2n−2 H n−1 (q, x 1 , x 2 , y) = H n (q, x 1 , x 2 , y).
Note that by letting x 1 = x, x 2 = y = 1 and the facts that nmin D = n − rmin 
Concluding Remark
For type B, we extend the results of [3, 11] , while for type D, our main contribution is to first find a set-valued jointed equidistribution. The type D set-valued statistics introduced in this paper, such as Cyc We must emphasize that the concepts used in the proof, namely the A-, B-, C-and D-codes as well as the ϕ and ψ, are introduced by Chen et al [3] .
An interesting problem is to define the set-valued sorting statistics Sor B and Sor D as in type A [6] such that Theorem 1.3 and Theorem 1.5 only involve the set-valued statistics. We leave it to the interested readers.
