Abstract. Let g be a cuspidal newform (holomorphic or Maass) of arbitrary level and nebentypus, w a primitive character of conductor q, and s a point on the critical line <s ¼ 1
Introduction
Let g be a general cusp form, that is, a holomorphic form of integral weight k g b 1, level D, and nebentypus w g , or a Maass form of weight 0 or 1 (without loss of generality), level D, and nebentypus w g having spectral parameter t g ¼ l À 1 4 character to a large modulus q. This is again a newform (of level dividing Dq 2 ), and its L-function Lðg n w; sÞ equals up to finitely many Euler factors P n l g ðnÞwðnÞn Às ; to be precise, we have :
In this paper we are interested in upper bounds for Lðg n w; sÞ when s is on the critical line <s ¼ 1 2 . In some respects, the weight k g of a holomorphic form and the spectral parameter t g of a Maass form behave similarly, the reason being that if g is holomorphic of weight k, then y k=2 gðzÞ is Maass having spectral parameter t ¼ i and let us write m g :¼ 1 þ jm m g j. Then the general convexity bound gives
Lðg n w; sÞ f e ðjsjm g qDÞ e ðjsjm g Þ 1=2 D 1=4 q
1=2
for <s ¼ 1 2 and for any e > 0 which, however, is often not su‰cient for applications. In particular, it is of interest to break convexity in the q-aspect while keeping a polynomial control in the remaining parameters jsj, m g , D.
The first breakthrough was obtained by Duke-Friedlander-Iwaniec [DFI93] . If g is holomorphic of level D ¼ 1 they proved the subconvex exponent 1 2 À 1 22 ; ð1:2Þ using the d-symbol method. In the case of a general holomorphic cusp form of weight at least 2, Bykovskiȋ [By96] derived, by a di¤erent method, the stronger subconvex exponent 1 2 À 1 8 ð1:3Þ as long as ðD; qÞ ¼ 1. While it is unclear whether and to what extent Bykovskiȋ's method carries over to the general case (1.1), the second and third author in-dependently used the strategy from [DFI93] to break convexity also in the Maass case [H03a, H03b, M04a] . As a notable feature of [H03a] , a very flexible variant of the d-symbol method due to Jutila [J92, J96, J99] was introduced into the argument.
Sarnak [S01] recently developed a new method using relatively deep spectral analysis and in particular estimates for triple products of automorphic forms. Although not stated explicitly, his method yields 1 2 À 1 À 2y 14 þ 4y ð1:4Þ when g is holomorphic; see also [Co03, CoPSS] for an explicit version in the more general context of holomorphic modular forms over totally real fields. This is stronger than (1.2), but weaker than (1.3). Here and henceforth, y b 0 denotes any admissible constant, by which we mean that the following approximation to the Generalized Ramanujan-Petersson conjecture is satisfied:
Hypothesis H y . For any cuspidal automorphic representation p on GL 2 ðQÞnGL 2 ðA Q Þ with local Hecke parameters a provided p p (resp. p y ) is unramified.
Currently, the best admissible constant is y ¼ 7 64 as follows from the work of Shahidi, Kim-Shahidi, Kim and Kim-Sarnak [KS02, K03, KS03] .
Eventually, Sarnak's method and the bound (1.4) can be generalized to arbitrary g, but this requires very delicate arguments from the theory of automorphic representations. However, these di‰culties can be avoided, and in this paper we combine various ideas from [Bl04b, HM04b] to obtain the stronger exponent 1 2 À 1 À 2y 8 ; ð1:5Þ valid in the general case (1.1). Precisely, we have Theorem 1. Let g be a cuspidal automorphic newform (i.e., either a holomorphic form or a Maass cusp form) as in (1.1), and let w be a primitive character of conductor q. For any e > 0 and for <s ¼ Remark 1.1. Unlike all previous bounds, our estimate is explicit in all the parameters of g which turns out to be useful for applications. The numerical values of A, B, C can be improved with more careful estimates.
Remark 1.2. The bound (1.6) should be compared with Burgess' bound [B63] for Dirichlet L-functions. Indeed, the square of Lðw; sÞ can be interpreted as the twisted L-function LðE n w; sÞ, where E denotes the (derivative of the) standard weight zero Eisenstein series of level 1 and Laplacian eigenvalue 1 4 . In this context, Burgess' bound (in its hybrid version by Heath-Brown [HB78] ) is written as LðE n w; sÞ f e ðjsjqÞ e jsj 1=2 q 1=2À1=8 :
Thus the bound of Theorem 1 is the cuspidal analog of Burgess' result under the Ramanujan-Petersson conjecture (i.e., y ¼ 0).
Remark 1.3. Under more restricted assumptions, the sharpest subconvex exponent for this problem is due to Conrey-Iwaniec [CI00] , namely L gn w; 1 2 f e; m g q 1=3þe for a quadratic character w and for g either a cusp form of level 1 or gðzÞ ¼ E z; 1 2 þ it À Á the Eisenstein series of full level (here t A R); in the latter case, one has
so this bound is the exact analog of Weyl's 1 6 bound for the Riemann zeta function. Note, however, that the argument leading to this bound uses crucially the positivity of the central value L g n w;
1 2 À Á and is therefore limited to the case of w a quadratic character, g a self-dual modular form and to the special value s ¼ Remark 1.4. It is a nice feature that our method permits a uniform treatment of all cusp forms on GL 2 ðQÞnGL 2 ðA Q Þ. Depending on the applications, Theorem 1 can be optimized with respect to various auxiliary parameters, and it can be used as an ingredient for several other subconvexity problems, some of which will be considered elsewhere. Here we want to focus on Rankin-Selberg L-functions. Let f and g be two cuspidal newforms. Then for s on the critical line one has the convexity bound Lð f Â g; sÞ f e; m f ; g; s q 1=2þe ;
where q denotes the level of f . The problem of improving this estimate was solved in [KMV02, M04a, HM04a] . The hardest case is when the conductor of the nebentypus of f is large (if the nebentypus is primitive for instance). In this configuration, the subconvexity problem for twisted L-functions plays a key role. In [HM04a] , we use the results of the present paper to obtain the following corollary:
Corollary. There exist positive absolute constants A, d > 0 with the following property. For any two newforms f and g (holomorphic or Maass) of respective levels q, D and respective nebentypus w f , w g such that w f w g is non-trivial, one has Combining some of the methods of [HM04a, Bl04b] and of the present paper it is possible to reduce considerably the constant 202 above. We will return to this on another occasion.
Remark 1.5. Theorem 1 can be combined with the powerful results of Shimura and Waldspurger to improve on the known upper bounds for the Fourier coe‰cients of half-integral weight holomorphic or Maass cusp forms. The recent careful adelic calculations of Baruch-Mao enable one to derive these estimates with proper uniformity in all the parameters of the underlying cusp form. The details in the holomorphic case have been kindly worked out for us by Zhengyu Mao and have been included in this paper as Appendix 2 (see Theorem 6).
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Some general results
In this section, we indicate our normalization for the Fourier coe‰cients of modular forms, recall some of their properties and state various results from the spectral theory of automorphic forms; for more background and references, we refer to [DFI02] and to [HM04a] .
2.1. Fourier coe‰cients. We will follow the notation of [DFI02] 
r a ðn; tÞW ðn=jnjÞðk=2Þ; it ð4pjnjyÞeðnxÞ:
Finally, when gðzÞ is a holomorphic cusp form of weight k, we write gðzÞ ¼ P nb1 r g ðnÞð4pnÞ k=2 eðnzÞ; ð2:1Þ keeping in mind that y k=2 gðzÞ is a Maass form of weight k. We will need the following general Voronoi-type summation formula ([HM04a, Proposition 2.1]).
Proposition 2.1. Let g be a cusp form (holomorphic or Maass) of weight k, level D and nebentypus w g . Let c 1 0 ðmod DÞ, and let a be an integer coprime to c. If F A C y ðð0; yÞÞ is a Schwartz class function vanishing in a neighborhood of zero, then
ð2:2Þ
In this formula, 
If g is a Hecke form and belongs to the new subspace (in the sense of Atkin-Lehner theory), then g an eigenform of all Hecke operators and the above relations hold with no restriction on n. In this case, we say that g is a newform.
2.3. Kuznetsov's formula and the large sieve. We make the following convention: if f and g are two Maass cusp forms of the same weight, same level D, and same nebentypus, then we normalize their Petersson inner product h f ; gi as
f ðzÞgðzÞ dx dy y 2 ; ð2:8Þ if f and g are holomorphic of weight k, h f ; gi is given as above with an extra y k factor. In particular, we say that g is L 2 -normalized if hg; gi ¼ 1. For a character w to modulus D, we denote by BðD; wÞ ¼ f f j g jb1 (resp. B h k ðD; wÞ) an orthonormal basis of the L 2 -space of weight 0 Maass cusp forms (resp. of the space of holomorphic cusp forms of weight k) of level D and nebentypus w. If w is the trivial character, we simply omit it from the notation. We can always choose a basis formed of Hecke-Maass cusp forms, and we will pick a special basis later in section 3.1. Let us now recall Kuznetsov's trace formula (in the trivial nebentypus case, see [I87, Theorems 9.4, 9.5, 9.7]). Sðm; n; cÞ c j 4p
GðkÞj jðk À 1Þ P Proof. The inequalities (2.11), (2.12), (2.13) can be proved exactly as (7.1), (7.2) and (7.3) in [DI82] . The last inequality (2.14) is an extension of (7.4) in [DI82] , but we only claim it in the restricted range t b maxð2X ; 1Þ. On the one hand, we were unable to reconstruct the proof of (7.4) in [DI82] for the entire range t b 1; on the other hand, [DI82] only utilizes this inequality for t g maxðX ; ZÞ (cf. page 268 there, and note also that for t f Z the bound (2.13) is stronger). For this reason we include a detailed proof of (2.14) in the case of j jðtÞ. Forĵ jðtÞ andj jðtÞ the proof is similar. We may assume that k ¼ 2j þ 1 is a positive odd integer. The Bessel di¤erential equation Theorem 3. Let D be a positive integer, M; K; T b 1, and let ða m Þ m@M be a sequence of complex numbers supported on ½M; 8M . Then, for any e > 0, 
Proof. This is a variant of Theorem 9 of [DI82] . We only treat the bound for S þ ðM; N; CÞ, the bound for S À ðM; N; CÞ being similar. We first proceed as in [DI82] , and put the test function in a shape appropriate for the use of Kuznetsov's trace formula: We define G by
so that by Fourier inversion one has Note that Gðx 1 ; x 2 ; xÞ as a function of the x variable is supported in the interval ½X ; 16X with
Let p 1 , p 2 , k be 3 positive integers. We integrate (3.2) by parts p 1 times with respect to x 1 and p 2 times with respect to x 2 , and di¤erentiate it k times with respect to x getting
We postpone the integration over x 1 , x 2 and the choice of p 1 , p 2 to the end of section 3. Having these parameters fixed for the moment, we simplify the notation and set jðxÞ :¼ Gðx 1 ; x 2 ; xÞ;
and by slight abuse of notation we denote by a m and b n the complex numbers a m eðx 1 mÞ and b n eðx 2 nÞ, respectively. This, of course, does not change the values of kak 2 , kbk 2 or the support of these sequences. We apply Theorem 2, so that the integrand in (3.3) is the sum of three terms: 3.1. Contribution of the cuspidal spectrum. In this section we bound the contribution from the holomorphic and the Maass spectrum. The proof of the bound for T Holo is similar to that of T Maass , but sharper, so we only display the proof for T Maass : By Cauchy-Schwarz we have
so that it is su‰cient to bound each factor separately. Our aim is to establish multiplicative properties of the coe‰cients a m , b n in order to exploit the condition (3.1).
Since 
where, in order to simplify notation, we made the convention that
since f is a Hecke eigenform for all Hecke operators. For the same reason, we have the identity
Since ðq 0 ; m 0 Þ ¼ 1, we conclude that
Hence it follows from (3.1) and (2.4) that for f j an element of Hecke eigenbasis described above (and by writing d for 
To estimate the j-sum we set
where X is given by (3.4), and we split the sum as
. . . ;
where T runs through the numbers of the form 2 n T 0 , n A N 0 .
By the large sieve inequality (2.17) combined with (3.5), (2.11) and (2.12), we obtain
Similarly, a combination of (2.17), (3.5) and (2.12) shows that
For each T ¼ 2 n T 0 such that T a Z 1þe we can combine (2.17), (3.5) and (2.13) to see that
The contribution of each T ¼ 2 n T 0 such that T > Z 1þe is negligible as follows from (2.17), (3.5) and (2.14) with k ¼ 10=e. In fact, we have Z < T 1Àe=2 , therefore
By summing over all T b T 0 and using also (3.8) we infer that
We have a similar bound for the second factor in (3.7). Therefore we obtain, for any e > 0,
The contribution of holomorphic forms is treated similarly using (2.16); however, since the Ramanujan-Petersson conjecture holds true for holomorphic forms, one obtains the stronger bound
3.2. Contribution of the Eisenstein spectrum. We now evaluate T Eisen in (3.6). By Cauchy-Schwarz one has
and it is su‰cient to bound each factor separately. We wish to imitate the argument given above, but a slight di‰culty occurs as the Eisenstein series E a ðz; sÞ are not Hecke eigenforms in general. In the following it will be useful to perform the summation over the primitive characters underlying the c's. For each character c modw w, we record by w Ã its conductor and by c Ã its underlying primitive character, so that ð3:11Þ We We are now in a similar situation as in (3.8). Applying the large sieve inequality (2.18) we obtain analogously the bound ð3:14Þ T Eisen f e; p 1 ; p 2 ðð1 þ X ÞDZqrÞ
for any e > 0.
Collecting (3.4), (3.9), (3.10), (3.14), and integrating over the x 1 , x 2 variables (with p 1 ¼ 0 if jx 1 j a Z=M, and p 1 > 1 if jx 1 j > Z=M and similarly for ðx 2 ; p 2 Þ) we conclude the proof of Theorem 4. r
A shifted convolution problem
Let q, l 1 , l 2 be positive integers, and g be a cuspidal newform of level D and nebentypus w g and Hecke eigenvalues l g ðnÞ, n b 1. Let F ðx; yÞ be a smooth function supported on ½X =2; 2X Â ½Y =2; 2Y which satisfies for some X ; Y ; Z b 1 and for all i; j b 0, the implied constant depending only on i, j.
In this section we estimate, for positive integers l 1 , l 2 , q, the following average of shifted convolution sums: 
The remaining part of this section is devoted to the proof of this theorem.
4.1. Setting up the circle method. We detect the summation condition l 1 m À l 2 n À qh ¼ 0 by means of additive characters: As in [H03a, HM04a, Bl04b], we apply Jutila's method of overlapping intervals [J92, J96] to approximate the characteristic function of the unit interval I ðaÞ ¼ 1 ½0; 1 ðaÞ by sums of characteristic functions of intervals centered at well chosen rationals. Let C b Y be a large parameter to be chosen later, and let w be a smooth function supported on ½C=2; 3C with values in ½0; 1 equal to 1 on ½C; 2C such that w ðiÞ ðxÞ f i C Ài . We also set
Dl 1 l 2 ð4:5Þ
for any e > 0. The approximation to I ðaÞ is provided bỹ 
GðaÞĨ I ðaÞ da:
Then it follows from (4.6) that jDðg; l 1 ; l 2 ; qÞ ÀD Dðg; l 1 ; l 2 ; qÞj a kI ÀĨ I k 2 kGk 2 f e C 2e Dl 1 l 2 C 1=2 kGk 2 :
By Parseval,
while an integration by parts shows that Collecting the above estimates, we find that 
By applying Proposition 2.1 to the variables m, n and by summing over a, c, we get (observe that the factor w g ðaÞ from the m-sum is cancelled by w g ðaÞ coming from the n-sum) together with (2.5) with n A fG2it g g if g is a Maass form of weight 1; or
if g is a holomorphic form of weight k g . In order to estimate (4.12) e‰ciently, we integrate by parts i (resp. j) times with respect to x (resp. y), where i (resp. j) will be determined later in terms of m (resp. n) and e. Using (6.1), we see that E G;G ðm; n; h; cÞ can be written as a linear combination (with constant coe‰cients) of expressions of the form
qx i qy j fEðx; y; hÞW
where fn 1 ; n 2 g H fG2it g g (or n 1 ; n 2 ¼ k g À 1) and
in view of (4.9). Using (4.11) and Proposition 6.2 in the slightly weaker form
we can deduce for any i; j b 0 that E G;G ðm; n; h; cÞ f i; j; e P e ðm 2 g ZÞ iþ j
Xðm; nÞ;
where ð4:13Þ
This shows, upon choosing i and j appropriately, that E G;G ðm; n; h; cÞ is very small unless qm i qn j qh k qc l E G;G ðm; n; h; cÞ can be estimated similarly. We shall restrict our attention to the range (4.14). The same argument as above yields that outside this range the partial derivatives are very small. By (6.1) applied to the m and n variables and (6.2) applied to the c variable, the above partial derivative is a linear combination of integrals of the form where R l is a polynomial of degree a l and the nonnegative integers a 1 , a 2 , a 3 satisfy
Therefore we obtain using (4.14) 
Thus we have the natural splitting 
Sðqh; h 0 ; cÞ c P l 1 mÀl 2 n¼h 0 l g ðmÞl g ðnÞEðm; n; h; cÞ: ð4:17Þ In summing over the m variable we may restrict ourselves to the range
as the remaining contribution is negligible. If Y =X f e P e m 4 g Z 2 , then we split the m-sum into three parts,
and combine (4.5) and (4.13) with basic properties of the Hecke eigenvalues l g ðnÞ to infer thatD
If Y =X g e P e m 4 g Z 2 , then we split the m-sum into two parts,
and infer similarly that
In both cases we conclude that where the variables x and y are connected by the equation andx x is connected to y by the equation
The same argument also shows that all these partial derivatives are very small unless
þ ðyÞ of (4.22) decomposes into a double sum over the H and the H 0 . We further decompose all the pieces according to the q-part of the h variable and we find (after replacing qh by h) that 
Here, by (4.23) and (4.4),
If we choose C bZ Z 2 D 0 Y , then by our general assumption Y b X it follows that in the range (4.28)
These additional estimates yield (for the relevant range (4.28))
and by the definition of W andZ Z (see (4.25) and (4.27)) the right hand side is
Finally, by (4.29), (4.28), (4.21) and (4.5) we conclude that
ð4:30Þ
The treatment ofD D À is very similar to that ofD D þ except that instead of (4.19) we decompose the inner sum in (4.17) as is the analytic conductor defined by [IS00] . For example, Theorem 1 in [H02] shows that
where k is of modulus one, l p g nw ðnÞ are the coe‰cients of the Dirichlet series Lðg n w; sÞ, and W is a smooth bounded function of ð0; yÞ (depending on p g n w and s) satisfying the uniform estimates for any e > 0, the implied constant depending only on e.
By the rapid decay properties of W , the contribution of the d, n such that dn b C 1=2þe is negligible for any given e > 0. For the rest of the sum we apply a smooth dyadic decomposition, so that we are left with estimating Oðlog CÞ sums of the form
where 1 a N a C 1=2þe and W N; s is some smooth function supported in ½N; 2N satisfying
the implied constant depending only on i.
5.2. Amplification. We shall estimate the sums Sðg n w; NÞ by the amplification method of [DFI93] . That is, we choose some L so that log L log q and estimate the amplified second moment For each pair l 1 , l 2 coprime with q, the contribution of h 0 0 can be estimated directly by Theorem 5 with the parameters (when l 1 a l 2 ) X ¼ l 1 N, Y ¼ l 2 N, Z ¼ jsj: together with the above estimates imply that 
which by (5.4) is equivalent to
Fixing any d > 0, this inequality can be rewritten as
which implies that
Proposition 6.1. For any integer k b 1, the following uniform estimate holds:
The implied constant is absolute.
Proposition 6.2. For any s > 0 and any e > 0, the following uniform estimates hold in the strip j<sj a s:
> :
The implied constants depend only on s and e.
Appendix 2: Improved bound for the Fourier coe‰cients of holomorphic half-integral weight cusp forms
By Zhengyu Mao
In this appendix we apply the estimate obtained in Theorem 1 along with the work of [BM05] to get an improved upper bound for the Fourier coe‰cients of holomorphic half-integral weight cusp forms. For positive integers k and M and an even Dirichlet character w modulo 4M let S kþ1=2 ð4M; wÞ denote the space of holomorphic forms of weight k þ 1 2 , level M, and nebentypus w. The functions f ðzÞ in this space satisfy (cf. where y > 0, x A R, and Àp < y a p. By the strong approximation theorem for SL 2 , we see thatj j ¼ tð f Þ is unique.
It is clear thatj j decomposes into a sum ofj j i ¼ N vj j i; v , where eachj j i is a vector in some irreducible cuspidal representationp p i of f SL SL 2 ðA Q Þ. We will first establish the bound (7.2) in the case whenj 
where SL 2 ðRÞ is identified with its image in PGL 2 ðA Q Þ under the embedding s 7 ! ðs; 1; 1; . . .Þ. Then gðzÞ is a newform of weight 2k, some level N, and trivial nebentypus. We can be more precise on the size of N. Combining this estimate with (7.11), (7.12), (7.13), and Lemma 7.1 we obtain therefore we conclude the bound (7.2).
