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ABSTRACT
D. K osiorow ski. Selected Issues of Data Depth Concept. Folia O econom ica  C racoviensia  2008­
2009, 49-50: 5 -30 .
In this paper w e  present se lected  aspects o f data depth  concept. W e p rop ose  several statisti­
cal procedures based  o n  data depth  concept. W e s tu d y  a perform ance o f the prop osition s  
on  variou s m ultivariate data sets s im ulated  from  sk ew ed , fat tailed d istr ibutions and m ixtu ­
res o f  them .
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1. WPROWADZENIE
Koncepcja głębi danych jest jednym z trzech dominujących nurtów  badań nad 
pojęciem i zastosowaniami wielowymiarowego kwantyla (patrz np. Liu i in., 
1999).
W ykazuje szereg zw iązków  z tzw. koncepcją g ł ę b i  r e g r e s y j n e j  
(ang.: regression depth) (np. Mizera, 2002) oraz staje się coraz atrakcyjniejszą al­
ternatywą dla historycznie pierwszej koncepcji k w a n t y l i  p r z e s t r z e n ­
n y c h  (ang. spatial (geometrical) quantile) (np. Chaudhuri, 1996). Kwantyle de­
finiowane w obrębie trzech podejść różnią się interpretacją.
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Narzędzia oferowane przez koncepcję głębi danych wykorzystywane są 
w zagadnieniach nieparametrycznego wnioskowania statystycznego wykorzy­
stującego pojęcia rangi, statystyki porządkow ej, kwantyla itp. Dodajmy, że 
w obrębie tzw. klasycznego podejścia do nieparametrycznego wnioskowania 
w  Rd, d > 1, wykorzystuje się wektory jednowymiarowych statystyk. Postępo­
wanie takie nie uwzględnia często szczególnie istotnej geometrii wielowymia­
rowego zbioru danych. Na przykład, może się zdarzyć, że wektor jednowy­
m iarowych m edian leży poza powłoką w ypukłą wielowymiarowego zbioru 
danych — nie może zatem być dobrą miarą położenia centrum.
Charakterystyczną dla koncepcji miarę centralności punktu x 6 Rd, d > 1, 
będącego realizacją pewnego d-wymiarowego wektora losowego X o rozkła­
dzie prawdopodobieństwa P, wprowadza się za pomocą specjalnej funkcji na­
zywanej g ł ę b i ą  (ang. depth) bądź f u n k c j ą  g ł ę b i  (ang . depth function).
Funkcja głębi przyporządkow uje każdem u punktow i liczbę rzeczywistą 
z przedziału [0, 1], będącą miarą jego centralności, zważywszy na rozkład go 
generujący.
W ykorzystując funkcję głębi można uporządkow ać zbiór wielowymiaro­
wych obserwacji na zasadzie odstawania obserwacji od centrum.
Zazwyczaj punkt, dla którego funkcja głębi przyjmuje wartość maksymal­
ną określa się mianem r f - w y m i a r o w e j  m e d i a n y .
Oznaczamy przez P rodzinę rozkładów prawdopodobieństwa określonych 
na o  ciele zbiorów borelowskich w Rd oraz przez Px rozkład danego wektora 
losowego X.
Każdy element próby X" = {X]; ..., X(I} traktujemy jako d * 1 wektor ko­
lumnowy. Zakładam y ponadto, że rozkład Px  jest absolutnie ciągły.
W literaturze przedstaw iono kilka układów  postulatów, które powinna 
spełniać funkcja głębi, aby była odpowiednim narzędziem służącym do budo­
wy nieparametrycznych wielowymiarowych procedur statystycznych (zob. Dyc­
kerhoff, 2004; Zuo, i Serfling, 2000. Poniżej przedstawiam y najczęściej stosowa­
ny układ postulatów, który spełnia większość znanych funkcji głębi D(x, P).
1. Niezmienniczość afiniczna — D(x, P) jest niezależna od wyboru układu 
w spółrzędnych.
2. Wartość m aksym alna w  centrum — jeżeli rozkład P jest symetryczny 
w zględem  0  w pew nym  sensie, wówczas D(x, P) przyjmuje w tym punkcie 
maksimum.
3. Symetria — jeżeli rozkład P jest symetryczny względem 0  w pewnym 
sensie, w tedy także D(x, P) jest symetryczna w tym sensie.
4. Zm niejszanie się wartości w zdłuż prom ieni — wartość funkcji głębi 
D(x, P) zmniejsza się wzdłuż promienia mającego początek w  punkcie o mak­
symalnej głębi.
5. Zanikanie w  nieskończoności — D(x, P) —» 0 gdy ||x|| —>
6. Ciągłość D(x, P) jako funkcji x.
7. Ciągłość D(x, P) rozpatrywanej jako funkcjonał P.
8. Q uasi-w ypuk łość  D(x, P) ro zp a try w an ej jako  funkcja x — zb iór 
fx : D(x, P) > a  jest wypukły dla każdego a  e  [0,1].
Zaznaczmy, że przez centrum rozumiemy punkt symetrii, przez symetrię 
rozumiemy centralną symetrię.
Zbiór
{x e Rd : D(x, P) = a), (1)
nazywany p o z i o m e m  bądź k o n t u r e m  g ł ę b i  a, zbiór ten określany
jest mianem d - w y m i a r o w e g o  k w a n t y l a  rzędu a, a  e [0, 1].
Zbiór
Da (X) = { x e R d :D(x,  P) > a}, (2)
tzn. obszar ograniczony przez kontur głębi a, nazywany jest « p r z y c i ę t y m
( c e n t r a l n y m )  o b s z a r e m  « € [0 ,1 ] .
Opierając się na danej funkcji głębi, możemy zdefiniować punkt o m aksy­
malnej głębi jako wielowymiarowy analog jednowymiarowej mediany.
Ryc. 1. Projekcyjne obszary centralne ze  100 elementowej próby skośnego rozkładu norm alnego  
z S l  = diag(2) ■ 5, m  = (0, 0), a  = (2, -5 )
5 O  0,1
Ryc. 2. Projekcyjne obszary centralne ze  100 elem entowej próby z rozkładu Marshalla-Olkina
X = (1, 1, 1)
Niech będzie funkcją głębi, w tedy medianę indukowana przez definiuje­
my:
S y m e t r y c z n a  g ł ę b i a  p r o j e k c y j n a  p u n k t u  x e Rd, będącego reali­
zacją pewnego d-wymiarowego wektora losowego X o rozkładzie praw dopo­
dobieństwa F, PD(x, F) definiowana jest jako:
gdzie X ma rozkład praw dopodobieństw a F, Med oznacza jednowymiarową 
medianę, oraz M AD  oznacza jednowymiarową medianę odchylenia absolutne­
go od m ediany MAD(Z) = Med( I Z -  Med(Z) I).
Głębia projekcyjna oraz indukowane przez nią estymatory położenia cen­
trum  oraz rozrzutu wektora losowego odznaczają się bardzo dobrymi własno­
ściami w  kategoriach odporności oraz efektywności dla szerokiej klasy popu­
lacji. Głębia ta jest afinicznie niezmiennicza.
G ł ę b i a  T u k e y ' a  (głębia domkniętej półprzestrzeni) definiowana jest:
D(x, P) -  inf{P(H) : x e H, H  jest domkniętą półprzestrzenią}. (5)
Głębia punktu  x — najmniejsza masa probabilistyczna znajdująca się na 
domkniętej półprzestrzeni z punktem  x na brzegu.
Najprostszym  przykładem  głębi jest tzw. g ł ę b i a  E u k l i d e s a :
gdzie S oznacza macierz kowariancji próby X".
Pojęcie g ł ę b i  d o p a s o w a n i a  f u n k c j i  r e g r e s j i  l i n i o w e j  
zostało wprowadzone przez Rousseeuw i Hubert (Rousseeuw i Hubert, 1998).
I. Mizera (2000) uogólnił ich podejście oraz pokazał je w  ramach formali­
zm u optymalizacji wektorowej uzyskując jednocześnie szereg wyników doty­
czących odporności estym atorów maksymalnej głębi regresyjnej.
Przypuśćmy, że zamierzamy dopasować liniową funkcję regresji y -  bxx + b2 
do dw uw ym iarow ego zbioru danych Z” = {(yv  x1), (y2, x2), ..., (yn, x(I)}.
M(P) = argsupD(x, P). (3)
P r z y k ł a d y  s t a t y s t y c z n y c h  f u n k c j i  g ł ę b i
(4 )
(6)
Znaną głębię stanowi tzw. g ł ę b i a  M a h a l a n o b i s a :
(7)
Oznaczmy współczynniki regresji jako b = (bv  b2). Oznaczmy reszty regre­
sji jako:
rjP) = rt = y i -  bxxx -  b2.
DEFINICJA 1. Powiemy, że dopasowanie b = (bv  b2) nie jest słabo opty­
malne względem zbioru danych Z" jeżeli istnieje liczba rzeczywista vb = v, która 
nie pokrywa się z żadnym  punktem  x{ i dla której zachodzi:
rt{b) < 0 dla wszystkich x{ < v  i r;(b) > 0 dla wszystkich xt > v
lub:
r((b) > 0 dla wszystkich r o i  r(b) < 0 dla wszystkich x; > v 
(istnienie liczby v odpowiada istnieniu punktu, dookoła którego możemy ob­
racać prostą do pozycji pionowej, nie napotykając żadnej obserwacji).
DEFINICJA 2. Głębia regresyjna rdepth(b, Z n) jest najmniejszą frakcją ob­
serwacji próby Z", którą należy usunąć aby dopasowanie b przestało być słabo 
optymalne.
E s t y m a t o r  m a k s y m a l n e j  g ł ę b i  r e g r e s y j n e j  definiujemy jako:
T*(Z") = argm ax rdepth(b, Z") = argm ax rdepth(b‘>, Z”). (8)
b b''
Warto zauważyć, że w  przypadku koncepcji głębi regresyjnej nie czyni się 
jakichkolwiek założeń odnośnie regularności składnika losowego, wpływają­
cego na wartości obserwacji.
Dopasowanie największej głębi jest prostą najlepiej równoważącą chmurę 
danych.
Zaproponowane przez Mizerę ogólniejsze spojrzenie na koncepcję głębi 
regresyjnej z jednej strony pokazuje jej miejsce w  ramach całej koncepcji głębi 
danych, z drugiej strony — w  wielu przypadkach prow adzi do prostszych 
metod badania własności estym atorów maksymalnej głębi.
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Diagram rozrzutu — powiaty graniczne w 2005 roku
saldo migracji
Ryc. 3. Stopa bezrobocia vs. saldo migracji w  polskich powiatach granicznych w  2005 roku. 
Głębie dopasow ań funkcji regresji do danych empirycznych. Linia przerywana reprezentuje 
estymator maksymalnej głębi, linia oznaczona kropkami reprezentuje estymator m etody  
heteroskedastycznej regresji f-Studenta
2. KRZYWA SKALI — ODPORNA I NIEPARAMETRYCZNA METODA 
BADANIA ROZRZUTU WEKTORA LOSOWEGO 
I STOPNIA ZALEŻNOŚCI ROZKŁADÓW BRZEGOWYCH
W skazanie odpornej i zarazem efektywnej alternatywy dla wektora przecięt­
nych oraz m acierzy kowariancji jako estymatorów, odpowiednio, położenia 
centrum i rozrzutu wektora losowego należy do najważniejszych celów współ­
czesnej wielowymiarowej analizy statystycznej. Macierz kowariancji z próby 
ma nieograniczona funkcję wpływu Hampela, co znaczy, że nie jest odporna na 
lokalne punktowe zmieszania. Punkt załamania (BP) próby skończonej Dono­
ho i Hubera macierzy kowariancji z n-elementowej próby wynosi l / n ,  zaled­
wie jedna obserwacja odstająca jest w  stanie istotnie zniekształcić ocenę roz­
rzu tu  rozpatrywanego wektora. Macierz kowariancji z próby ma nieograniczone 
maksymalne obciążenie Hubera, czyli nie jest odporna m.in. na błędną specy­
fikację m odelu generującego obserwacje. Praktyczne wykorzystanie macierzy 
kowariancji z próby wiąże się z istnieniem momentów drugiego stopnia wek­
tora losowego, reprezentującego badane zjawisko. Interpretacja macierzy ko­
wariancji jest utrudniona w przypadku skośnych populacji.
Wykorzystując głębię projekcyjną PD(x, F) definiuje się tzw. p r o j e k c y j ­
n e  o b s z a r y  c e n t r a l n e  rzędu r (w obrębie koncepcji głębi danych ich 
brzegi określa się mianem d-wymiarowych kwantyli):
PCF(r) = (x : PD(x, F) > r). (9)
W przypadku, gdy rozkład F jest centralnie symetryczny, obszary central­
ne odznaczają się taką samą własnością.
W ykorzystując obszary projekcyjne centralne m ożemy zdefiniować tzw. 
k r z y w ą  s k a l i ,  będącą rzeczywistym funkcjonałem objętości obszarów cen­
tralnych, a służącą do nieparametrycznego opisu rozrzutu wektora losowego 
wokół wielowymiarowej mediany.
Krzywa skali definiowana jest jako:
vF(r) -  A(PCF(r)), 0 < r < 1, (10)
gdzie: A(-) oznacza miarę Lebesgue'a a PCF(-) — projekcyjny obszar centralny.
Krzywa skali jest dwuw ym iarow ą m etodą opisu rozrzutu wartości wek­
tora losowego wokół m ediany projekcyjnej. W związku z faktem, że projek­
cyjne obszary centralne stanowią zagnieżdżoną rodzinę zbiorów, krzywa skali 
służy do pom iaru stopnia ekspansji obszarów centralnych wraz ze wzrastającą 
m asą probabilistyczną w nich zawartą.
Niech Fq będzie „rozkładem niezależności"1 związanym z danym rozkła­
dem F. Łatwo zauważyć, że krzywa skali FQ powinna przebiegać powyżej krzy­
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1 Polski odpow iednik  niewątpliw ie w ym aga dopracowania.
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wej skali F. Można wykorzystać obszar pom iędzy krzywą skali FQ i krzyw ą 
skali F do pom iaru stopnia zależności rozkładów brzegowych F.
M. Romanazzi (2004) sugeruje, aby w tym celu wykorzystać znormalizo­
waną wersję odległości Euklidesa pomiędzy krzywymi skali nazywaną k r z y ­
w ą  k o r e l a c j i :
A( ) oznacza miarę Lebesque'a, F0 jest „rozkładem niezależności".
Krzywa korelacji wyraża odległość F od rozkładu niezależności F0 dla 
0 < a  < 1, aby p rzedstaw ić  ją graficznie spo rządzam y d iagram  ro zrzu tu  
y^a , F) vs. a.
Najczęściej nie jesteśmy w stanie wskazać „rozkładu niezależności", gdyż 
nie znamy klasy rozkładów, do której należy rozkład generujący dane. Oka­
zuje się, że nawet w takich sytuacjach można z powodzeniem wykorzystywać 
krzywą korelacji.
Przypuśćmy, że X jest n x p macierzą losową, której wiersze X; = (Xj], ..., XJ;J) 
są obserwacjami z rc-elementowej próby losowej z p-wymiarowego rozkładu 
F oraz rozważmy odwzorowanie X —> rX, gdzie r  jest przekształceniem, które 
zamienia każdą kolumnę X^ = (Xy, ..., Xnj) T macierzy X permutacją jej składo­
wych. Zauważmy, że jeśli kolumny mają różne elementy, w tedy jest takich prze­
kształceń.
Niech Fm będzie rozkładem tX  oraz niech X będzie klasą takich rozkła­
dów. Romanazzi (2004) dowodzi twierdzenia głoszącego, że warunkując obser­
wowaną próbą stosownym „rozkładem niezależności" dla F jest mieszanina:
Aproksymację FI: 0 uzyskuje się biorąc losową próbę m rozkładów z X. 
Można pokazać, że dla F ~ N^(m, £), gdzie Z jest dodatnio określoną mć 
cierzą wymiaru p x p dla 0 < a  < 1 zachodzi:
gdzie R = (diagTfx/2 l.(diagZ)~1/2 jest macierzą korelacji F.
W celu sprawdzenia wybranych statystycznych własności krzywych skali 
i korelacji z próby przeprowadzono badania symulacyjne. Generowano m ia­
nowicie po 500 prób złożonych ze 100 obserwacji pochodzących z dw uw ym ia­
rowych rozkładów skośnych normalnych, skośnych T-Studenta, M arshalla- 
-Olkina oraz mieszanin tychże rozkładów. Eksperymenty pow tarzano kilka­




y ^ a ,  F) = (1 -  (det R)1/2) / ( l  + (det R)1/2), (13)
Uzyskane wyniki skłaniają do następujących wniosków:
Krzywe skali dobrze dyskrym inują rozkłady skośne norm alne i skośne 
T-Studenta różniące się charakterystykam i rozrzutu.
Krzywe korelacji sporządzone dla izotropowych skośnych rozkładów nor­
malnych i T właściwie „wychwytują" w pływ skośności na brak niezależ­
ności rozkładów  brzegowych.
Krzywa korelacji dobrze się sprawuje w  przypadku rozkładu nie należą­
cego do rodziny wykładniczej. Należy podkreślić, że z krzywej korelacji 
można odczytać jak przedstaw ia się struktura zależności rozkładu w za­
leżności od bliskości centrum  rozkładu.
1-p [%]
Źródło: obliczenia własne.
Ryc. 4. K rzywe skali —  dw uw ym iarow e rozkłady normalne
1-p [%]
Źródło: obliczenia własne.
Ryc. 5. K rzywe skali —  dw uw ym iarow e rozkłady T-Studenta
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Krzywe korelacji —  metoda Romanazzi
Źródło: obliczenia własne. 
t  • • " • T-Studenta
17 25 33 41 49 57 65  73 81 89 97
1-P [%]
Źródło: obliczenia własne.
Ryc. 7. Krzywe korelacji —  dw uw ym iarow e skośne rozkłady normalne
Krzywa korelacji jest wrażliwa na zmieszanie populacji, co w  zależności od 
punktu widzenia można poczytać za jej wadę bądź zaletę.
Krzywa skali jest względnie niewrażliwa na zmieszania populacji.
3. KWANTYLOWY FUNKCJONAŁ ASYMETRII ROZKŁADU 
WEKTORA LOSOWEGO
O dstępstwo wielow ym iarow ego rozkładu praw dopodobieństw o od ustalo ­
nego pojęcia symetrii określa się mianem skośności rozkładu. Przez symetrię 
na ogół rozumie się własność obiektu polegającą na tym, że istnieje pewne,
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różne od tożsamościowego przekształcenie, które odwzorowuje dany obiekt 
na niego samego.
Zaznaczmy, że w  przypadku wielowymiarowego rozkładu prawdopodo­
bieństwa wykorzystuje się wiele różniących się wzajemnie pojęć wielowymia­
rowej symetrii, które sprowadzają się do zwykłego pojęcia symetrii w  przy­
padku  jednow ym iarow ym  tzn. symetrii zwierciadlanej.
Mówimy, że wektor losowy X ma rozkład centralnie symetryczny wzglę­
dem  9, jeżeli:
P r o p o z y c j a  n a w i ą z u j ą c a  d o  k o n c e p c j i  g ł ę b i
Stopień odstępstw a rozkładu  p raw dopodobieństw a od centralnej symetrii 
m ożna mierzyć za pomocą funkqonału asymetrii wykorzystującego stosownie 
w ybraną funkcji głębi, np. głębię projekcyjnej.
Niech PMF oznacza medianę indukow aną przez głębię projekcyjną. Aby 
zmierzyć asymetrię rozkładu dla każdego r e (0, 1), badam y różnicę pomiędzy 
przeciętną punktów  w ew nątrz obszaru centralnego rzędu r a medianą PMf . 
Rozważmy mianowicie:
gdzie: PCF(p) to projekcyjny obszar centralny rzędu r, mp(dx) oznacza rozkład, 
np. jednostajny na PCF(p), PMF oznacza indukowaną przez głębię projekcyjną 
medianę, W(-) właściwą dla zagadnienia funkcję wagową np. W(x) = x.
Proponowany funkcjonał asymetrii, dzięki własnościom głębi projekcyjnej 
i własnościom indukowanych przez nią obszarów centralnych, jest afinicznie 
niezmienniczy, tzn. nie zależy od przyjętego w badaniu  układu współrzęd­
nych. Umożliwia nieparametryczny pom iar asymetrii populacji nie posiadają­
cej momentów. Można pokazać, że funkcjonał (14) z próby jest mocno zgod­
nym  w  sensie odległości Kołmogorowa estymatorem odpowiednika w  populacji.
W celu sprawdzenia wybranych własności (14) przeprowadzono badania 
symulacyjne. Generowano mianowicie po 100 prób 100 elementowych z dw u­
w ym iarow ych rozkładów:
a) skośnego normalnego i skośnego T o dwóch stopniach swobody o pa­
rametrach: położenia m  = (0, 0), rozrzutu I  = diag(2) • 5, kształtu Q = (2, -5);
X -  9 * 9 - X .
gdzie symbol „=" oznacza równość rozkładów.
, 0 < p < 1, (14)
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b) skośnego normalnego i skośnego T o dwóch stopniach swobody o pa­
rametrach: położenia m = (0, 0), rozrzutu Z = diag(2) • 5, kształtu Q = (-2, -15);
c) Marshalla-Olkina o param etrach -  (1, 1, 1) i ^  = (0,01, 0,01, 1).
Z ryciny 8 wynika m.in., że proponow any funkcjonał dobrze rozróżnia 
zarówno wyszczególnione typy rozkładów (skośny normalny, skośny T, Mar- 
shalla-Olkina), jak i rozkłady należące do tego samego typu  a różniące się 
parametrem asymetrii. Dodajmy, że z prowadzonych wcześniej badań wynika, 
że nasza propozycja lepiej rozróżnia pom iędzy skośnymi rozkładami normal­
nym i T aniżeli oryginalna propozycja Chaudhuri (1996) oraz propozycje Liu 
i in (1999).
Ryc. 8. Wyniki badań symulacyjnych proponow anego funkcjonału asymetrii
4. ODPORNOŚĆ METOD KLASYFIKACYJNYCH 
WYKORZYSTUJĄCYCH FUNKCJE GŁĘBI
Rozważamy k populacji p w ym iarow ych C1, ..., Ck, k > 2. Przypuśćm y, że 
z każdą populacją C związana jest gęstość praw dopodobieństw a f-(z) na RP, 
w ten sposób, że jeśli obserwacja pochodzi z populacji C-, to została wygene­
rowana przez rozkład o gęstości ^(z).
W tzw. zagadnieniu  dyskrym inacji obiektów interesuje nas racjonalny 
sposób przyporządkowywania obserwacji z e RP do jednej ze wspomnianych 
k populacji (zob. np. Krzyśko, 2006; Jajuga, 1993).
Reguła dyskryminacyjna L odpowiada podziałowi Rł' na rozłączne obszary 
Rv  ..., Rk, spełniające warunek U R. -  R .̂ Reguła definiowana jest jako:
Przyporządkuj z do C. jeżeli z e R-, dla j  = 1, k.
Indeks i e {1, 2, ..., k) -  Y  wskazujący na rozważaną populację C; często 
określa się mianem etykiety populacji. W takim ujęciu zagadnienie dyskrymi­
nacji sprowadza się do predykcji etykiety i 6 Y na podstawie obserwacji wek­
tora cech z.
Reguła klasyfikacyjna nazywana klasyfikatorem jest zatem funkcją:
L : RP 3 x — > i € Y.
G dy obserw ujem y w ektor x e X, to prognozą jego przynależności jest 
L(x) e Y.
Często w  praktyce rozważa się sytuację, gdy wprawdzie ogólne postaci 
gęstości^(z) są znane jednak jesteśmy zmuszeni szacować ich parametry. Es­
tymacja w  takim przypadku opiera się na tzw. p r ó b i e  u c z ą c e j  — macie­
rzy danych Z , której wiersze są podzielone na k grup odpowiadających 
k rozpatryw anym  populacjom, macierz zostaje podzielona na /c(;  ̂ x p) macierz 
Z ■ odpow iada próbie n- obserwacji z populacji C.
Klasyczne m etody dyskryminacyjne, takie jak liniowe bądź kwadratowe 
funkcje dyskryminacyjne, zakładają wielowymiarową normalność (szerzej elip- 
tyczność) populacji. Metody te nie sprawują się dobrze w  przypadku skośnych 
populacji. M etody klasyczne zakładają, że rozpatrywane populacje posiadają 
momenty. Fakt ten stanowi istotne ograniczenie ich stosowalności, np. w przy­
p ad k u  w ielow ym iarow ego rozkładu  C auchy'ego. M etody wykorzystujące 
w ektory  przeciętnych, macierze kowariancji bądź kryterium  najmniejszych 
kw adratów  są skrajnie nieodporne na jednostki odstające.
O d p o r n o ś ć  r e g u ł y  d y s k r y m i n a c y j n e j
DEFINICJA 3 (na podst. Krzyśko, 2006): Rozważamy k populacji p wymiaro­
wych Cy  ..., Ck, k > 2 oraz ustaloną próbę uczącą reprezentującą populacje. 
Rzeczywisty poziom  błędu klasyfikatora L jest równy:
Err(L) = P{L(X) * i I X e C,},
gdzie X oznacza obserwację niezależną od próby uczącej.
Err(L) jest praw dopodobieństw em  zdarzenia, że klasyfikator błędnie za­
kwalifikuje nową obserwację niezależną od próby uczącej pod warunkiem, że 
próba ucząca jest ustalona.
Propozycja. Rozważamy k populacji p wymiarowych Cy  ..., Ck, k >2, oraz 
próbę uczącą Z reprezentującą populacje. P u n k t  z a ł a m a n i a  p r ó b y  
u c z ą c e j  Z klasyfikatora L w /-tej klasie C- określamy jako:
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gdzie Cj" oznacza (tij x p) macierz Z- próby uczącej Z odpowiadającą próbie fr 
obserwacji z populacji C., w której zastąpiono m wierszy (m obserwacji) do­
wolnymi wierszami (obserwacjami).
G l o b a l n y  p u n k t  z a ł a m a n i a  p r ó b y  u c z ą c e j  klasyfikatora 
określamy jako:
Każda funkcja głębi D indukuje pewną regułę klasyfikacyjną, tzn.:
L(z) = argmaxD(z I C•), j  -  1, ..., k, (17)
i 1
która klasyfikuje obserwację do tej klasy Cj, dla której głębia z przyjmuje w ar­
tość maksymalną (zob. Hoberg i Mosler, 2006).
Niech Cj = {x/-1, ..., Xjn.} oznacza próbę n. obserwacji z populacji j, j  = 1, ..., k.
Przykładem reguły klasyfikacyjnej indukowanej przez funkcję głębi jest 
reguła wykorzystująca tzw. g ł ę b i ę  E u k l i d e s a :
gdzie S oznacza macierz kowariancji próby Cj, otrzymamy regułę klasyfika­
cyjną Mahalanobisa.
Propozycja. Rozważmy regułę klasyfikacyjną indukowaną przez tzw. s y ­
m e t r y c z n ą  g ł ę b i ę  p r o j e k c y j n ą  (własności tej głębi przedstaw ia  
m.in. Zuo, 2003)
gdzie u ‘Cj -  {u'xyj, ..., u ‘Xjn.}, MAD{Y) -  med\ I Y -  med{Y) I}.
Dla ustalonego zbioru danych (rozkładu p raw dopodobieństw a) głębia 
projekcyjna w Rp jest afinicznie niezmiennicza, quasi-wypukła, głębia punktu
BP(L, C C.) = m inBP(L, Cm).
i I I
(16)
P r z y k ł a d y  r e g u ł  k l a s y f i k a c y j n y c h  
i n d u k o w a n y c h  p r z e z  g ł ę b i e
Zauważmy, że głębia ta prowadzi do znanej reguły /c-centroidów. 
Wykorzystując znaną g ł ę b i ę  M a h a l a n o b i s a :
Dmah(zIC) 1 + (y _ x.)'S-'(y -  x)'
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zmierza do zera, jeśli norma punktu zmierza do nieskończoności, głębia przyj­
muje maksimum w centrum symetrii rozkładu.
Własności klasyfikatora projekcyjnego porównano z liniową oraz kwadra­
tową funkcją dyskryminacyjną oraz z klasyfikatorem głębi Tukey'a na przykła­
dzie znanego zbioru danych (Fisher, 1936; Rao, 1982), dotyczącego 3 gatunków 
Irysa, rozpatryw anych ze względu na 4 cechy kwiatu. Rozpatrywano próby 
uczące wielkości 25:25:25 oraz 40:40:40. Na ich podstawie klasyfikowano ob­
serwacje należące do zbioru Irys. Na dobre własności proponowanej reguły 
wskazują wyniki zawarte w  tabeli 1.
Tabela 1
W yniki badań symulacyjnych proponowanego klasyfikatora projekcyjnego











R zeczywisty błąd 
predykcji
2.6% 4% 3.3% 66%
3 x 40 obserwacji w  próbie uczącej
Rzeczywisty błąd 
predykcji
3.8% 2.6% 2.6% 66%
Generowano także 00 razy zbiór 3000 dwuwymiarowych obserwacji : 1000 
z rozkładu Marshalla-Olkina, 1000 z izotropowego rozkładu normalnego, 1000 
ze skośnego rozkładu Studenta T. Ze zbioru pobierano 100 x 100 x 100 próby 
uczące. Na jej podstaw ie klasyfikowano zbiory 3000 obserwacji. Na dobre 
własności proponowanej reguły wskazują wyniki zawarte w  tabeli 2.
Tabela 2











R zeczywisty  
błąd predykcji
12.6% 12.6% 0.3% 68%
W celu oszacowania punktu załamania próby skończonej generowano zbiory 
3000 dwuwym iarowych obserwacji z populacji będącej mieszaniną trzech sko-
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śnych rozkładów T-Studenta o równych udziałach a różniących się param etra­
mi położenia i kształtu. Następnie zastępowano po 0%, 1%, 10% obserwaq'i
w  3 x 100 elementowej próbie uczącej, reprezentującej każde skupisko obser­
wacjami dalece odstającymi od centrów rozkładów mieszaniny. Obliczano rze­
czywisty błąd klasyfikaqi po takim zastąpieniu.
odporność klasyfikatora głębi projekcyjnej
procent obserwacji odstających w próbie uczącej 
Ryc. 9. Punkt załamania proponowanej reguły dyskryminacyjnej
P r o p o z y c j a  r e g u ł y  g r u p o w a n i a  o b s e r w a c j i  
n a  j e d n o r o d n e  s k u p i s k a
Przypuśćmy, że dysponujemy n obserwacjami p wymiarowymi C0 = {x1, ..., x j .  
Naszym celem jest wskazanie pew nego optym alnego rozbicia zbioru CQ na 
k jednorodnych rozłącznych podzbiorów  p w ym iarow ych Cv  ..., Ck, k > 2, 
C; n  C. = 0 ,  i *  j, u c ,  = C0.
P r o p o z y c j a  r e g u ł y .  Niech Cv Ck, k>  2, C( n  C. = 0 ,  i * j, [JC; = C0, 
będzie pewnym możliwym rozbiciem zbioru obserwaqi C0. Powiemy, że roz­
bicie Cj, ..., Ck jest lepsze niż rozbicie trywialne C0 i 0 ,  jeżeli zachodzi:
vol(DpRO(CQ)) > ^vol(D pRO(Ć)), dla ustalonego a  e 0, 1, (18)
i=0
gdzie vol(DpRO(CQ)) oznacza objętość centralnego obszaru centralnego.
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5. ODPORNE WYKRYWANIE PUNKTU ZMIANY TENDENCJI 
W WYBRANYCH MODELACH REGRESJI
Zagadnienie wskazania punktu zmiany tendencji (ang. change point) w modelu 
regresji było studiowane w ekonomii m.in. w  kontekście badań zmian natury 
zależności pom iędzy zjawiskami powyżej pewnego poziomu jednego z nich. 
Zagadnienie wiąże się m.in. z badaniem zysku z inwestycji z wielkością ponie­
sionych wydatków, badaniem przyrostu naturalnego i PKB na mieszkańca. Na 
poziomie technicznym pojawia się w zagadnieniach dyskryminacji i klasyfika­
cji obiektów, ma związek z jakością tychże metod.
W literaturze statystycznej przedstaw iono szereg podejść dotyczących 
estymacji i weryfikacji hipotez dla modeli regresji w dwóch fazach.
Chen (1998) zaproponował wykorzystanie kryterium informacyjnego Schwa­
rza (SIC), do wskazania punktu  zmiany tendencji w  modelu liniowym przy 
założeniu normalności.
Osorio i Galea (2005) rozszerzyli wyniki Chena (1998) na model regresji 
liniowej z niezależnymi błędami f-Studenta.
S f o r m u ł o w a n i e  p r o b l e m u
Opierając się na n niezależnych obserwacji (Yp x[), (Y2, x *2), ..., (Y((, xjt), zamie­
rzam y zweryfikować hipotezę, że param etry regresji nie zmieniają się:
H0 : Yj = x\P  + ejr i = 1, 2, ..., n,
przeciw hipotezie alternatywnej, że następuje zmiana (parametrów regresji) na 
nieznanej pozycji k, nazywanej punktem  zmiany tendencji:
Hj : Y, = x\PA + £•., i = 1, 2, ..., k,
Yf = x\/32 + £;, i = k + 1, ..., n,
gdzie Ą  = (Ą , Ą ,  Pv_xf ,  = (/?,,, P[, ..., i e oznacza błąd.
W celu rozwiązania powyższego problem u Osorio i Galea (2005), odwo­
łując się do pracy Chena (1998), proponują zamienić proces testowania hipotez 
na procedurę w yboru m odelu z wykorzystaniem  kryterium  informacyjnego 
Schwarza (SIC) definiowanego:
SCI = -2  L(0) + slogn, (19)
gdzie L(0) to logarytm wiarygodności obliczony dla oszacowań parametrów 
uzyskanych metodą największej wiarygodności, s jest liczbą parametrów w mo­
delu, n to wielkość próby.
Osorio i Galea rozważają model regresji liniowej:
Y; = x}/7 + i = 1, 2, ..., n, (20)
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gdzie x;, i = 1, 2, ..., n odpow iada  /-tem u w ierszow i n x p m acierzy  X, 
P -  (Pw ..., Pp_^)t jest wektorem nieznanych parametrów, natomiast £t są to 
niezależne błędy losowe o takim samym  rozkładzie f(0, </>, ń).
X
Ryc. 10. Ilustracja procedury detekcji punktu zm iany tendencji
W celu estymacji param etrów i obliczania informacji Schwarza wykorzy­
stują zmodyfikowany algorytm  EM.
Przy założeniu HQ, nie występuje zmiana współczynników regresji; przy 
założeniu Hj mamy zbiór możliwych modeli ze zmianami w  punkcie p or p + 1 
or...or n -  p.
Obliczamy wartość SIC przy założeniu HQ oraz przy założeniu H 1.
Wybieramy model z punktem  zmiany na pozycji k, jeżeli dla pewnego k:
Sic(n) > SlC(k). (21)
W przypadku gdy hipoteza zerowa jest odrzucana, estymator największej 
wiarygodności punktu zmiany tendencji oznaczany przez powinien spełniać 
warunek:
SlC(k) -  min{SlC(k) : p < k < n -  p) = max{Ljt(0) : p < k < n -  p\. (22)
w dalszej części porównujemy propozyqę z podejściem kryterium informacyj­
nego Schwarza wykorzystując pakiet autorstw a Juliana Taylora heterosceda- 
stic f-regression package (R Project).
P r o p o z y c j a  
Uporządkujmy obserwacje w edług wartości zmiennej x:




4 n 6 n
10 10 („okno poszukiwań długości 2/10*«").
z " = (JA *(i))/ (y. *(2))/ (y* V « ) '  *(«)>'
Z - = (y, *(1)), (y, x(2)), (y, ac^ j), (y, x(p)),
z + = (y/ (̂p))- (y* V d )  {y' xw )r
N astępnie obliczmy:
1. Estym ator m aksymalnej głębi regresyjnej dla wszystkich obserwacji 
T*(Zn) = (bg, bj) = br oraz głębię maksymalnego dopasowania rdepth(br).
2. Estymator maksymalnej głębi regresyjnej dla T* (ZL) = (b~y b~) -  b~ oraz 
głębię tego dopasowania rdepth(b~).
3. Estymator maksymalnej gł^bi regresyjnej dla T*(Z^j = (b^, b~[) = b  ̂ oraz 
głębię tego dopasowania rdepth(b+r).
Jeżeli dla pewnego p = [4n/10], ..., [ón /io j ma miejsce:
rdepth(b r) < min{rdepth(b~), rdepth(b+r)}, (23)
wtedy uznajemy, że w  punkcie p następuje zmiana parametrów regresji. W ta­
kim przypadku za param etry regresji dla obserwacji i = 1, 2, ..., p przyjmujemy 
bf natomiast dla obserwacji i = p + 1, ..., n — za parametry przyjmujemy b*.
Z p rzep row adzonych  p rzez au tora  badań  sym ulacyjnych w ynika, że 
w  przypadku nie występowania punktu  zmiany tendencji propozycja spisuje 
się lepiej niż m etoda kryterium  Schwarza w  przypadkach, gdy błędy mają 
rozkład norm alny bądź Cauchy'ego.
W przypadku, gdy błąd ma rozkład normalny oraz występują dwie obser­
wacje odstające kryterium  SIC sprawuje się nieco lepiej.
W przypadku  w ystępow ania punktu  zm iany tendencji obie rozważane 
m etody zachowują się podobnie, m etoda SIC odznacza się nieco mniejszym 
rozrzutem  wskazania.
6. ANALIZA DANYCH PANELOWYCH 
Z WYKORZYSTANIEM GŁĘBI REGRESYJNEJ
W klasycznej analizie regresji na ogół zakłada się, że obserwacje są pobierane 
z tej samej populacji, są niezależne i o takim samym rozkładzie. W przypadku 
analizy regresji prowadzonej z wykorzystaniem modeli mieszanych stosuje się 
słabsze założenia. Mianowicie, dane mogą tworzyć skupiska, obserwacje po­
m iędzy skupiskami są niezależne, jednak nie m uszą być niezależne wewnątrz 
skupisk.
Modele mieszane wydają się użyteczne np. w  badaniach gmin z uwzględ­
nieniem podziału  na województwa, w  badaniu wydatków  konsumpcyjnych 
z uwzględnieniem  grupy dochodowej itd.
W ekonometrii przyjęto nazywanie obserwacji d a n y m i  p a n e l o w y ­
m i wówczas, gdy dotyczą poszczególnych jednostek przekrojowych w dłuż­
szym czasie (więcej niż jednym okresie).
Przypuśćmy, że na dane patrzymy z punktu widzenia liniowego m odelu 
mieszanego, w postaci zaproponowanej przez Lairda i Ware'a w  1982 roku:
y,. = x,p + Z,b( + e,, i = 1, ..., N, (24)
gdzie:
y, — jest il x 1 wektorem odpowiedzi i-tego skupiska (ni odpowiedzi jedno­
stek z i-tego skupiska); 
xf. — jest n} x m macierzą ustalonych efektów w i-tym skupisku;
P ■— uśredniony dla wszystkich skupisk wektor param etrów  związanych ze 
stałymi efektami;
Z, — n(. x k macierz eksperymentu efektów losowych w i-tym skupisku; 
e,. — tij x 1 wektor błędu dla i-tego skupiska, wektor o niezależnych składo­
wych, każda o przeciętnej zero i wariancji a 2; 
b (. — jest ł  x 1 wektorem parametrów związanych z efektami losowymi w i-tym 
skupisku, wektor o zerowej przeciętnej i macierzy kowariancji D* = ćj2D. 
Zakładamy, że macierz £X[X; jest nieosobliwa oraz, że > m dla zapew ­
nienia identyfikowalności modelu (24) względem p. Dla zapewnienia identy- 
fikowalności modelu (24) względem a 2 i D, zakładamy, że przynajmniej jedna
N
macierz zjz( jest dodatnio określona oraz, że £(«• - k ) >  0.
i=i
Wypada wspomnieć także, że często wykorzystuje się skalowaną macierz 
kowariancji efektów losowych:
D ,D* =—7Cov{ b ).  (25)
a 1 a 2 '
W celu estymacji parametrów m odelu (24) m etodą NW zakładamy, że:
£i ~ N(0, o \ ) ,  b,- ~ N(0, <T2D). (26)
Warto zauważyć, że przy założeniach (3) model (1) można zapisać w  na­
stępującej postaci brzegowej:
y,. ~ N(X,.p, cr2(I„. + Z,.DZ')), i = 1, ..., N. (27)
Okazuje się, że ustalając macierz D, logarytm wiarygodności dla modelu 







Ix;.(i + zpz\ Lx[(i + zpz\)-hJi (25)
Zauważmy, że w specjalnym przypadku, gdy D = 0, estymator (36) spro­
wadza się do zwykłego estymatora NK:
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IV  = (Zx!x,)->(Zx!y(). (26)
W wielu zastosowaniach wykorzystuje się szczególną wersję liniowego 
modelu mieszanego (24), w którym dopuszcza się jeden efekt losowy dotyczą­
cy w yrazu wolnego, a który definiowany jest jako:
gdzie yy interpretowane jest jako /-ta odpowiedź w z-tym skupisku na wartość 
predyktora x y  -  [a  /?], przy czym to uśredniony dla całej populacji wyraz 
wolny, fi  uśredniony dla całej populacji param etr nachylenia.
W m odelu (27) wyraz wolny w skupisku i interpretowany jest jako suma 
uśrednionego dla całej populacji param etru a  oraz efektu losowego specyficz­
nego dla z-tego skupiska:
Na ogół zakłada się, że £- ~ N(0, a 2) oraz bt ~ N(0, cj2d) są niezależne, 
gdzie <72 jest wariancją błędu wew nątrz skupiska oraz d jest skalowaną w a­
riancją efektu losowego.
Model (27) może pojawić się przykładowo w następującej sytuacji. Rozwa­
żamy grupę N województw w ujęciu powiatów. Każde województwo badamy 
ze w zględu na stopę bezrobocia, przeciętne wynagrodzenie, saldo migracji 
w gminach województwa, przyrost naturalny. Przypuśćmy, że interesuje nas 
zależność przyrostu naturalnego od pozostałych zmiennych. Kluczowym dla 
stosowalności modelu (27) w przedstawionej sytuacji jest założenie, że struk­
tura zależności nie zmienia się od województwa do województwa, co znaczy, 
że y jest ustalonym  wektorem.
Model z losowymi wyrazam i wolnym i wydaje się bardziej realistyczny 
niż model klasyczny, gdyż dopuszcza charakterystyczny dla każdego z woje­
w ództw  oddzielnie, poziom  przyrostu naturalnego.
Uogólniony Estymator NK podobnie jak zwykły estymator NK jest skraj­
nie nieodporny na jednostki odstające, BP wektora param etrów wynosi 0%.
Eksperym enty symulacyjne wskazują na niską efektywność estymatora 
UNK w przypadkach, gdy wariancja efektów losowych jest istotnie większa 
od wariancji błędu oraz gdy wariancja efektów losowych lub wariancji błędu 
są nieznane.
P r o p o z y c j a  o d p o r n e g o  e s t y m a t o r a  g ł ę b i  r e g r e s y j n e j
Przypuśćmy, że na obserwacje patrzym y z punktu  widzenia modelu (27).
Oznaczmy przez Z"‘ zbiór par obserwacji y  i x  w i-tym skupisku tzn.
V i j = a i + r t x i j  + £ ij> j  = h  -V nv i = 1, ..., N, (27)
(28)
Niech T ridePth(Z!j') = argmaxrdepth(b, Z?') = b ( = (b®, b*) oznacza estymator 
maksymalnej głębi regresyjnej wektora param etrów b ; = (bt°, b 1) liniowej funk­
cji regresji yi = (bf, bjx) w  /-tym skupisku.
Niech:
= argmaxrdepth(b,((Z’h y . . . (Z ^ y ) t)  = b = (bQ, b j ,  (29)
oznaczaAestym ato r m aksym alnej g łębi regresyjnej w ek to ra  p a ram e tró w  
b = (bQ, fcj) liniowej funkcji regresji y  = b0 + b^x dla obserwacji z wszystkich 
skupisk.
Weźmy za estymatory parametrów modelu zdefiniowanego przez (27) i (28) 
prdepth _ — nachylenie uśrednione dla wszystkich skupisk;
prdepth _ ^  — wyraz wolny uśredniony dla całej populacji; 
a rdepth _ ^  — wyraz wolny specyficzny dla z-tego skupiska, i -  1, ..., N; 
fordepth _ a rdepłh _ tfdeplh l OSOWy  w  /-tym skupisku, Z -  1 , ..., N.
Rozpatrzmy zbiór danych złożony z 69 powiatów województw lubelskie­
go (24), łódzkiego (23) i małopolskiego (22), badanych ze w zględu na stopę 
bezrobocia rejestrowanego i powierzchnię mieszkania na 1 mieszkańca (w m 2) 
w  roku 2005.
Zauważmy, że zaletą danych panelowych jest możliwość weryfikacji oraz 
złagodzenia założeń, które dom yślnie są przyjm ow ane w  analizie danych 
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Ryc. 11. Powierzchnia mieszkania vs. stopa bezrobocia —  dane dotyczące pow iatów  
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Ryc. 12. Powierzchnia mieszkania vs. stopa bezrobocia —  dane dotyczące pow iatów  
trzech w ojew ództw  traktowanych łącznie
ny warunkowego błędu punkty  załamania estymatora maksymalnej głębi
w  każdym  ze skupisk wynoszą niezależnie BP > ^  + y  gdzie d oznacza liczbę 
zmiennych objaśniających.
stopa bezrobocia rejestrowanego [%]
Ryc. 13. Powierzchnia mieszkania vs. stopa bezrobocia —  dane dotyczące pow iatów  
w  trzech w ojew ództw ach —  estymator maksymalnej głębi parametrów m odelu
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stopa bezrobocia rejestrowanego [%]
Ryc. 14. Powierzchnia mieszkania vs. stopa bezrobocia —  dane dotyczące pow iatów  
w  trzech wojew ództw ach —  estymator UNK  parametrów m odelu
Estymator maksymalnej głębi regresyjnej dobrze radzi sobie ze skośnymi 
oraz heteroskedastycznym i rozkładam i b łędu  i efektów losowych. W yniki 
symulacji wskazują na nieobciążoność i niezłą efektywność estymatora maksy­
malnej głębi regresyjnej w  porównaniu z uogólnionym estymatorem NK oraz 
niezależnymi ocenami param etrów w  skupiskach za pomocą zwykłego esty­
matora NK. ’
7. PODSUMOWANIE
Poszukiwanie nieparametrycznych i odpornych zarazem procedur statystycz­
nych, adekwatnych dla badania wielowymiarowych układów społeczno-eko­
nomicznych jest ważne zarów no z teoretycznych, jak i praktycznych wzglę­
dów . Z d an iem  a u to ra  n a szk ico w an a  w p rac y  p e rsp e k ty w a  b a d a ń , m a 
zastosowanie do lepszego zrozumienia struktury współzależności układów eko­
nomicznych. Przedstawione własności proponowanych metod, odwołujących 
się do koncepcji głębi danych, wydają się wystarczającym uzasadnieniem dla 
dalszych studiów nad tym  zagadnieniem.
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