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Let S be a commutative cancellative semigroup. Under what condition on S is S 
nontrivially homomorphic into the nonnegative (positive) real number additive 
semigroup? The question was answered in the special cases Il,3 1. In this paper the 
author gives necessary and sufficient conditions in the general case from the various 
points of view: embeddings, partial orderings, the system of ideals, .$-condition and 
structure semigroups. 
1. INTRODUCTION 
As a generalization of the results in [ 1,3], the purpose of this paper is to 
find various necessary and sufficient conditions for commutative cancellative 
idempotent-free semigroups to have [nontrivial] homomorphisms into 
positive [nonnegative] real numbers with addition. The study of this problem 
is significant in the theory of their structure, since such a semigroup is 
isomorphic to a subdirect product of a commutative cancellative semigroup 
with identity and a positive [nonnegative] real number additive semigroup if 
and only if it has a [nontrivial] homomorphism into the positive 
[nonnegative] real number semigroup. (See [ 11.) 
In Section 2, we characterize those semigroups in terms of embeddings, 
partial orderings; also we consider the set of their ideals. In Section 3, we 
investigate a certain condition with respect to divisibility, called the 9- 
condition here, which was introduced in [3] or [4]. In Section 4, we study 
the relations between those semigroups and their structure semigroups. 
As all semigroups are commutative, the operations are additively denoted, 
hence 0, called zero, denotes the identity element. R denotes the additive 
group of real numbers; R, [Rt 1 the additive semigroup of positive 
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[nonnegative] real numbers; Z, [Zt ] the additive semigroup of positive 
[nonnegative] integers. In this paper the following abbreviation will be used: 
CC is commutative cancellative; CC1 is commutative cancellative with 
identity; CCIF is commutative cancellative idempotent-free; CCSA is 
commutative cancellative subarchimedean (see definition below); CCSAI is 
CCSA-semigroup with identity. Also CCSAIF is commutative cancellative 
subarchimedean idempotent-free, and CCAIF is commutative cancellative 
archimedean idempotent-free. As is already known, however, a CCAIF- 
semigroup is called an !IJ-semigroup. A commutative semigroup D is called 
subarchimedean if there is an element a E D such that, for every x E D, 
m . a = x + y for some m E Z, and some y E D. D is subarchimedean if and 
only if D has an ideal I which is an archimedean component of D. I 
coincides with the subsemigroup consisting of elements a E D mentioned 
above; I is called the pivot of D, denoted by I= Piv(D). (See [ 11.) A 
CCSAIF-semigroup is called an @-semigroup. (See more in [ 1 I.) A 
subsemigroup of an Wemigroup is called an %“-semigroup. 
Let T be a commutative semigroup and Y a subsemigroup of R. Let 
Hom(T, Y) denote the semigroup of homomorphisms of T into Y in the usual 
sense. Now we assume S is a subsemigroup of T, and X is a subsemigroup of 
Y. Let h E Hom(S, X) and 6 E Hom(T, Y). If the restriction of 6 to S equals 
h, namely, h 1 S = h, then we say h is extended to h; or h is extended to T if 
there is no confusion. Let D be a commutative semigroup, D, the greatest 
cancellative homomorphic image of D, and g, its homomorphism, 
g,: D -+ D,. Since Hom(D, Rt) E Hom(D,, Rt), Hom(D, Rt) # (0) implies 
D, is not a group. So we assume D, is not a group, but contains an idem- 
potent. Let G be the archimedean component of D, containing the identity, 
namely, G is the group of units of D, . The homomorphism g, of D, is 
defined by the restriction to D, of the homomorphism Q(D,)- (Q(D,))/G 
where Q(D,) is the quotient group of D, . Let D, = g,(D,). D, is cancellative 
and satisfies x + y = 0 implies x = y = 0, namely, the group of units of D,, is 
trivial. D, is called the group-free image of D. Then 
Hom(D,,RO,)gHom(D,,RO,)EHom(D,RO,) 
under 
f2 ++.fI =f2 g2 w&f =f, kc1 =f2 g2 g13 
where f,(x) = f2 g2(x), x E D, . Accordingly, Hom(D, R:) # {0) if and only 
if Hom(D,, Rt) # {O). Let Df be the subsemigroup of nonzero elements of 
D,. D$ is an ideal of D, and has no idempotent; we have Hom(D,, Rt) 2 
Hom(Df, Rt) under f2 ttf2 1 DF. Hence Hom(D, Rt) # (0) if and only if 
Hom(Df, R:) # (0). Thus the problem on commutative semigroups can be 
reduced to that on CCIF-semigroups. 
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The following lemmas are basic in this paper. 
LEMMA 1.1 [ 1, 2, 61. Zf S is an %-semigroup, Hom(S,R+) # 0. 
LEMMA 1.2 [I]. Let S be a commutative semigroup and Z an ideal of S. 
Every element of Hom(Z, RO,) is uniquely extended to an element of 
Hom(S, Rt). 
The last lemma was proved in Lemma 3.6 of [ 1, p. 4501 or in Theorem 4.1 
of [ 1, p. 453 ] without using cancellation, idempotent-freeness and 
subarchimedeaness. Also see Corollary 2.7 of 141. 
2. BASIC CHARACTERIZATIONS 
Let S be a CCIF-semigroup. S is called a positively partially ordered 
semigroup if S is a partially ordered set with respect to < and satisfies 
(1) a<bimpliesa+c<b+cforallcES. 
(2) a < a + b for all a, b E S. 
When a < b and a # b, we denote it by a < b. Since S is a CCIF-semigroup, 
(1) and (2) are equivalent to (1’) and (2’) below, respectively, 
(1’) a<bimpliesa+c<b+cforeverycES, 
(2’) a < a + b for all a, b E S. 
The order < is called reciprocal if 
a + b = c + d and a > c imply b < d. 
S is called naturally ordered if a < b implies b = a + x for some x E S. 
THEOREM 2.1. Let S be a CCIF-semigroup. The following are 
equivalent. 
(2.1.1) Hom(S, R,) f0. 
(2.1.2) S is an YI’-semigroup. 
(2.1.3) S is a positively reciprocally partially ordered semigroup and 
for every x, y, z E S with x > y, there is k E 2, such that ky + z < kx. 
Proof. (2.1.2) * (2.1.1). This is an immediate consequence of 
Lemma 1.1. 
(2.1.1) 3 (2.1.2). This was obtained by using the results in the more 
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general case [ 11. However, here is a direct proof. Let h E Hom(S, R +). 
Define V by 
It is easy to see that V is a CCIF-semigroup. We need to show 
archimedeaness of V. Let x --y, z - u E V. By assumption, h(x) - h(y) > 0, 
h(z) - h(u) > 0. Choose m E Z, such that m(h(x) - h(y)) > h(z) - h(u). 
Let u = mx + U, w = my + z. Then h(v) - h(w) > 0, hence u - w E V and 
m(x-y)=(z-u)+(v-w). 
Thus V is an %-semigroup and S can be embedded into V under 
a + (x + a) -x. Define i by 6(x - y) = h(x) - h(y). Then it is easy to see 
that h E Hom(V, R +) and L extends h. 
(2.1.2) * (2.1.3). Assume S is a subsemigroup of an YI-semigroup V, 
S 2 Vc Q(V) where Q(V) is the quotient group of V. 
Define an order & in V by 
a GV b if and only if b = a + c for some c E V’. 
As x+y#x for all x,yE V, we see <,, is a compatible positive partial 
order. Suppose x,y,z uE V, x+y=z+u and x>,,z. Then x=z+t for 
t E V, and z + t + y = z + u implies t + y = u by cancellation in V, hence 
y <V U. Thus & is reciprocal. Let Gs denote the restriction of & to S. Then 
Gs is still a compatible positive reciprocal partial order on S. Let x,y E S 
with x >s y; also let z E S. By definition x = y + u for some u E V. This u is 
uniquely determined in Q(V), so denote u = x -y. By archimedeaness of V 
there is k E Z, such that z + u = ku, u E V, or z <cJ ku, that is, 
z<,k(x-y), hence ky+z<,kx. 
(21.3) * (2.1.2). Assume S is a partially ordered semigroup with 
respect to Gs and satisfies (2.1.3). Let Q be the quotient group of S. Let N= 
{a -b E Q 1 a >s b}. N is a subsemigroup of Q. Then S G N and 0 B: N. By 
definition if a, b E S and a >s b, then a = b + t for some t E N. NOW we 
extend Gs to N. Define GN as follows: Let a - b, c - d E N. 
a-b>,,,c-difandonlyifa+d>,b+c. , 
Let a, -b, = aI -b,, c, -d, = cz -d,, that is, a, + b, = b, + a2, c, + d, = 
d, + ~2 which imply (a, + d,) + (b, + cZ) = (b, + c,) + (a2 + d,). If 
a, -b, >Nc, -d,, namely, a, + d, >s b, + c,, then, by reciprocity, 
b, + c2 <s a, + d,, hence a2 - b, >N c2 - d,. Thus >.N is well defined. It is 
easy to see that GN extends &. If a - b, c - d E N and a - b >N c - d, then 
a + d >s b + c, so a + d = b + c + t for some t E N, which yields a - b = 
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(c - d) + t. Thus N is naturally ordered with respect to >N. To show that N 
is an ‘Wemigroup, we need only show that N is archimedean. Let a - b, 
c - d E N, hence a >s b. By assumption, there is k E Z, such that 
kb + c cs ka <s ka + d. 
By definition c - d <*, k(a - b). Since >,v is natural, archimedeaness follows. 
Consequently S can be embedded into the %-semigroup N, and a <s b if and 
only if b = a + c for some c E N. 
According to Theorem 2.1 an !II-semigroup containing S is determined in 
two ways: one by h E Hom(S, R,), and the other by the partial order p on 
S. The YI-semigroup determined by the former is denoted by V,; the one 
determined by the latter is denoted by V,. Let V be the set of all !I- 
subsemigroups of Q(S) containing S, and 0 be the set of all partial orders 
on S satisfying condition (2.1.3). Then p + V, is a bijection of 0 to V, but 
h + Vh is a mapping of Hom(S, R +) onto V but never one-to-one. 
V, is called the h-quotient 9I-semigroup of S, and V, is called the p- 
quotient Rsemigroup of S. 
By a prime ideal I of a semigroup S we mean a nonempty ideal I of S 
such that S\Z is a subsemigroup of S. (S\Z could be empty.) A partially 
ordered commutative semigroup is called order-subarchimedean if there is 
a E S satisfying the following condition: For every x E S, there is m E Z, 
such that x < ma. 
THEOREM 2.2. Let S be a CCIF-semigroup. The following are 
equivalent. 
(2.2.1) Hom(S, R:) # (O}. 
(2.2.2) S has a prime ideal which is an !R7’-semigroup. 
(2.2.3) S can be embedded into an %-semigroup T such that 
Piv(T) f? S # lil. 
(2.2.4) S is a positively reciprocally partially ordered semigroup, and 
there is a E S satisfying the following condition: For every x, y E S with 
x > y, there is k E Z, such that 
x<y+ka. 
(2.2.5) S is a positively reciprocally partially ordered, order- 
subarchimedean semigroup. 
Proof. (2.2.1) * (2.2.2). Let 0 #fE Hom(S, Rt), and I = {x E S / 
f(x) > 0). Z is a prime ideal of S where Z could be equal to S; hencefl Z E 
Hom(Z, R +). By Theorem 2.1, Z is an ‘9I’-semigroup. 
(2.2.2) + (2.2.1). Assume Z is a prime ideal of S, and I is an ‘9I’- 
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semigroup. By Theorem 2.1, Hom(Z, R +) # 0; let h be its element. Then h 
can be uniquely extended to E E Hom(S, Rt) by Lemma 1.2. Obviously 6 is 
not zero. 
(2.2.1) + (2.2.3). Let h be a nonzero element of Hom(S, R:). Define 
U by 
U = {x --y E Q(S): h(x) > h(y), x,y E S}. 
It is easy to see that U is a CC-subsemigroup of Q(S). Pick a -b E U such 
that h(a) > h(b), a, b E S. For any x -y E U, choose m E Z, such that 
m(h(a) - h(b)) > h(x) - h(y). Let z = ma + y, u = mb + x. Then h(z) > h(u) 
and m(a - b) = (x - y) + (z - u). Hence U is a CCSA-semigroup and S can 
be embedded into U under x -+ (x + y) -y. We see Piv(U) = (a - b E U 1 
h(a) > h(b), a, b E S}. Let U= LJaEA U, be the greatest semilattice decom- 
position of U where d is an upper semilattice, namely, a </I if and only if 
a/? = /3; each U, is archimedean, in particular, we let U, = Piv(U); 0 is 
greatest in A. Let 
T= Piv(U) U u (S n U,). 
CtCA 
a#0 
Since Piv(U) is an ideal of T, T is an %-semigroup containing S, Piv(T) = 
Piv(U) and S n Piv(T) # 0. Moreover h can be extended to T. 
(2.2.3)* (2.2.1). By Lemma 1.1, Hom(T, RO,)# (0). Let h be its 
nonzero element. Then h 1 S # 0 since h 1 Piv(T) E Hom(Piv(T), R +). 
(2.2.3) 3 (2.2.4). Assume S satisfies (2.2.3): S s T, Piv(T) n S # 0. 
Define the orders GT and Gs in the same way as done for V and S in the 
proof of (2.1.2) * (2.1.3). Then Gs is a positive reciprocal compatible partial 
order on S. Let x,y E S with x >sy. Then x =y + u for some u E T. Since T 
is an ‘%semigroup, for every a E Piv(T)n S, there is k E Z, such that 
u + ZJ = ka for some u E T, that is, u <r ka; therefore x <sy + ka. 
(2.2.4) + (2.2.3). T is defined as N was defined in the proof of 
(2.1.3) + (2.1.2). We need only to show that T is subarchimedean. For every 
u E T, u = x - y for some x,y E S such that x > y. By assumption, 
x<y+kaforsomekEZ+. There is u E T such that y + ka =x + u, hence 
ku = 2) + u. This proves the subarchimedeaness of T. 
(2.2.4) * (2.2.5). T is defined as mentioned. The order Gs is extended 
to the positive natural partial order GT. For all x,y E S, x + y >s y by 
positiveness. By assumption, there is k E Z, such that x + y <, y + ka, 
whence y + ka = x + y + u for some u E T. Then we have ka = x + u, hence 
x<,ka or x<,ka. 
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(2.2.5) * (2.2.4). This is immediate by positiveness. For every 
x,yESwithx>,y,thereiskEZ+ suchthatx<,ka<,y$ka. 
Next we consider the relation between Hom(S, RO,) # (0) 
(Hom(S,R+)#@] and Hom(Z,Rl)# (0) [Hom(Z,R+)f@] for idealsZof 
s. 
PROPOSITION 2.3. Let S be a CCIF-semigroup. Then Hom(S, R:) # (0) 
if and only if Hom(Z, Rt) # (0) for all (equivalently, some) proper ideals Z 
of s. 
Proof: Let h E Hom(S, R”+) and h # 0. Let Z be an ideal of S. We can 
see that h 1 Z E Hom(Z, RO,) and h 1 I# 0. The converse is obtained by 
Lemma 1.2. 
Let .3 be the lattice of all ideals of a CCIF-semigroup S with respect to 
inclusion, and ,;F” the set of ideals Z of S satisfying Hom(Z, Rt) # (0). By 
Proposition 2.3, either 3 = 0 or G?@ = 7. Let Y be the set of ideals Z of S 
which satisfy Hom(Z, R +) # 0. 
To find a condition for Hom(S, R +) # 0, we can assume Hom(S, Rt) # 
{O}, hence we assume T # 0 without loss of generality. 
LEMMA 2.4. Let S be a CCIF-semigroup such that Hom(S, R:) # (0). 
Then 7. # pi and 7’ is a sublattice of Y. 
Proof. Let h E Hom(S, Rt), h # 0. If Z is defined by Z= (x E S ( 
h(x) > 0}, then Z E Y. Hence 9” # 0. Let I,, I, E 7^ and hi E Hom(Z,, R +) 
(i = 1,2). Now hi can be extended to hi E Hom(S, Rt) (i = 1,2). Then 
(6, + 6,) / (I, u I,) E Hom(Z, u I,, R +). Obviously I, f7 I, # 0 and 
4 I (4 n 4) E Hom(Z, n 4, R + 1. 
Let X be a set, and L a set of subsets L of X. L is said to satisfy Zorn’s 
condition if every ascending chain of elements of L, 
IL, I r E 21, L,E L Lt, cLl2 if C,<t,, 
has an upper bound in L. We say L covers S if, for every a E S, there is 
L E L such that a E L. 
PROPOSITION 2.5. Let S be a CCIF-semigroup, T # 0. The following 
are equivalent. 
(2.5.1) S E F”. 
(2.5.2) F satisfies Zorn’s condition and Y covers S. 
(2.5.3) r is an ideal of 7 with respect to set union. 
Proof: (2.5.1) * (2.5.3), (2.5.3) => (2.5.1) and (2.5.1) = (2.5.2) are 
481/16/1-3 
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obvious. We prove (2.5.2) + (2.5.1). Assume (25.2). By Zorn’s lemma, Y 
has a maximal element, say I,. Suppose S # I, and let b E S/ZO. As 7’ 
covers S, there is J E T such that b E J. By Lemma 2.4, I, U J E Y but 
Z,f I, U .Z. This contradicts the maximality of I,. Therefore S = I,, thus 
SET. 
The following is an immediate consequence of Lemma 2.4. 
COROLLARY 2.6. Let S be a CCIF-semigroup, T‘# 0. Zf S is the set 
union of a finite number of proper ideals Z , ,..., Zk of S, then the following are 
equivalent. 
(2.6.1) S E T. 
(2.6.2) 3\{S) c F. 
(2.6.3) Z,,Z, ,..., I, E T. 
A commutative semigroup S is called finitely factorizable if S is the set 
union of a finite number of proper ideals of S, equivalently, the set union of 
two proper ideals of S. 
Let S= lJasr S, be the greatest semilattice decomposition of S, namely, 
Z is the greatest semilattice homomorphic image of S. Z is assumed to be an 
upper semilattice. (See its definition in the proof (2.2.1) * (2.2.3).) Let 
f: S + Z be the greatest semilattice homomorphism of S onto Z. 
Let Z be an ideal of S. If there is a homomorphism g of Z onto Z such that 
g = fz where I is the inclusion mapping of Z into S, then we say that Z is an 
ideal of S having Z in common with S. (g is necessarily the greatest 
semilattice homomorphism of I.) 
COROLLARY 2.7. Let S be a CCIF-semigroup, Y # 0. Zf S has a proper 
ideal I, having Z in common with S, then the following are equivalent: 
(2.7.1) SE Y, 
(2.7.2) I, E T, 
(2.7.3) J’\(S) c P-. 
Zf S has no proper ideal having Z in common with S, then Z is finitely 
factorizable tf and only tf S is finitely factorizable. In this case Corollary 2.6 
holds. 
For example, if Z has a least element, S has a proper ideal having Z in 
common with S. If Z has a minimal element which is not least, S is finitely 
factorizable. 
Problem 2.8. Is there an example of a CCIF-semigroup S such that 
J’\(S} E Y but Hom(S,Rt) = {O)? 
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Remark 2.9. In Theorem 2.1, condition “CCIF” on S can be replaced 
by “CC” because (2.1.1) or (2.1.3) implies that S has no idempotent. In 
Theorem 2.2, we assume S is a CC-semigroup. Then, (2.2.2) needs no 
change. In (2.2.3), add “S is not a group” and replace “9-semigroup T’ by 
“CCSAsemigroup T.” Let S, denote the group-free homomorphic image of 
a CC-semigroup S, namely, S, = g2(S). (See Section 1.) In (2.2.4) and 
(2.2.5), each “S” is replaced by “Sz,” and “positively” should be replaced 
by “O-positively” which is defined as follows: 
A partial order ,< is O-positive if x < x + y for all x, y E S, but 
y # 0. 
In Lemma 2.4, Propositions 2.3 and 2.5 and Corollary 2.6, “CCIF” can be 
replaced by “CC.” Only the modified (2.2.3) is stated below as it will be 
used later. 
THEOREM 2.2’. Let S be a CC-semigroup. Hom(S, Rt) # (0) if and 
only if S is not a group and can be embedded into a CCSA-semigroup T 
such that Piv(7) n S f 0. 
3. .%CONDITION 
DEFINITION 3.1. A CC-semigroup S is said to satisfy .!&condition if 
(3.1.1)’ for every a, b E S, there is n E Z, such that 
lnblfla for all 1 E Z, , 
wherexlymeansx+z=yforsomezES. 
If S satisfies &?-condition, S is necessarily idempotent-free. Condition 
(3.1.1) is equivalent o each of the following: 
(3.1.2) For every a, b E S, there is M E R + such that kbljma for all 
mEZ+ and kEZ+ with k>mM. 
(3.1.3) For every a, b E S, Ys(a, b) = {k/m: kb 1 ma, a E b t S, 
m E Z, , k E Zt } is bounded, that is, the least upper bound depends on only 
a and b. If kb%ma for all k, m E Z,, Ys(a, b) = 0. The empty set is also 
understood to be bounded. 
Immediately we have 
’ Condition (3.1.1) is equivalent to condition (*) in [3] although the definition of 1 is 
slightly different. 
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LEMMA 3.2. Let S be a CCIF-semigroup. If Hom(S, R +) # 0, then S 
satisfies .59-condition. 
In 131 Kobayashi showed that a CC-semigroup S of finite rank satisfies 
.9condition if and only if Hom(S, R +) # 0; also he showed the condition is 
not sufficient if S is of infinite rank. In this section we discuss to what extent 
.8condition is effective. The terminology “.9-condition” was defined for a 
pair of a subsemigroup and a homomorphism in [4], but it is reasonable to 
use the same one here because of Lemma 3.3 below. 
Let us start with a simple special case. Let S = S, U [p] denote an ‘% 
semigroup such that S, = Piv(S) and Ip] is the infinite cyclic semigroup 
generated by p, S, f? [p] = 0. 
LEMMA 3.3. Let S = S, U [ p]. The following are equivalent. 
(3.3.1) Hom(S, R +) # 0. 
(3.3.2) For any a E S, there is ME R, such that kplfma for all 
m E Z, and k E Z, with k > mM. (A4 depends on only a and p.) 
(3.3.3) S satisfies .%+-condition. 
Proof. (3.3.2) implies .?s(a, b) is bounded if a E S, and b E S,. If 
a, b E S,, .Ys&a, b) has an upper bound M by Lemma 3.2, and then we see 
2M is an upper bound of .Ys(a, b). If a, b E S,, use Lemma 3.2. Thus (3.3.2) 
is equivalent to (3.3.3). Now (3.3.2) is restated as follows: 
(3.3.2’) For any a E S, there is M E R + such that for every m E Z, , 
i,j E Z, , ip ljp + ma implies i -j < mM. 
Define h: (p] + Z, by h(ip) = i. The above is nothing but ‘?&condition” in 
[4] which is necessary and sufficient in order that h be extended to the filter 
closure &) in S. w) contains [a] and [p]. (See [4].) We see that 
S, n m is the filter in S,, but S, n @j = S, since S, is archimedean, 
and that Hom(S, R,) # 0 if and only if h can be extended to S. Thus the 
lemma has been proved. 
Remark 3.3’. Note that (3.3.2) is required to hold for any one a E S,, 
that is, if it holds for one a E S,, then it also holds for any other b E S,. 
Also “any a E S, ” in (3.3.2) can be replaced by “any a E S.” Let a = i,p, 
i,EZ+. Then M is given by M = i,. 
Let G be an abelian group and Ed: G --) R + be a defining function on G. 
(See [7].) Given G and q, define 
and 
(G; (0) = {(x + v(a), a) I x E Zo, , a E GJ 
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Then (G; q) is an Wemigroup and every %semigroup is faithfully 
represented in this manner. (See [7].) Assume S, = (G; q). As seen in [S], 
the translation semigroup /1(S,) of S, is expressed as follows: 
/i(S,) = {[m, a] / m E zo, 3 a E G, m + 9(a) + 9(r) - 9(a + r) > 1 for all 
(EGJ 
whose operation is defined by Im, a\ + [n, /I] = jrn + n + &a) + q(p) - 
u?(a+P)- I,a+Pl. A@,) is understood as a subsemigroup of the quotient 
group Q(h) of So, 
lx, r1 + Iv, Irl = Ix fY + P(r) + rp(v) - dr + v) - 13 r + VI. 
The embedding of S, into Q(s,,) is defined by (x, r) + [x + 1, <I. As a tran- 
slation, [m, a] maps (x, 5) of S, to (x, C)[m, a] = (x + m + p(r) + p(a) - 
9it + a) - 1, t + a> or lx + 1, tl + I m, a] = Ix + m + 9(t) + 9(a) - 9(t + a), 
r + a]. Accordingly Im, a] is inner if and only if m > 1; [m, a] is in the 
permutation translation group .5 (S,) if and only if [m, a] is onto, 
equivalently, m = 0 and 9(a) + 9(c) - 9(a + <) = 1 for all r E G. Y(S,,) 
denotes the archimedean component of A(S,) which contains inner tran- 
slations of S,. By a middle component we mean an archimedean component 
of /1(S,) other than Y(S,) and ,Y(S,). Proposition 3.6 will find a necessary 
and sufficient condition in terms of defining functions in order that 
Hom(S, U [p], R +) # 0. First, the following lemma is immediately 
obtained. 
LEMMA 3.4 18 I. A translation (m, a] is in a middle component of A(S,) 
if and only if m = 0 and 
(3.4.1) 9(a) + 9(r) - 9(a + <) > 1 for all r E G, 
(3.4.2) 9(a) + 9(q) - 9(a + v) > 2 for some v E G, 
and 
(3.4.3) k9(a) - 9(ka) = k - 1 for all k E Z, . 
If (m, al C$ Y(S,), then m = 0 and (3.4.3) holds. 
LEMMA 3.5. Let S, = (G; 9). 
(3.5.1) Zf [m, a] & Y(S,), then m = 0 and 9(a) > 1. 
(3.5.2) If [m, a] E .F’(S,), then m = 0 and 9(a) = 1. 
Proof. (3.5.1) By (3.4.3), 0 < 9(ka)/k = 9(a) - 1 + l/k for all k E Z, , 
hence 9(a) > 1. 
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(3.52) By (3.5.1), m = 0 and ~(a) 2 1, but also [0, -a] E ,%(S,,), and 
~(a) + &-a) = 2 by the remark preceding Lemma 3.4. Since &a) > 1, we 
have ~(a) = ~(-a) = 1. 
Return to S = S, U [p]. Given S,, S is determined by a [n, a] E A(S,) 
corresponding to p. We identify p with [n, a], denoted by p = [n, a]. Two 
defining functions p and v on G are called equivalent if p(a) + VP) - 
p(a + P) = w(a) + w(/3> - w(a + P) for all a, P E G. 
PROPOSITION 3.6. Let S, = (G; rp), S = S, U [p] andp = [n, a] E A(S,). 
Then the following are equivalent: 
(3.6.1) Hom(S, R +) # 0. 
(3.6.2) n = 0 and [0, a] ties in a middle component of A(S,) and there 
is a defining function w on G which is equivalent o ~1 such that w(a) > 1. 
(3.6.3) n = 0 and [0, a] is in a middle component of A(S,) such that if 
p(a) = 1, the set {k/m ] p(-ka) < m + 1 < CJI(-(k + l)a)} is bounded. 
Proof: (3.6.1) + (3.6.2). Obviously [n, a] is never in v(S,), hence 
n = 0. Suppose p = [0, a] E Y(S,,). Then every power k . p is an onto 
mapping. For every k E Z, , every x E S,, there is y, E S, such that 
y,+k.p=x. If hEHom(S,R+), k.h(p)<h(x) for all kEZ+. This is 
impossible. Consequently A(S,) has a middle component and p = [0, a] lies 
in it. As seen in [ 71 every element h E Hom(S,, R +) has the form h(x, <) = 
r-(x + p(t) + f(Q) for some r E R + and some f E Hom(G, R) such that 
q(r) + f (<) > 0 for all < E G. Now, for all (x, <) E S,, 
h((x, t>[O, al> = r. (x + v(l) + v(a) +f(t + a) - 1). 
In order that h(x, 6) < h((x, <)[O, a]), it must hold that 
(p(a) + f (a) - 1 > 0. 
w(r) = p(c) + f (0 is the desired one. 
(3.6.2) 3 (3.6.1). Assume (3.6.2). Let h E Hom(S,, R,) be associated 
with I,V, and h be the extension of h to S: LE Hom(S, Rt) by Lemma 1.2. 
By assumption, we see h(x, c) < h((x, <)[O, a]) for all (x, <) E S,, hence h 
takes positive values on [p]. Thus hE Hom(S, R +). 
(3.6.1) o (3.6.3). Pick [ l,O] E S,. By Lemma 3.3, Hom(S, R,) # 0 
if and only if the set {k/m: k[O, a] 1 m[ l,O]} is bounded. (See Remark 3.3’ 
and (3.1.3).) For each m E Z,, let k be the maximum satisfying k[O, a] 1 
m[ 1, 01. After computation, we have 
k(rp(a)- l)+cp(-ka)- 1 <m < (k+ l>(co(a>- l)+rp(-(k+ l)a>- 1 
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and (k/m)(rp(cz) - 1) ( (m + 1)/m < 2. However q(a) > 1 by Lemma 3.5. In 
case rp(a) - 1 > 0, it follows that k/m < 2/(q(a) - 1). We need to consider 
only the case cp(a) = 1, but again, Lemma 3.3 gives the conclusion. 
Next consider a more general case. Assume S is a CCIF-semigroup which 
is the disjoint union of two !X-semigroups S, and S, such that S, is an ideal 
of S. We denote S by S = S,U S,. S, U [p] is a subsemigroup of S if 
PE S,. 
LEMMA 3.1. Let S = S, U S,. The following are equivalent. 
(3.7.1) Hom(S, R +) # 0. 
(3.7.2) Hom(S, U [p], R +) # 0 for some p E S, , equivalently for all 
PES,. 
(3.7.3) S satisfies s-condition. 
ProoJ We need prove only that if (3.7.2) holds for some p E S,, then 
(3.7.1) holds. The other parts are obvious by Lemma 3.2. Let 
hEHom(S,U [p],R+). S ince S, is an ideal of S, h’ = h ( S, is uniquely 
extended to i E Hom(S, RO, ) but, since h(a + p) > h(a) for a E S,, we have 
h(p) = h’(a t-p) - h’(a) = h(a +p) - h(a) = h(p), hence h= h on S, U [p], 
where p E S,. However, as S, is an ‘%-semigroup, 6 must take positive 
values on all elements of S,. Hence hE Hom(S, R +). 
Let S be a CCIF-semigroup and S = UaEr S, be the greatest semilattice 
decomposition of S. r is assumed to be an upper semilattice. 
r is called finitely bounded if r has the greatest element 0, namely, a < 0 
for all a E r and there is a finite number of elements /3, ,..., /3, of r such that 
pi z$ pj, i fj, if s > 1, and for each a E r, pi < a for some i, 1 < i < s. Then p 
is minimal in r if and only if p = pi, 1 < i < s. 
THEOREM 3.8. Let S be a CCIF-semigroup and S = UnEl. S,. Assume 
that T is finitely bounded. Then Hom(S, R +) # 0 if and only if S satisfies 
d-condition. 
Prooj Necessity is obvious by Lemma 3.2. So we need to show only 
sufficiency. 
Sufficiency. Let p, ,..., p, be all the minimal elements of r. Since S, U S,, 
satisfies .%-condition by the assumption, Lemma 3.7 implies 
Hom(S, U SDi, R +) # 0 for each i, 1 < i < s. Let hi be its element for each i. 
Then-hi ] S, is uniquely extended to Ei E Hom(S, Rt) by Lemma 1.2, and we 
get hi ] (S,U S,i> = hi for each i, as seen in the proof of Lemma 3.7: 
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furthermore Ki takes positive values on S, for all a >/Ii. Define i; by 6= 
IT, + . ..+~s.LetxES.xES,foryEr.ThereisPisuchthatPi~y.Then 
h(x) = K,(x) + . . * + hi(X) + . . . + rqx) > 0; 
therefore h E Hom(S, R +). 
According to the Example in 131, Theorem 3.8 can no longer be extended 
to the case where Z is a chain, JZJ = No, bounded below, but not bounded 
above. 
Let S be a CCIF-semigroup. Let 9Jl denote the set of subsemigroups M of 
S satisfying .%-condition, and .Y the set of subsemigroups M of S satisfying 
Hom(M,R+)#0. 
THEOREM 3.9. Let S be a CCIF-semigroup, ? 1 # 0. The following are 
equivalent. 
(3.9.1) s E ,v. 
(3.9.2) W satisfies Zorn’s condition and 7. is cojinal in VI, that is, for 
every ME YII, there is an Z E Y such that M c I. 
(3.9.3) 7’ satisfies Zorn’s condition and S E 1131. 
Proof. It is obvious that (3.9.1) implies (3.9.2) and (3.9.3). 
(3.9.2) 3 (3.9.1). First note that !IJl # 0 and YJl covers S. In fact, for 
every a E S, the cyclic subsemigroup generated by a belongs to 9X. For each 
a E S, let 9Jln, be the set of elements M of W such that a E M. Obviously !JJIm, 
also satisfies Zorn’s condition. By Zorn’s lemma, 9Jl has a maximal element, 
say M,. By assumption, there is J E Y c %Jl such that M, s J. But, by 
maximality of M,, in ‘!lJl, we have J = M,; thus M, E ? . . Suppose S # M,, 
let b E S\M,. By the remark above, IIJZ, satisfies Zorn’s condition, hence 9Jlmb 
has a maximal element K,, which is also maximal in W. As shown just 
above, we see K, E 7 -, then, by Lemma 2.4, M, UK, E Y?‘. c 9Jl. But 
M, UK, properly contains M,. This contradicts maximality of M, in 9Jl. 
Therefore S = MO, namely, S E ,Y. 
(3.9.3) + (3.9.1). By Zorn’s lemma, 7. has a maximal element, 
denoted by I,,. Let h, E Hom(Z,, R,). h, can be uniquely extended to 
h E Hom(S, Rt), h # 0 in S. By Theorem 2.2, S can be embedded into an 
%semigroup T by means of h such that Piv(T) n S # 0 and h is extended to 
T. Obviously I,, is a prime ideal of S, and I, 2 Piv(T). (See the proof of 
(2.2.1) =s- (2.2.3).) Let S = lJner S, be the greatest semilattice decom- 
position. Recall Z is an upper semilattice. Suppose S # I,. We can assume 
that there is an archimedean component S, of S, at the same time, an 
archimedean component of T, such that S, nPiv(7’) = 0. Now, there is 
PE Z such that a </I and S, c S n Piv(T). By assumption, SE !JJl, but it 
implies S, U S, E 9Jl, then S, U S, E ,sC by Lemma 3.7. Choose a E S, and 
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p E S,. Since S, u [p] E ,Y, condition (3.3.2) holds for a E S, and p E S, 
by Lemma 3.3, and then Piv(T) U [p] E .Y again by Lemma 3.3, namely, by 
(3.3.2) * (3.3.1). (Also see Remark 3.3’.) Next, by Lemma 3.7, we have 
Piv(7) U S, E %Y’, hence I, U S, E ;Y’. Let h E Hom(l,, U S,, R +), and J be 
the ideal of S generated by I, U S,. Then h 1 I,, is extended to 
hEHom(S,RO,)suchthat~=honZ,US,andh/JEHom(J,R+),JEr’. 
This contradicts maximality of I,. Therefore S = I,, namely, S E Y. 
Consider the following condition on CCIF-semigroup S: 
fi (na + S) =0 for all a E S. (3.10) 
II=, 
.&condition implies (3.10). By 131, (3.10) does not necessarily imply 
Hom(S, R +) # 0. 
Problem 3.11. What relation is there between (3.10) and .&condition? 
4. STRUCTURE CC-SEMIGROUPS 
Let S be a CCIF-semigroup, and let a E Q(S) where Q(S) is the quotient 
group of S. We define pa on S by 
xp,yifandonlyifma+x=na+yforsomem,nEZ,. 
Then p. is a congruence on S and S/p, is a CC-semigroup. Let C, = S/p,. 
In fact p, is the restriction to S of the congruence of Q(S) determined by the 
subgroup [a] generated by a. C, is a subsemigroup of Q(S)/[a 1. If 
S n [a] = 0, C, is a CCIF-semigroup; if S f’ [a] # 0, C, is a CCI- 
semigroup. C, is called the structure CC-semigroup of S relative to a 
standard element a. 
Fact 4.1 [ I]. Let S be a CCIF-semigroup. The following are equivalent. 
(4.1.1) S is an %-semigroup. 
(4.1.2) C, is a group for some a E S. 
(4.1.3) C, is a CCSAI-semigroup for all a E S. 
(4.1.4) C, is a CCSA-semigroup for all a E Q(S). 
Fact 4.2 ] 1, 51. Let S be a CCIF-semigroup. The following are 
equivalent. 
(4.2.1) S is an !I-semigroup. 
(4.2.2) C, is a group for all a E S. 
(4.2.3) C, is a group or Gemigroup for all a E Q(S). 
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To what extent can we characterize S with Hom(S, Rt)# (0} or 
Hom(S, R +) # 0 in terms of structure CC-semigroups? 
THEOREM 4.3. Let S be a CCIF-semigroup. Hom(S, Rt) # (0) if and 
only if, for every a E S (equivalently every a E Q(S)), either 
(4.3.1) C, is a group, 
or 
(4.3.2) Hom(C,, Rt) # {O}. 
Proof. Assume Hom(S,Rt) # (0). By Theorem 2.2, S is a 
subsemigroup of an %subsemigroup T of Q(S) such that S n Piv(7) # 0. 
Let a E Q(S). T/p, is a CCSA-semigroup by (4.1), and C, is a CC- 
subsemigroup of T/p,. Since Piv(T) is homomorphic into Piv(Tlp,) under 
the natural homomorphism T-+ T/p,, we have C, n Piv(Tlp,) # 0. If S is 
an %-semigroup and if a E Piv(7’) n S, then C, is a group by [ 11. Otherwise 
C, is a CC-semigroup but not a group. Then Hom(C,, Rt) # (0) by the 
above remark and Theorem 2.2’ for CC-semigroups. Conversely, assume 
(4.3.1). Then we see [a] nS # 0 and S is an ai-semigroup, hence 
Hom(S, Rt) # {O) by [l]. In case (4.3.2), IetfE Hom(C,, RO,),f# 0; and 
let g: S -+ C, be the natural homomorphism. Then fg E Hom(S, RO, ), fg # 0. 
In parallel with Theorem 4.3, we have 
THEOREM 4.4. Let S be II CCIF-semigroup. Hom(S, R,) # 0 if and 
only if either S is isomorphic to a subsemigroup of R + or Hom(C,, R +) # 0 
for some a E Q(S). 
Proof: Assume Hom(S, R + ) # 0. By Theorem 2.1, S is a subsemigroup 
of an R-semigroup V and Vc Q(S). Let x E Q(S) and x # 0 (not identity of 
Q(S)), and let [x] be the cyclic subgroup of Q(S) generated by X. If 
[x] n V# 0 for all nonidentity x E Q(S), then V is an irreducible %- 
semigroup, hence V is isomorphic to a subsemigroup of R + . (See [ 61.) Then 
S is isomorphic to a subsemigroup of R + . Assume [a] n V = 0 for some 
a E Q(S). By [S], V/p, is an ‘%semigroup and C, = S/p, is a subsemigroup 
of v/p,; therefore Hom(C,, R +) # 0 by Theorem 2.1. The converse is 
obvious. 
Theorem 4.4 suggests us something to be investigated. As seen in 
Theorem 2.1, V is associated with h E Hom(S, R +). Assume h is not one-to- 
one. It is necessary that the a in the theorem has the form a = b -c, 
b, c E S, such that h(b) = h(c). If S is of finite rank in the sense of [3], 
equivalently, of [ 11, the rank of C, is one less than the rank of S. Let 
s = Uner s, and C,= USEra T* be the greatest semilattice decompositions 
of S and C, respectively. r and r, are assumed to be upper semilattices. If 
Irl < co, can we choose b,c E S such that Ir,l < Ir( where a = b -c? 
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Assume C, is not a group. Let C,* denote the ideal of C, consisting of 
nonunit elements of C,. 
Problem 4.5. If a E S, what relation is there between Hom(S, R +) # 0 
and Hom(C,*, R +) # 0? 
Finally we add the following proposition which is an immediate conse- 
quence of [ 11. The condition is characterized by a defining function cp and a 
homomorphism of C, into R, and it is frequently useful for constructing 
examples. 
According to [ 11, if Hom(S, RO, ) # (O}, S is isomorphic to the semigroup 
(C; q) defined by 
(C;(D) = {(x + Ip(a), a> I x E zo, > 01 E Cl, 
where C is a CCI-semigroup, a, is a defining function, namely, p: C + R 
satisfying 
q(O) = 1, 
for all a,B E C. 
PROPOSITION 4.6. Let s = (C; $!I). Then Hom(S,R+)fO 
[Hom(S, Rt) # {0}] if and only if there is fE Hom(C, R) such that 
P(C) +f(t7 > 0 for all t E C [p(t) +f(l) > 0 for all < E C, or 
Hom(C, R:) # {O}]. 
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