This paper deals with the splitting method first introduced in rare event analysis. In this technique, the sample paths are split into R multiple copies at various stages to speed up simulation. Given the cost, the optimization of the algorithm suggests to take all the transition probabilities equal; nevertheless, in practice, these quantities are unknown. In this paper, we present an algorithm in two steps that copes with that problem.
Introduction
The study of rare events is an important area in the analysis and prediction of major In this technique, we suppose there exists some well identifiable intermediate system states that are visited much more often than the target states themselves and behave as gateway states to reach the rare event. Thus we consider a decreasing sequence of events L i leading to the rare event L:
Then P(L) is given by
where on the right hand side, each conditioning event is "not rare". For the applications we have in mind, these conditional probabilities are in general not available explicitly.
Instead we know how to make evolve the particles from level L i to the next level L i+1 (e.g. Markovian behavior).
The principle of the algorithm is at first to run simultaneously several particles starting from the level L i ; after a while, some of them have evolved "badly", the other have evolved "well" i.e. have succeeded in reaching the threshold L i+1 . Then "bad"
particles are moved to the position of the "good" ones and so on until L is reached. In such a way, the more promising particles are favoured; unfortunately that algorithm is hard to analyse directly because of the interaction introduced between particles and may be difficult to apply. Examples of this class of algorithms can be found in [?] with the "go with the winners" scheme, in [?, ?] An unbiased estimator of P(L) is given by the quantity
where N L is the total number of trajectories having reached the set L. Considering that this algorithm is represented by N independent Galton-Watson branching processes (Z n ) n , as done in [?] , the variance of P can be then derived and depends on the probability transitions and on the mean numbers (m i ) of particles successes at each level. Lead by the heuristic presented in [?, ?], an optimal algorithm is derived by minimizing the variance of the estimator for a given budget (computational cost), defined as the expected number of trials generated during the simulation, where each trial is weighted by a cost function.
The optimization of the algorithm [?] suggests to take all the transition probabilities equal to a constant P 0 and the numbers of splitting equal to the inverse of this constant.
We then deduce the number of thresholds M and finally N is given by the cost.
This result is not surprising since it means that the branching processes are critical Galton-Watson processes. In other words, optimal values are chosen in such a way to balance the loss of variance from too little splitting and the exponential growth in computational effort from too much splitting.
Some pratical problems arises while applying the optimal algorithm in concrete models issued from reality. First, the optimal splitting number can be non integer.
In [?], the author proposes three algorithms to face this problem. Then, for the applications we have in mind, the thresholds L i are fixed but the conditional probabilities are unknown as said before (instead we know how to make evolve the particles from We propose here an algorithm in two phases based on the branching splitting model:
the first one is a learning phase in which we sample ρ N particles. The algorithm proceeds as in the classical branching splitting method with splitting numbers (R 0 i ) i=1···M chosen arbitrarly at the beginning. In the second phase, we run N −ρ N particles that we make evolve as in the first phase but with splitting numbers estimators of the optimal splitting numbers (R i ) i=1···M ; the estimators being obtained during the first learning phase and following the optimal rule given in [?] . Since the complexity of the formulas, we will simply lead an asymptotic study when the cost C goes to infinity. Assuming the transition probabilities lie in a compact implies that the cost by particle is bounded below and above which allows us to lead the survey when N goes to infinity. A precise analysis shows that we shall dedicate asymptotically μ s C 2/3 particles to the learning phase and C/C opt − μ s C 2/3 to the second phase, where C opt is a constant defined in Section 4.1 and μ s is derived by the optimization of the algorithm; i.e. assuming that the number of particles generated during the learning phase behaves like μ α (C)C 1−α , we shall take α = 1/3. Moreover, we note that N is linear in C, and so dedicating μ s C 2/3 particles to the first phase amounts to dedicate it λ s N 2/3 particles, for some
The paper is organized as follows. Sections 2 recalls quickly the general settings and first results of the branching splitting model. We present, in Section 3, some useful analytical results. In section 4, we study the two-step branching splitting model and derive optimal parameters. Section 5 implements the two-step algorithm on an approximate Ornstein-Uhlenbeck process. Finally in Section 6, we conclude and discuss the merits of this approach and potential directions for further researches.
Previous results and general settings

Optimal branching splitting model
As said in the Introduction and following [?], we consider N independent GaltonWatson branching processes (Z
n is the number of particles derived from the i-th particle (Z (i) 0 =1) that have reached the level L n . Then, letting R i the sampling number at level i,
To lighten notation, we will consider only the case N = 1 in the following, i.e. we will consider the process (Z n ) n≥0 with Z 0 = 1. We have the following relation
where for each n, the random variables (X Let introduce the following quantities
where r i represent the weight of a praticle having reached L i , p i the probability to reach L i starting from 0 and m i the mean number of offsprings of an individual at i-th generation. Integrating N , the variance of P is given by (see [?] for details)
In [?], the three steps minimization of the variance of P(L) for a given budget C defined as the mean number of particles generated during the simulation
r i p i (6) leads to the optimal parameters of the algorithm: first we derive the optimal N and the optimal splitting numbers R i , then the optimal transition probabilities P i and finally the optimal number M of thresholds. In the case where the transition probabilities are fixed, the first step of the optimization leads to
Using these relations, the variance has the following expression 
and introduce the following notation
Remark 2.1. Moreover, the analytical complexity of the calculation prevents us to make a precise analysis and we are lead to derive only asymptotic results when the cost C goes to infinity. But the fact that the P i 's lie in the compact [a, b] ⊂]0, 1[ implies that the ratio C/N is bounded above and below allowing us to make the asymptotic study while N goes to infinity. Note also that the total number of particles is in reality a random variable: in practice, a given budget is fixed at the beginning and we sample particles until the budget is consumed; hence the randomness of N .
We propose here an algorithm in two phases: the first one is a learning phase in which the splitting numbers are (R 
This substitution have the convenient consequence to prevent us from any premature stop of the algorithm. Without this assumption, the possibility of the particle dying remains that can be controlled probabilistically (see Section 3). After a premature stop of the algorithm, one can start a new simulation. Nevertheless, one must take into account the cost induced by this first aborted phase since we work for a given fixed effort. Now let for all i = 1 · · · M ,
, they represent the splitting numbers of the second phase.
Phase 2 : We sample N − ρ N particles. The particles having reached L 1 are split into R 1 subtrials that we make evolve from L 1 . The particles having reached L 2 are split into R 2 subtrials that we make evolve from L 2 · · · And so on until L is reached.
of P i that we change into
In the following, the truncated estimators will be denoted with a tilde ∼ and the others with a hat ∧.
Assumptions:
1. A first analytical survey leads us to restrict ourselves to the case when 
2. Moreover, as said in Remark 2.1, the calculation being too complex to make a precise analysis, we will lead an asymptotic study when the cost C (and so when N ) goes to infinity. We aim at optimizing the algorithm in the parameters. After analysis, we prove that the optimum is attained when
More precisely, to have a better understanding on what happens and to clarify the analysis, we restrict ourselves to the case where ρ N is asymptotically of the form λN 1−α with λ depending on N and we aim at optimizing the algorithm in α, N and λ. Then we prove that the optimum is attained for α = 1/3: indeed,
Notation: Let
and
and we note, in the following, E k for E (•|F k ) and var k for var (•|F k ).
Estimators of the P i 's
To exploit all the information given during the simulation, we use both algorithms to estimate the transition probabilities: P i+1 is estimated by the fraction of successful particles in each generation in phase 1 and in phase 2. More
It corresponds to the minimal variance estimator among the estimators linear com-
Finally, P(L) is estimated by the product of these fractions:
and noting that
we have the following result
Mathematical tools
In this section, we present the technical tools used for the rest of the analysis: we
give two results concerning the truncated estimators used during the algorithm. First a precise bound of the truncation probabilities of a sum of i.i.d. Bernoulli random variables is presented; then we state a result on the expectation of truncated estimators.
Lemma 3.1. Let P a random variable having the following expression
where Ber i are i.i.d. Bernoulli random variables with parameter P .
First, letting l(x) = log
x , we have
As a consequence,
The proof of this technical lemma is postponed to Appendix A. One can easily generalize these results to the functions of two variables by duplication.
Asymptotic optimal algorithm
Asymptotic expressions for the cost and the variance
In this section, we want to derive the optimal algorithm by minimizing the variance of the estimator for a given simulation cost. As mentioned in Remark 2.1, we will lead an asymptotic survey while N goes to infinity and derive an asymptotic optimal algorithm by minimizing the variance for a given budget. First, we give asymptotic expressions for the cost and the variance; then we deduce an asymptotic optimal algorithm and we end the section explaining how to proceed practically.
Thus, we first need to derive asymptotic expressions of the (average) simulation cost and the variance of the estimator. An accurate analysis of the optimization problem shows that we must do an asymptotic expansion at the second order for the learning phase (i.e. at the second order in ρ N ) while we simply need the first order for the second phase (i.e. at the first order in N − ρ N i.e. N ). The proofs of the two following theorems being technical and complex are postponed to Appendix B and C.
Assuming that asymptotically, ρ N as the form λN 1−α as said previously, the (average) cost (which is defined as the mean number of particles generated during the simulation as done in Section 2) is given by
Remember that we aim at deriving the expression of the cost as the given budget goes to infinity. We remark that
, the right hand side is bounded above and below; as a consequence, we can verify that as announced in the Introduction,
and C is linear in N . Now using repeatedly Lemma 3.1, we derive Theorem 4.1.
and C opt the (average) particle-cost generated in the optimal model, given by
Using the notation introduced previously, the variance of the estimator is given by Theorem 4.2.
and V opt the renormalized particle-variance of the optimal model, given by
coming from equation (9) .
Optimization of the algorithm
We remind the reader that our goal is to optimize the algorithm in the parameters N , α and λ. We first prove the following lemma:
Lemma 4.1. Let F and G two real-valued functions. Suppose that
Then minimizing F for a fixed G = G f asymptotically amounts to minimize the function of λ
N being given by the equation
The proof of this lemma is postponed to Appendix D. As a consequence, we get the following proposition: 
, N being given by the cost.
Proof. From equation (9) and the expressions of A 2 and B 2 , the following relation
is clearly satisfied. As a consequence, the variance and the cost (after a renormalization by V opt and C opt respectively) have the form of functions F and G in Lemma 4.1 which allows us to state that minimizing the variance for a given cost C amounts to minimizing the functions
λCopt which leads to λ s = +∞.
• for α <
VoptCopt which leads to λ s = 0.
• for α = VoptCopt which leads to λ s = Copt A1+B1
Finally one must take
N is given by the cost and the solution of the optimization problem by
Remark 4.1. We insist on the fact that equation A 2 C opt + B 2 V opt = 0, allowing us to apply Lemma 4.1, directly comes from the particular choice of the R i 's, as the solutions of a particular optimization problem and this leads to α = 
Guidelines to proceed practically
In practice, we are given a fixed budget to consume during the simulation which amounts to fix the total number N of particles generated during the simulation. We 
Recall that the transition probabilities P i are unknown and thus we can not evaluate explicitly λ s . Nevertheless, these conditional probabilities are bounded above and below; thus we can determine a lower bound λ s (min) (but also an upper bound λ s (max)) of λ s . As a consequence, we will proceed as follows:
• First phase-learning phase:
We first sample λ s (min)N 2/3 particles, proceeding as in the classical branching splitting method with splitting numbers (R 0 i ) i=1···M that have been chosen arbitrarily at the beginning. Then we estimate the transition probabilities, the optimal splitting numbers and so the optimal λ s by λ est . We finally continue to sample particles until the total number of trials generated during the first phase attained λ est N 2/3 .
• Second phase:
We run N − ρ N particles that we make evolve as in the first phase but here we use estimators of (R i ) i=1···M obtained during the first learning phase and following the optimal rule given in [?], as explained previously.
Approximate Ornstein-Uhlenbeck process
We aim at study the process called approximate Ornstein-Uhlenbeck process and governed by the following stochastic differential equation:
where the unknown drift is such that
In the numerical application, we will take the drift constant on disjoint intervals.
Reminber that the general Ornstein-Uhlenbeck process is governed by the following stochastic differential equation:
The Ornstein-Uhlenbeck process is recurrent and excursions above large values are rare; which is also the case for the approximate Ornstein-Uhlenbeck process. Here, we want to estimate the probabilities that the approximate Ornstein-Uhlenbeck process reaches some high levels starting from x > 0 and before returning to 0. When the drift is known, one can easily determine these probabilities. But with an unknown drift, its estimation is really expensive in terms of simulation. Here, since we just want to estimate the levels of excursions, there is no need to estimate μ and the two-step branching splitting algorithm appears to be a promising and efficient way to solve the problem.
Before leading the numerical application, recall, first, the general settings and results on the general Ornstein-Uhlenbeck process.
Analytical study
We recall, in that section, some results on the standard Ornstein-Uhlenbeck process, governed by the stochastic differential equation:
(i.e. drift μ equal to 1, variance σ 2 to 2). The results for the general OrnsteinUhlenbeck process governed by (15) can be easily deduced by a change of variables.
The speed measure m is given by
One can easily verify that T L0,L is a stopping time and noting that H solves L(f ) = 0,
How to position the thresholds to have constant transitions The optimization of the algorithm leads to take the transition probabilities equal i.e. if the thresholds are noted L i , we want to solve in L i+1 once L i having be fixed
for some θ. Then, for large values of i, we aim at having
If for example θ = 1/2, the previous calculation suggests to take
and we deduce an equivalent of L n for large values of n:
from the following lemma
Proof. We only give a sketch of the proof of this classical analytical result. First, (u n ) diverges which comes from monotonicity and a fixed point argument. Then we look for a constant β > 0 such that u β n+1 − u β n converges. Finally, the result comes easily.
Cost of transition Now we deduce the asymptotic behavior of the cost of transition i.e. the cost for a particle starting from x to reach the next level (x + 1 x ) or 0:
Proof. We have
Write
R(t) = R(∞) − D(t) with D(t) = ∞ t ρ(u)du; multiplying each side of the equation by
x+ 1 x 0 dt ρ(t) , we get E x (T 0,x+ 1 x ) x+ 1 x 0 dt ρ(t) = x 0 dt ρ(t) x+ 1 x 0 R(t) ρ(t) dt − x+ 1 x 0 dt ρ(t) x 0 D(t) ρ(t) dt = − x 0 dt ρ(t) x+ 1 x x D(t) ρ(t) dt + x+ 1 x x dt ρ(t) x 0
D(t) ρ(t) dt
Using classical estimates, we are lead to the required result.
Remark 5.1. That result justifies our hypothesis that the costs of transition are asymptotically constant.
This type of results can also be deduced for the approximate Ornstein-Uhlenbeck process; but the analysis is quite more complicated.
Numerical application
We suppose the unknown drift is constant equal to μ i on disjoint intervals and on each interval i
We determine arbitrarly a "mean" drift constant on disjoint intervals taking on each
We then determine the thresholds L i such that the transition probabilities are equal to p and the optimal sampling numbers for that mean drift . Now we sample ρ N processes according to
that we discretize in
where h is the discretization step and G have the N (0, h) distribution. The sampling numbers used during that learning phase are the optimal sampling numbers for the mean drift previously determined. We get in that way estimates of the transition probabilities that allows us to estimate the optimal sampling numbers. We then sample N − ρ N processes according to the discretization of (19) with the estimated sampling numbers.
Remark 5.2. Simulation procedure
Due to the discretization of the process and since the drift is not constant, a bias is introduced at each change of regime of the drift. We propose here a procedure to reduce that bias. Let (m i ) i the levels of drift changes, (X n ) n the studied process. Suppose X n such that m i−1 < X n < m i , then X n evolve according to (19) with drift μ i and
where Z is a realization of the N (0, 1) distribution. 
Finally, X n+1 is the obtained solution.
Application We aim at estimate the probability that the process governed by (19) (with σ = 0.3) and starting from x = 0.1 reaches level L = 4 before going to L 0 = 0.
The values of the different parameters are reported in the following tabular which corresponds to the target probability
The thresholds for that mean drift and p = 0.2 are given by
The following In this technique, we run trajectories between two successive thresholds (which are given at the beginning of the simulation) until some number of successes H is reached. In this technique, we run N trajectories until 0 is reached. The thresholds are then defined during the simulation in such a way that exactly a proportion p of these trajectories have succeeded to reach the level. To have a constant population, the trajectories that have failed are resampled on the successful ones.
Conclusion
We proposed in this paper a two-step algorithm based on the branching splitting
model. A precise analysis shows that we shall dedicate asymptotically μ s C 2/3 particles to the learning phase and C/C opt −μ s C 2/3 to the second phase, where C opt is a constant and μ s is derived by the optimization of the algorithm; i.e. assuming that the number of particles generated during the learning phase behaved like μC 1−α , we should take
This result directly comes from the particular choice of the splitting numbers R i 's, solutions of an optimization problem. In whatever other algorithm i.e. if the R i 's are not taken in such a way, the optimal α would simply be equal to 1/2, as one can expect to a priori. This emphasizes on the importance of choosing the transition probabilities and the splitting numbers as close as possible to the optimals and to have good estimates of the parameters chosen a priori. It also insists on the interest of having an adaptive algorithm in multiple phases that would be more efficient: evaluating at each step the parameters and continuing simulation according to these estimates. But, in such an algorithm, the calculation using martingale techniques rapidly become even more complex than those of this paper (see e.g. Appendix A and B). Moreover, to show that the adaptive algorithm works better than the one presented here would really be difficult and the gain resulting of such an approach really hard to quantify.
In terms of efficient algorithm, the best thing to do would be to estimate and to increment not only the splitting numbers but also the transition probabilities and then to move, before each phase, the thresholds according to these evaluations. But the precise analysis become more and more complex. Moreover such an algorithm lies on the hypothesis that one can move practically the thresholds which is in general not the case in practical settings.
Finally, it would also be worth to analyse non markovian models, multi-dimensional models and not only uni-dimensional models. In the formers, the probability to reach some level L i+1 starting from level L i depends on the entry point in L i . Such studies would be interesting and worth to analyse but once again really hard to lead.
Appendix A. Proof of Lemma 3.1
In this section, we want to prove Lemma 3.1. The first part of the lemma is clearly well-known and directly comes from the Chernoff's bounding method and optimization.
Then, first of all,
by the first part of Lemma 3.1 and with h(a, b) = min{l(a), l(b)}.
Then, one can notice that
, by a Taylor expansion,
and so
The first term in the right hand side is simply 
Appendix B. Cost asymptotic expression
In this appendix, we prove Theorem 4.1 giving the asymptotic expression of the cost:
with B 1 , B 2 and C opt constants given in Theorem 4.1.
Since C is given by (11) , one needs to evaluate E( p (1) i ) (which is obviously p i ) and
To derive the formula, we proceed by induction, successive conditionings and uses of
• condition by F 2k to isolate what happens from L k and then apply Lemma 3.1 near P k+1 to the function φ (resp. to ϕ ψ ) and
• condition by F 2k−1 to isolate what happens from L k−1 after the first phase and then apply Lemma 3.1 near P k to the function Id and
and then proceeding for k from i − 1 to 2 leads to
1 )
To derive the required expression, it remains to apply Lemma 3.1 to (x, y) → y ψ(x) .
Appendix C. Variance asymptotic expression
In this appendix, we prove Theorem 4.2 giving the asymptotic expression of the variance:
with A 1 , A 2 , A 3 and C opt constants given in Theorem 4.2.
To prove the result, we establish a recursive relation between var P = var( p M+1 ) and var( p M ) and we conclude by iterating this relation. During the proof, in order to lighten drafting, we use the symbol ≈ for any asymptotic expansion at the order 1/N (1+α)∧(2−α) . Now for k = 1..M , let Z k the ratio between the numbers of particles having reached level L k in phases 1 and 2:
We proceed as in Appendix A by successive conditionings and several applications of Lemma 3.1. Since the estimate P = p M+1 of P(L) is expressed as a product P 1 . . . P M+1 , conditionings appears to be particularly efficient to deduce the required recursive relation. A first conditioning by F 2M+1 leads to
where the last step is the result of two conditionings by F 2M and with
Calculation of the first term denoted T 1 : Applying Lemma 3.1 to f , we get
The second term (which is in 1 N 2 ) being negligible, we only study the term involving the covariance equals to
and we show that it is null. The integration procedure being the same for all the expectations introduced in this proof, we only detail the calculation of E ( p M ) in order to lighten drafting:
conditioning by F 2M−1 and noting
Lemma 3.1 (the second term being negligible),
and apply Lemma 3.1 to v M to get
Then by a conditioning by F 2(M−1) , one can deduce
Making successive conditionings and applications of Lemma 3.1, T 11 becomes 
1 , P
1 = Φ(P 1 , P 1 ) + P 1 (1 − P 1 ) Φ x (P 1 , P 1 ) 2λN 1−α + Φ y (P 1 , P 1 )
In the same way, we get
from which we deduce the nullity of the covariance term. Finally, 
1 ) ϕ(P 2 )
where the last step comes from an application of Lemma 3.1 to Ψ, defined by Ψ(x, y) = xψ(x) 2 
just keeping the first term.
3. Calculation of the third term denoted T 3 : Applying Lemma 3.1 to g, 
where the last step comes from an application of Lemma 3. [18] Manuel Villén-Altamirano and José Villén-Altamirano. Restart: An efficient and general method for fast simulation of rare event. Technical report 7. 1997. 
