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Abstract 
In this paper, the empirical mode decomposition (EMD) of the wavelet transformation is   introduced into the 
processing of financial time series with high frequency. The high-frequency data are decomposed with EMD at first. 
Then the evolutionary law and development trend of each component of intrinsic mode function (IMF) are explored 
in different time scales. Finally, forecast model are reconstructed by using the IMF components.  Using this forecast 
model, the time series of oil futures at 5 minute intervals as samples is analyzed. The results showed that there are 
quasi-cycles with 10, 27, 80, 150, 370, 860, 1290 points of data in the financial time series. Furthermore, we can 
make more accurate forecast with EMD by extracting the IMF components with the different volatility cycle in the 
financial time series. 
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1. Introduction 
Analysis model of financial transaction data with the high frequency developed rapidly in the 1990s, 
now has widely used in the theory of financial market microstructure and the empirical test [1-4]. Along 
with unceasing development of information technology, people gradually pay attention to studies on 
modeling method and the theory of high frequency data in financial market. Because the data of oil 
futures are the high frequency financial time series, with nonlinear, non-stationary and long memory 
properties, moreover the data don’t satisfy balanced condition, Therefore it cannot be forecasted by 
traditional method. So it is meaningful to explore the effective forecast methods for the high frequency 
financial time series. In recent years, wavelet transform theory has made many successes in multi-time 
scale variable analysis and the modeling in engineering system, stock market system, and so on [1-3]. 
Open access under CC BY-NC-ND license.
© 2011 Published by Elsevier Ltd.  
Selection and peer-review under responsibility of RIUDS
Open access under CC BY-NC-ND license.
1334  Lei Hong / Energy Procedia 5 (2011) 1333–1340
Wavelet transform, known as the mathematical microscope, has good ability to make multi-resolution 
analysis in both time domain and frequency domain. But the wavelet transform is essentially a Fourier 
transformation with an adjustable window, so the signal in the wavelet window must be stable, and the 
choice of wavelet basis functions has significant influence on wavelet decomposition results [5]. That is, 
they don’t free themselves from the limitations of Fourier analysis. Based on local time scale features of 
signal, in 1998 Huang et al. proposed and improved empirical mode decomposition (EMD) method, and 
extracted intrinsic mode function (IMF) from the original signal [6-7]. This method is actually a smooth 
processing for signal. It gradually decomposes fluctuations or trends in signal with different time scales 
(frequency), and produces a series of the IMF components containing characteristic information of the 
original signal at different time scales, so each individual IMF component has obvious physical 
background. Because the EMD method has the stronger local representative ability compared with the 
wavelet transformation, the EMD method is one more effective method in processing misalignment, time 
non-steady signal [8].  
In the related domestic literature the EMD analysis has been used in the stock market data analysis, but 
the direct applications of the EMD method in the forecast to high frequency data of financial market are 
very few. In view of good ability of the EMD analysis in processing the non-stationary time series, in this 
article, by using EMD method, we deal with the data of logarithm sequence of oil futures with 5 minute 
intervals, and obtained one kind of forecast technique to financial time series with high frequency based 
on the EMD. 
The IMF component with the lowest frequency usually represents the trend or mean of original signal. 
Under the linear framework Hilbert spectrum based on EMD would reach the same performance as 
wavelet spectrum, but the resolution of Hilbert spectrum is much higher than the wavelet spectrum in the 
frequency domain and time domain. So the results can reflect physical properties of the signal system 
more accurately. As EMD method has a stronger local performance capability than the wavelet method, 
EMD method is better in dealing with non-linear or non-stationary signal. And stock market data, 
currency data, exchange rate data and other economic time series data are typical nonlinear and non 
stationary time series data, so EMD method is more suitable for analyzing and processing these data. 
2. The basic theory and method of EMD 
 If the number of maximum or minimum of data sequence to be decomposed is at least 2 more than the 
number of cross-zero over the previous (or next zero-crossing), the data sequence must be carried on 
smooth processing. Original data can be represented by intrinsic mode functions (IMF) components and a 
mean value or trend item after smooth treatment. The basic idea of EMD method is to decompose the 
original signal into a series of IMF components with different time-scale, which are narrowband signals 
and must meet the following two conditions: first, in the entire signal length, the number of extreme 
points must be equal to or at most one more than the number of zero-crossing; second, at any moment, the 
average of those points defined by the maximum on the upper envelope and the minimum on the lower 
envelope is zero, in other words, the upper and lower envelope of the signal line is symmetrical about the 
time-axis. Also known as the sifting processing, EMD has two functions: removed overlap wave and 
made data waveform more symmetrical.  
The specific steps as follows:  
(1) Finding all the maximum points of original signal, and fitting the upper envelope of the original 
signal with cubic spline function. Similarly, finding out all the minimum points of original signal and 
fitting the lower envelope.  
(2) Calculating the mean of the upper and lower envelope, denoted by )(1 tP ; by removing the low 
frequency data from original signal a new data series can be calculated with the following formula:  
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                         )()()( 11 ttmtq P                                                                                           (1)  
(3) Theoretically, )(1 tq  is an IMF component of original signal, but in general  )(1 tq  does not meet 
the IMF conditions, so we repeat last step k times for )(1 tq and get:  
 
        )()()( 1)1(11 ttqtq kkk P                                                                                  (2)  
Where )(1 tq k  is screened at the k-th time, and )()1(1 tq k  is screened at the (k-1)-th time. Until )(1 tq k   
meets the IMF requirements and the mean value of results tends to zero, or )(1 tq k  meets the following 
restrictions on standard deviation D. 
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Where, T is the length of time series data. 
Then we can make use of standard deviation to determine whether screened result is IMF component. 
Generally, when 0.2 <D<0.3, we finished EMD decomposition. The value of D has two purposes. On one 
hand, to make )(tqk  close to IMF enough; on the other hand, to avoid excessively decomposition of the 
IMF so that selected component preserve amplitude modulation information of original signal.  
When )(tqk  meets requirements of D,  we get the first component )()( 11 tqtd k of IMF , which 
represented component with the highest frequency in signal )(tm .  
(4) Separating 1( )d t  from )(tm , and getting a difference signal 1 1( ) ( ) ( )g t m t d t  . Taking 
1( )g t as original signal, repeat steps (1),  (2) and (3) and obtain 2 ( )d t  as the second IMF component.  
Repeat n times and obtain n IMF components, which are 1 2( ), ( ), , ( )nd t d t d t . 
 
1 2 2( ) ( ) ( )g t d t g t  , 2 3 3( ) ( ) ( )g t d t g t  ,…, 1( ) ( ) ( )n n ng t d t g t                   (4)  
When )(tdn  or )(tgn  satisfies the given termination conditions (The residual information )(tgn  is 
less significant to study object or a monotone function), the decomposition stops. According to (3) and (4), 
we have the reconstructed function:  
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Where ( )ng t , known as residual function, represents the average trend of original signal data.  Each 
IMF component, such as 1 2( ), ( ), , ( )nd t d t d t  contains characteristics component of original signal at 
different time scales in increasing order.  Thus, each component also includes a corresponding section of 
different frequency component from high frequency to low frequency. Each frequency band contains 
different frequency component and changes with the signal itself. With reconstruction function (5), we 
can make forecast for financial time data. 
EMD method obtains the local IMF component with the shortest cycle by screening the local 
characteristics from the original signal in the smallest time scale. Then, through screening layer by layer, 
we can get IMF component whose local cycle length gradually increased. This process also reflects multi-
resolution analysis of the filtering process.  Each IMF component has a clear physical meaning and 
contains a certain characteristic range of time scale, so we can use this feature to filter the signal. 
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3. Data processing and results analysis 
3.1 The collection of data  
Here total 3168 points of oil futures data, from November 2, 2010 to November 17, 2010, are selected 
as samples. The data are divided into two parts: the first part are 1 to 3144 in the sequence, and are used 
as the initial data to construct prediction model.  Other 24 data (that is, data of oil futures in half a day) 
are used to evaluate the forecast effect. Data resource: Wenhua financial and economic trade information 
system. The return rate )log()log( 1 ttt ppR , t=2, 3,…, 3169, while tp  is mean price at time t of 
oil futures. 
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Figure 1 data of oil futures from November 2, 2010 to November 17, 2010 
3.2 EMD decomposition of the financial market data 
As the length of the actual data is limited, beginning data and terminals are vulnerable to the impact of 
border effect. While analyzing the time series data with wavelet transform, the most important is the trend 
of the end point, so it is necessary to extend data in order to eliminate boundary effect.  There are some of 
common approaches, such as zero boundary method, symmetric extension method, similar extension 
method and the trend extended boundary method.  Here we selects symmetric extension method to 
process border data, and solves overshoot and undershoot phenomenon [8].  Detailed method is described 
as follows: suppose the original data sequence is  f(1),f(2),…,f(n); n points forward extension: f(-i)=f(i+1), 
(i=0,1,…,n-1); n points backward extension: f(i+n)=f(n+1-i), (i=1,2,…,n) . Thus we get a time sequence 
that the length is 3 times of original time series, which is the same as wavelet transform data. As wavelet 
transform is completed, only the wavelet coefficients of the original period retained, nature of the 
boundary does not appear distortions. Using EMD method we decompose the above data with multiple 
time scale, let D = 0.25, and deal with the decomposition effect of end points with polynomial fitting 
algorithm. 
3.3 Conclusions 
3.3.1. The evolutionary law and fluctuation characteristics 
Results shown from Figure 2 to Figure 9, there contains seven IMF components (Figures 2 to 8) and a 
trend term, which is Res component (Figure 9). Table 1 is the variance contribution of IMF component 
and trend component Res (see table 1). 
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Table 1 Variance contributions of IMF components 
 IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 RES 
Quasi-cycle(number) 10 27 80 150 370 860 1290 f  
Variance contribution 1.71% 2.51% 4.32% 7.17% 7.25% 5.31% 10.23% 61.5% 
 
(1) Time series data can be decomposed into seven IMF components with different cycles and one 
trend component Res, reflecting the fluctuation characteristics of oil futures data with different time 
scales.  
(2) The IMF1 is a wave with the maximum amplitude, highest frequency and shortest wavelength.  
following IMF components decrease in amplitude and frequency, and increase in the wavelength. 
(3) Res component shows the overall trend of oil futures data. The overall trend of oil futures rate 
shows a slow increase by 1.35%.  It must be noted that the trend of oil futures rate may belong to a part of 
a longer cycle (less frequency), but due to limitation of length of observation period and the sample size, 
this fluctuation cycle, frequency and amplitude are still difficult to detect. 
 
Figure 2   IMF1 component of oil futures sequence 
 
Figure 3   IMF2 component of oil futures sequence 
 
Figure 4   IMF3 component of oil futures sequence 
 
Figure 5   IMF4 component of oil futures sequence 
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Figure 6   IMF5 component of oil futures sequence 
 
Figure 7   IMF6 component of oil futures sequence 
 
Figure 8   IMF7 component of oil futures sequence 
 
Figure9   Res component of   oil futures sequence 
3.3.2 Forecast for the original signal 
IMF1, IMF2, IMF3, IMF4, IMF5, IMF6, IMF7, residual, forecast and error about the last 24 data is in 
table 2a and table2b. 
Table2a EMD decomposition and forecast for the original signal 
 
number IMF1 IMF2 IMF3 IMF4 IMF5 
3145 -2.437875 -1.247684 -2.882731 4.637035 -3.638190 
3146 -4.187441 0.038628 -3.677282 3.563885 -3.417252 
3147  3.540362 1.342042 -2.850818 2.208516 -3.832467 
3148 2.130064 0.819089 -0.837726 0.708238 -3.349712 
3149 -0.640153 -0.011717 1.305241 -0.760698 -2.703461 
3150 -3.025547 -0.449938 2.597654 -2.052276 -2.014043 
3151 1.452311 -0.934476 2.795401 -3.041552 -1.302011 
3152 2.085562 -0.345634 1.861832 -3.645831 -0.587579 
3153 -1.675041 0.643465 0.516181 -3.826576 0.109909 
3154 -0.877542 0.564737 -0.858035 -3.692465 0.872418 
3155 0.954655 0.192551 -1.931974 -2.995161 1.383714 
3156 0.720586 -0.210755 -2.106037 -2.121345 1.829682 
3157 -0.789443 -0.552092 -1.500187 -1.081112 2.378608 
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3158 -0.521766 -0.229128 -0.414435 0.005104 3.781401 
3159 0.732979 0.225278 0.708257 1.019862 3.071696 
3160 0.223046 0.265586 1.457374 1.860934 3.265923 
3161 -0.513586 0.231678 1.600538 2.451059 3.463253 
3162 -0.119517 0.012163 1.149124 2.744455 3.365517 
3163 0.373847 -0.310241 0.328675 2.729586 3.276022 
3164 0.070792 -0.196568 -0.525147 2.428146 3.104276 
3165 -0.299628 0.151442 -1.099642 1.870587 2.855857 
3166 -0.009845 0.140969 -1.215946 1.187982 2.541871 
3167 0.218176 0.183412 -0.878751 0.407821 2.173763 
3168 -0.017319 0.031043 -0.250189 -0.355124 1.664152 
 
Table2b (continued) 
IMF6 IMF7 Res forecast original        error 
1.848043 2.452238 1.576359 -0.000207596 -0.000371 -0.000162404 
1.810966 2.356544 1.567663 -0.000543782 -0.000463 0.000073782 
1.659825 2.253303 1.558012 0.000532622 0.000302 -0.000228262 
1.497507 2.143594 1.560404 0.000418587 -0.001383 -0.001808587 
1.325746 2.028279 1.541841 0.000160891 -0.001711 -0.001870891 
1.147184 1.908102 1.543327 -0.000083532 0.000812 0.000894354 
0.962945 1.783656 1.524846 0.000276362 0.000461 0.000185638 
0.774795 1.655514 1.516414 0.000293725 -0.000037 -0.000330721 
0.584188 1.524095 1.508024 -0.000102891 0.000084 0.000193789 
0.392496 1.389827 1.499678 -0.000125301 0.000408 0.000532301 
0.201005 1.253067 1.491375 0.000007109 -0.000425 -0.000407112 
0.010977 1.114158 1.483114 0.000034271 -0.000921 -0.000954247 
-0.176485 0.973403 1.474895 0.000027016 -0.000512 -0.000537017 
-0.359974 0.831099 1.466718 0.000308211 0.000463 0.000154789 
-0.538643 0.687517 1.458583 0.000688914 0.000898 0.000209086 
-0.711379 0.542927 1.450495 0.000787931 0.000896 0.000108069 
-0.877172 0.397578 1.442438 0.000762114 0.000837 0.000074886 
-1.035119 0.251724 1.434528 0.000731816 -0.000324 -0.001051816 
-1.184337 0.105603 1.426459 0.000627446 0.000916 0.000288561 
-1.324035 -0.040553 1.418537 0.000446458 0.000086 -0.000364325 
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-1.453498 -0.186492 1.410641 0.000269867 0.000191 -0.000100997 
-1.572069 -0.332113 1.402794 0.000167717 0.000624 0.000494283 
-1.679164 -0.476851 1.394986 0.000086546 -0.000211 -0.000281546 
-1.874313 -0.620818 1.387218 0.000014478 -0.000161 -0.000174478 
 
To evaluate the accuracy, comparing the 24 forecast values with the original signal, from the results 
(table 2a and table 2b) we can see that the accuracy is very high. The absolute mean error of forecast 
results is 1.870891×10-3, squared mean error is 1.385329×10-4. So the method of multi-resolution 
decomposition and synthesis of wavelet transformation EMD is suitable to forecast the high-frequency 
time-series data. 
In this paper, multiple time scale analysis of oil futures data sequence in November 2, 2010 to 
November 17, 2010 was made by using EMD method. The results show that cycles of fluctuation 
components are respectively quasi–cycle with 10, 27, 80, 150, 370, 860, 1290 points of data, and that 
changes of oil futures data demonstrate the nature of multiple time scale, multi-level nature and 
complexity. In addition, as a new non-linear and non-stationary signal analysis theory, EMD method has 
broad application prospects in the analysis, modeling and forecasting of economic system variables over 
time scales.  
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