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For a graph G, we denote by h(G, x) the adjoint polynomial of G. Let β(G) denote the
minimum real root of h(G, x). In this paper, we characterize all the connected graphs G
with−(2+√5) ≤ β(G) < −4.
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1. Introduction
All graphs considered here are finite and simple. Notations and terminology not defined will conform to those in [1]. For
a graph G, let V (G), E(G), p(G), q(G) and G, respectively, denote the set of vertices, the set of edges, the number of vertices,
the number of edges and the complement of G. For a vertex v of G, we denote by dG(v) (simply by d(v)) the degree of v in
G and by NG(v) the set of vertices of Gwhich are adjacent to v. For two graphs G and H , let G ∪ H be the disjoint union of G
and H andmH the disjoint union ofm copies of H .
For a graph G, we denote by P(G, x) the chromatic polynomial of G. A partition {A1, A2, . . . , Ar} of V (G), where r is a
positive integer, is called an r-independent partition of a graph G if every Ai is a nonempty independent set of G. By α(G, r)
we denote the number of r-independent partitions of G. Then
P(G, λ) =
∑
r≥1
α(G, r)(λ)r ,
where (λ)r = λ(λ− 1)(λ− 2) · · · (λ− r + 1) for all r ≥ 1, see [6,15] for details on chromatic polynomials.
For a graph Gwith p vertices and q edges, its spanning subgraph is a subgraph with the same set of vertices of G. If H is a
spanning subgraph of G and each component of H is complete, then H is called an ideal subgraph of G [12]. Let bi(G) denote
the number of ideal subgraphsH with p−i components. It is easy to see that b0(G) = 1, b1(G) = q(G) and bi(G) = α(G, p−i)
for i. Then the polynomial
h(G, x) =
p−1∑
i=0
bi(G)xp−i
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Fig. 1. Graphs Dn , Un , C4(P2) and C3(P2, P2).
is called the adjoint polynomial of G [12,10] and the polynomial
σ(G, x) =
p∑
i=1
α(G, i)xi
is called the σ -polynomial of G [2,3].
Clearly, h(G, x) = σ(G, x). The σ -polynomial was first explicitly defined and studied by Korfhage in 1978 [9]. Actually,
his definition of a σ -polynomial is equivalent to what we denote by σ(G, x)/xχ(G), where χ(G) is the chromatic number
of G. Here, we write h1(G, x) = h(G, x)/xχ(G), i.e., h1(G, x) is the polynomial with a nonzero constant term such that
h(G, x) = xχ(G)h1(G, x). For convenience, we simply denote h(G, x) by h(G) and h1(G, x) by h1(G).
For integers i ≥ 1, j ≥ 3 and n ≥ 2, let Pi, Cj and K1,n−1 denote the path of i vertices, the cycle of j vertices and the star
of n vertices, respectively. We denote by P and C the sets of Pi and Cj with i ≥ 2 and j ≥ 3, respectively. Denote by K−4 the
graph obtained by deleting an edge from the complete graph K4 of 4 vertices. Let Tl1,l2,l3 be a tree with the unique vertex v
of degree 3 such that Tl1,l2,l3 − v = Pl1 ∪ Pl2 ∪ Pl3 . Let Dn,Un, C4(P2) and C3(P2, P2) be the graphs shown in Fig. 1, where Dn
and Un have n vertices.
The log-concavity properties of the chromatic polynomial and the σ -polynomial of a graph G (or the adjoint polynomial
of G) have a close relation with their roots, which was studied in [2,3]. In fact, if all roots of adjoint polynomial (respectively,
chromatic polynomial) of a graphG are real, then the coefficients of adjoint polynomial (respectively, chromatic polynomial)
ofG have the log-concavity property. Some graphswhose adjoint polynomials or chromatic polynomials have non-real roots
were given in [2,3].
Two graphs G and H are chromatically equivalent if P(G, λ) = P(H, λ). A graph G is chromatically unique (or simple
χ-unique) if H ∼= Gwhenever P(G, λ) = P(H, λ). Two graphs G and H are said to be adjointly equivalent, denoted by G∼h H ,
if h(G, x) = h(H, x). A graph G is said to be adjointly unique if H ∼= G whenever H ∼h G. From the definitions of chromatic
polynomial and adjoint polynomial, it is easy to see that a graph G is χ-unique if and only if G is adjointly unique. More
details on h(G, x) can be found in [6,12,10,11].
By applying some properties of adjoint polynomials of graphs, many authors found some chromatically unique graphs,
see [6,12,10,8,13,14,16,20,18,19]. In particular, by using some results ofminimumreal roots of adjoint polynomials of graphs,
the authors in [20] gave a necessary and sufficient condition for Gwith theminimumdegree δ(G) ≥ p(G)−3 to beχ-unique
and the authors in [18] solved a problem on chromaticity of complete multipartite graphs posed by Koh and Teo in Graph
and Combin.6(1990). So, it is interesting to study the properties of roots of adjoint polynomials of graphs. We denote by
β(G) the minimum real root of h(G, x). The authors in [20] determined all the connected graphs with β(G) ≥ −4.
Theorem 1.1 ([20]). Let G be a connected graph. Then
(1) β(G) = −4 if and only if
G ∈ {T1,2,5, T1,3,3, T2,2,2, K1,4, C4(P2), C3(P2, P2), K−4 ,D8} ∪ {Un|n ≥ 6}.
(2) β(G) > −4 if and only if
G ∈ P ∪ C ∪ {T1,1,n|n ≥ 1} ∪ {T1,2,n|2 ≤ n ≤ 4} ∪ {Dn|4 ≤ n ≤ 7}.
In this paper, we characterize all the connected graphs G such that the minimum real roots of h(G, x) (or σ(G, x)) are
greater than or equal to−(2+√5).
2. Graphs with−(2+√5) ≤ β(G) < −4
For an edge e = v1v2 of a graph G, the graph G ∗ e is defined as follows: the vertex set of G ∗ e is (V (G) \ {v1, v2}) ∪ {v},
and the edge set of G ∗ e is {e′|e′ ∈ E(G), e′ is not incident with v1 or v2} ∪ {uv|u ∈ NG(v1)∩ NG(v2)}. For example, let uv be
an edge of C4 and let K−4 be the graph obtained from C4 by adding a chord e. Then C4 ∗ uv = K1 ∪ P2 and K−4 ∗ e = P3.
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Fig. 2. The expression of graphs h(G, x) and h(G|u, x).
Lemma 2.1 ([6,11]). (1) Let G be a graph and let e be an edge in G. Then
h(G, x) = h(G− e, x)+ h(G ∗ e, x),
where G− e denotes the graph obtained from G by deleting the edge e.
(2) Let G be a graph with k components G1,G2, . . . ,Gk. Then
h(G) =
k∏
i=1
h(Gi).
For a graph G with v ∈ V (G), let NG(v) = A ∪ B with A ∩ B = ∅. Let H = (G, v, A, B) be the graph whose vertex set
is V (H) = (V (G) − {v}) ∪ {v1, v2}(v1, v2 6∈ V (G)) and edge set is E(H) = {e ∈ E(G)|e is not incident with v} ∪ {v1u|u ∈
A} ∪ {v2u|u ∈ B}. Then H is called the graph by splitting vertex v from G, and write H = G|v . If H is obtained from G by a
sequence of vertex splitting, then H is said to be a vertex splitting graph of G.
Lemma 2.2. Let G be a graph with a triangle uvw and d(u) = 2. Then
xh(G, x) = h(G|u, x).
Proof. For convenience, we use the graphs to stand for their adjoint polynomials, see Fig. 2. From Lemma 2.1(1), we obtain
the expression of graphs h(G, x) and h(G|u, x) as in Fig. 2.
By h(K1, x) = x and Lemma 2.1(2), it is not difficult to see that xh(G, x) = h(G|u, x). 
Obviously, by Lemma 2.3, we have β(G) = β(G|u) if u is a vertex on a triangle and d(u) = 2. It is well known (see
Corollary 3.1 in [2] or Proposition 4.1 in [3]) that if G is a graph without triangles, then all the roots of h(G, x) are real. By
Lemma 2.2, we have
Corollary 2.1. Let G be a connected graph with at least one triangle. If there is at least one vertex of degree 2 in each triangle of
G, then all the roots of h(G, x) are real. 
Lemma 2.3 ([20]). Let f1(x), f2(x) and f3(x) be polynomials in x with real positive leading coefficients. Let βi denote theminimum
real root of fi(x)(i = 1, 2, 3). If (i) f3(x) = f2(x) + f1(x), (ii) one of the degrees of f3(x) and f1(x) is even and the other is odd
and (iii) both f1(x) and f2(x) have real roots with β2 < β1, then β3 < β2.
By Lemmas 2.1 and 2.3, the authors in [20] gave an important inequality between the minimum real roots of the adjoint
polynomial of a graph and those of its proper subgraphs as follows:
Theorem 2.1 ([20]). Let G be a connected graph and H a proper subgraph of G. Then h(G, x) has at least one negative real root
and β(G) < β(H).
For a graph G with a vertex u, the path tree T (G, u) is defined as follows: T (G, u) is the tree with the paths in G which
start at u as its vertices, and where two such vertices are joined by an edge if one path is maximal subpath of the other. We
call T = T (G, u) the path tree of G which starts at u. An example is given in Fig. 3. By the definition of path tree, it follows that
Observation 2.1. Let G be a graph and u1, u2, . . . , uk distinct vertices of G. For each i ∈ {1, 2, . . . , k}, let pi be a shortest path
from u1 to ui (p1 = u1). If T = T (G, u1), the path tree at u1, then dT (pi) = dG(ui).
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Fig. 3. Graph K−4 and its path tree T (K
−
4 , 1)which starts at 1.
Fig. 4. Graph Qi,j,k .
Lemma 2.4 ([13]). Let G be a triangle-free graph with u ∈ V (G) and let T = T (G, u) be the path tree which starts at u. Then
h(G− u, x)
h(G, x)
= h(T − u, x)
h(T , x)
.
Theorem 2.2. Let G be a triangle-free graph and u ∈ V (G) and let T = T (G, u) be the path tree which starts at u. Then
β(G) = β(T ).
Proof. From Theorem 2.1, we have
β(G) < β(G− u), β(T ) < β(T − u).
By Lemma 2.4, β(G) = β(T ). 
Let ρ(G) denote the largest eigenvalue of G, i.e., the largest eigenvalue of adjacency matrix of a graph G. Denote by Qi,j,k
the graph shown in Fig. 4. The following lemmas can be found in [5,4].
Lemma 2.5 ([20]). If T is a tree, then β(T ) = −ρ(T )2.
Lemma 2.6 ([5,4]). If G is a tree, then 2 < ρ(G) ≤ (2+√5)1/2 if and only if G is one of the following graphs:
(i) Ti,j,k for i = 1, j = 2, k > 5, or i = 1, j > 2, k > 3, or i = j = 2, k > 2, or i = 2, j = k = 3.
(ii) Qi,j,k for (i, j, k) ∈ {(2, 1, 2), (3, 4, 2), (3, 5, 3), (4, 7, 3), (4, 8, 4)}, or i ≥ 2, j ≥ j∗(i, k), k ≥ 1 where (i, k) 6= (2, 1)
and j∗(i, k) =
{
i+ k+ 1 for i ≥ 4,
3+ k for i = 3,
k for i = 2.
From Lemmas 2.5 and 2.6, we have
Lemma 2.7. If T is a tree, then−(2+√5) ≤ β(T ) < −4 if and only if T is one of the graphs listed by Lemma 2.6. 
Lemma 2.8 ([4]). Let G be a connected graph. If G has at least three vertices of degree 3 or one vertex of degree 4, then
ρ(G) > (2+√5)1/2.
Lemma 2.9. Let G be a connected graph. If G has at least three vertices of degree 3 or one vertex of degree 4, then β(G) <
−(2+√5).
Proof. Suppose that G has at least one vertex of degree 4 and G is not a tree. Then Gmust contain a subgraph Qi, as shown
in Fig. 5, where i = 1, 2.
By calculation, we have that h1(Q1) = h1(Q2) = x2 + 5x + 3 and h1(K4) = h1(Q3) = h1(Q4) = x3 + 6x2 + 7x + 1. It is
not hard to verify that β(Qi) < −(2+
√
5), for each i. From Theorem 2.1, the lemma follows.
Suppose that G has at least three vertices of degree 3 and G is not a tree. We distinguish the following three cases:
Case 1. G is a triangle-free graph.
By Observation 2.1, there exists a path tree T of G such that T have at least three different vertices of degree 3 and
β(T ) = β(G). From Theorem 2.2 and Lemmas 2.5 and 2.8, it follows that β(G) = β(T ) < −(2+√5).
Case 2. G contains three vertices of degree 3, say v1, v2, v3, such that v1, v2 and v3 are vertices of the triangle v1v2v3.
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Fig. 5. Graphs Qi , i = 1, 2, 3, 4.
Fig. 6. Graphs with at most two vertices of degree 3 and at least one cycle.
It is not difficult to see that Gmust contain a subgraph H such that H ∈ {K4,Q3,Q4}. Since β(H) < −(2+
√
5) for each
H ∈ {K4,Q3,Q4}, by Theorem 2.1 we have β(G) = β(H) < −(2+
√
5).
Case 3. G has triangles and each triangle of G contains at least one vertex of degree 2.
By splitting a vertex of degree 2 of each triangle inG until the graph does not contain triangle anymore, we obtain a graph
H . By Lemma 2.2, it follows that h1(H) = h1(G). Clearly, H contains at least three vertices of degree 3 and has no triangle.
So, by Case 1, β(G) = β(H) < −(2+√5). 
In the rest of the paper, we shall use the following graphs shown in Fig. 6. For example, Ca(Pb) denotes the graph obtained
from Ca and Pb by identifying a vertex of Ca with an end-vertex of Pb, where a ≥ 3 and b ≥ 2.
Lemma 2.10. Let G be a connected graph such that it has only one vertex of degree 3 and at least one cycle. Then−(2+√5) ≤
β(G) < −4 if and only if G is one of the following graphs: G ∼= C3(Pb) for b ≥ 7, or G ∼= Ca(P2) for a ≥ 5, or G ∼= C4(P3).
Proof. Clearly, G is connected and has only one vertex of degree 3 and at least one cycle if and only if G ∼= Ca(Pb), where
a ≥ 3 and b ≥ 2.
Suppose a = 3. From Lemma 2.2, h1(Ca(Pb)) = h1(T1,2,b−1). From Lemma 2.7, β(T1,2,b−1) ∈ [−(2+
√
5),−4) for b ≥ 7.
Suppose a ≥ 4. Then Ca(Pb) does not contain any triangle. Choose the unique vertex u of degree 3 in Ca(Pb), see Fig. 6.
Let T = T (Ca(Pb), u). Clearly, T = Ta−1,a−1,b−1. From Theorem 2.2 and Lemma 2.7, we have that β(Ca(Pb)) = β(T ) and
−(2+√5) ≤ β(T ) < −4 if and only if a = 4 and b = 3 or b = 2 and a ≥ 5 when a ≥ 4.
From the above argument, one see that the lemma holds. 
Lemma 2.11. Let G be a connected graphwith only two vertices of degree3 and at least one cycle. Then,−(2+√5) ≤ β(G) < −4
if and only if G is one of the following graphs:
(i) C3(P2, P3);
(ii) Pn(a, b) for a = b = 3 and n ≥ 5;
(iii) Cn(a, b, c) for a = 1, n = 3 and b = 5 and c = 3, or b ≥ 1 if c = 1, or b ≥ 4 if c = 2, or b ≥ c + 3 if c ≥ 3.
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Proof. Let G be a connected graph with only two vertices of degree 3 and at least one cycle. Then G is one of the following
graphs as shown in Fig. 6.
Ca(Pb, Pc), Pn(a, b), Cn(a, b, c),W (a, b, c).
We distinguish the following cases:
Case 1. G has no triangle and G ∈ {Ca(Pb, Pc), Pn(a, b), Cn(a, b, c),W (a, b, c)}.
Obviously, Gmust contain at least one cycle whose length is at least 4. Now we choose a vertex x of the cycle in G such
that the path tree T = T (G, x)which starts at x contains at least three vertices of degree 3. For Pn(a, b) and Cn(a, b, c), take
x = v, see Fig. 6. For Ca(Pb, Pc), take x = v if uw is an edge of Ca(Pb, Pc), otherwise x = u, see Fig. 6. ForW (a, b, c), we choose
a vertex of degree 3 as x if min{a, b, c} ≥ 1, otherwise x is a vertex of degree 2 inW (a, b, c). Recalling that every G has no
triangle, we see that each T = T (G, x) contains at least three vertices of degree 3. Thus, by Theorem 2.2 and Lemma 2.9, we
have β(G) = β(T ) < −(2+√5).
Case 2. G has some triangles.
Case 2.1. Ca(Pb, Pc) and a = 3.
Splitting the vertex of degree 2 in C3 of Ca(Pb, Pc), from Lemma 2.2 we have h1(Ca(Pb, Pc)) = h1(Qb,1,c−1). By Lemma 2.7,
there is only a graph Q2,1,2 satisfying β(Ca(Pb, Pc)) = β(Q2,1,2) ≥ −(2+
√
5). So, β(Ca(Pb, Pc)) ≥ −(2+
√
5) if and only if
b = 2 and c = 3 when a = 3, which is (i).
Case 2.2. Pn(a, b) and a = 3 or b = 3.
Suppose that Pn(a, b) has exactly one triangle, say a = 3 and b ≥ 4. Let H denote the graph obtained by splitting the
vertex v of degree 2 in C3 of Pn(a, b). By Lemma 2.2, h1(H) = h1(Pn(a, b)) and H ∈ {Cb(1, n− 1, 2)|n ≥ 4, b ≥ 4}. Note that
Cb(1, n− 1, 2) does not contain any triangle when n ≥ 4 and b ≥ 4. From the proof of Case 1, we have β(H) < −(2+
√
5)
for each H .
Suppose that Pn(a, b) has exactly two triangles. Clearly, a = b = 3. Splitting a vertex of degree 2 in each C3 of Pn(a, b),
we get the graph Q3,n−1,2. From Lemma 2.2, h1(Pn(3, 3)) = h1(Q3,n−1,2). By Lemma 2.7, β(Q3,n−1,2) ≥ −(2 +
√
5) if and
only if n ≥ 5, which is (ii).
Case 2.3. Cn(a, b, c) and n = 3.
Let H be the graph obtained from Cn(a, b, c) by splitting the vertex v of degree 2 in C3. By Lemmas 2.2 and 2.7, we have
that if min{a, c} ≥ 2, then β(G) = β(H) < −(2 + √5). So, min{a, c} = 1. Assume that a = 1. Then H ∼= Q3,b,c and
β(C3(1, b, c)) = β(Q3,b,c). Noticing Q3,b,c ∼= Qc+1,b,2, it follows by Lemma 2.7 that β(Q3,b,c) ≥ −(2 +
√
5) if and only if
b = 5 and c = 3, or b ≥ 1 for c = 1, or b ≥ 4 for c = 2, or b ≥ c + 3 for c ≥ 3, which implies that (iii) holds.
Case 2.4.W (a, b, c) contains at least one triangle.
Suppose thatW (a, b, c) contains only one triangle. Assume that a ≥ 2, b = 1 and c = 0. Splitting the vertex of degree 2
in C3 ofW (a, b, c), by Lemma 2.2 we get a graph H without triangles such that h1(H) = h1(G) and H ∈ {Ca+2(P2, P2)}. By
the proof of case 1, there is no graph H such that β(H) ≥ −(2+√5).
Suppose that Pn(a, b) contains exactly two triangles. ThenW (a, b, c) ∼= K−4 . It can be verified that β(K−4 ) = −4.
From the above arguments, we know that the lemma is true. 
From Theorem 1.1 and Lemmas 2.7 and 2.9–2.11, we find all the connected graphs with−(2+√5) ≤ β(G) < −4.
Theorem 2.3. Let G be a connected graph. Then−(2+√5) ≤ β(G) < −4 if and only if G is one of the following graphs:
(i) Ta,b,c for a = 1, b = 2, c > 5, or a = 1, b > 2, c > 3, or a = b = 2, c > 2, or a = 2, b = c = 3;
(ii) Qa,b,c for (a, b, c) ∈ {(2, 1, 2), (3, 4, 2), (3, 5, 3), (4, 7, 3), (4, 8, 4)}, or a ≥ 2, b ≥ b∗(a, c), c ≥ 1, where
(a, c) 6= (2, 1) and b∗(a, c) =
{
a+ c + 1 for a ≥ 4,
3+ c for a = 3,
c for a = 2;
(iii) Ca(Pb) for a = 3 and b ≥ 7, or a = 4 and b = 3, or a ≥ 5 and b = 2;
(iv) Ca(Pb, Pc) for a = 3, b = 2 and c = 3;
(v) Pn(a, b) for a = b = 3 and n ≥ 5;
(vi) C3(a, b, c) for a = 1, b = 5 and c = 3, or a = 1 and b ≥ 1 if c = 1, or a = 1
and b ≥ 4 if c = 2, or a = 1 and b ≥ c + 3 if c ≥ 3.
Since h(G, x) = σ(G, x), from Corollary 2.1 and Theorem 2.3 we have
Theorem 2.4. Let G be a connected graph with the minimum real roots of its σ -polynomial in the interval [−(2 + √5),−4).
Then, every component of G is one of the graphs listed in Theorem 2.3. 
Corollary 2.2. Let G be a connected graph with β(G) ≥ −(2+√5). Then all the roots of σ(G, x) are real. 
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3. Concluding remarks
For a tree T , β(T ) = −ρ2(T ). So, it is important to find all trees T with ρ(T ) ∈ (2,
√
2+√5] if one determines all
connected graphs G with β(G) ∈ [−(2 + √5),−4). Actually, the bound −(2 + √5) comes from the bound
√
2+√5
of eigenvalue of graphs. Very recently, Woo and Neumaier in [17] gave some results of connected graphs G with ρ(G) ∈
(
√
2+√5, 32
√
2]. A natural question is to characterize all connected graphs Gwith β(G) ∈ [− 92 ,−(2+
√
5)).
Let G be a graph with the adjacency matrix A. The multiset of eigenvalues of A is called the adjacency spectrum, or simply
the spectrum of G. Two graphs with the same spectrum are called cospectral. A graph is said to be determined by the spectrum
(DS for short) if there is no other nonisomorphic graph with the same spectrum. Ghareghani, Omidi and Tayfeh-Rezaie in [7]
obtained all graphs determined by their spectrum among graphs G with ρ(G) ≤
√
2+√5. Zhao, Zhang, Li and Liu in [20]
gave all adjointly unique graphs G with β(G) ≥ −4. For adjoint uniqueness of graphs G with β(G) ∈ [−(2 + √5),−4),
the authors in [8,14,16,19] found some adjointly unique graphs. A good problem is to determine all adjointly unique ones
among the graphs characterized in this paper.
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