Abstract. A twisted∂ f -Neumann problem associated to a singularity (O n , f ) is established. By constructing the connection to the Koszul complex for toeplitz n-tuples (f 1 , · · · , f n ) on Bergman spaces B 0 (D), we can solve this∂ f -Neumann problem. Moreover, the cohomology of the L 2 holomorphic Koszul complex (B * (D), ∂f ∧) can be computed explicitly.
Introduction
Let D be a bounded pseudoconvex domain in C n with C ∞ smooth boundary ∂D and f a holomorphic function onD with only isolated critical points in D and no critical points on ∂D. Under such assumption, we get two objects in the framework of analysis.
The first object is the toeplitz n-tuples with symbols (f 1 , f 2 , · · · , f n ) defined on the Bergman space on D, where the f i 's are partial derivatives of f . One can study the L 2 holomorphic complex (B * (D), ∂f ∧) given by
Note that if without L 2 condition, this complex is an algebraic Koszul complex. If assuming (f 1 , · · · , f n ) is regular, then the homology of the algebraic Koszul complex will only be nontrivial on the top term and is isomorphic to the Jacobian ring of f on D. In the assumption of L 2 integrability, lack of noetherian ring structure make things complicated. This complex is an important example in Taylor's multivariable spectral theory(ref. [Ta] ) and has been studied a lot. The spectral picture, spectral mapping theorem and the index theory were all developed(ref. [EP] ). The index of this complex is computed to be the dimension of Jac(f ) on D(ref. [EP] , Chapter 10). The fact that the cohomology is concentrated at the n th degree should be known (we were informed by M. Putinar [Pu] that this can be proved via the spectral . As the first result, we can solve the∂ fNeumann problem by proving the strong Hodge decomposition theorem as below. Theorem 1.1 is a direct conclusion of Theorem 3.7 and Corollary 3.8. To prove this theorem, we first show that ∆ f with∂ f -Neumann boundary condition is a self-adjoint operator, hence there exists a weak Hodge decomposition. Usually, to prove the strong decomposition, we need a global a priori estimate for the Green operator which can naturally deduce the compactness by Rellich theorem. However, things are different in our∂ f -Neumann problem. The ∆ f operator always mix (k, 0)-forms with other types of forms, thus the a priori estimate becomes complicated because there is no global estimate to control the Sobolev norms of holomorphic k form in∂-Neumann problem. However, we have an indirect way to get around this problem. We can construct an isomorphism between the L 2 complex (L 2 (D),∂ f ) and the L 2 holomorphic complex (B * (D), ∂f ∧). By Taylor's joint spectral theory, the cohomology of the later complex can be proved to be of finite dimension. Using the finite dimensionality and a theorem from functional analysis, we can prove the range of∂ f and∂ * f are all closed. So this proves the strong Hodge decomposition, meanwhile we can prove that the spectrum of ∆ f has a gap at 0.
Conversely, by studying the complex (L 2 (D),∂ f ) in C ∞ category, we can calculate the cohomology of (B * (D), ∂f ∧) as mentioned above. The second main result is as follows. 
are all isomorphic to the space H * .
Remark 1.4. For arbitrary n-tuples (f 1 , f 2 , · · · , f n ) satisfying the condition that they have only finite common zeros and have no common zeros on ∂D, the proof in our article can be applied to the operator∂ + (f 1 dz 1 + · · · + f n dz n )∧ and all our results still holds. In fact, throughout our article, we will not use the fact that the f i 's are the partial derivatives of a single function.
Notation 1.5. We use the super-bracket
dz i ⊗ dzī be the standard hermitian metric of C n in the coordinate system {z i , i = 1, · · · , n}. Let D be a bounded strongly pseudoconvex domain in C n with smooth boundary and f a holomorphic function onD.
The study of pseudoconvexity is one of the central topic in the theory of functions of several complex variables. D is called pseudoconvex if it can be exhausted by a continuous plurisubharmonic function. Every (geometrically) convex domain in C n is pseudoconvex. If the boundary ∂D is C 2 , then this is equivalent to the Levi pseudoconvexity we will explain below.
Let r be a C 2 function defined in a neighborhood of p ∈ ∂D satisfying r| ∂D = 0 and dr = 1 on ∂D. Then we can define a Levi form 
where ′ means summation over strictly increasing multi-indices and ϕ I,J 's are antisymmetric for arbitrary I and J.
For any (p, q)-forms ϕ = I,J ′ ϕ I,J dz I ∧ dz J and ψ = I,J ′ ψ I,J dz I ∧ dz J , we can define the L 2 inner product:
where dV denote the volume element on D defined by h. 
, then ϕ is in Dom(T ) and T (ϕ) = ψ. Now the Cauchy-Riemann operator∂ and the twisted operator op-
Since f is bounded on D, the multiplication operator ∂f ∧ has the domain Dom(∂f ∧) = L 2 (D) and actually we have
Now we consider the adjoint of∂ f under the L 2 norm. By definition the Hilbert space adjoint∂ * f of∂ f is defined on the domain Dom
positive constant c and for all ψ ∈ Dom(∂ f ). As ∂f ∧ is bounded, the above inequality is equivalent to | ϕ,∂(ψ) | ≤ c ′ ||ψ|| for some positive constant c ′ . This means Dom(∂ * f ) = Dom(∂ * ) and they have the same Neumann boundary conditions. For ϕ, ψ ∈ A(D), we have the integration by parts:
where ϑ represents the formal adjoint of∂ and ι ∂j is the contraction operator with the vector ∂j = ∂ ∂z j , and
Hence we have
Proof. The proof is the same as the proof of Proposition 1.3.8 in [FK] .
This operator has a unique Friedrichs selfadjoint extension related to the quadratic form Q(ϕ, φ) = (∂ f ϕ,∂ f ψ)+ (ϑ f ϕ, ϑ f ψ) + (ϕ, ψ). This extended self-adjoint operator is just ∆ f + I and the equivalence relation is clear by the standard abstract theorem in functional analysis.
The self-adjointness of ∆ f is due to the∂-Neumann boundary condition which is characterized by
Similar to the∂-Neumann problem, here we want to solve the equa-
Since ∆ f is self-adjoint and
where H k denote the kernel of ∆ f . To solve the∂ f -Neumann problem, we need to prove that all the range in the above decomposition are closed. The∂ f -Neumann problem will display different nature compared to the∂-Neumann problem, in which f will play dominant role. This will be shown in next section.
3.∂ f -complexes, finite dimensionality and spectral gap
In this section, we first discuss various∂ f complexes defined on a bounded pseudoconvex domain. Then we will show that the L 2∂ fcomplex has finite dimensional cohomology groups and there exists a spectral gap between 0 and other spectra of ∆ f . In the∂-Neumann problem, there is no estimate for L 2 integrable holomorphic (p, 0)-forms, which is in the kernel of ∆∂, near the boundary. For this reason, we solve the∂ f -Neumann problem in a indirect way. We avoid to estimate directly the behavior of the operator ∆ f , which twist the (p, 0)-forms and other types of forms, instead, we will use a classical result in multivariable spectra theory about the complex (B * (D), ∂f ∧) and some results in the theory of unbounded linear operators.
There are various∂ f -complexes which are defined by smoothness or boundary value conditions. At first, we have the
corresponding to L 2 integrable p-forms. The cohomology group is defined as
, which correspond to smooth p-form on D, onD, and having compact support in D respectively. We denote by
We can take ϑ f as a closed operator in H(D) at first and then consider the ϑ f -Neumann problem, and in this case, we have
This lemma shows that (C * ,∂ f ) forms a complex and has cohomology H k ∂ f (C). † As in [FK] , we also have the Dirichlet or zero-boundary value cohomology
Proof. Suppose that φ ∈ A k (D), φ| ∂D = 0, and φ =∂ f ψ with ψ ∈ C k−1 . Then ψ has the form ψ =∂ r ∧ α + rβ. This can be rewritten as
Let ψ 0 = r(−∂ f α + β). This gives φ =∂ f ψ 0 , which shows that i is a well-defined injective map. To prove the surjectivity, suppose φ ∈ C k and∂ f φ = 0. Then φ also has the expression φ =∂ f (rα) + r(−∂ f α + β). Hence φ is cohomologous to r(−∂ f α + β), which vanishes on ∂D.
We will discuss other relations between these cohomologies in the following sections. Above all, we want to discuss the relation between the
3.2. Koszul complex, finite dimensionality and spectral gap. [Ta] developed a multivariable (joint) spectral theory. Given a Hilbert space X and a commuting n-tuples of bounded linear operators T = (T 1 , · · · , T n ) on X, the joint spectra σ(T, X) is the set of all λ = (
is not acyclic. The essential joint spectra σ e (T, X) is the set of all λ such that the cohomology of K * (T − λ, B(D)) is not finite dimensional. The finite complex K * (T − λ, B(D)) consists of the spaces
and the coboundary operators
where τ = (T 1 − λ 1 ) ⊗ e 1 + (T 2 − λ 2 ) ⊗ e 2 + · · · (T n − λ n ) ⊗ e n and (e 1 , e 2 , · · · , e n ) is the canonical basis of C n .
The L 2 ∂f ∧-complex (B * (D), ∂f ∧) can be viewed as a model for Taylor's joint spectral theory. The Bergman space is a Hilbert space and the toeplitz operators defined by multiplication by f i = ∂f ∂z i , 1 ≤ i ≤ n, is a commuting n-tuples of bounded linear operators. The dz i 's can be viewed as a basis of C n . Thus the associated Koszul complex is exactly (B * (D), ∂f ∧). Under our assumption, D is bounded and pseudoconvex. By Theorem 8.1.1 and corollary 8.1.2 of [EP] , we have
Furthermore by Theorem 8.2.1 and Proposition 8.2.5 of [EP] , we have
and
Hence we have the simple conclusion:
Proposition 3.3. Assume that f is holomorphic onD and has no critical points on ∂D, then
which says that the complex (B * (D), ∂f ∧) has at most finite dimensional cohomology group. Now we turn to the discussion of the L 2 complex (H * (D),∂ f ). The key theorem in this section is as follows. We are working in L 2 integrable category, so we must be careful to control the norms. Before proving Theorem 3.4, we need the L 2 existence theorem for∂-Neumann problem * . * The assumption n ≥ 2 doesn't matter in our references. This is because when n = 1, the∂-Neumann condition is exactly the 0-value Dirichlet condition for (p, 1)-forms and all the existence and regularity theorems clearly hold by standard elliptic estimate. † Theorem 3.5 ( [Sh] ). Let D be a bounded pseudoconvex domain in C n with C ∞ smooth boundary. If∂ϕ = 0 for some ϕ ∈ L 2 (p,q+1) (D), then there exists ψ ∈ L 2 (p,q) (D) such that ϕ =∂ψ and ||ψ|| ≤ c||ϕ||. Here 0 ≤ p ≤ n, 0 ≤ q ≤ n − 1 and c is independent of the choice of ϕ.
We will also need the Banach's closed range theorem as below. 
To avoid too heavy notation, here and below we will use a b to denote 'there exists a constant c > 0 such that a ≤ c · b'.
Firstly we assume n < p ≤ 2n. Let
Then we have∂ϕ p−n,n = 0. By Theorem 3.5, there exists ψ p−n,n−1 such that∂ ψ p−n,n−1 = ϕ p−n,n and ||ψ p−n,n−1 || ||ϕ
Again by Theorem 3.5, there exists ψ p−n+1,n−2 such that
Note that ψ p−n−1,n = 0 here. Let ψ = 2n−p k=0 ψ p−n+k,n−1−k , then∂ f ψ = ϕ and ||ψ|| ||ϕ||. This means that the L 2∂ f -complex is exact at p th degree and thus the p th cohomology vanish for n < p ≤ 2n. Moreover, by Theorem 3.6,∂ f has closed range at these degrees.
Then we consider the case 0 ≤ p ≤ n. Let
Because∂ f ϕ = 0, we havē
Similar to the discussion above, we have ψ
Similar to the discussion above, norm of ϕ p,0 − ∂f ∧ ψ p−1,0 can be controlled by that of ϕ and ψ and eventually by ϕ. Thus by (3.3) and (3.4), ϕ
We define a map between the two complexes at the level of L 2 cohomology by:
by counting degrees, we have
and thus u is well defined. If η ∈ B p (D) represent a cohomology class, we have∂ f η = 0 and
, and u is injective. Thus u is an isomorphism of cohomology groups.
Now by the weak Hodge decomposition
which is finite dimensional by Theorem 3.4. By Corollary IV.1.13 of [Go] : if a closed operator from a Banach space to another Banach space has finite cokernel, it must have closed range; we can conclude that Im(∂ f ) is closed. Now by Theorem 3.6, Im(∂ * f ) is also closed. Thus we have Theorem 3.7 (strong Hodge decomposition).
⊥ . By Theorem 3.6 and closeness of range of∂ f and∂ * f , we then have
for some positive constant c. That's, a spectral gap exists between 0 and other spectra of ∆ f . By Proposition 3.6, the range of ∆ f is closed. So we obtain Corollary 3.8. Let D be a bounded strongly pseudoconvex domain in C n with C ∞ smooth boundary. Let f be a holomorphic function in D without critical points on the boundary ∂D. Then the twisted Laplacian ∆ f has finite dimensional kernel and there exists a spectral gap between 0 and other spectra of ∆ f . The complex (L 2 (D),∂ f ) has finite dimensional cohomology for 0 ≤ p ≤ n and zero cohomology for n < p ≤ 2n. Now Theorem 3.7 and Corollary 3.8 gives Theorem 1.1.
Notation 3.9. Similar to the equality I = ∆N + P for the∂-Neumann problem, let P :
be the Green operator, we have the decomposition
Global regularity
The operator ∆ f has the following expansion:
Here ∆∂ =∂ * ∂ +∂∂ * and the last two summands, denoted by L f and |∇f | 2 respectively, are of order 0. Hence ∆ f is an elliptic operator of second order and has the interior regularity estimate. In the following, we say that an operator T is globally regular if and only if it preserves A(D). T is exactly regular if it maps W s (D) continuously to itself for any non-negative integers. Exact regularity a priori means global regularity by Sobolev imbedding theorem.
To obtain a global estimate, we need sharper estimate about∂-Neumann operator on strongly pseudoconvex domains. We state the results needed in our proof in the following. [Sh] . (3) and (4) is exactly Theorem 5.3.10 in [Sh] . For (2), by Equality 5.3.34 in [Sh] , (3) and (4) ||N ( 
Notice that the 0
is obviously zero, so 0 is not in the spectrum of ∆ f . Therefore by Corollary 3.8, the spectrum of ∆ f = ∆ + |∇f | 2 has a positive lower bound and ∆ + |∇f | 2 has a bounded inverse G 0 with ||G 0 g|| ≤ c||g||.
. Let u = P u + u ⊥ be the decomposition of u into a holomorphic function and the orthogonal part. Then there is
By Theorem 4.1, we have
On the other hand, we have
Then it follows that
Since ∆ + |∇f | 2 is elliptic in the interior of D and |∇f | 2 is nonzero on the boundary ∂D, we can apply elliptic estimate in the interior and divide by |∇f | 2 near the boundary to conclude that u ∈ W
Remark 4.3. We can NOT expect that u has higher regularity than g, which will lead to the compactness of G 0 by Rellich's lemma. For example, when |∇f | 2 happens to be a positive constant c, which is the case when f = n i=1 z i , G 0 will have a non-zero eignvalue 1 c and the infinite dimensional Bergman space as the corresponding eignspace. Thus G 0 can not be compact and that's why we use an indirect way to prove the strong decomposition theorem.
Proposition 4.4. Assume D is strongly pseudoconvex with smooth ∂D and f has no critical points on ∂D. Then the Green operator G is exactly regular and
. As L f always transform (p, q)-forms into sum of (p − 1, q + 1)-forms and (p + 1, q − 1)-forms, ϕ p,0 does not contribute to the (p, 0) component of L f ϕ. Therefore
Since the Neumann boundary condition for (p, 0)-forms are the same as that for functions, so by Lemma 4.2 ϕ p,0 ∈ W 1 p (D). Now by induction, exact regularity for G p holds.
For n < p ≤ 2n, as no (k, 0)-forms are involved, by Theorem 4.1 (4), the proof follows as the standard bootstrap argument.
Finally, let ψ = 0, then Sobolev's imbedding theorem guarantees that forms in H * are all smooth up to the boundary.
Dimension computation
In this section, we will compute the dimension of the
Proof. For any φ ∈ A * (D),∂ f φ = 0, we can solve the∂ f -Neumann problem to obtain: φ = P φ +∂ f∂ * f Gφ. By Proposition 4.4, P φ ∈ A * (D) and∂ * f Gφ ∈ A * −1 (D). This gives an isomorphism
If we ignore the L 2 condition, we have the smooth complex (A * (D),∂ f ), whose cohomology can be computed by the spetral sequence as follows.
This complex can be viewed as a total complex of the double complex (A * , * (D),∂, ∂f ∧) with horizontal operator∂ and vertical operator ∂f ∧. We consider the spectral sequence associated to the filtration
for k ∈ Z. Since D is pseudo-convex, it is stein, therefore the first page is concentrated at the first column with (k, 0) term given by holomorphic k-forms. Since the f i 's have only finite common zeros, they form a regular sequence on D. Therefore the cohomology of the holomorphic Koszul complex
which is E 2 , is concentrated at the top term Ω n (D)/∂f ∧ Ω n−1 (D) ∼ = Jac(f ). Thus the spectral sequence degenerate at the E 2 -stage and the cohomology of the smooth∂ f complex is concentrated at the middle dimention and is isomorphic to Jac(f ). Hence we obtain the following result. Proposition 5.2.
To construct the cohomology of the complex (A * c (D),∂ f ) consisting of the forms with compact support, we want to use a homotopy introduced in [LLS] .
Let ρ be a smooth function with compact support in D such that it equals to 1 in a neighborhood of Crit(f ). Define the following operator
A direct calculation gives the following result. 
