Introduction
We introduce a new curvature condition called constant vector curvature and present a number of classification theorems in dimension three.
A connected Riemannian manifold M has constant vector curvature ε, denoted by cvc(ε), if every tangent vector v ∈ T M lies in a 2-plane with sectional curvature ε; by scaling the metric on M , we will always assume that ε = −1, 0, or 1. When the sectional curvatures satisfy an additional bound sec ≤ ε or sec ≥ ε, we say that ε is an extremal curvature.
Our definition was partly motivated by a consideration of results on geometric rank-rigidity [Ba, BuSp, Con, Co, Ha, ShSpWi] . A manifold M has positive rank ε if along each complete geodesic γ : R → M there exists an orthogonal Jacobi field J(t) with sec(γ, J)(t) ≡ ε. The condition of constant vector curvature simply replaces the condition "along each complete geodesic" with "at each point". It replaces a global condition on geodesics with a pointwise condition on vectors. It is immediate that surfaces with constant vector curvature have constant sectional curvatures. It is not difficult to see that the eight three-dimensional Thurston geometries all have constant vector curvature (see Section 3).
In three dimensions this curvature condition is quite rigid. Indeed we originally conjectured that under global assumptions, like compactness or finite volume, the only examples would be locally homogeneous. This turns out not to be the case as we will discuss later in this introduction. However we note that, even under the additional extremal condition, constant vector curvature metrics can have sectional curvatures and scalar curvature with mixed sign and Ricci curvature with eigenvalues of mixed sign. This curvature condition is not a subclass of any classical curvature condition.
In the case of constant vector curvature −1 we prove:
Theorem 1.1. Suppose that M is a finite volume cvc(−1) three-manifold. If sec ≤ −1, then M is real hyperbolic. If sec ≥ −1 and M is not real hyperbolic, then its universal covering is isometric to a left-invariant metric on one of the Lie groups E(1, 1) or P SL(2, R) with sectional curvatures having range [−1, 1].
The pointwise cvc(−1) curvature condition is clearly implied by the global positive hyperbolic rank assumption. Therefore, we have the following immediate corollary: Corollary 1.2. Suppose that M is a finite volume three-manifold with positive hyperbolic rank.
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(1) If sec ≤ −1, then M is real hyperbolic.
(2) If −1 ≤ sec < 1, then M is real hyperbolic.
Alternative proofs of (1) appear in [Co, Ha] when M is compact. To our knowledge (2) is the first hyperbolic rank-rigidity theorem that does not assume the manifold has non-positive sectional curvatures.
In contrast to the cvc(−1) case, there is flexibility in the construction of cvc(0) three-manifolds. Observe that any three-manifold that is locally a Riemannian product of a surface and an interval has cvc(0) since every tangent vector lies in a tangent plane containing the interval factor, a plane of curvature zero. The following theorem is a partial converse of this observation. Recall that a point p ∈ M is said to be isotropic if all tangent planes to p have the same sectional curvature. Theorem 1.3. Suppose that M is a finite volume cvc(0) three-manifold with extremal curvature 0. The subset of M consisting of non-isotropic points admits a local Riemannian product structure. In addition, if M has no isotropic points then its universal covering is isometric to a Riemannian product.
The most interesting and difficult case in our study is that of cvc(1) threemanifolds with extremal curvature +1. To describe our results, we begin with a description of the compact locally homogeneous examples. All of these examples are isometric to a lattice quotient M ∼ = Γ\G of a left-invariant metric on a simplyconnected unimodular Lie group G having one of two types: where µ ∈ (0, 1) is a constant. The Lie group G is isomorphic to SU (2). The sectional curvatures of these metrics have range [−1, 1] . It will be shown that Type I locally homogeneous cvc(1) metrics are rigid. They may only be perturbed in the family of cvc(1) metrics by varying the parameter µ ∈ (0, 1).
Type II:
Metrics of this type admit a global orthonormal framing {e 1 , e 2 , e 3 } of M with bracket relations:
[e 1 , e 2 ] = −2e 3
[e 1 , e 3 ] = (1 − c)e 2 [e 2 , e 3 ] = −(1 − c)e 1 where c ∈ R. The sectional curvatures of these metrics lie between 1 and −(2c + 1). The Lie group G is isomorphic to SU (2) if c < 1, to the Heisenberg group H if c = 1, and to the universal covering group of P SL(2, R) if c > 1. The oneparameter family of metrics with c < 1 are isometric to the well-known Berger spheres suitably rescaled to have cvc(1). The one parameter family of metrics with c > 1 are obtained by starting with the universal covering of the unit-tangent bundle of the hyperbolic plane and rescaling the fiber direction in a construction analogous to that of the Berger spheres.
All of the locally homogeneous examples are characterized by having constant scalar curvature. Theorem 1.4. Suppose that M is a closed cvc(1) three-manifold with extremal curvature +1. Then M is locally homogeneous if and only if M has constant scalar curvature.
We obtain new Type II cvc(1) manifolds with variable scalar curvature through a process we call the CVC reverse transform. (The CVC transform transforms a Type II cvc(1) manifold into a locally homogeneous manifold.)
CVC reverse transform:
Here we describe the CVC reverse transform of Type II locally homogeneous metrics when c = 1; the case when c = 1 is somewhat different and discussed later. Begin with a locally homogeneous metric g on a compact manifold M such that {e 1 , e 2 , e 3 } is a global orthonormal frame that satisfies the above Type II structure equations with c = 1. Let ∆ be the Laplacian with respect to the metric g and let dv denote the volume form. Let ζ be an arbitrary smooth function on M that satisfies (i) e 3 (ζ) = 0 and (ii) M ζdv = M 2(1 − c)dv. Use (ii) to solve: ∆h = ζ − 2(1 − c).
Then by (i) it follows that e 3 (h) = 0. Note that there is a unique solution satisfying (iii) M e 2h dv = M dv. This is the solution we will use. Define the function λ by the equation:
λ + 3 = e 2h ζ.
Then e 3 (λ) = 0. We will construct a metric of cvc(+1) with scalar curvature 2λ+ 4. Let { e 1 , e 2 , e 3 } be a global frame given by:
e 1 = e h (e 1 + e 2 (h) 1 − c e 3 ), e 2 = e h (e 2 − e 1 (h) 1 − c e 3 ), e 3 = e 3 .
We let g be the metric determined by requiring that { e 1 , e 2 , e 3 } is orthonormal. Let {ē 1 ,ē 2 ,ē 3 } be the global frame defined by the equations:
e 1 = e 1 + e 2 (ρ) 1 − c e 3 ,ē 2 = e 2 − e 1 (ρ) 1 − c e 3 ,ē 3 = e 3 .
Letḡ be the metric determined by requiring that {ē 1 ,ē 2 ,ē 3 } is orthonormal. Then g has constant vector curvature +1. The sectional curvature of the plane e 1 ∧ e 2 equals λ and the scalar curvature equals 2λ + 4. This construction of a metric of constant vector curvature +1 from a locally homogeneous metric is called the CVC reverse transform.
Our final theorem says that all closed cvc(1) three-manifolds without isotropic points have been described above.
Theorem 1.5. Suppose that (M, g) is a closed cvc(1) three-manifold with extremal curvature +1. If M has no isotropic points, then either:
(1) g is isometric to a Type I locally homogeneous metric, or (2) There is a diffeomorphism ϕ of M such that ϕ * (g) is obtained from a Type II locally homogeneous metric by the CVC reverse transform.
Central to the proof of Theorem 1.5 is the CVC transform which involves solving nonlinear elliptic equations of the type studied by Kazdan and Warner in their work [KaWa] . There is also an approach to part of this result coming from Sasakian geometry investigated extensively by Belgun [Be1, Be2, Be3] .
We conclude with a brief account of our methods. A cvc(ε) three-manifold M with extremal curvature ε has the following local structure in neighborhoods of nonisotropic points (section 2): M admits a local orthonormal framing {e 1 , e 2 , e 3 } that diagonalizes the Ricci tensor with eigenvalues {λ + ε, λ + ε, 2ε} where λ = ε. The line field spanned by e 3 is globally defined in the set of non-isotropic points and is tangent to a foliation by complete geodesics. This is essentially all that local theory yields. Indeed, a necessary condition for M to be locally homogeneous is for λ to be locally constant. Even in this case, the local isometry classes of Riemannian threemanifolds for which the eigenvalues of the Ricci tensor are constants ρ 1 = ρ 2 = ρ 3 depend on two arbitrary functions of one variable [Ko1, Ko2] .
We introduce global methods by studying various ode along the e 3 -geodesics satisfied by Christoffel symbols. When M has finite volume and ε = −1 these ode give enough information to conclude that, in a suitable frame, the curvature and its covariant derivatives are constant. A result of Singer [S] then implies that M is locally homogeneous. Similarly, when M has finite volume and ε = 0, these ode give enough information to deduce the local product structure.
When ε = +1 these ode techniques are insufficient and consequently, we introduce elliptic pde techniques. An analysis of normal forms for the endomorphism ∇e 3 of the plane field e ⊥ 3 separates the argument into two cases. In the first case, we argue that the normal forms pick out a suitable framing of M for which all Christoffel symbols are constant. We deduce in this case that M is locally homogeneous of Type I. In the second case, we solve a Dirichlet problem for an appropriate linear elliptic pde and use its solution as an integrating factor to find a special frame, called a ρ-frame. Using the ρ-frame we construct a locally homogeneous metric of Type II using the CVC transform. As mentioned above this involves solving nonlinear elliptic equations on the three-manifold. Section 2 introduces preliminary ideas common throughout the paper. Section 3 describes the locally homogeneous three-manifolds with constant vector curvature. Section 4 studies the three-manifolds with cvc(1), Section 5 those with cvc(−1) and Section 6 those with cvc(0). The final four sections can be read independently of each other.
2. General structure of cvc(ε) three-manifolds
In this section, we set up notation and collect together general results that will be used in subsequent sections.
Local computations. We begin with a curvature identity that holds for an arbitrary Riemannian three-manifold M . Let {v 1 , v 2 , v 3 } be an orthonormal framing of a neighborhood U of a point p ∈ M . For unit orthogonal vectors X, Y ∈ T p M ,
where the a i and b i are scalars. Set A = (a 1 , a 2 , a 3 ) and B = (b 1 , b 2 , b 3 ). Then |A| = |B| = 1. Since X and Y are orthogonal unit vectors, we have:
where Ric is the Ricci curvature and S is the scalar curvature.
Proof. We first compute:
Lemma 2.2. Let {v 1 , v 2 , v 3 } be a local orthonormal framing over a neighborhood U of p ∈ M for which the Ricci tensor is diagonal. Let σ be a two-plane at p and
As {v 1 , v 2 , v 3 } diagonalizes the Ricci tensor,
as desired.
Lemma 2.3. Let M be a Riemannian three-manifold with cvc(ε) and let {v 1 , v 2 , v 3 } be a local orthonormal framing over a neighborhood of p ∈ M which diagonalizes the Ricci tensor. Then at least one of the sectional curvatures λ ij equals ε.
Proof.
If not, then there either exist two of the λ ij which are both greater than ε or which are both less than ε. Consider the case when two of the λ ij > ε (the other case is analogous). After a possible relabeling of indices, we have that both λ 23 and λ 13 are greater than ε. Then by Lemma 2.2, all planes containing v 3 have curvature greater than ε, a contradiction.
Adapted frames, the A matrix, and curvature equations.
The starting point for all of our analysis concerning cvc(ε) manifolds with extremal curvature ε is the following: Theorem 2.4. Let M be a Riemannian three-manifold with cvc(ε) and extremal curvature ε. Then for each non-isotropic point p ∈ M there is a number λ p = ε and a unit vector e ∈ T p M such that
(1) the curvature ε planes at p are precisely those containing the vector e (2) the plane P orthogonal to e has sectional curvature λ p and all sectional curvatures at p lie between ε and λ p (3) for any orthonormal frame {e 1 , e 2 } of the plane P , the frame {e 1 , e 2 , e = e 3 } diagonalizes the Ricci tensor at p with eigenvalues {λ + ε, λ + ε, 2ε}.
Proof. Let p ∈ M be a non-isotropic point and assume that sec ≥ ε; the case when sec ≤ ε is handled similarly. Let {v 1 , v 2 , v 3 } be an orthonormal framing of T p M as in Lemma 2.2. It suffices to prove that exactly two of λ 12 , λ 13 , λ 23 equal ǫ.
As p is not isotropic, one of the λ ij is not equal to ε and by Lemma 2.3 at least one of the λ ij equals ε. If at most one of the λ ij equals ε, then one is less than ε and one is greater than ε. This contradicts the assumption that ε is extremal. By Theorem 2.4, there is a continuous function λ : M → R, (with value ε at isotropic points), with the property that sec has range between λ p and ε at each p ∈ M . In fact, we have that λ is smooth on M since the scalar curvature of M equals 2λ + 4ε. Throughout, we let I = {λ = ε} denote the closed subset of isotropic points and P = M \ I the open subset of non-isotropic points.
We frequently will exploit the fact that cvc(ε) metrics lift to cvc(ε) metrics on covers. In particular, we always assume that M is oriented. On the non-isotropic set P the vector field e 3 is locally well-defined; the line field spanned by the vector field e 3 is globally defined. This line field may not be orientable in which case it is in a double cover of each connected component of P. In all arguments that follow, the reader may check that there is no loss of generality by passing to these covers when necessary. Consequently, we will always assume that the line field is oriented by a globally defined vector field e 3 on P. As M is oriented, a choice for the vector field e 3 as above orients the perpendicular plane field e ⊥ 3 . Definition 2.1. An adapted frame is a positively oriented orthonormal framing {e 1 , e 2 , e 3 }.
Note that any two adapted frames differ by the SO(2) action on positively oriented orthonormal subframings of e ⊥ 3 . Making a choice of such a subframe, we write the Christoffel symbols of the Levi-Civita connection ∇ for the adapted frame {e 1 , e 2 , e 3 } as follows:
∇ e1 e 3 = a 11 e 1 + a 12 e 2 ∇ e2 e 3 = a 21 e 1 + a 22 e 2 ∇ e3 e 1 = ce 2 ∇ e3 e 2 = −ce 1 ∇ e2 e 1 = f e 2 − a 21 e 3 ∇ e2 e 2 = −f e 1 − a 22 e 3 (2.1)
∇ e1 e 1 = −ge 2 − a 11 e 3 ∇ e3 e 3 = 0.
We remark that ∇ e3 e 3 = 0 is demonstrated below in Theorem 2.5. Consequently, the linear map A(·) = ∇ (·) e 3 defines an endomorphism of e 
Next, we describe a normal forms decomposition for A. Write A as the sum of a symmetric matrix A sym and a skew-symmetric matrix A sk . Further decompose A sym into the sum of a traceless symmetric matrix A 0 and the multiple of the identity matrix (
The matrices ( 1 2 tr A)Id and A sk are fixed under conjugation by an element of SO(2). It follows that the normal forms decomposition of A is invariant under conjugation by an element of SO(2) and that tr A, det A, a, and b are smooth functions on P defined independently of a choice of an adapted frame. Note that under the change e 3 → −e 3 we have b → −b and a → −a.
Under conjugation by the matrix
τ cos 2θ − σ sin 2θ −(σ cos 2θ + τ sin 2θ)
While σ and τ in general depend on a choice of an adapted frame, the function − det A 0 = σ 2 + τ 2 is a smooth function on P defined independently of a choice of adapted frame.
Using the curvature we derive the following equations on the Christoffel symbols: From R 1221 = λ: Hence taking the difference of (2.13) and (2.14) we have:
Taking the sum of (2.13) and (2.14) we have:
Taking the difference of (2.7) and (2.8) we have:
The e 3 -geodesic decomposition of P. The first theorem in this subsection demonstrates that P is foliated by geodesics of M tangent to the vector field e 3 . Throughout, these geodesics will be called e 3 -geodesics.
Theorem 2.5. On the set P the vector-field e 3 satisfies: ∇ e3 e 3 = 0.
Proof. We use the differential Bianchi identity twice. First (∇ e2 R)(e 1 , e 3 )e 3 , e 1 + (∇ e1 R)(e 3 , e 2 )e 3 , e 1 + (∇ e3 R)(e 2 , e 1 )e 3 , e 1 = 0 and the curvature conditions: R(e 1 , e 2 )e 2 , e 1 = λ, R(e 1 , e 3 )e 3 , e 1 = ε, R(e 2 , e 3 )e 3 , e 2 = ε, and R(e i , e j )e k , e ℓ = 0, if any three of i, j, k, ℓ imply that:
(λ − ε) ∇ e3 e 3 , e 2 = 0.
Next, (∇ e1 R)(e 2 , e 3 )e 3 , e 2 + (∇ e2 R)(e 3 , e 1 )e 3 , e 2 + (∇ e3 R)(e 1 , e 2 )e 3 , e 2 = 0, implies that:
(λ − ε) ∇ e3 e 3 , e 1 = 0. The result follows.
Next, we describe a decomposition of P into two sets. Let P 1 = {− det A 0 > 0} and P 2 = {det A 0 = 0}. Clearly, P is the disjoint union of the open subset P 1 and the closed subset P 2 . Recall that a subset of a foliated space is said to be saturated if it is a union of entire leaves of the foliation.
Lemma 2.6. The subsets P 1 and P 2 are saturated.
Proof. It suffices to prove that P 2 is a saturated subset. Let p ∈ P 2 and let γ(t) be the e 3 -geodesic with γ(0) = p andγ(0) = e 3 . Let det A 0 (t) = det A 0 (γ(t)). By (2.16) and (2.17), det A 0 (t) satisfies the ode
Note that at points p ∈ P 2 , the matrix A 0 = 0 independent of the choice of an adapted frame. This immediately implies:
Lemma 2.7. At each point p ∈ P 2 and for any choice of adapted frame at p,
In contrast, at points p ∈ P 1 the entries of the matrix A 0 depend on a choice of an adapted frame. In subsequent sections, the following lemma will be used to pick out a particular adapted framing at points in P 1 .
Lemma 2.8. At each point p ∈ P 1 , there are precisely two adapted framings for which the matrix A 0 has the form
Moreover, these two adapted framings differ by the element T (π) ∈ SO(2).
Proof. Let p ∈ P 1 and fix a positively oriented framing {e 1 , e 2 } of e ⊥ 3 at p. Suppose that with respect to this framing
where σ 2 + τ 2 > 0. We first claim that there is a unique θ ∈ [0, π) such that
has the desired form. By (2.5) this is equivalent to proving that (2.18) τ cos 2θ − σ sin 2θ = 0 and (2.19) σ cos 2θ + τ sin 2θ > 0 have a unique common solution θ ∈ [0, π). First suppose that τ = 0. Since σ 2 + τ 2 > 0, we have that σ = 0. By (2.18) sin 2θ = 0 so that θ = 0 or θ = π 2 . By (2.19), θ = 0 is the unique common solution when σ > 0 and θ = π 2 is the unique common solution when σ < 0. Next suppose that τ > 0. Equation (2.18) yields cot 2θ = σ τ which has precisely two solutions θ ∈ [0, π), one with θ ∈ (0, π 2 ) and one with θ ∈ ( π 2 , π). It is easy to check that the former satisfies (2.19) while the latter does not. An analogous line of reasoning shows that there is a unique common solution when τ < 0, concluding the proof of our claim.
By the previous claim, we may assume that the positively oriented framing {e 1 , e 2 } of e ⊥ 3 from the beginning of the proof puts A 0 in the desired form
To conclude the proof, we show that for θ ∈ (0, 2π), the matrix T θ A 0 T −1 θ = A 0 if and only if θ = π. By (2.18), we necessarily have that sin 2θ = 0 so that θ = π 2 , π, or Evolution equations for tr A, det A, and λ along e 3 -geodesics.
Restrict the three scalar functions tr A, det A and λ = R 1221 on P to functions along an e 3 -geodesic γ. Let t be a parameter for γ such that e 3 = d dt . Then, Theorem 2.9. Along the e 3 -geodesic γ(t) we have:
Proof. To prove the first equality we use the differential Bianchi identity:
(∇ e3 R)(e 1 , e 2 )e 2 , e 1 + (∇ e1 R)(e 2 , e 3 )e 2 , e 1 + (∇ e2 R)(e 3 , e 1 )e 2 , e 1 = 0 and the curvatures R(e 1 , e 2 )e 2 , e 1 = λ, R(e 1 , e 3 )e 3 , e 1 = ε, R(e 2 , e 3 )e 3 , e 2 = ε, and R(e i , e j )e k , e ℓ = 0, if any three of i, j, k, ℓ differ to conclude that:
The equality follows.
To prove the second equality we use the curvature identity R(e 1 , e 3 )e 3 , e 1 = ε and ∇ e3 e 3 = 0 to derive (2.7) Use the curvature identity R(e 2 , e 3 )e 3 , e 2 = ε and ∇ e3 e 3 = 0 to derive (2.8). Adding we have:
To prove the third equality we use the curvature identity R(e 1 , e 3 )e 3 , e 2 = 0 and ∇ e3 e 3 = 0 to derive (2.13) Use the curvature identity R(e 2 , e 3 )e 3 , e 1 = 0 and ∇ e3 e 3 = 0 to derive (2.14) Then computing e 3 (a 11 a 22 − a 12 a 21 ) we derive that e 3 (det A) = − tr A(1 + det A). The result follows.
The following are two immediate corollaries:
Corollary 2.10. Along any e 3 -geodesic, λ never assumes the value ε. Hence, the vector field e 3 is complete and P is foliated by complete e 3 -geodesics.
Corollary 2.11. Along any e 3 -geodesic, tr A ≡ 0 if and only if det A ≡ ε.
We conclude this section with a general form solution to the coupled odes (2.21) and (2.22). Explicit form solutions when ε = 1, −1, or 0 are given at the beginning of each relevant section.
Theorem 2.12. Along the e 3 -geodesic γ let ℓ(t) denote the solution to
Then ℓ(t) > 0 for each t ∈ R and
Proof. To solve (2.21) and (2.22) introduce the function ℓ(t) = exp(
, and ℓ(t) > 0 for all t ∈ R. Then from (2.22) we have:
where k = det A(0) + ε is a constant. From (2.21) we have:
Simplifying, we have:
By (2.22), (2.15), and (2.20), det A + ε, b, and λ − ε satisfy the same linear ode along an e 3 -geodesic γ. Hence: Corollary 2.13. For each e 3 -geodesic γ, there exists constants K and C such that
3. Homogeneous cvc(ε) three-manifolds with extremal curvature ε A good general reference for this section is [Mi] . In this section, M denotes a connected and homogeneous three-manifold with cvc(ε) and extremal curvature ε. We continue to use the notation of section 2.
As M is homogeneous and three-dimensional, a theorem of Sekigawa [Se] implies that its universal covering M is isometric to either a three-dimensional space form, a product of a two-dimensional space form with R, or to a connected and simplyconnected three dimensional Lie group endowed with a left-invariant metric.
If M has an isotropic point, all points are isotropic by homogeneity and M is a space form of curvature ε. The products S 2 × R and H 2 × R have no isotropic points and cvc(0). It remains to classify the left-invariant metrics on connected and simply-connected three dimensional Lie groups with cvc(ε), extremal curvature ε, and no isotropic points. Let G denote a connected and simply-connected three-dimensional Lie group endowed with a left-invariant Riemannian metric determined by an inner-product <, > on its Lie algebra g. We assume that G has cvc(ε), extremal curvature ε, and no isotropic points. By Theorem 2.4 there exists an orthonormal framing {ē 1 ,ē 2 , e 3 } of g that diagonalizes the Ricci tensor where the vector e 3 is contained in all curvature ǫ planes. As left-translation acts by orientation preserving isometries of G, {ē 1 ,ē 2 , e 3 } extends to a left-invariant adapted framing on all of G.
As this framing is left-invariant, the Christoffel symbols (2.1) are constant functions on G. As λ − ǫ is a non-zero constant function on G, Theorem 2.9 implies that tr A = 0 and det A = ǫ. Next, we consider the normal forms for A and in particular, a, b, σ and τ as defined in section 2.
We have that a = 1 2 tr A = 0. By possibly replacing e 3 with −e 3 , we will assume that b = a 12 = −a 21 ≥ 0. By Lemmas 2.7 and 2.8, we may assume that τ = 0 so that with respect to the left-invariant adapted framing {ē 1 ,ē 2 , e 3 } we have that
The curvature equations (2.6)-(2.14) for this left-invariant adapted framing reduce to:
From R 1221 = λ:
From R 1223 = 0 :
From R 2312 = 0 :
From R 1323 = 0 :
From R 2313 = 0 :
Consider the linear transformation L : g → g defined by extending
linearly. Then the Lie group G is unimodular if and only if L is self-adjoint [Mi] . In this case, the Lie algebra g is determined by the signs of the eigenvalues of L as described by [Mi, p. 307] . With respect to the framing {ē 1 ,ē 2 , e 3 } described above, we have that
Hence G is unimodular if and only if f = g = 0. Our first lemma characterizes when G Riemannian covers a finite volume manifold:
Lemma 3.1. Assume that G is a connected and simply-connected three-dimensional Lie group endowed with a left-invariant metric of cvc(ε), extremal curvature ε, and with no isotropic points . Let {ē 1 ,ē 2 , e 3 } be a left-invariant framing of G as described above. Then G Riemannian covers a finite volume manifold if and only if f = g = 0.
Proof. First assume that f = g = 0 or equivalently that G is unimodular. As all three-dimensional unimodular Lie groups admit lattices [Mi] , G covers a finite volume manifold.
Next assume that G covers a finite volume manifold M . Then Γ = π 1 (M ) acts by isometries on G. After possibly passing to an index two subgroup, we may assume that Γ acts by orientation preserving isometries of G with finite volume quotient. We assume that one of f or g is non-zero and derive a contradiction in what follows.
Let Isom + (G) denote the group of orientation preserving isometries of G and F < Isom + (G) the subgroup consisting of orientation preserving isometries fixing the identity element e ∈ G. We first claim that F is trivial or isomorphic to Z 2 . To see this, note that since G has constant vector curvature and is not a space form, the derivative map of each I ∈ F fixes the line in g ∼ = T e G spanned by e 3 . Define the homomorphism φ : F → {−1, 1} by dI(e 3 ) = φ(I)(e 3 ). The claim will follow once we prove φ is injective.
To see that φ is injective, assume that I is an orientation preserving isometry of G fixing the identity e and the vector e 3 ∈ g ∼ = T e G. As I preserves orientation, there is a θ ∈ [0, 2π) such that
As one of g or f is assumed to be non-zero, we have that dI is the identity map of g. An isometry is determined by where it sends a point and its derivative at this point. Consequently, I is the identity map of G, concluding the proof that φ is injective.
I(e) • I) for each I ∈ Isom + (G). Alternatively, the derivative of each isometry I ∈ Isom + (G) maps the left-invariant vector-field e 3 to the leftinvariant vector-field ν(I)e 3 . It follows easily that ν is a homomorphism and that G = ker(ν). The groupΓ = G ∩ Γ has index at most two in Γ, hence also acts on G with a finite volume quotientM . As all elements inΓ act by left-translations, the left-invariant vector fieldsē 1 andē 2 on G descend to vector fieldsê 1 andê 2 on M . A simple calculation shows that f ≡ divē 1 and g ≡ divē 2 and consequently, f ≡ divê 1 and g ≡ divê 2 . AsM has finite volume, the divergence of every vector field onM vanishes somewhere, contradicting the assumption that one of f or g is non-zero.
We begin with the proof of the following:
Theorem 3.2. Assume that M is a connected, simply-connected, and homogeneous cvc(1) three-dimensional manifold with extremal curvature +1. Then either
(1) M is isometric to a left-invariant metric on SU (2), or (2) M is isometric to a left-invariant metric on the Heisenberg group, or (3) M is isometric to a left-invariant metric on SL(2, R), or (4) M is isometric to a left-invariant metric on a non-unimodular solvable three-dimensional Lie group.
The manifolds appearing in (1) − (3) Riemannian cover finite-volume manifolds while those in (4) do not.
Proof. As the round three dimensional sphere is isometric to a left-invariant metric on SU (2), we may assume that M is isometric to a connected and simply-connected three dimensional Lie group G endowed with a left-invariant metric with no isotropic points (or equivalently 1 = λ ∈ R). We assume that G is endowed with a leftinvariant framing {ē 1 ,ē 2 , e 3 } as described above. By (3.2)
In what follows, we consider two separate types of left-invariant metrics matching those described in the introduction.
Type I, G = P 1 : Metrics of this type have σ > 0. Therefore c = 0 by (3.8) and
by (3.6) and (3.7). As b 2 − σ 2 = 1, f = g = 0. The curvature equations (3.1)-(3.9) are all solved once values for the constants b > 1 and σ > 0 satisfying the equality 1 = b 2 − σ 2 are specified.
and b > 1, we have that α may take any value in (0, 1). Let µ = b(1−α) > 0. A simple calculation shows that µ = (
1/2 . Note that µ may take any value in (0, 1) . Rotatingē 1 andē 2 at all points by angle π/4, we obtain a new left-invariant framing {e 1 , e 2 , e 3 } with constant Christoffel symbols c = f = g = a 11 = a 22 = 0 and µ = a 12 = − 1 a21 . The curvature λ = −1 by (3.1). With respect to the framing {e 1 , e 2 , e 3 },
giving the bracket relations mentioned in the introduction. According to [Mi, p. 307] , G is isomorphic to SU (2).
Type II, G = P 2 : Metrics of this type have σ = 0. Thus b 2 = b 2 − σ 2 = 1 so that b = 1 by our convention b ≥ 0. We consider two separate cases in what follows:
Case 1, c = 1: By equations (3.6) and (3.7) we have that f (c − 1) = g(c − 1) = 0 whence f = g = 0 and λ = −(2c + 1).
With respect to the framing {ē 1 ,ē 2 , e 3 },
giving the bracket relations mentioned in the introduction. According to [Mi, p. 307 ], if c > 1 then G is isomorphic to P SL(2, R) and if c < 1 then G is isomorphic to SU (2).
The interested reader may check that when c = 3 2 , G is isometric to the universal covering of the unit-tangent bundle of the hyperbolic plane and that when c = −1, G is isometric to the constant curvature one three sphere. Moreover, the family of metrics with c < 1 are isometric to the Berger spheres suitably rescaled so that the Hopf vector field is contained in curvature one planes. The family of metrics with c > 1 are constructed in a similar fashion starting with the universal covering of the unit-tangent bundle of the hyperbolic plane.
Case 2, c = 1:
As in the previous case, we have b = 1. The curvature equations (3.1) − (3.9) are then satisfied for any values of f and g. The curvature λ = −(3 + f 2 + g 2 ). With respect to the framing {ē 1 ,ē 2 , e 3 },
The group G is unimodular if and only if f = g = 0 in which case G is isomorphic to the three-dimensional Heisenberg group. If one of f or g is non-zero, then G is a non-unimodular three-dimensional Lie group, hence solvable [Mi] . In this case, Lemma 3.1 implies that G does not cover a finite volume manifold.
Remark 3.1. In Theorem 3.2 the parameter µ ∈ (0, 1) parameterizes the isometry classes of Type I metrics and the parameter c ∈ R parameterizes the isometry classes of Type II metrics as we now outline:
For a Type II metric with parameter c ∈ R the tangent plane e ⊥ 3 has curvature −(2c + 1) implying the second statement. As for the first statement, let µ ∈ (0, 1) and consider the metric Lie algebra (g, <, > µ ) with basis {e 1 , e 2 , e 3 } satisfying:
Let (G, <, > µ ) denote the induced connected and simply-connected Lie group with left-invariant metric. As explained in the proof of Theorem 3.2, G is isomorphic to SU (2). Now suppose that 0 < µ 1 < 1 and 0 < µ 2 < 1. For i = 1, 2, let {e
2 , e i 3 } denote the left-invariant orthonormal framing of (SU (2), <, > µi ) just described. Assume that I : (SU (2), <, > µ1 ) → (SU (2), <, > µ2 ) is an isometry. By following I with a left-translation, we may assume that I fixes the identity element. The derivative map at the identity dI : ⊥ by an element of O(2).
A simple calculation using (1)-(3) implies µ 1 = µ 2 . It is interesting to note that as µ → 1, the metric Lie algebras (g, <, > µ ) converge to the Type II metric Lie algebra corresponding to the parameter c = 0. Theorem 3.3. Assume that M is a connected, simply-connected, and homogeneous cvc(−1) three-dimensional manifold with extremal curvature −1. Then either
(1) M is isometric to three dimensionsal hyperbolic space, or (2) M is isometric to a left-invariant metric on E(1, 1), or (3) M is isometric to a left-invariant metric on P SL(2, R). The manifolds appearing in (1) − (3) all Riemannian cover finite volume manifolds and the sectional curvatures of manifolds appearing in (2) − (3) have range
Proof. If M is not hyperbolic, then M is isometric to a connected and simplyconnected three dimensional Lie group G endowed with a left-invariant metric with no isotropic points (or equivalently −1 = λ ∈ R). We assume that G is endowed with a left-invariant framing {ē 1 ,ē 2 , e 3 } as described above. By (3.2), b 2 −σ 2 = −1. In particular, σ = 0 and G = P 1 .
By (3.8), 2cσ = 0 so that c = 0. By (3.6) and (3.7), we have:
By 3.1, λ = 1. Rotateē 1 andē 2 at all points by angle π/4. By (2.3) and (4.8) we obtain a new left-invariant framing {e 1 , e 2 , e 3 } with constant Christoffel symbols c = f = g = a 11 = a 22 = 0 and a 12 = 1 a21 = b − σ = 0. Let µ = b − σ. Replacing e 3 with −e 3 if necessary, we may assume that µ > 0 and by possibly switching e 1 and e 2 if necessary, we may assume that µ ≥ 1. With respect to the orthonormal framing {e 1 , e 2 , e 3 },
According to [Mi, p. 307] , if µ = 1, then G is isomorphic to E(1, 1) and if µ > 1, then G is isomorphic to the universal covering group of P SL(2, R).
As for the last claim of the theorem, it is well known that the three dimensional hyperbolic space covers finite volume manifolds while Lemma 3.1 implies that manifolds appearing in (2) and (3) do as well.
Remark 3.2. An argument analogous to the one outlined in remark 3.1 classifies the isometry classes of metrics appearing in Theorem 3.3. The interested reader may check that there is a unique isometry class of metrics appearing in (2) corresponding to the parameter µ = 1 and that the isometry classes of metrics appearing in (3) are parameterized by µ ∈ (1, ∞).
Theorem 3.4. Assume that M is a connected, simply-connected, and homogeneous cvc(0) three-dimensional manifold with extremal curvature 0. Then either
(1) M is isometric to three-dimenionsal Euclidean space, or (2) M is isometric to a product of space forms S 2 × R or H 2 × R (3) M is isometric to a left-invariant metric on a non-unimodular solvable three-dimensional Lie group. The manifolds appearing in (3) do not Riemannian cover finite-volume manifolds.
Proof. If M is not isometric to a manifold in (1) or (2), then M is isometric to a connected and simply-connected three-dimensional Lie group G endowed with a left-invariant metric with no isotropic points (or equivalently 0 = λ ∈ R).
We assume that G is endowed with a left-invariant framing {ē 1 ,ē 2 , e 3 } as described above. By (3.2), we have that b 2 = σ 2 . We first claim that b = σ = 0 or equivalently that G = P 2 . Indeed, if this were not the case then (3.4), (3.5), and (3.8) imply that f = g = c = 0. By (3.1), λ = 0, a contradiction. Hence σ = 0 and b = 0. The curvature equations (3.1)-(3.9) are then satisfied for any values of f and g with λ = −(f 2 + g 2 ) = 0. With respect to the framing {ē 1 ,ē 2 , e 3 },
Therefore, G is a non-unimodular three dimensional solvable Lie group which does not cover a finite volume manifold by Lemma 3.1.
As mentioned in the introduction, the eight Thurston geometries have constant vector curvature. The hyperbolic, Euclidean, and spherical geometries obviously do. The product geometries have constant vector curvature zero. The N il and P SL(2, R) geometries are Type II cvc(1) manifolds with c = 1 and c = 3 2 , respectively. The Sol geometry is the cvc(−1) manifold corresponding to µ = 1.
We conclude this section with a criterion due to Singer [Si] for a Riemannian manifold to be homogeneous. For an integer n ≥ 0, a Riemannian manifold M satisfies condition P (n) if for each x, y ∈ M , there exists a linear isometry of T x M onto T y M which maps (∇ k R) x onto (∇ k R) y for each k = 0, 1, . . . , n where R is the Riemannian curvature tensor and ∇ is the Levi-Civita connection on M Theorem 3.5 (Singer) . Assume that M is a connected, simply-connected, and complete Riemannian manifold satisfying condition P (n) for sufficiently large n. Then M is Riemannian homogeneous.
4. Three-manifolds with cvc(1) and extremal curvature 1 Throughout this section, M denotes a complete Riemannian three-manifold with cvc(1) and extremal curvature +1. We use the notation and conventions introduced in Section 2.
Restrict the three scalar functions tr A, det A and λ = R 1221 on P to functions along an e 3 -geodesic γ. Let t be a parameter for γ such that e 3 = 
We have the following corollaries:
Corollary 4.2. The functions tr A and det A are π-periodic along e 3 -geodesics.
Proof. This is immediate from Theorem 2.12.
Corollary 4.3. On P, det A > 0.
Proof. Let p ∈ P and let γ(t) be the e 3 -geodesic with γ(0) = p. By Theorem 2.12 ℓ(t) > 0 along γ(t), so that
Lemma 4.4. The functions λ and b are π-periodic along each e 3 -geodesic. Moreover, tr(A) = 2a vanishes somewhere on each e 3 -geodesic.
Proof. Let γ be an e 3 -geodesic. By Theorem 2.12, Corollary 4.2, and Corollary 4.3,
is positive and π-periodic along γ. By Corollary 2.13 and Corollary 2.10 then imply that λ − 1 is π-periodic and bounded away from zero on γ. Corollary 2.13 then implies that b is π-periodic. As tr A is π-periodic along γ it either vanishes somewhere on γ or is bounded away from zero on γ. In the latter case, (2.20) implies λ − 1 is monotonic, contradicting its periodicity.
Proposition 4.5. The function b is nowhere zero on P.
Proof. Let γ be an e 3 -geodesic. By Lemma 4.4, there exists an x ∈ γ with a(x) = 
This contradicts Corollary 4.3.
On connected components of P where b < 0, we replace e 3 with −e 3 so that we have b > 0 on all of P in all that follows. Proposition 4.6. There are no smooth closed surfaces in P everywhere transverse to the vector field e 3 .
Proof. With respect to any adapted framing, [e 1 , e 2 ], e 3 = ∇ e1 e 2 − ∇ e2 e 1 , e 3 = −2b.
As b > 0 on P, the plane field e ⊥ 3 defines a contact structure on P. Let η be the 1-form dual to e 3 . Then dη is a contact form with Reeb vector field e 3 .
Seeking a contradiction, suppose that Σ is such a closed surface. Then the contact form dη is a area form on Σ. This contradicts Stokes Theorem.
From section 2 we have a decomposition of the non-isotropic set P = P 1 ∪ P 2 into disjoint saturated subsets.
Definition 4.1. We say that M has Type I if P 1 = ∅ and Type II otherwise.
Classification of Type I cvc(1) three-manifolds:
In this subsection M denotes a complete Type I cvc(1) three-manifold. By Lemma 2.8, at each point p ∈ P 1 there are precisely two adapted framings {e 1 , e 2 , e 3 } and {−e 1 , −e 2 , e 3 } with respect to which (4.1)
Let L 1 denote the line field on P 1 spanned by e 1 . For a connected component C of P 1 , we letC denote a connected component of the orientation double cover of the line field L 1 endowed with the lifted cvc(1) metric. A choice of orientation for L 1 yields a global adapted framing {e 1 , e 2 , e 3 } ofC for which the matrix A 0 has the form (4.1). With respect to this framing ofC we have that
Lemma 4.7. For a global adapted framing {e 1 , e 2 , e 3 } ofC with respect to which A has form (4.2), c ≡ 0.
Proof. As τ = 0 and σ > 0 with respect to the given framing, (2.16) implies c ≡ 0.
Lemma 4.8. With respect to a global adapted framing {e 1 , e 2 , e 3 } ofC for which A has form (4.2), the function α = σ b is a constant 0 < α < 1. Proof. Let {e 1 , e 2 , e 3 } be a global adapted framing ofC with respect to which A has form (4.2).
As σ > 0 and b > 0, we have that α > 0. As τ = 0 for the given framing, (2.15) and (2.17) imply e 3 (α) = 0 and hence α is constant e 3 -geodesics. We first claim that 0 < α < 1 onC. For any given e 3 -geodesic γ, Lemma 4.4 implies that there exists a point p ∈ γ with a(p) = 0. At this point p, we have that
By Corollary 4.3, det A > 0 so that α(p) < 1. The claim follows. It remains to prove that the function α is constant. Seeking a contradiction we suppose that α is not constant and let r ∈ (0, 1) be a regular value. The smooth level surface Σ r = α −1 (r) is foliated by e 3 -geodesics since e 3 (α) = 0. As Σ r is a surface, we have that [v, e 3 ] is tangent to Σ r for every vector v tangent to Σ r . For the global adapted framing {e 1 , e 2 , e 3 } we have that [e 1 , e 3 ], e 2 = b + c = b > 0 onC. Hence, e 1 is nowhere tangent to Σ r . We define a new adapted framing {ẽ 1 ,ẽ 2 , e 3 } along Σ r as follows. Letẽ 1 be the unit orthogonal vector field to Σ r lying on the same side as e 1 . The unit vector fieldẽ 2 is then determined by the orientation of e ⊥ 3 and is necessarily tangent to Σ r . Using that Σ r is a surface, (4.3)
[ẽ 2 , e 3 ],ẽ 1 = 0.
Using that τ = 0, the matrixÃ 0 is given by (2.5):
In particularã 21 = −b − σ sin 2θ. By (4.8), we have thatc = c + e 3 (θ) = e 3 (θ). Then using (4.3)
On Σ r , σ = rb. Therefore we have:
.
Restricting (4.5) to an e 3 -geodesic γ(t) and integrating yields:
In particular, Proof. Let C be a connected component of P 1 . To prove the Corollary, it suffices to prove that the closure of C is disjoint from I ∪ P 2 .
First consider the function
defined on P. It follows from Lemma 4.8 that F ≡ α 2 is a non-zero constant on C. In particular F has value α 2 at any point in the closure of C. As F = 0 at points in P 2 , the closure of C does not meet P 2 . Next suppose that p is both an isotropic point and a limit point of a sequence p i ∈ C. Lemma 4.9 implies that λ − 1 = νb with ν = 0 a constant on C. As p is an isotropic point, we have that (λ − 1)( Proof. It clearly suffices to prove the result for the connected component of the double coverM where we have a globally defined adapted framing {e 1 , e 2 , e 3 } putting A in the form (4.2). Let α and µ be the constants given by Lemmas 4.8 and 4.9. OnM we have
Seeking a contradiction, we suppose that b is not constant and let β be a regular value of b which is not a root of the quadratic polynomial p(x) = (1−α 2 )x 2 −µx+1. Let Σ denote a connected component of the smooth level surface Σ β . We have that a is constant on Σ by (4.6). By (2.15), e 3 (b) = −2ab = 0 is also constant on Σ. This has two implications. First, the vector field e 3 is transverse to Σ. Secondly, for each s ∈ R, the time-s map φ s : M → M of the flow generated by e 3 maps Σ diffeomorphically onto a smooth surface Σ s on which b is also constant. As φ s is a diffeomorphism, the vector field is transverse to Σ s as well.
We obtain a contradiction as follows. By Lemma 4.4, a vanishes along each e 3 -geodesic. Therefore, (4.6) implies that there exists a T ∈ R, such that a = 0 on the surface Σ T on which b has constant value given by a root of p(x). On Σ T , we have that e 3 (b) = −2ab = 0, contradicting the fact that e 3 is transverse to Σ T .
We conclude this subsection with the following: Theorem 4.12. Assume that M is a complete Type I cvc(1) three-manifold. Then M is isometric to a locally homogeneous cvc(1) manifold of Type I.
Proof. By the assumption P 1 = ∅ and Corollary 4.10, M = P 1 . By Theorem 3.5, it suffices to prove that with respect to a global adapted framing {e 1 , e 2 , e 3 } of the connected component of the double coverM with respect to which A has form (4.2), all Christoffel functions are constant. Recall that for such a framing the Christoffel symbol c = 0.
By Theorem 4.11, the Christoffel symbols a 12 = −a 21 = b are constants. Therefore (2.15) implies that a = e3(b) −2b = 0 onM . By Lemma 4.8 the Christoffel symbols a 11 = −a 22 = σ = αb are constants.
Hence (2.9) and (2.10) reduce to 2gσ = 0 and 2f σ = 0. As σ is non-zero, the Christoffel symbols f = g = 0, concluding the proof.
Classification of Type II cvc(1) three-manifolds:
In this subsection, we begin the study of Type II cvc(1) three-manifolds M . By the previous section, we have the decomposition M = I ∪ P with P = P 2 . We will find a system of locally defined adapted framings on P, called ρ-framings, which simplify the Christoffel symbols.
We recall that any change of adapted frame preserves A. We consider a new adapted frame:
e 1 e 2 = cos θ sin θ − sin θ cos θ e 1 e 2
With respect to this new frame the remaining Christoffel symbols transform by:
To exploit this transformation we introduce an auxiliary function ρ that will play the role of an integrating factor in Theorem 4.14. Let {e 1 , e 2 , e 3 } be an adapted frame. With respect to this frame the Laplacian ∆ of a function ρ on M is given by: ∆ρ = i (e i e i − ∇ ei e i )(ρ) = e 1 e 1 (ρ) + e 2 e 2 (ρ) + e 3 e 3 (ρ) + f e 1 (ρ) + ge 2 (ρ) + 2ae 3 (ρ)
To formulate the next theorem, we will need to assume some additional structure on P when I = ∅. We will assume that for each connected component U ⊂ P, its boundary ∂U = (Ū \ U ) ⊂ I has the structure of a two-dimensional stratified manifold.
For a sequence of points p i ∈ U converging to a point p ∈ ∂U , the vectors e 3 (p i ) may not converge to a vector v ∈ T p M . However, a vector v ∈ T p M which is a limit of a subsequence of the vectors e 3 (p i ) is tangent to ∂U by (2.20). By a slight abuse of notation, we will write e 3 (ρ) = 0 for a function ρ defined on ∂U if v(ρ) = 0 for all vectors v which are limit vectors of the vector field e 3 on U .
Theorem 4.13. Suppose that M is closed. Let U be a connected component of P 2 . If ∂U = ∅, then there exists a unique solution ρ on U to the Dirichlet problem:
where k can be any constant. Moreover for this solution e 3 (ρ) = 0. If ∂U = ∅ or equivalently if I = ∅, then there exists a unique solution ρ on M to the elliptic pde:
where k is a constant satisfying:
Moreover for this solution e 3 (ρ) = 0.
Proof. Consider the linear elliptic operator L(ρ) = ∆ρ + 2(b − a)e 3 (ρ).
In the case that ∂U = ∅, by the maximum principle the only solution of the homogeneous Dirichlet problem: L(ρ) = 0 on U ρ = 0 on ∂U is ρ = 0. Therefore, by the Fredholm alternative [E], there is a unique weak solution to:
for any k. By elliptic regularity the solution is smooth. In the case that ∂U = ∅ the solutions of the homogeneous elliptic pde:
are the constants. Therefore, by the Fredholm alternative, there is a unique weak solution to:
provided (4.11) is satisfied. By elliptic regularity, the solution is smooth. We next show that if ρ is a solution of (4.9) then e 3 (ρ) is a solution of the Dirichlet problem: L 0 (e 3 (ρ)) = 0 on U e 3 (ρ) = 0 on ∂U where L 0 (φ) = ∆φ + 2be 3 (φ).
In particular, by the maximum principle, e 3 (ρ) = 0.
Suppose that ρ is a solution of (4.9) and take e 3 of both sides. Recall that e 3 (λ − 1) = −2a(λ − 1), e 3 (det A + 1) = −2a(det A + 1) and e 3 (b) = −2ab. Thus, (4.12) e 3 (∆ρ + 2(b − a)e 3 (ρ)) = 2a(λ + det A + 2bk) −e 1 (a)e 1 (ρ) + e 1 (c − b)e 2 (ρ) + e 2 (b − c)e 1 (ρ) − e 2 (a)e 2 (ρ) (4.13)
Also, e 3 (f e 1 (ρ) + ge 2 (ρ) + 2be 3 (ρ)) (4.14)
= e 3 (f )e 1 (ρ) + f [e 3 , e 1 ](ρ) + f e 1 e 3 (ρ)
+ e 3 (g)e 2 (ρ) + g[e 3 , e 2 ](ρ) + ge 2 e 3 (ρ) + 2e 3 (b)e 3 (ρ) + 2be 3 e 3 (ρ)
−2a f e 1 (ρ) + ge 2 (ρ) + 2be 3 (ρ) + f e 1 (e 3 (ρ)) + ge 2 (e 3 (ρ)) + 2be 3 (e 3 (ρ)) Adding (4.13) and (4.14) we have:
e 3 (∆ρ + 2(b − a)e 3 (ρ)) = −2a(∆ρ + 2(b − a)e 3 (ρ)) + 2ae 3 e 3 (ρ) + − e 2 (c) + e 3 (f ) + f a − g(c − b) e 1 (ρ) + e 1 (c) + e 3 (g) + f (c − b) + ga e 2 (ρ) + − e 1 (a) + e 2 (b) e 1 (ρ) − e 1 (b) + e 2 (a) e 2 (ρ) + ∆(e 3 (ρ)) + 2(b − a)e 3 (e 3 (ρ))
Using the curvature equations (2.9), (2.10) (with the vanishing of σ and τ ) (2.11) and (2.12) and (4.12) we have:
Hence by (4.12), 2a(λ+det A+2bk) = −2a(∆ρ+2(b−a)e 3 (ρ))+2ae 3 e 3 (ρ)+∆(e 3 (ρ))+2(b−a)e 3 (e 3 (ρ))
Since ρ is a solution of (4.9) we conclude:
(4.16) ∆(e 3 (ρ)) + 2be 3 (e 3 (ρ)) = 0
Finally, ρ = 0 on ∂U implies e 3 (ρ) = 0 on ∂U and hence, by the maximum principle, e 3 (ρ) = 0 on U By the same argument, in the case that ∂U = ∅, we show that if ρ is a solution of (4.10) then e 3 (ρ) satisfies (4.16). The maximum principle then implies that e 3 (ρ) is a constant. If e 3 (ρ) were a non-zero constant, then ρ is non-constant. Then for a regular value β ∈ R of ρ, the vector field e 3 is everywhere transverse to the smooth closed level surface Σ β , contradicting Proposition 4.6.
We exploit the existence of ρ as follows:
Theorem 4.14. Let V ⊂ M be a connected, simply-connected open domain with an adapted framing {e 1 , e 2 , e 3 }. The system of first order partial differential equations:
e 3 (θ) = −c + e 3 (ρ) + k has a solution θ on V provided the function ρ and the scalar k satisfy (4.9) or (4.10) and (4.11).
Proof. The system (4.17) determines dθ in terms of f, g, c and ρ. The necessary and sufficient conditions that there is such a function θ on a connected and simplyconnected domain B is, by the Poincare Lemma, that d(dθ) = 0. These conditions can, equivalently, be expressed by the Lie bracket:
(e i e j − e j e i )(θ) = [e i , e j ](θ), for all i, j = 1, 2, 3.
We begin with the integrability condition: (4.18) (e 3 e 1 − e 1 e 3 )(θ) = [e 3 , e 1 ](θ).
Using (4.17) we have:
e 3 (g) − e 3 e 2 (ρ) + e 1 (c) − e 1 e 3 (ρ) = (∇ e3 e 1 − ∇ e1 e 3 )(θ)
e 3 e 2 (ρ) = [e 3 , e 2 ](ρ) + e 2 e 3 (ρ) = (b − c)e 1 (ρ) − ae 2 (ρ) + e 2 e 3 (ρ)
To rewrite (4.19):
(4.21) e 1 (c) + e 3 (g) + f (c − b) + ga = e 1 e 3 (ρ) + e 2 e 3 (ρ)
Thus using the curvature condition (2.11) it follows that (4.18) is equivalent to:
(4.22) e 1 e 3 (ρ) + e 2 e 3 (ρ) = 0.
By a similar computation the integrability condition:
(4.23) (e 3 e 2 − e 2 e 3 )(θ) = [e 3 , e 2 ](θ).
is equivalent to (4.24) e 1 e 3 (ρ) − e 2 e 3 (ρ) = 0.
Finally we consider the integrability condition:
(4.25) (e 1 e 2 − e 2 e 1 )(θ) = [e 1 , e 2 ](θ).
− e 1 (f ) + e 1 e 1 (ρ) − e 2 (g) + e 2 e 2 (ρ) = (∇ e1 e 2 − ∇ e2 e 1 )(θ)
Rewrite (4.26) as follows:
2 + g 2 + 2bc = e 1 e 1 (ρ) + e 2 e 2 (ρ) + f e 1 (ρ) + ge 2 (ρ) + 2be 3 (ρ) + 2kb.
Thus using the curvature condition (2.6) it follows that (4.25) is equivalent to:
(4.27) e 1 e 1 (ρ) + e 2 e 2 (ρ) + f e 1 (ρ) + ge 2 (ρ) + 2be
Hence, the integrability conditions (4.18), (4.23), (4.25) are satisfied if e 3 (ρ) is constant and if ρ satisfies:
Corollary 4.15. On V let { e 1 , e 2 , e 3 } be the adapted frame given by the rotation θ solving (4.17). Then with respect to this frame the Christoffel symbols satisfy:
Proof. From (4.8) and Theorem 4.14 we have:
and c = c + e 3 (θ) = e 3 (ρ) + k. Using that e 3 (ρ) = 0 the result follows. Definition 4.2. A local ρ-frame is a locally defined adapted framing {e 1 , e 2 , e 3 } for which the Christoffel symbols satisfy:
and c is constant.
We have shown that each point p ∈ M has a neighborhood V on which there exists a local ρ-framing. On each connected component of P , it follows that c is a globally defined constant. Two ρ-framings on neighborhoods V and V ′ differ by a constant angle of rotation on the intersection V ∩ V ′ by (4.8). In particular, the universal covering M admits a globally defined ρ-framing. With respect to a local ρ-framing, the curvature equation (2.6) becomes Proof. From (2.15) we derive that:
Using (2.7) we derive:
From (4.31) and (4.32) we derive:
e 3 e 3 (a) = −2ae 3 (a) + 2be 3 (b)
From (2.9) and (2.10) we have:
Taking e 1 of (4.35) and using (4.36), (4.32), (4.33) we have: 0 = e 1 e 1 (b) + [e 1 , e 2 ](a) + e 2 e 1 (a) = e 1 e 1 (b) + (∇ e1 e 2 − ∇ e2 e 1 )(a) + e 2 e 2 (b) = e 1 e 1 (b) + (ge 1 − be 3 − f e 2 − be 3 )(a) + e 2 e 2 (b) = e 1 e 1 (b) + e 2 e 2 (b) + ge 1 (a) − f e 2 (a) − 2be 3 (a) = e 1 e 1 (b) + e 2 e 2 (b) + ge 2 (b) + f e 1 (b) + e 3 e 3 (b) + 2ae 3 (b)
Hence we have, Proof. Since M = O 1 is compact a achieves its maximum value at p ∈ M . Let X be a coordinate neighborhood with center p and let {e 1 , e 2 , e 3 } be an adapted frame on X. Apply the Hopf maximum principle to conclude that a is constant on X. Iterating this argument we conclude that a is constant on M . Similarly b is constant on M . Then both tr A and det A are constant. Using (2.21) and (2.22) it follows that tr A = 0 and det A = 1. Hence a = 0 and b = 1.
Corollary 4.18. Suppose that M is a closed cvc(1) three-manifold with extremal curvature +1. Then M is locally homogeneous if and only if M has constant scalar curvature.
Proof. Locally homogenous three-manifolds obviously have constant scalar curvature. Next, assume that M has constant scalar curvature. Then either M is a spherical space form or M = P has no isotropic points.
In the latter case, we may assume that M = P 2 by Theorem 4.12. Let {e 1 , e 2 , e 3 } be a globally defined ρ-framing of the universal covering M . Then the Christoffel symbol c is a constant with respect to this framing satisfying ∆ρ = −(λ + 1 + 2c). Moreover, the Christoffel symbols a 11 = a 22 = a = 0 and a 12 = −a 21 = b = 1 on M with respect to any framing and hence on M as well. As λ is constant and M λ + 1 + 2c = 0, we have that λ + 1 + 2c = 0 on M so that ρ is constant. In particular, the Christoffel symbols f = e 1 (ρ) = 0 and g = e 2 (ρ) = 0 on M . Therefore, with respect to the global ρ-framing of M , all Christoffel symbols are constant. By Theorem 3.5, M is homogeneous and M is locally homogeneous.
We will, for the remainder of this section, suppose that M is compact and I = ∅. Under this assumption, a ρ-frame {e 1 , e 2 , e 3 } has Christoffel symbols satisfying:
and c is constant. The existence of these ρ-framings is the key step in the classification of type II constant vector curvature +1 manifolds. We believe that arguments of this type can be generalized to the case when I = ∅ under suitable regularity assumptions on the boundary ∂P.
The CVC Transform of Type II manifolds.
In the entirety of this subsection, we assume that M = P 2 and that λ or equivalently ρ is non-constant. We will describe a procedure that transforms the given cvc(1) metric on M to a Type II homogeneous cvc(1) metric.
Let {e 1 , e 2 , e 3 } be a ρ-frame. For the convenience of the reader we record the Christoffel symbols from (2.1):
∇ e2 e 3 = −e 1 ∇ e3 e 1 = ce 2 ∇ e3 e 2 = −ce 1 ∇ e2 e 1 = e 1 (ρ)e 2 + e 3 ∇ e2 e 2 = −e 1 (ρ)e 1 (4.39)
∇ e1 e 2 = e 2 (ρ)e 1 − e 3 ∇ e1 e 1 = −e 2 (ρ)e 2 ∇ e3 e 3 = 0.
On M , c is a global constant and ρ is a globally defined function satisfying, (4.40) ∆ρ = −(λ + 1 + 2c).
We first study the case where c = 1. Note that,
Integrating using (4.40) we get, We define a new frame { e 1 , e 2 , e 3 } given by: (4.42) e 1 = e 1 − e 2 (ρ) 1 − c e 3 , e 2 = e 2 + e 1 (ρ) 1 − c e 3 , e 3 = e 3 .
We let g be the metric determined by requiring that { e 1 , e 2 , e 3 } is orthonormal. While the frame { e 1 , e 2 , e 3 } depends on the choice of ρ-frame {e 1 , e 2 , e 3 }, the metric g is independent of this choice and is therefore globally defined on M . There is a naturality associated with the construction of the metric g from g that we state in the following lemma.
Proof. An orthonormal frame for the metric (ϕ −1 ) * g is {ϕ * e 1 , ϕ * e 2 , ϕ * e 3 }. Therefore the metric (ϕ −1 ) * g is determined by requiring that the frame:
e 1 = ϕ * e 1 − (ϕ * e 2 )( ρ) 1 − c ϕ * e 3 , e 2 = ϕ * e 2 + (ϕ * e 1 )( ρ) 1 − c ϕ * e 3 , e 3 = ϕ * e 3 is orthonormal. Here ρ = ρ • ϕ −1 . It follows that ϕ * e 1 ( ρ) = e 1 (ρ) and ϕ * e 2 ( ρ) = e 1 (ρ). Hence, e 1 = ϕ * e 1 , e 2 = ϕ * e 2 , e 3 = ϕ * e 3
Since {ϕ * e 1 , ϕ * e 2 , ϕ * e 3 } is an orthonormal frame for the metric (ϕ −1 ) * g the result follows.
We compute:
The Christoffel symbols of the Levi-Civita connection of g can be determined from these equations. We leave this to the interested reader. Let ∆ denote the Laplacian with respect to the metric g.
We will need to study the non-linear elliptic equation:
The volume form d v for the metric g satisfies d v = dv. Therefore it follows easily that integrating (4.44) we get:
Note that the signs are consistent. Equations of the form of (4.44) have been extensively studied in the now classic work of Kazdan and Warner [KaWa] . (To put (4.44) into the form studied in [KaWa] 
Equation (4.45) is of the form studied in [KaWa] .) In [KaWa] Kazdan and Warner study an equation similar to (4.44) but in dimension two. However they develop the required techniques in arbitrary dimensions. In particular they use the following version of the inverse function theorem in Banach spaces that we quote next. We will denote the Sobolev space of functions whose derivatives up to order k are in 
Using this theorem and their Approximation and Perturbation Theorems we have:
Theorem 4.21. There is a diffeomorphism ϕ of M such that:
has a smooth solution h on M .
Proof. We outline the proof using the techniques and argument of [KaWa] . Recall that we can assume, without loss of generality, that λ is not constant. For the operator T = ∆h + 2(1 − c)e 2h we seek to solve T (h) = (λ + 3) • ϕ −1 for some diffeomorphism ϕ of M . Following [KaWa] we first consider the case where, (4.48) min(λ + 3) < 2(1 − c) < max(λ + 3).
The Perturbation Theorem of [KaWa] shows that given any ε > 0 there is a function h 1 ∈ C ∞ so close to h 0 = 0 that
and such that the linearization of T at h 1 , T ′ h1 , is invertible. Using (4.48) we choose ε such that, (4.49) min(λ + 3) < T (h 1 ) < max(λ + 3).
Let p > 3. The Inverse Function Theorem states that there is an η such that if u ∈ C ∞ and ||u − T (h 1 )|| L p < η then there is an h ∈ C ∞ such that T (h) = u. Using the Approximation Theorem of [KaWa] and (4.50) there is a diffeomorphism
Therefore (4.47) can be solved in this case.
We next remove the assumption (4.48). When c > 1, M λ + 3 < 0 and thus at some point x ∈ M , (λ + 3)(x) < 0. Therefore since 2(1 − c) < 0 there is a constant k > 0 such that:
Similarly, when c < 1, M λ + 3 > 0 and thus at some point x ∈ M , (λ + 3)(x) > 0. Therefore since 2(1 − c) > 0 there is a constant k > 0 such that (4.50) holds.
Introduce the operator S(h) = ∆h + 2k(1 − c)e 2h and seek to solve S(h) = (λ + 3) • ϕ −1 for some diffeomorphism ϕ of M . The above reasoning shows that there is a solution h. Set k = e 2r for some constant r. Then
The metric (ϕ −1 ) * g is a metric of constant vector curvature +1 with scalar curvature 2λ • ϕ −1 + 4. To use the theorem we must therefore study this metric rather than the original metric g. Henceforth we replace the metric g with (ϕ −1 ) * g where ϕ is determined by the theorem. Notice that using Lemma 4.19 the Laplacian ∆ is invariant under this change. It follows that Theorem 4.21 then provides the required solution of (4.44).
Lemma 4.22. The solution h of (4.47) satisfies e 3 (h) = 0.
Proof. The linearization of the operator T = ∆u + 2(1 − c)e 2u at the solution h is:
Note that ||h − h 1 || H 2,p < r where r depends on η and that by assumption T ′ h1 is invertible. Therefore choosing η sufficiently small it follows that we can suppose that T ′ h is invertible. In particular, for the solution h given in Theorem 4.21, the only solution of:
On the other hand, note that e 3 (λ • ϕ −1 ) = (ϕ * e 3 )(λ • ϕ −1 ) = e 3 (λ) = 0. Thus taking e 3 of both sides of (4.47) we have:
Computing we find that e 3 ( ∆h) = ∆( e 3 (h)). Hence, ∆( e 3 (h)) + 4(1 − c) e 3 (h)e 2h = 0.
Therefore e 3 (h) = 0.
Using (4.47) in the bracket formulas we have,
We proceed by making a final change of frame. Let {ē 1 ,ē 2 ,ē 3 } be the frame given by:
We letḡ be the metric determined by requiring that {ē 1 ,ē 2 ,ē 3 } is orthonormal. Of course the frame {ē 1 ,ē 2 ,ē 3 } depends on the choice of ρ-frame {e 1 , e 2 , e 3 } however, as above, the metricḡ is independent of this choice and is therefore globally defined on M . We compute using that e 3 (h) = 0:
The Christoffel symbols of the Levi-Civita connection ofḡ are therefore:
Since c is a constant it follows that the curvatures ofḡ and its covariant derivatives in the frame {ē 1 ,ē 2 ,ē 3 } are all constant. From this we conclude that the metricḡ is locally homogeneous.
The case with c = 1 is much simpler. As above assume that {e 1 , e 2 , e 3 } is a ρ-frame with c = 1. We define a new frame { e 1 , e 2 , e 3 } given by: (4.53) e 1 = e ρ e 1 − e 2 (ρ)e 3 , e 2 = e ρ e 2 + e 1 (ρ)e 3 , e 3 = e 3 .
We let g be the metric determined by requiring that { e 1 , e 2 , e 3 } is orthonormal. Let ∆ be the Laplacian with respect to g and d v be the volume form. Note that the volume form for the original metric dv satisfies dv = e 2ρ d v. Computing we derive:
[ e 1 , e 2 ] = e 2ρ (−2 + ∆ρ) e 3
[ e 1 , e 3 ] = 0
[ e 2 , e 3 ] = 0
Let κ be the constant satisfying
Hence there is a smooth function h satisfying, (4.54) ∆h + κ = −e 2ρ (−2 + ∆ρ).
Thus, [ e 1 , e 2 ] = −( ∆h + κ) e 3 Using that e 3 (ρ) = 0 it follows easily from (4.54) that e 3 (h) = 0. Finally we define {ē 1 ,ē 2 ,ē 3 } be the frame given by: (4.55)ē 1 = e 1 − e 2 (h) e 3 ,ē 2 = e 2 + e 1 (h) e 3 ,ē 3 = e 3 .
We letḡ be the metric determined by requiring that {ē 1 ,ē 2 ,ē 3 } is orthonormal. Then
We compute the Christoffel symbols of the Levi-Civita connection forḡ and conclude as above the the metricḡ is locally homogeneous.
The CVC Reverse Transform of Type II homogeneous manifolds.
Reversing this process we can construct metrics of constant vector curvature +1 from a locally homogeneous metric. Begin with a locally homogeneous metricḡ on a compact manifold M such that {ē 1 ,ē 2 ,ē 3 } is a global orthonormal frame that satisfies the structure equations:
with c = 1. Let∆ be the Laplacian with respect to the metricḡ and let dv denote the volume form. Let ζ be an arbitrary smooth function on M that satisfies (i) e 3 (ζ) = 0 and (ii) M ζdv = M 2(1 − c)dv. Use (ii) to solve: (4.56)∆h = ζ − 2(1 − c).
Then by (i) it follows thatē 3 (h) = 0. Note that there is a unique solution satisfying (iii) M e 2h dv = M dv. This is the solution we will use. Define the function λ by the equation:
Thenē 3 (λ) = 0 and using (ii) (4.58)
We will construct a metric of constant vector curvature +1 with curvature function λ. We remark that λ is constructed from the arbitrary function ζ by solving the linear elliptic equation (4.56).
Let { e 1 , e 2 , e 3 } be a global frame given by:
We let g be the metric determined by requiring that { e 1 , e 2 , e 3 } is orthonormal. Using (4.61) we compute to show that the frame { e 1 , e 2 , e 3 } satisfies:
[ e 2 , e 3 ] = −(1 − c) e 1
Finally let {e 1 , e 2 , e 3 } be the global frame defined by the equations:
(4.65) e 1 = e 1 + e 2 (ρ) 1 − c e 3 , e 2 = e 2 − e 1 (ρ) 1 − c e 3 , e 3 = e 3 .
then {e 1 , e 2 , e 3 } satisfies:
[e 1 , e 2 ] = −e 1 (ρ)e 2 + e 2 (ρ)e 1 − 2e 3
[e 1 , e 3 ] = (1 − c)e 2
[e 2 , e 3 ] = −(1 − c)e 1
Let g be the metric determined by requiring that {e 1 , e 2 , e 3 } is orthonormal. Computing the Christoffel symbols of g and the curvature of g using (4.64) we see that g has constant vector curvature +1 and that {e 1 , e 2 , e 3 } is a global ρ-frame. The sectional curvature of the plane e 1 ∧ e 2 equals λ. Note that λ may take the value one and hence I may be non-empty. Note that the construction of a metric of constant vector curvature from a locally homogeneous metric is algebraic except that the linear elliptic pde (4.64) must be solved. The reverse construction for c = 1 begins with a locally homogeneous metric on M and constructs, by solving linear elliptic equations, a metric of constant vector curvature +1 on M . We will call these constructions the CVC reverse transform of the locally homogeneous metric. In the cases c = 1, our main theorem then says that if M is compact then any metric of constant vector curvature +1 with I = ∅ is either locally homogeneous or, up to diffeomorphism, can be constructed from a locally homogeneous metric by the CVC reverse transform. That is, the metric g itself may not be a result of the constant vector curvature transform but for some diffeomorphism ϕ the metric (ϕ −1 ) * g (which is also of constant vector curvature +1) is the result of the CVC reverse transform.
The reverse construction in the case that c = 1 is somewhat different. Begin with a locally homogeneous metricḡ on a compact manifold M such that {ē 1 ,ē 2 ,ē 3 } is a global orthonormal frame that satisfies the structure equations:
where κ > 0 is a constant. Let∆ be the Laplacian with respect to the metricḡ. Let ζ be any smooth function on M that satisfiesē 3 (ζ) = 0 and M ζ = − M κ. Solve:∆ h = −ζ − κ It follows easily thatē 3 (h) = 0. Let { e 1 , e 2 , e 3 } be a global frame given by: (4.66) e 1 =ē 1 +ē 2 (h)e 3 , e 2 =ē 2 −ē 1 (h)e 3 , e 3 =ē 3 .
We let g be the metric determined by requiring that { e 1 , e 2 , e 3 } is orthonormal. Denote the Laplacian with respect to g by ∆. Then computing,
[ e 1 , e 2 ] = ζ e 3
As above, the construction of the metric g from the metricḡ satisfies a naturality property that is useful.
Lemma 4.23. Suppose that ϕ : M → M is a diffeomorphism. If we replace ζ with
Proof. Same as Lemma 4.19.
We wish to solve,
for a function ρ. This equation is of Kazdan-Warner type, as discussed above, and using the previous reasoning we can solve (4.67) after composing ζ with a suitable diffeomorphism. In particular, there is a diffeomorphism ϕ : M → M such that there is a solution ρ to the equation:
If we replace the metricḡ with the metric (ϕ −1 ) * ḡ and we replace ζ with ζ • ϕ −1 then by Lemma 4.23 the Laplacian ∆ is invariant and equation (4.67) becomes (4.68). We therefore can assume that (4.67) has a solution.
Lemma 4.24. The function ρ solving (4.67) satisfies e 3 (ρ) = 0.
Proof. Begin by taking e 3 of both sides of (4.67). As in the proof of Lemma 4.22 we get, ∆ e 3 (ρ) − 4 e 3 (ρ)e 2ρ = 0.
The result now follows from the maximum principle.
Using (4.67) we conclude,
We define a new frame {e 1 , e 2 , e 3 } given by:
(4.69) e 1 = e −ρ e 1 + e 2 (ρ)e 3 , e 2 = e −ρ e 2 − e 1 (ρ)e 3 , e 3 = e 3 .
Then {e 1 , e 2 , e 3 } satisfies:
[e 1 , e 3 ] = 0
[e 2 , e 3 ] = 0.
Let g be the metric determined by requiring that {e 1 , e 2 , e 3 } is orthonormal. Computing the Christoffel symbols of g and the curvature of g we see that g has constant vector curvature +1 and that {e 1 , e 2 , e 3 } is a global ρ-frame.
The reverse construction for c = 1 begins with a locally homogeneous metric on M and constructs, by solving a nonlinear elliptic equation, a metric of constant vector curvature +1 on M . We will also call this construction the CVC reverse transform of the locally homogeneous metric. Note that, in this case, any metric of constant vector curvature +1 with I = ∅ is either locally homogeneous or can be constructed from a locally homogeneous metric by the CVC reverse transform.
Taken together, the results of this section give a proof of Theorem 1.5.
5. Three manifolds with cvc(−1) and extremal curvature −1
In this section, M denotes a connected three-manifold with cvc(−1), extremal curvature −1, and finite volume. We use the notation and conventions introduced in Section 2.
Restrict the three scalar functions tr A, det A and λ = R 1221 on P to functions along an e 3 -geodesic γ. Let t be a parameter such that e 3 = 
with initial conditions
Theorem 5.2. The functions tr A ≡ 0 and det A ≡ −1 on P. In particular, the flow generated by e 3 preserves volume.
Proof. Note that div(e 3 ) = tr A. Hence, the second statement follows from the first. As for the first statement, it suffices to prove tr A vanishes identically along each e 3 -geodesic by Corollary 2.11 . For a given e 3 -geodesic γ(t), let c 1 = tr A(0), c 2 = det A(0) + 1, and c 3 = −2k = −2(det A(0) − 1) so that
As ℓ is everywhere positive on γ, the initial conditions satisfy c 1 + c 2 ≥ 0 and c 1 − c 2 ≤ 0. Theorem 2.12 implies
(c 1 + c 2 )e 2t − (c 1 − c 2 )e −2t + c 3 .
First suppose that (c 1 + c 2 ) = 0 and (c 1 − c 2 ) = 0. Then c 3 = 4 and the above formula implies tr A ≡ 0. Otherwise, if
Accordingly, e 3 -geodesics in P fall into four disjoint classes. Those on which: (i) tr A → 2 as t → ∞ and tr A → −2 as t → −∞, (ii) tr A → 2 as t → ∞ and tr A → 0 as t → −∞, (iii) tr A → 0 as t → ∞ and tr A → −2 as t → −∞ and (iv) tr A ≡ 0. We denote the set of points in P that lie on e 3 -geodesics of type (i) by S −2,2 , of type (ii) by S 0,2 , of type (iii) by S −2,0 , and of type (iv) by S 0,0 . Our goal is to prove that P = S 0,0 . Note that by continuity of tr A on P, it suffices to prove that each of S −2,2 , S 0,2 and S −2,0 has empty interior.
Seeking a contradiction, first suppose that S 0,2 has non-empty interior. As S 0,2 is saturated by complete e 3 -geodesics, we may find an open set U ⊂ S 0,2 also saturated by complete e 3 -geodesics and in particular invariant under the flow φ t generated by the vector field e 3 . By definition, an e 3 -geodesic γ ⊂ S 0,2 has a parameterization with initial conditions satisfying (c 1 + c 2 ) > 0 and (c 1 − c 2 ) = 0. Consequently, the derivative ℓ ′ and div(e 3 ) = tr A are positive functions on γ and hence also on S 0,2 . As vol(M ) < ∞, the set U is a finite volume open set so that
This is a contradiction since the left-hand side equals 0 by flow-invariance of U and the right-hand side is positive since div(e 3 ) > 0 on U = φ s (U ), a non-empty open set. An analogous argument proves that S −2,0 has no interior points. It remains to prove that S −2,2 has empty interior. Seeking a contradiction, suppose that S −2,2 has non-empty interior. Then we may find a closed two-dimensional disc D ⊂ S −2,2 transversal to the e 3 -geodesic foliation. For x ∈ D, let γ x denote the e 3 -geodesic with γ x (0) = x and let c 1 (x) and c 2 (x) denote the corresponding initial conditions for ℓ along γ x . For t ≥ 0, let
It is easy to check that tr A(γ x (t)) > 0 for all t satisfying
As the initial conditions, c 1 (x) and c 2 (x) depend continuously on x ∈ D, there is a T > 0 such that tr A is positive on all of U (T ). For s ≥ 0, let v s = vol(U (T + s)). The sets U (T + s) have finite and positive volume. When 0 ≤ s 1 < s 2 , U (T + s 2 ) ⊂ U (T + s 1 ) so that v s is a finite nonincreasing function. On the other hand,
is positive since div(e 3 ) = tr A > 0 on U (T + s), a set with non-empty interior. This contradiction concludes the proof.
Corollary 5.3. P = P 1
Proof. Suppose not and choose a point p ∈ P 2 . By Lemma 2.7 we have that
with respect to any adapted framing at the point p. By Theorem 5.2 we have that a = 1 2 tr A = 0 and det A = b 2 = −1, a contradiction.
By Lemma 2.8, at each point p ∈ P = P 1 there are precisely two adapted framings {e 1 , e 2 , e 3 } and {−e 1 , −e 2 , e 3 } with respect to which
Let L 1 denote the line field on P spanned by e 1 . For a connected component C of P, we letC denote a connected component of the orientation double cover of the line field L 1 endowed with the lifted cvc(−1) metric. A choice of orientation for L 1 onC yields a global adapted framing {e 1 , e 2 , e 3 } ofC for which the matrix A has the form (5.5).
Lemma 5.4. For a global adapted framing {e 1 , e 2 , e 3 } ofC with respect to which A has form (5.5), c ≡ 0. Moreover, b and σ are constant along e 3 -geodesics. Theorem 5.5. For a global adapted framing {ē 1 ,ē 2 , e 3 } ofC with respect to which A has form (5.6), f ≡ g ≡ 0.
Proof. Let γ(t) be an e 3 -geodesic. Using a 11 = a 22 = c = 0 in (2.11) and (2.12) we have: f
where
Since µ is a non-zero constant along γ, f ≡ 0 along γ if and only g ≡ 0 along γ.
Seeking a contradiction, we assume that f is non-zero at a point p ∈C. Let D denote a closed two-dimensional disc transverse to the vector field e 3 and passing through p. By continuity of f , we may assume that f is non-zero and bounded on D. For each x ∈ D, let γ x denote the e 3 -geodesic with γ x (0) = x.
The initial conditions c 1 (
As f (p) = 0, one of c 1 (p) or c 2 (p) is non-zero. If c 1 (p) = 0, then after possibly shrinking D, we have that c 1 (x) = 0 for all x ∈ D. It follows that for each x ∈ D, |f | → ∞ exponentially along g x as t → ∞. This contradicts the fact that f is bounded on D since by Theorem 5.2 and Poincare recurrence, γ x returns to D along a sequence of times tending to infinity for almost every x ∈ D.
If c 2 (p) = 0, an analogous argument yields a contradiction, completing the proof.
Proposition 5.6. The function µ is a constant = 0 and λ ≡ 1 onC .
Proof. Let {ē 1 ,ē 2 , e 3 } be a global adapted framing ofC with respect to which A has form (5.6). From (2.9) and (2.10) it follows thatē 1 ( 1 µ ) = 0 andē 2 (µ) = 0. Since e 3 (µ) = 0 it follows that µ is a global constant. By (2.6) we have that λ ≡ 1 onC.
Corollary 5.7. Either P = ∅ or P = M .
Proof. Note that Proposition 5.6 implies λ = 1 on all of P. This implies that P is closed since λ = −1 on the isotropic set I = M \ P. The result follows since P is also open in M , a connected manifold.
We conclude this section with the proof of Theorem 1.1 from the introduction:
Theorem 5.8. Suppose that M is a finite volume cvc(−1) three-manifold. If sec ≤ −1, then M is real hyperbolic. If sec ≥ −1 and M is not real hyperbolic, then its universal covering is isometric to a left-invariant metric on one of the Lie groups E(1, 1) or SL(2, R) with sectional curvatures having range [−1, 1].
Proof. By Theorem 3.3, it suffices to prove that if M has finite-volume, cvc(−1), extremal curvature −1 and is not real-hyperbolic, then the universal covering of M is homogeneous.
If M is not real-hyperbolic, then P = ∅. By Corollary 5.7, M = P. Recall that on the connected component of the double coverM there is an adapted framing {ē 1 ,ē 2 , e 3 } ofM for which the matrix A has form (5.6). With respect to this framing, the Christoffel symbols a 11 = a 22 = c = 0 are constant. By Theorem 5.5, the Christoffel symbols f = g = 0 are also constant with respect to this framing. By Proposition 5.6 the remaining Christoffel symbols a 12 and a 21 are constant with respect to this framing. An application of Theorem 3.5 proves that the universal covering of M is homogeneous.
6. Three manifolds with cvc(0) and extremal curvature 0 In this section, M denotes a connected three-manifold with cvc(0), extremal curvature 0, and finite volume. We use the notation and conventions introduced in Section 2.
Restrict the three scalar functions tr A, det A and λ = R 1221 on P to functions along an e 3 -geodesic γ. Let t be a parameter such that e 3 = d dt . The reader may check the following:
Lemma 6.1. The solution to
Theorem 6.2. The functions tr A ≡ 0 and det A ≡ 0 on P. In particular, the flow generated by e 3 preserves volume.
Proof. Note that div(e 3 ) = tr A. Hence, the second statement follows from the first. As for the first statement, it suffices to prove tr A vanishes identically along each e 3 -geodesic γ by Corollary 2.11 . Theorem 2.12 implies tr A(t) = ℓ ′ (t) ℓ(t) = 2 det A(0)t + tr A(0) det A(0)t 2 + tr A(0)t + 1 .
Corollary 2.13 implies that if det A(0) = 0 then det A(t) ≡ 0. In this case, the fact that ℓ is positive on γ implies that tr A(0) = 0, and consequently that tr A(t) ≡ 0. Otherwise, we have that det A(0) = 0 and det A never vanishes on γ.
Accordingly we define two classes of e 3 -geodesics. Those on which: (i) det A never vanishes, and those on which (ii) det A and tr A identically vanish. These classes are disjoint. We denote the set of points in P that lie on e 3 -geodesics of type (i) by S and of type (ii) by T . We will conclude the proof by showing P = T or equivalently that S = ∅.
Suppose S = ∅. Then S is a non-empty open set saturated by e 3 -geodesics on which det A never vanishes. Let D denote a closed disc transversal to the foliation of S by e 3 -geodesics. For x ∈ D, let γ x denote the e 3 -geodesic with γ x (0) = x. For (x, t) ∈ D × R, let det A(x, t) = det A(γ x (t)) tr A(x, t) = tr A(γ x (t)).
For t > 0, let
We first claim that det A is a positive function on S. To see this, let γ be an e 3 -geodesic in S. As ℓ > 0 on γ, we have that det A(0) > 0. The claim follows since det A is continuous and does not vanish on γ. It follows that for x ∈ D, tr A(x, t) > 0 for all t > − tr A(x,0) 2 det A(x,0) . As the initial conditions det A(x, 0) and tr A(x, 0) vary continuously with x ∈ D, there exists a T > 0 such that tr A is a positive function on U (T ).
For s ≥ 0, let v s = vol(U (T + s)). As U (T + s) contains an open set, v s > 0 and as vol(M ) < ∞, v s < ∞. When 0 ≤ s 1 < s 2 , U (T + s 2 ) ⊂ U (T + s 1 ) whence v s is a finite non-increasing function. On the other hand,
and since div(e 3 ) = tr A > 0 on U (T +s), a set with interior, v s is strictly increasing. This contradiction completes the proof.
We first consider the subset P 1 ⊂ P.
By Lemma 2.8, at each point p ∈ P 1 there are precisely two adapted framings {e 1 , e 2 , e 3 } and {−e 1 , −e 2 , e 3 } with respect to which (6.1) A = σ b −b −σ with σ > 0.
Let L 1 denote the line field on P spanned by e 1 . For a connected component C of P, we letC denote a connected component of the orientation double cover of the line field L 1 endowed with the lifted cvc(0) metric. A choice of orientation for L 1 onC yields a global adapted framing {e 1 , e 2 , e 3 } ofC for which the matrix A has the form (6.1).
Lemma 6.3. For a global adapted framing {e 1 , e 2 , e 3 } ofC with respect to which A has form (6.1), c ≡ 0. Moreover, b and σ are constants along e 3 -geodesics.
Proof. As τ = 0 and σ > 0 onC, (2.16) implies c ≡ 0. By Theorem 6.2, tr A = 0 so that by (2.15) and (2.17), b and σ are constant along e 3 -geodesics.
By Theorem 6.2, det A = 0 so that σ 2 = b 2 onC. As σ does not vanish on the connected setC, it follows that either σ = b on all ofC or σ = −b on all ofC. By 2.5 and 4.8, rotating the framing {e 1 , e 2 } of e ⊥ 3 at all points inC by angle ± π 4 (depending on whether σ = ±b, yields a new global adapted framing {ē 1 ,ē 2 , e 3 } of C with respect to which Lemma 6.4. For an adapted framing {ē 1 ,ē 2 , e 3 } ofC with respect to which the matrix A has form 6.2, the function µ is a constant = 0 onC.
Proof. With respect to the given adapted framing {ē 1 ,ē 2 , e 3 }, we have that a 11 = a 22 = a 12 = c = 0. Moreover, a 12 = µ is a non-zero smooth function onC satisfying e 3 (µ) = 0. From (2.10) it follows that g = 0 onC. Consider the function k = f µ onC. From (2.12) and the fact that g = 0 it follows that e 3 (f ) = 0. Since additionally e 3 (µ) = 0, the function k is constant along e 3 -geodesics.
On the subset {k = 0}, f = 0. Therefore, (2.6) implies that λ = 0 at interior points of this subset. Consequently, the subset {k = 0} has no interior points.
By way of contradiction we suppose that µ is not constant onC. We may then find an interval I ⊂ R consisting of regular values of µ. For a regular value r ∈ I, we let Σ r = µ −1 (r) denote the smooth level surface. Since e 3 (µ) = 0 the vector field e 3 is everywhere tangent to Σ r . Therefore, each Σ r is foliated by complete e 3 -geodesics.
As the set {k = 0} has no interior points, we may find a closed two dimensional disc D ⊂ µ −1 (I) transverse to the vector field e 3 on which k does not vanish. For each x ∈ D, let γ x denote the e 3 -geodesic with γ x (0) = x and let U = {γ x (t) | (x, t) ∈ D × R}.
As k is constant on e 3 -geodesics, k does not vanish on U . By (2.9), we have that e 1 (µ) = −f µ = −kµ 2 .
Therefore, the vector fieldē 1 is not tangent to Σ r ∩ U for each r ∈ µ(U ). We construct a new adapted framing {ẽ 1 ,ẽ 2 , e 3 } on U as follows. The vector fieldẽ 1 is the unit-normal vector field to the level sets Σ r lying on the same side of these level sets asē 1 . The orientation of e ⊥ 3 then determines the vector fieldẽ 2 which is necessarily tangent to the level sets Σ r . Using that each Σ r is a surface, (6.3) [ẽ 2 , e 3 ],ẽ 1 = 0.
For each p ∈ U there is a unique angle θ(p) ∈ (− π 2 , π 2 ), depending smoothly on p ∈ U , such that T θ(p) ∈ SO(2) rotates the subframing {ē 1 ,ē 2 } of e ⊥ 3 to the subframing {ẽ 1 ,ẽ 2 }. The matrixÃ is given by (2.3): A = T AT −1 = µ cos θ sin θ −µ sin 2 θ µ cos 2 θ −µ cos θ sin θ
In particularã 21 = µ cos 2 θ and by (4.8)c = e 3 (θ). Then using (6.3) (6.4) µ cos 2 θ = ∇ẽ 2 e 3 ,ẽ 1 = ∇ e3ẽ2 ,ẽ 1 = −e 3 (θ),
Let γ be an e 3 -geodesic lying in U . We have along γ:
Integrating along γ from 0 to t and recalling that µ is a non-zero constant along γ we have:
Hence, θ(t) = tan −1 (tan θ(0) − µt).
It follows that for each x ∈ D, θ → ± π 2 monotonically along γ x as t → ∞. This contradicts the fact that θ is bounded away from ± π 2 on D since by Theorem 6.2 and Poincare recurrence, γ x returns to D along a sequence of times tending to infinity for almost every x ∈ D.
Lemma 6.5. For a global adapted framing {ē 1 ,ē 2 , e 3 } ofC with respect to which A has form (6.2), f ≡ g ≡ 0.
Proof. In this framing, a 11 = a 22 = a 12 = 0 and µ = a 21 is a non-zero constant. Therefore, (2.9) and (2.10) reduce to µf = 0 and µg = 0. The result follows.
Corollary 6.6. P 1 = ∅ and hence P = P 2 Proof. If P 1 is non-empty, then we may choose a component C ⊂ P 1 as above. In an adapted framing ofC which puts A in the form (6.2) we have f = g = c = 0 so that by (2.6) λ = det A = 0 onC. Therefore, λ = 0 on C, a contradiction.
We conclude with the proof Theorem 1.3 from the introduction.
Theorem 6.7. Suppose that M is a finite volume cvc(0) three-manifold with extremal curvature 0. The subset of M consisting of non-isotropic points admits a local Riemannian product structure. If, in addition, M has no isotropic points then its universal covering is isometric to a Riemannian product.
Proof. Let P denote the set of non-isotropic points. By standard proofs of de Rham's decomposition theorem, it suffices to prove that the line field on P spanned by e 3 is holonomy invariant. By Corollary 6.6, A(·) = ∇ (·) e 3 vanishes on e ⊥ 3 . As e 3 is also geodesic, ∇ (·) e 3 vanishes on all of T P as required.
In Theorem 6.7, the local product structure in the subset of non-isotropic points need not extend to a local product structure on all of M . This is illustrated by examples of non-positively curved graph three-manifolds which have cvc(0) but no local Euclidean de Rham factor. Such examples play a similar role in [GuZh] where non-positively curved n-manifolds with bounded sectional curvatures and Ricci rank r < n are shown to have a local product decomposition on the open subset of Ricci rank r points. In contrast, we do not know examples of cvc(0) three-manifolds of non-negative curvature without a local Euclidean de Rham factor. In particular, we leave open the question of whether the three-sphere admits a cvc(0) metric of non-negative curvature.
