Recent theoretical and empirical contributions stress the importance of financial development for international trade. This paper investigates whether financial constraints matter for foreign market entry at the firm level using dynamic panel data techniques. The empirical framework is applied to a panel of French manufacturing firms over the years 1998-2005. Although financial indicators are significantly correlated with export status and export share, there is no evidence that financial constraints have a direct impact on foreign market participation or sales in foreign markets, once observed and unobserved firm heterogeneity is controlled for.
Introduction
Exporting activities have long been accepted as an important determinant of growth. Thus, governments in most industrialized countries have made a lot of effort in enhancing international trade such as the abolishment of trade barriers and the provision of export counselling and financial assistance for export activities. Many governments are especially engaged in measures to increase the liquidity of firms that aim to engage in international trade, such as trade credits and subsidized bank loans.
Knowledge of how to get firms into international markets may be crucial in realizing long term growth opportunities. But only recently the new trade theory has incorporated firm heterogeneity into models of international trade to explain why, within industries, some firms engage internationally and others do not (Melitz 2003 , Helpman et al 2004 . The empirical literature has recognized several determinants of foreign market participation such as productivity, firm size, innovation activities and product differentiation (see for an overview). From a theoretical point of view there are two reasons why one may expect that financial factors matter for international trade. First, recent theoretical models stress the role of financial markets for international trade as a prerequisite to reach an optimal capital stock and exploit economies of scale (see e.g. Beck 2002 ). This points to a rather indirect effect since financial factors may help to achieve a comparative advantage that creates demand for the produced goods. Second, it is common sense that exporting involves sunk costs such as product customization or investment in marketing and logistics (Roberts and Tybout 1997) . Thus only firms with sufficient liquidity may be able to cover these costs.
If firms for whom exporting may generate positive profits are hindered from exporting by financial constraints, this may call for market intervention. To stimulate export activities and growth it is hence important to know whether financial constraints matter for foreign market participation and if they do, how important they are compared to other determinants.
A recent theoretical approach by Chaney (2005) predicts that financial constraints may affect foreign market entry. Chaney (2005) argues that whether and how much trade is impeded by financial constraints depends on the distribution of productivity and liquidity across firms.
The reason is that for low productivity firms exporting will not be profitable anyway, while high productivity firms will always generate enough internal funds to overcome the sunk costs for exporting. Hence, the question of whether financial constraints matter for international trade boils down to an empirical question.
While some papers find evidence for a positive impact of financial development on trade on a macroeconomic level (see Beck 2002, Becker and Greenberg 2005 among others) , micro econometric evidence is sparse and the results are mixed. Du and Girma (2007) find that the availability of bank loans affects firms' export share in China, while find that firms that start exporting in the U.K. are not characterized by higher liquidity than other firms. Espanol (2007) reports a negative correlation between financial obstacles to innovation and export status.
The purpose of this paper is to test whether financial constraints matter for foreign market participation and sales in foreign markets at the firm level. This paper is organized as follows.
In section two, previous literature on international trade and financial markets is discussed.
Section three provides a description of the data, section four describes the empirical model.
Results of the empirical analysis are presented in section five, section six concludes.
Related Literature
The empirical finance literature has found that financial constraints matter for firm investment and that the impact of financial constraints varies considerably across countries (Bond et al 2003) . Since foreign market involves sunk costs, one may expect that financial factors affect exporting decisions. However, it is usually found that financial constraints only matter for certain types of firm, usually smaller and younger firms. Exporters are usually found to be larger and especially more productive than their competitors that act solely on the domestic market (see Wagner 2007 for an overview). The theoretical justification for this observation is that exporting is only feasible if a current productivity threshold is crossed. This is because exporting incorporates higher variable costs than domestic sales because of e.g. transport costs, costs of the liability of foreignness and disadvantages compared to local producers because of the limited ability to provide after sales services. Hence, it is not clear whether financial constraints matter for those firms that could profitably export otherwise.
For the same reasons, a recent theoretical approach by Chaney (2005) argues that financial constraints may only be binding for the exporting decision for firms within a certain productivity range. Chaney (2005) builds a model of international trade and liquidity constraints. The framework builds on models of international trade with heterogenous firms (Melitz 2002 , Helpman et al 2004 in which foreign market participation is determined by productivity. It is assumed that foreign market entry involves sunk costs. Sunk costs for export market entry may for example consist of investment in logistics, product customization, market research and distribution networks. If financial markets are incomplete, only those firms that either generate enough liquidity from their domestic sales or have access to external finance are able to export. The model argues that financial constraints are only binding for firms with intermediate productivity, since for firms with low productivity exporting is not profitable anyway and firms with a very high productivity will always generate enough internal funds to finance the sunk costs of exporting.
The macroeconomic literature has stressed the importance of financial development for growth in general (Rajan and Zingales 1998) and for the development of international trade in particular. In the macroeconomic trade literature the impact of financial constraints on exports has been used as an explanation for the low response of exports to movements in exchange rates (see e.g. Blalock and Roy 2007) . Beck (2002) provides another theoretical argument why trade may be influenced by financial constraints. Building on models by HeckscherOhlin and Ricardo he shows that a good developed financial system may help a country to gain competitive advantage in goods that are characterized by economies of scale. The reason is that only if financial constraints are low a country is able to achieve its desired capital stock. Beck (2002) also provides empirical evidence for his theory using country level data. In Beck (2003) these results are confirmed using industry-level data, where he finds that countries with better developed financial systems have higher export shares in industries that use external finance to a large extent. Similar results are obtained by Manova (2005) and others. Becker and Greenberg (2005) stress the importance of external finance for trade via its importance for R&D and innovation activities that are important for foreign market entry.
Transactions in international trade are commonly conducted by payment within 180 days of receipt which may introduce some uncertainty for the exporter with respect to the customer's payment (Stephens 1999) . Importers may become insolvent and hence default on the export contract. Further, trade with some countries may be subject to political risks. In line of this reasoning many countries provide trade credits to ensure exporters against the risk of international market transactions. Moser et al (2006) find that "Hermes trade credits" in Germany have increased exports on an aggregate level. Görg et al (2007) argue that export grants in Ireland have increased the export share of exporting firms but were not able to turn non-exporters into exporters. A positive effect of subsidized export loans in Pakistan on export participation of smaller firms is reported by Zia (2008) . Market intervention may however only be justified if firms are hindered from exporting by financial constraints. Baltensperger and Herger (2007) find that export insurance schemes in OECD countries have increased trade only to high and middle income countries for which only moderate commercial and political risks exist. Thus they argue that these kind of insurance schemes may give rise to adverse incentives for exporting, i.e. too risky engagements.
On the micro level Van Biesenbroeck (2005) reports that after controlling for size exporters in African countries do not report that a lack of credit is a lower problem compared to other firms. Campa and Shaver (2002) as well as Guariglia and Mateut (2005) find that firms that operate globally are less likely to face financial constraints. However, the focus of their analysis is rather causality from exports to liquidity than vice versa. Thus, it is unclear whether firms become exporters because they are not financially constraint, i.e. whether financial constraints matter for foreign market entry. test the importance of variables that reflect financial constraints in static and dynamic models of export market participation. They find that liquidity is positively correlated with export participation. Once, they take state dependence in export market participation into account this effect becomes insignificant. Analyzing survey data Espanol (2007) reports that firms invest in training, innovation activities and environmental issues to gain access to foreign markets or to increase exports. To evaluate the impact of financial constraints Espanol (2007) uses a similar estimation strategy as where financial factors are mainly accounted for by using indicators for financial obstacles to innovation. Hence this study rather estimates indirect effects of financial constraints via innovation to foreign market entry. However the nonlinear estimation techniques used in both studies do not allow for correlation between unobserved time-invariant heterogeneity on the one hand and liquidity or state dependence on the other hand. Du and Girma (2007) find that access to bank loans in China is correlated with firms´ export share. They use a static model for pooled cross-sections, where they use an instrument variable approach to account for the endogeneity of financial factors.
The empirical framework in this paper will explicitly control for unobserved heterogeneity and state dependence. Unobserved heterogeneity may be important if unobserved factors such as managerial ability, corporate culture and attitudes towards risk affect both foreign market entry and a firm's liquidity. Accounting for the dynamic aspects of exporting has been found to be crucial in analyzing export determinants (see e.g. Roberts and Tybout 1997) . Further, the importance of financial factors for both export status and export intensity is analyzed and the robustness of the results is checked by using different financial indicators, different estimation techniques and an application of the empirical framework to various sub-groups of firms.
Data
The data set used in this paper comes from the AMADEUS database, a commercial database that provides information on financial data as well as ownership and subsidiary information. The financial data include balance sheet items and information from profit and loss accountswhich include export sales in some countries-and are collected from company reports which are supplemented by specialized regional information providers. Further, among other variables, AMADEUS includes information about employment, industry, legal form and date of incorporation. The AMADEUS database has been used in numerous empirical studies on internationalisation topics (Bud et al 2004 , Konings and Murphy 2006 , Helpman et al 2004 mention a few).
AMADEUS includes information on roughly 8 million European firms. Since data quality and availability varies considerably across countries, this paper restricts the analysis to French firms. Especially data on exports are available for a representative sample of firms for few countries only. The empirical analysis is further restricted to manufacturing firms. One reason is to obtain a sample of rather homogenous firms. Second, exporting in service sectors may be completely different from manufacturing since not all goods are tradable and classifying the tradability of goods is difficult with balance sheet data. Further, as pointed out by Beck (2002) external finance may especially be relevant for industries with increasing returns to scale, which are mostly manufacturing industries. the same measure of financial strength is used which they label liquidity. It is defined as the ratio of current assets minus current liabilities to total assets. A similar measure is sometimes used to analyze the impact of financial constraints on firm investment (see e.g. Fazzari and Petersen 1993) . The liquidity ratio proxies the availability of internal resources, but also the costs at which external finance is available. To check the robustness of the results we also use alternative measures. First the long term debt to total assets ratio as a measure of leverage is analyzed along with liquidity, since the liquidity ratio may only adequately proxy the availability of external finance if debt is controlled for. The most common measure of internal financial capabilities is the cash flow.
This measure has been subject to critique as cash flow may be correlated with expected future sales and hence, a correlation between cash flow and investment may measure other things than financial constraints. On the other hand Bond et al (2003) show that once investment opportunities are properly controlled for the cash flow is not a significant predictor of future sales for European firms. Further it is usually found that cash flow sensitivities are higher for subgroup of firms that are more likely to exhibit financial constraints (see e.g. Capenter and
Petersen 2002). The cash flow is normalized by the value of tangible fixed assets as common in the financial literature. A further measure of financial strength is the coverage ratio (defined as profits before interest and tax payment divided by interest payment). This can be interpreted as a proxy for the costs firms have to pay for external finance (Guariglia 1999) .
In Table 1 the characteristics of exporters and non-exporters are compared. Regarding the financial variables we see that exporters are slightly better equipped than non-exporters if we look at liquidity and leverage. On the other hand there is only a small difference in the interest coverage ratio and the cash flow to capital ratio. We see that our data set also agrees with some stylized facts. Exporters are on average larger, older and more productive than other firms. Further, they pay higher wages and are more innovative as proxied by the value of intangible assets. The positive correlation between export status and liquidity may stem from the fact that only firms with sufficient liquidity are able to export. On the other hand causality may also run from exporting to liquidity as argued by Camper and Shaver (2002) or differences may simply be due to correlation with observed and unobserved factors. For example variables like productivity and size which are on average higher for exporters are probably positively correlated with financial power. As Table 2 shows export participation and intensity varies considerably across industries. This may be due to differences in capital intensity or the possibility to realize economies of scale, but may also reflect transport costs and differences in productivity. There is a high amount of state dependence in export decisions as Table 3 shows. Only 8.65% percent of non-exporters switch to exporting in the next year and almost 85% of exporting firms are exporters in the next year.
Empirical Model
The empirical strategy builds on the sunk cost model of exporting that was introduced by Roberts and Tybout (1997) and was widely applied (see e.g. Wagner 2001, Bernard and Jensen 2004) . Profits from exporting for firm i in period t are given by:
Where it X denotes a vector of firm specific variables such as size, productivity and product that maximizes discounted future profits:
∑ where δ denotes a discount factor and h the firm's planning horizon. The optimal level of exports can be expressed as the value
EX it
q that solves the following Bellman equation:
A firm will export in period t, i.e EX it q >0, if the expected additional revenue from exporting exceed the costs, hence if
Thus, the firm will choose
Estimation
Expected revenue and costs are not directly observed. Hence we aim to identify factors that affect revenue and costs from exporting, especially the impact of financial factors. As can be seen from the above expression, controlling for past export status and other firm specific characteristics is crucial. Unfortunately, AMADEUS does not break down export sales by location. Hence, we cannot model entry into different markets and export status is measured by a dummy variable that takes the value of one if the company reports positive sales from exports. Estimation of the determinants of firms' export status is undertaken in a discrete choice framework, where a non-structural approach is chosen to identify the impact of financial constraints. The following empirical model is specified:
f is our financial indicator and the vector it x subsumes control variables that are discussed in the next section. t z is a vector of time dummies that captures macroeconomic factors, i c is unobserved time invariant heterogeneity and it u is an idiosyncratic error that is assumed to follow a standard normal distribution and is uncorrelated with the regressors. It is assumed that both it f and it x are strictly exogenous conditional on i c . Following the literature on financial constraints and investment if the estimate of φ is positive and significant we interpret this as evidence for financial constraints.
Two major problems have to be solved, the treatment of the unobserved heterogeneity and especially its relation to the covariates and the initial condition of the export status.
Unfortunately, treating the i c 's as parameters to be estimated in a probit model yields inconsistent estimates of all parameters due to the incidental parameters problem. Applying a model with other distributional assumptions where fixed effects can be applied does not solve the problem since the inclusion of the lagged dependent variable along with fixed effect yields biased estimates (see e.g. Hsiao 2003 , chapter 4). Two approaches have been proposed to deal with dynamic nonlinear models. The approach proposed by Heckman (1981) suggests specifying a conditional distribution for the initial condition, while Wooldridge (2005) suggests specifying a conditional distribution of the unobserved heterogeneity, conditional on observed covariates and the initial condition, as a generalization of the Chamberlain (1980) and Mundlock (1978) estimator for correlated random effects. The Wooldridge (2005) estimator has an advantage in the way it assumes that attrition is random. It assumes panel attrition is random, but in contrast to the Heckman (1981) estimator, attrition is assumed to be random conditional on the initial condition. This is a major advantage since we have to delete a lot of observations as the estimation techniques do not allow us to estimate panels with gaps,
i.e. unbalanced panels. A further disadvantage of the Heckman estimator is that an exclusion restriction is strongly recommended (Heckman 1981 ) and pre-sample information in our data set is limited.
Hence, we follow Wooldridge (2005) and assume a distribution of the unobserved heterogeneity conditional on the initial condition and moments of the covariates. In particular it is assumed that the part of unobserved heterogeneity that is correlated with the regressors can be expressed as a linear combination of their firm-specific time averages and the initial condition:
and T denotes the number of time periods.
We assume that ( ) ( )
it follows that the probability of exporting at time t is given by:
. ). A framework to account for feedback in dynamic nonlinear models was proposed by Wooldridge (2000) . However, the model becomes intractable if there are a large number of predetermined variables and it does not account for other potential sources of endogeneity.
Although this might be a minor problem, as recent evidence shows that causality rather runs from exporting to firm performance than vice versa 5 , feedback and other sources of endogeneity cannot be completely ruled out.
To check whether our results are driven by the assumption of strict exogeneity we compare our results with those of linear dynamic panel data models estimated by the generalized method of moments (GMM), where we use lagged values of the regressors as instruments. In linear GMM estimation one has to choose between "difference" GMM proposed by Arellano and Bond (1991) and "system" GMM proposed by Arellano and Bover (1998) . The problem with difference GMM is that lagged levels can be week instruments for level equations when there is high persistence in the variables (Blundell and Bond 1998a) , which is the case in our data set. Hence, the GMM system estimator which has been found to outperform the difference GMM estimator in the case of highly persistent variables (Blundell and Bond 1998b ) is used here. The validity of the instruments will be checked by appropriate overidentification and autocorrelation tests.
In alternative specification we also examine the impact of financial variables on export intensity measured as the export share (export sales, divided by total sales). Sunk costs may only be relevant if a firm exports a substantial amount and the costs probably differ substantially across foreign markets. Hence, an alternative interpretation of the export share is 5 For an overview see Engel and Procher (2007) 
Analogous to the dynamic probit model we follow the framework proposed by Wooldridge (2005) and assume that:
Since the data generating process refers to a true corner solution outcome the real value of export appears on the right hand side rather than the latent value. Strictly speaking, the export share is also right censored, but we only found 6 firm-year observations with an export share of one in our estimation sample (less than 0.003%), hence we treat the distribution as leftcensored only. Both the random effect probit and the random effect tobit models are fitted by the adaptive Gauss-Hermite quadrature with 12 integration points. 
Model specification
The following control variables that are likely to be correlated with exporting and financial constraints and are assumed to reflect expected revenues and costs from exporting are included in the model 7 :
• Productivity: Theory predicts that superior productivity is a determinant of foreign market entry (Helpman et al. 2004) . Only the most productive firms are able to generate positive profits from exporting as they are able to cover transport costs and sunk costs from foreign market entry. Productivity is measured as the log of value added per employee. Since the estimation controls for labor and capital input, this can be interpreted as multi-factor or total factor productivity.
• Firm size: Firm size measures firms´ ability to realize economies of scale in production, benefits from bulk purchasing and an increasing capacity of taking risks through internal diversification (Wagner 1995) . The empirical literature also stresses 6 The results were not sensitive to small changes in the number of quadrature points. 7 For a survey on export determinants see . that firm size measures the ability to raise finance at low costs which is necessary to overcome the sunk costs of foreign market entry (see e.g. Wagner 2001 ). Firm size is measured as the number of employees.
• Innovation: Exporting firms are often characterized by product differentiation and innovative products may help them to gain foreign demand. Recent theoretical and empirical approaches stress the importance of product innovation for exports in particular (Becker and Egger 2007) . Unfortunately, innovation is not directly observed in our data set. We use intangible assets as a proxy for innovation activities and R&D as it is often done in empirical investigations using firm level data (see e.g. Budd et al 2005) . Intangible assets enter the estimations as a dummy variable that takes the value of one if the firm reports intangible assets in its balance sheet.
• Wages: Exporters are almost always found to pay higher wages than other firms which has been found to reflect mainly different characteristics of the work force (Bernard and Jensen 1995) . In our application this may capture between-firm variation in skills but also differences in production costs. As productivity is controlled for in our estimations, wages should be negatively correlated with the firms' competitiveness.
Wages are measured as average employment costs per employee.
• Firm age: The age of the firm can be interpreted as a reflection of learning (Jovanovic 1982) . Since business practices in foreign markets may be different, firms will have to develop skills and knowledge that is specific to a foreign market. A firm´s age is measured in years.
• Distance: One of the most important determinants of the magnitude of trade between regions is their distance (Leamer and Levinsohn 1995) . Transport costs are higher the higher the distance to the foreign market. Since a major part of French trade is undertaken with other European countries, we proxy transport costs by the distance to the closest border, which we measure in 100 kilometres.
• Foreign ownership: Foreign owned firms are usually found to be more likely to export than indigenous firms (Kneller and Pisu 2004) . The costs to enter foreign markets might be lower for foreign owned firms since they might benefit from networks and other resources of the parent company.
• Foreign subsidiary: The new trade theory emphasises horizontal motives for foreign direct investment (Helpman et al 2004) . Exports and FDI should be substitutes if FDI is motivated by market access. Unfortunately information about ownership and subsidiaries is not available for all years in our sample. Since these variables seldom change over time we use the last available ownership status as in common practice for this database (see e.g. Konings and Murphy 2006) .
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• Legal form: To account for differences in governance, legal obligations and risk attitudes across firms, a dummy variable for firms that have the legal form of a "Société anonyme" is included in the model. A "Société Anonyme" is equivalent to a public limited company.
• Industry and time dummies: Differences in the tradability of goods, transport cost, competition and technological opportunities are accounted for by two-digit industry dummies based on the NACE Rev 1.1 classification.
9 Time dummies account for macroeconomic factors such as changes in the business cycle, market demand and exchange rate movements. The distribution of exporters and export intensity across industries is shown in • Unobserved heterogeneity: Besides observed heterogeneity, unobserved time-invariant heterogeneity may be important. Unobserved time invariant factors which are probably positively correlated with export performance but also with the availability of financial resources include managerial ability, corporate culture and attitudes towards risk. Hence, not accounting for unobserved heterogeneity may lead to an overestimation of the effect of financial constraints. 8 When restricting the analysis to a subsample of four periods where we can track ownership changes we found that this assumption was not crucial for the results. Estimation results are available upon request. 9 NACE codes 15 (food) and 16 (tobacco) had to be grouped together because of the low number of tobacco firms.
Results
In Table 4 and Table 5 marginal effects from pooled tobit and probit estimates that do not account for unobserved heterogeneity are presented for our preferred measures, the liquidity ratio and the long term debt ratio. If unobserved heterogeneity is not correlated with the regressors the pooled yields consistent parameter estimates. Standard errors are adjusted to allow for clustering at the firm level. Columns (1) to (3) show estimation results for the liquidity ratio only, in columns (4)-(6) our measure of leverage is added to the model.
Marginal effects are calculated at the sample averages of the control variables. For comparison with the results for the probit model marginal effects for the tobit model are also presented for the predicted probability of exporting in addition to the predicted export share. Table 4 contains the results of static and Table 5 contains the results of dynamic specifications. 10 We see that our financial measures have the sign that is predicted by theory for both export status and export success. The liquidity ratio is positively correlated with exporting, while the long term debt ratio is negatively correlated. In contrast to the results remain significant when the lagged dependent variable is included. The high and significant estimate of the lagged dependent variable shows that the model should be estimated dynamically. Sign and significance of almost all control variables are the same as in the static model. Of course, the magnitude of the marginal effects is smaller since the estimates refer to short run effects. Both the expected probability of exporting and the expected export share increases with financial health, also after controlling for previous export experience. For example doubling the liquidity ratio corresponds with a ten percent increase of the probability to export in the short run, if past export status is taken into account, while doubling the debt ratio decreases the probability by roughly 6.5%. The results of the control variables are mostly in line with expectations. There is a considerable amount of state dependence which is shown by the high and significant value of the coefficient for lagged export status. Firm size, productivity and intangible assets are favourable to exporting. We also included a measure of capital intensity, but it was never significant in any of the specifications. Wages are negatively correlated with export performance since they hamper competitiveness for a given level of labor productivity. Further, exporting is more likely the older a firm is, and is less 10 To make the results comparable to the dynamic specifications the first period is dropped from the estimation sample for the static specifications.
likely if a firm has a long distance from foreign markets. Firms with a foreign owner are more likely to export, while having a foreign subsidiary is negatively correlated with exporting but not always significant 11 . Public limited firms are more likely to export. Comparing the marginal effects for the probability of exporting for Tobit and Probit models shows that a separate modelling of incidence and intensity (e.g. with a Tobit type 2 model) does not seem to be necessary, since the estimates are very similar. However, the estimation technique does not allow us to distinguish between observed and unobserved heterogeneity. with firm specific such as managerial ability, technological opportunities or attitudes towards risk that positively affect exporting. Other firm-level characteristics such as labor productivity, size and past export status remain significant. Export market entry as well as enhancements of export intensity seems to be rather driven by productivity and employment growth than by movements in financial liquidity. Thus, it seems that for the group of firms that can expect positive profits from exporting, financial constraints are not binding because of their high productivity, size and other characteristics.
In Table 7 the results for export status and export share are estimated with alternative financial measures such as the interest coverage ratio and the cash flow to capital ratio, the measure that is usually used in the financial literature on firm investment. The results are very similar to the specification with liquidity since the coefficients for cash flow and coverage ratios are close to zero and insignificant. No direct impact of financial factors on exporting can be identified; hence, there is no evidence that firms are hindered from exporting by financial constraints.
Our results so far may be driven by the fact that financial constraints are only relevant for certain types of firms. Therefore, the sample is split into some sub groups to investigate whether there are heterogeneous effects. In his theoretical model, Chaney (2005) argues that liquidity only matters for exporting decisions within a medium range of productivity.
Therefore the model is estimated separately for the 2 nd and the 3 rd quartile of the distribution of labor productivity across firms. It is often argued that financial constraints are more severe for smaller firms (see e.g. Carpenter and Petersen 2002) . To check whether financial factors matter for small firms, separate estimations for the 1 st and 2 nd quartile of the size distribution (measured as the number of employees) were performed.
The new trade macroeconomic literature predicts that the importance of finance differs between capital and labor intensive industries (Manova 2005) and matters in particular for scale intensive industries (Beck 2002) . Further, sunk costs may differ across industries because of product characteristics, e.g. R&D and advertising intensity. Although we have already restricted our analysis to manufacturing firms, sunk costs and capital intensity may differ substantially across industries. To investigate whether financial constraints matter in certain industries separate estimations for labor and capital intensive industries and for industries in which low and high sunk costs can be expected, are performed. The classification of industries is shown in Table 8 and is closely related to Davies and Lions (1996) . Note that the classification according to the height of sunk costs is partly overlapping with the classification according to capital intensity and with high-tech industries. It seems that barriers to foreign market entry are quite low for French manufacturing firms.
Unfortunately the impact of financial factors cannot be decomposed by destination, since AMADEUS does not provide this information. Sunk costs probably differ across foreign target markets and a major part of French trade is conducted with other European countries.
On the other hand trading partners differ across industries and there was no evidence for heterogeneous effects in the estimations.
As already mentioned the assumption of strict exogeneity of the regressors can be violated.
For example exporting may reduce future liquidity in the short run if firms have to raise a high amount of investments to achieve or maintain their export status at least in the short run.
In the long run, exporting may have a positive impact on liquidity as suggested by Guariglia and Mateut (2005) and . A similar argument may be relevant for our other regressors such as firm size and labor productivity, although recent evidence suggests that causality rather runs from firm performance such as productivity to exports and not vice versa (see Wagner 2007 for an overview). A further disadvantage of the maximum likelihood procedure is that the estimations are not robust to the distributional assumptions of the error term.
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To check whether the previous results where driven by these assumptions, we estimate a linear probability model for export status with a generalized method of moments (GMM) system estimator 13 . Compared to the probit estimates the GMM estimator has the disadvantage that it does not account for the binary nature of the dependent variable, hence the predicted probabilities are not necessarily bounded between zero and one. Within this estimation framework all regressors are treated as potentially endogenous. Hence we use lags two and deeper for the equations in first differences and lagged differences for the equations in levels. We use the two-step estimator which has been found to be more efficient than the one-step estimator (Windmeijer 2005) . To adjust standard errors for heteroscedasticity and possible autocorrelation the Windmeijer (2005) finite sample correction is used. Table 10 reports the results for the GMM estimates. The results are similar to the non-linear estimation techniques. In all specifications the coefficients of our financial indicators become very small and insignificant. As the difference in Hansen test statistics for the validity of the instruments for the level equations shows, we cannot reject the validity of these instruments. Further, the results of the Arellano-Bond-test for autocorrelation show that our lagged instruments are valid, since there is no evidence for autocorrelation of second order in the difference 12 Another critical assumption of the random effect estimator is the independence of assumptions across time conditional on the regressors and the unobserved heterogeneity. However, estimating the models with pooled probit and tobit techniques with the mean values of the time-varying variables -which does not assume independence across observations yielded the same conclusions for our financial measures. Results from these estimations are available upon request. 13 Estimation was carried out in STATA ® , version 10.0. The command xtabond2 (Roodman 2006 ) was used for estimation.
equation.
14 Unfortunately, the Hansen test for the validity of all instruments (for level and difference equations) is rejected for the equation with the coverage ratio as financial indicator.
Nonetheless, since the Hansen test statistics is insignificant for the two other measures of financial liquidity and results are very similar across estimation techniques and financial measures, the GMM estimates can be taken as further confirmation of our previous results.
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To summarize, we cannot confirm that firms in our dataset of French manufacturing firms are hindered from exporting by financial constraints. Our results have a direct policy implication.
Rather than to give trade credits or financial export promotion, governments should assist firms in their growth and investment opportunities to make them enter into global markets.
Conclusion
Recent theoretical approaches from both macro-and microeconomic models predict that financial factors are an important determinant of trade. Using a large panel of French manufacturing firms this paper analyzes the impact of financial constraints on export participation and sales in foreign markets. A first look at the data showed that exporters are characterized by better financial equipment at least for some financial indicators. Financial factors are a significant predictor of export participation and the height of the export share after controlling for past export status, industry and standard control variables predicted by previous empirical and theoretical approaches. Once unobserved heterogeneity is taken into account the effects disappear. Thus, there is no evidence that financial constraints matter for export decisions. The reason for this result is probably that the selective group of firms for whom exporting is relevant is not likely to face financial constraints because of their productivity, size and other characteristics. An alternative explanation is that financial factors indeed matter, but public measures for export activities have reduced financial constraints for export activities.
The results are robust across different model specifications and also hold for sub-groups of firms that are more likely to face financial constraints and for industries in which scale 14 This is equivalent to no autocorrelation of first order in the level equations. 15 A further indicator of the validity of the GMM estimations shows the comparison with the OLS and fixed effect estimates, as the coefficient for lagged export status are between those two. It is well known, that with a lagged dependent variable OLS estimators are biased upwards, while fixed effect estimators are biased downwards. Estimation results are available upon request.
economies and sunk costs may be relevant in particular. The results have a direct policy implication. To spur export activities it seems to be more important to enhance firms´ innovation activities or productivity enhancing investments than to finance trade credits or to subsidize loans for exporting activities. Financial constraints may only have an indirect effect on exporting activities. If financial constraints hamper domestic growth, investment and innovation, they may also hinder firms from exporting in the long run. For future research it might be interesting to compare the impact of financial constraints on exports across different countries. It is possible that financial constraints matter for trade in less developed countries or countries with different financial institutions. Further it might be interesting to investigate whether the impact of financial factors is different for entry into different target markets. 151, 152, 156, 158, 17, 18, 19, 20, 21, 22, 252, 262, 26, 27, 28, 292, 296, 342, 351, 361, 362, 157, 159, 16, [363] [364] [365] 242, 246, 247, 251, 291, 294, 295, 30, 31, 321, 331, 332, 343, [352] [353] [354] 293, 297, 322, 323, 334, 335, 341, 401, 402, 642 , Industries with scale economies 21, 22, 241, 242, 245, 246, 247, 251, 26, 27, 297, 31, [321] [322] [323] 341, 343, 351, 211, 241, 243, 245, 247, 252, 261, 265, 267, 271, 274, 262, 282, 262, 282, 293, 29, 335, 342, 351, 352, 354, 364, 365 High tech industries 244, 30, 32, 33, 353 Notes: ***, **, * denotes significance at the 1%, 5%, 10% level. Marginal effects are reported, calculated at the sample means of the unobserved heterogeneity. Standard errors are shown in parantheses and were calculated by the delta method. All regressions include control variables from the previous specifications, firm specific time averages of the time-varying regressors, the initial export status, time dummies and industry dummies on the two-digit NACE level for those industries that are included in the sub sample. parantheses. In all columns instruments used are levels lagged two periods and deeper for the equation in differences and differences lagged one period and deeper for the equation in levels. m1 (m2) is a test of the of the null hypothesis of no first (second) order serial correlation for the difference equation. Hansen is a test on the overidentifying restrictions based on the two-step GMM estimator.
Difference Hansen is a test of the validity of the additional instruments in differences for the equation in levels. For all test statistics, p-values are reported.
