Let q be a nonnegative real number, and T be a positive real number. This article studies the following degenerate semilinear parabolic first initial-boundary value problem:
Introduction.
Let a, a, q and /3 be constants with a > 0, a > 0, q > 0, and 0 < /3 < a. Let us consider the following degenerate semilinear parabolic first initialboundary value problem, -tt« = 6(<; -P)F(u(<;, 7)) in (0,a) x ((^crM u(q, 0) = VK?) on [0,a], I (1.1) amount of energy to a very confined area. When q = 1, the model may also be used to describe the temperature u of the channel flow of a fluid with temperature-dependent viscosity in the boundary layer (cf. Chan and Kong [2] ) with a concentrated nonlinear source at /?; here, and 7 denote the coordinates perpendicular and parallel to the channel wall respectively. When q = 0, it can be used to describe the temperature of a one-dimensional strip of a finite width that contains a concentrated nonlinear source at (3. The case q = 0 was studied by Olmstead and Roberts [7] by analyzing its corresponding nonlinear Volterra equation of the second kind at the site of the concentrated source. A problem due to a source with local and nonlocal features was also studied by Olmstead and Roberts [8] bv analyzing a pair of coupled nonlinear Volterra equations with different kernels. When the nonlinear source term in the problem (1.1) is replaced by up, the blowup of the solution was studied by Floater [4] for the case 1 < p < q 4-1, and by Chan and Liu [3] for the case p > q + 1. Let = ax, 7 = aq+2t, j3 -ab, Lu = xqut -uxx, This condition (1.3) is used to show that before u blows up, u is a nondecreasing function of t. Instead of the condition (1.3), Olmstead and Roberts [7] assumed that h(t) =
J0
where g(x,t;£,T) denotes Green's function corresponding to the heat operator d/dt -d2/dx2 with first boundary conditions, was sufficiently smooth such that h'(t) > 0, and 0 < ho < h(t) < hoc. < o° for some positive constants h0 and ftoo; these were used to show that u(b, t) and its derivative with respect to t were positive for t > 0.
A solution of the problem (1.2) is a continuous function satisfying (1.2) . A solution u of the problem (1.2) is said to blow up at the point (x,tb) if there exists a sequence {(xn,tn)} such that u(xn,tn) -► 00 as (xn,tn) -> (x,tb)• In Sec. 2, we convert the problem (1.2) into a nonlinear integral equation. We prove that the integral equation has a unique continuous and positive solution U(b, t) at the site of the concentrated source. We then show that U(x, t) is a nondecreasing function of t. These are used to prove that the problem (1.2) has a unique solution u. We also show that u(b,t) blows up if ip attains its maximum at b and u(b,t) ceases to exist at a finite time. In Sec. 3, we show that b is the single blow-up point. We then give a criterion for u to blow up at a finite time, and use the method of Olmstead and Roberts [7] to establish a lower bound and an upper bound for the finite blow-up time. We remark that ij) attaining its maximum at b is used as a sufficient condition for u to blow up at b. Whether it is a necessary one remains as an open question. To illustrate our main results, an example is given in Sec. 4. We also give a computational method to find the finite blow-up time.
2. Existence and uniqueness. Green's function G(x,t;£,r) corresponding to the problem (1.2) is determined by the following system: for x and £ in D, and t and r in (-oo, cxd),
LG(x,t;£,r) = S(x -£,)5(t -r), G(x, t; £, r) = 0, t < r, Chan and Chan [1] , 0 < Ai < A2 < A3 < • ■ • < Aj < Ai+i < • • •. The set {^(x)} is a maximal (that is, complete) orthonormal set with the weight function xq (cf. Gustafson [6, p. 176] ).
To derive the integral equation from the problem (1.2), let us consider the adjoint operator L*, which is given by L*u = -xqut -uxx. Using Green's second identity, we obtain U (x, t) = a2 f G(x,t;b,r)f{U{b,r))dr + [ £qG(x,t;£, 
which converges (uniformly with respect to x, t, and e) since 0(A;) = 0(i2) for large i (cf. Watson [12, p. 506] ). Since (2.7) also holds for e = 0, it follows that
is a continuous function of x, t, and e (> 0). Therefore, Let us show that there exists some 11 such that
and ip -u = 0 on dfl, it follows from (2.8) that
Jo for some 77 between and U(b,t). Since G(x,t; £,t) is nonnegative and integrable over [0, t] , it follows that for any ti, there exists some p such that for any t G (£2^2 + p],
Jtn
We also note that U(b, 0) > 0. Suppose there exists some 13 such that tp(b) > U(b, t) > 0 for t, e (0,^3]. Let ti = min{p,%}. From (2.10), we have
This gives a contradiction. Thus, we have (2.9).
It follows from (2. We note that z(t) = v(b, t), and hence, z(t) exists for t > 0. Let A*2 denote mino<t<T v(b, t).
We have fc2 < z(t) < k\ for 0 < t < T.
It follows from > 0 and v > 0 in il that k% > 0. Let
w(t) = a2 f G{b,t\b<T)f(w{r) + z(r))dT. From (2.13) and f'(u) > 0 for u > 0, Rw(t) < a2f(k3 + fci) f G(b,t\b,r)dT < kz for 0 < t < t±.
(2-15) Jo Thus, R maps the space of continuous functions satisfying 0 < w(t) < k.3 for 0 < t < t.4 into itself. For any w\(t) and W2(t) satisfying (2.12),
By (2.14),
Thus, R is a contraction mapping, and we obtain an interval 0 < t < t4 on which a unique solution w of (2.12) exists and is continuous and nonnegative. □ By (2.11), U(b,t) exists, and is unique for 0 < t < t4; U(b,t) > 0 for t > 0. Let tb be the supremum of the interval for which the integral equation (2.8) has a unique continuous solution U(b,t).
Let Qb = Dx (0,ft), and <9flb denote its parabolic boundary ({0,1} x (0,tb))UD x {0}. Theorem 2.4. The integral equation (2.3) has a unique continuous solution U(x,t) in nb. Furthermore, ip{x) < U(x,t), and U is a nondecreasing function of t.
Proof. Since the integral equation (2.8) has a unique continuous solution U(b,t), it follows that the right-hand side of the integral equation (2.3) is determined uniquely, and hence, the integral equation (2.3) has a unique continuous solution U(x,t). Also U(,x, t) > 0 in fibLet us construct a sequence {ui} in il by uq(x, t) = ip(x), and for i = 0,1, 2,...,
We have
By Lemma 2.1(d) and (2.3), u\ > uq in Q. Let us assume that for some positive integer j,
Since / is an increasing function, and Uj > Uj-1, we have
By Lemma 2.1(d) and (2.3), Uj+\ > Uj. By the principle of mathematical induction, i> <U1<U2<---< un-i < un in (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) for any positive integer n.
We would like to show that U(x,t) > ip(x) for 0 < t < tb. From (2.9), < U(b,t) for 0 <t< ti, where ti = p. Let 15 be the smallest t (> ti) such that
By starting at t -is (instead of t = 0), we repeat the procedure used in proving (2.9) and the above reasoning to show that U > ip on D x [0, t6\ for some t$ > + p. In this way, we prove that U(x, t) > ip(x) for 0 < t < tb- Then, the sequence {un} converges uniformly to linin^oo un{x, t) for 0 < t, < <r\. Similarly for ai < t < T < tb, we use lim^^ac un(£, <Ti) to replace ip(£) in (2.17); we then obtain OG Sn+i < a2f(K)Clc2b-q'4 A"3/4[l -e-x^-^}\Sn.
For t e [<ri,min{2<7i,T}],
Thus, the sequence {un} converges uniformly to limn^oo un(x, t) for <j\ < t < min{2(Ji,T}.
By proceeding in this way, the sequence {un} converges uniformly for 0 < t < T, and hence limn^oo un is continuous. Since the integral equation (2.3) has a unique continuous solution U for 0 < t < tb, we have U = limn_>00 un.
To show that U is a nondecreasing function of t, let us construct a sequence {wj} such that for i = 0,1, 2,... u>(x, t; £, t) = f aqG(.%,t;a,T)a~q8(a -£)da Jo = G(x,i;£,r) for t > t.
It follows that lim(^r+ xqG(x, t; b, r) = 6(x -b).
Since G(x,(^:b,<^ -1/n) = G(x, 1/n; b, 0), which is independent of £, we have shows that there exists some tio such that W exists and is unique for tb < t < tio■ Thus, (2.26) has a unique solution for tb < t < tio, and hence, (2.8) has a unique solution u(b,t) for tb < t < tio-This contradicts the definition of tb, and hence the theorem is proved. □ 3. Single blow-up point. From (2.1), we obtain the following result.
Lemma 3.1. G(6, t: 6, r) is a strictly decreasing function of t. -W(b,t), (3.2) ,Q + 1J
where p is a real number greater than 1, then the solution u of the problem (1.2) blows up at a finite time.
Proof. Multiplying the differential equation in the problem (1.2) by <fi, and integrating over x from 0 to 1, we obtain
Since u(x,t) < u(b,t), we have mW < (/ xq(f>{x)dx \ u(b,t).
It follows from the Schwarz inequality and fQ xq4>2{x)dx = 1 that
Solving this Bernoulli inequality, we obtain < y + (V"P(0) -y)
From (3.1), y«1_p(0) < a2/A. Thus, /j tends to infinity for some finite tb-This implies u{b, t) blows up at tb. □ If tb < oo, then we use the method of Olmstead and Roberts [7] to find a lower bound ti and an upper bound tu for tb-These are used later on to compute the finite blow-up time. Using (2.14), we obtain from (2. 
We then use the following bisection procedure with Mathematica® version 4.1 to determine the blow-up time:
Step 1. Let the lower and upper bounds t\0^ and determined above be our first estimates of ti and tu. Then, the first estimate of tb is fj,0' = (t\0) +t[^)/2.
Step 2. For step n, if |f"n) -t\n] \ < e (a given tolerance), then ^n) = +tL"')/2 is accepted as the final estimate of tb, and we stop; otherwise, we go to the next step.
Step 3. Let tm = (fj"' + t^)/2, and mh = tm, where m denotes the number of subdivisions of equal length h. We use the following iteration process: u,(°\b,t) = ip{b), and for k = 0,1,2,..., The above results illustrate that the blow-up time is a decreasing function of the length U.
