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The necessary and sufficient condition for a function to be upper class relative to 
a Brownian motion process was obtained by T. Sirao and T. Nisida (1952, Nagoya 
Math. J. 4, 97-101) and a related result on first passage distribution was obtained 
by P. K. Sen and M. J. Wichura (in press, Estimation of First Crossing Time Dis- 
tribution for Brownian Motion Processes Relative to Upper Class Boundaries). 
Corresponding results for the Brownian bridge are discussed. 0 1986 Academic 
Press, Inc. 
1. INTRODUCTION 
A stochastic process {X, : 0 < t d 1 } is said to be a Brownian bridge if it 
is a Gaussian process with continuous sample paths with mean 0 and 
covariance 
E(X,X,) = min(s, t) - st. 
It is clear that if X, = X(t) is a Brownian bridge then so is 
x*(t) = X( 1 - t), 
and the process 
Z(t)=(l+t)X & 
( > 
is a standard Brownian motion process (SBMP). 
Let 4(t) be a non-negative function defined for small t such that d(t) is 
non-decreasing near 0 and 
g(t) = J-- 4(t) 
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is non-decreasing near 0. We say that d is upper class at 0 (Q E d?&) is for 
almost all sample paths u there is E(W) >O such that for all t<a, 
x, < s(t). 
Otherwise we say that 4 is lower class at 0 (4 E YO). 
Similarly let d’(t) be non-negative and non-decreasing near 1 such that 
g’(t) = Jtu - t) d’(t) 
is non-increasing near 1. We say that 4’ is upper class at 1 (4 E a,) if for 
almost all sample paths w  there is E(O) > 0 such that for all t > 1 -E, 
x, <g’(t). 
Otherwise we say that 4’ is lower class at 1 (4’ E ~?r). 
Clearly 4 E %+, if and only if d’(t) = 4( 1 - t) E @r. Hence it will suflice to 
discuss behavior near 0. 
We shall show that the Kolmogorov integral test (see [3]) used in the 
context of a SBMP provides a necessary and suffkient condition for 4 to be 
upper class in the context of a Brownian bridge. We shall also consider the 
distribution of the first crossing time 
T,=inf{t: X,ag(t)}. 
The method has been described in [2]. Since the Brownian bridge can be 
approximated by the SBMP near 0 (in the sense that the covariances are 
approximately equal near 0), a slight modification of the argument in [2] 
will suffice. We shall also demonstrate how the same Borel-Cantelli 
argument yields both the law of the iterated logarithm and the result for 
the first passage distribution. To avoid repetition only relevant changes in 
the argument in [2] will be mentioned. The two results to be proved are 
THEOREM 1. 4 E C&, if and only if 
I exp( -4#2(t)) 4(t) t-‘dt < co. o+ 
THEOREM 2. Zf q4 E fiilo then as z -+ 0, 
0.0907(1 +O(l))Zg(r)<p,<e(l +o(l))Zg(r), 
where for T > 0, 
P,=P(qG7), 
zg(7)=(2r)-"q~+ exp( -+42(t)) d(t) t-‘dr. 
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2. THE “UPPER CLASS ARGUMENT” 
Using the transformation (1) and Lemma 5 of [2], 
P( sup X,aa)<P 
( 
Z(s) 
OgSgf 04r:;l-,) 1 +s- -  
6 P( sup Z(s) 2 a) 
O<s<t/(l--r) 
(2) 
Let (uk} be defined as in [2]. Using (2) and Lemma 1 in [2] and 
U-NO, l), 
PW, 2 g(t) for some t E (uk + 1, uJ) 
d2P(x(~)>duk+l)) 
=2p(~~J(~k+ll~k)(l-~k)(l-~k+l)~(uk+l)) 
.- +$@k+1U -uk)(l -uk+l)) ,(u;+l) 
x exp -f~(l-.k)(l-.k+,)m’(.k+l)) 
k 
If 
i 
exp( -$j*(t)) qi(t) tr’dt < co, 
o+ 
then by the Borel-Cantelli lemma 
(3) 
P(X, > g( t) i.0. as t + 0) = 0 
and hence 4 E eo. Also in this case 
fvt > g(t) for some t<7)<e(l+0(1))Zp(z). 
This completes the sufficiency part of Theorem 1 and the upper bound half 
of Theorem 2. 
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3. THE “LOWER CLASS ARGUMENT" 
For the other half of Theorem 1, we need the following form of the 
Borel-Cantelli lemma due to Chung and Erdiis [ 11: 
LEMMA 1. Let { Ek} be a sequence of eoents such that 
(a) C W,J = 00. 
(b) For 0 <n < n’ there is an N(n, n’) and a c(n’) such that for ail 
m > N(n, n’), 
P(E,IEk... En,) > c(n’) P(E,). 
(c) There are constants c, , c2 such that to each E, there corresponds a 
finite set &k of events from {Ek} such that 
0) 1 P(&J) < cl Q&l 
EElTk 
and if I> k, E, $ C& then 
(ii) W&,) < c2Wk) f’(4). 
Then P(Ek i.o.) = 1. 
We shall apply this lemma to 
J%= P’(ud~&)>~ 
For k,<l, 
E(Wu,) Wu,)) = u,( 1 - u/c) + 0 
as I + 00 with k fixed. Since (X,} is Gaussian, for n <n’ < m, 
E E,,, n,..., 
are jointly asymptotically independent of E, as m + co. Hence 
P(ErnIE;. 
WL) 
.J%) Wn-WEm)+ 1 
= P(E, . * * E,.) 
as m --i co so that condition (b) of the lemma is satisfied. 
Now 
W,)=P(u~hud) 
where U- N(0, 1). Also note that ,/m Q(t) being non-decreasing 
implies fi 4(t) is also non-decreasing. Using the argument in [2, Sect. 3.3), 
(l+o(l))a -‘I,(r)<~P(Ek)<(l+o(l))eOLcr-‘l~(r), (4) 
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from which it follows that if (3) does not hold, then condition (a) in the 
lemma is satisfied. 
Next we define the low, moderate, and high dependence regions RL, R,, 
and R, for fixed k 2 1 and 0 <f < 1, as in [2]. For k > 1 let 
Pk/= cov(x(ukv x(u,)) 
= u,(l-&)/&(1-u/). 
Define 
R, = {I: l> k pkd”k) #(%) < 1 >P 
R,= {I: I> k, I$ R,, u,<fuk}, 
R,= (l:l>k,l~RL,fUk~UI<Uk). 
By Lemma 2 of [2], we have for 1~ RL, 
P(Ek’%) d -(Ek) P(E,) 
which agrees with condition (c)(ii) of the lemma. Also from (4), 
1 P(E,iEk)=o(l). 
IE RL 
On R,,,, we have Pk[ C f so that Lemma 3 of [2] will apply, giving 
(5) 
la Ry IE Ry 
following the corresponding argument in [2]. The corresponding argument 
on RH gives 
c P(E,E,)~P(E,).4(2~)-“2f-‘a-“* hFo exp( -f *ah/8) h-l’*. (7) 
IER” 
(6) and (7) together give condition (c)(i) of the lemma after making f -+ 1. 
This completes the proof of the necessity part of Theorem 1. For the lower 
bound part of Theorem 2, we follow the last part of the argument in [a]. 
We use the second Bonferroni inequality to get 
>k;op(&)[~- c P(E,lEd .
I>k 
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Then we break up the sum of conditional probabilities into three parts 
corresponding to R,, R,, and R, and use (5), (6), and (7). Finally, we 
use the lower bound in (4). Then making z -+ 0, f -+ 1, and minimizing over 
a, we get the lower bound.’ 
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’ It seems that the transformation (1) could be used- to get the results directly from the 
corresponding results for the SBMP. But for this, slightly stronger growth conditions on ( are 
needed. 
