ABSTRACT
Introduction
Among the existing theories that explain the occurrence of FDI, Dunning's eclectic theory on international production has been by far the most comprehensive approach (Dunning, 1993 
Trends of Outward FDI from Developing Countries
While developed countries remain the leading source of outward FDI, developing and transition economies have emerged as important sources of outward FDI since the 1990s. Many MNEs from the developing and transition economies are increasingly undertaking cross-border investment activities through FDI. Between 1980 and 2011, their share of world outward FDI rose from 6.2 percent to 26.9 percent and peaked in 2010 at 31.8 percent. Thus, the share of developing and transition economies in world FDI outflows increased over the period 1980-2011. In the 1980s, developing and transitional countries" share of world outward FDI peaked at 9.6 percent in 1982; this share increased further in the early 1990s to reach 16.7 percent in 1994. It declined significantly between 1998 and 2001, but grew steadily afterward to a peak of 31.8 percent in 2010. The distribution of outward FDI from developing and transition economies is relatively concentrated. About 61.4 percent of total FDI outflows from developing and transition economies originated from Asian countries, 21.8 percent from Latin America and the Caribbean, and 16 percent from transition economies. In fact, Asian countries emerge as the largest source countries among the developing and transition economies since 1985. On the other hand, growth in FDI outflows from the Africa region was much less than from other developing regions (Table 1) .
Literature Review
A large part literature in the field of FDI is focused on the impact of FDI on economic growth/development. This paper mainly includes studies devoted to the impact of growth/developmental variables on international FDI pattern.
Al-Sadig (2013) provides new empirical evidence of the effects of outward FDI on the domestic investment rate in developing countries. The empirical results show a robust negative relationship between outward FDI and the rate of domestic investment. A one percentage point increase in outward FDI leads to a reduction of about 29 percent in domestic investment. The results confirm to some extent those found by the empirical studies cited above. These results may be driven by the presence of distortions and domestic bottlenecks in the local economies, such as scarcity of capital and imperfect financial markets. The types of policy prescription needed to address these distortions could help to mitigate the negative impact of outward FDI, and, in some cases, to boost domestic saving and investment. Das (2013) finds that the source country's level of economic development, globalization, political risk and science and technology investments contribute significantly to outward FDI from developing countries. While outward FDI might be unavoidable in the course of economic development and globalization, developing countries need to emphasis improving political governance in order to prevent capital outflow arising out of high domestic political risk. On the flip side, science and technology investments could contribute to higher outward FDI, thereby yielding complementary benefits of internationalization in the long-run. Thus, given the evolving role of developing countries in the global economic scenario, a balance between domestic and international investments is crucial for them to harness the benefits of globalization, which can be achieved through suitable governance and policy reforms in specific fields. Bano and Tabbada (2011) show two opposite conclusions from the findings. On one hand, the analysis shows the possibility of developing countries themselves becoming major sources of FDI. On the other hand, the fact that only a few developing countries, which are geographically concentrated, have so far joined the rank of investors shows how difficult it is for the majority of developing countries to break into the ranks of capital-exporting countries. Thus, the prospects for the rest of the developing countries are both pessimistic and optimistic. Poelhekke and Ploeg (2008) examine the determinants of outward FDI from USA. The paper has tried to shed some light on this topical question by investigating the empirical evidence for the effects of urbanization, city formation and primacy on FDI and growth performance. This paper concludes that cities are important for FDI and growth: more medium-sized cities stimulate growth but congestion; pollution and overcrowding associated with mega-cities seem to depress economic performance. Although there may be potential benefits of regional integration for FDI and growth performance as good institutions and high road density in neighbouring countries attract FDI, countries also attract more FDI if their neighbours restrict international trade are less urbanized and low market potential. Gammeltoft (2008) suggests that the current increase in outward investment from emerging and developing economies may constitute a third 'wave', distinct from the two previous waves depicted in the literature. The contours of such a wave are outlined, followed by an empirical analysis of outward investment from the BRICS countries.
Data and Research Methodology

Data sources
Data has been obtained online mainly from UNCTAD and World Bank website. The period of study is 1990-2009. The date set has been developed for 16 developing countries with respect to inward FDI in term of flows and stock and on development variables (socio-economic variables). The paper has used UNCTAD classification of developing countries. Developing countries include Argentina, Brazil, Chile, China, Egypt, India, Malaysia, Mexico, Morocco, Philippines, South Africa, South Korea, Sri Lanka, Tunisia, Turkey and Venezuela.
Methodology
The paper has used principal component analysis (PCA) and panel regression model (fixed effect) to carry out the empirical analysis.
Principal Component Analysis
When we consider developmental variables like population, GDP, and so on, there is bound to be a high degree of correlation amongst independent variables. There could be three strategies that can be used for dealing with such an econometric problem: 1. If we drop all correlated variables there is a great loss of information. 2. We could use Principal Component Analysis (PCA) to determine the -principal variables.‖ 3. We could use PCA for formation of a composite index. The method of Principal Component Analysis (PCA) has two purposes. Firstly, we use PCA for data reduction, especially where the variables are interrelated. Secondly, we use PCA for compilation of a composite index. For estimating the determinants of international FDI patterns we have used a two step procedure. Firstly, components of FDI patterns are many and are correlated. Variables like GDP, human resources, trade openness, and so on which may be correlated. Under such circumstance it is not possible to use the variables directly in a regression framework on account of multicollinearity. Secondly, when there are a large number of variables we need to collapse them into a single independent variable with the help of PCA. The variable should be such that it captures all the information contained in all the individual variables. In view of these weaknesses of an ordinary regression framework, we opt for an alternative method -Principal Component Analysis (PCA). PCA is based on a linear transformation of the regressors so that they are orthogonal to each other by design. Hence, no information contained in the points in the event space is lost. Second, the normality assumption is not essential in PCA. Third, with such a dispersed set of outcomes, PCA is ideally suited because it maximizes the variance rather than minimizing the least square distance.
One aim of our empirical work is to evolve a set of composite indices so as to include them as the causal variables consisting of developmental variables such as human resource, infrastructure, labour, market, openness and resources. Hence, we need to choose the essential variables by a data reduction procedure and arrive at relative weights for the purpose of consolidating these variables into a single index. We chose Principal Components Analysis (PCA), which is popular in the literature since it has a number of desirable properties. It retains the maximum information, allows the composite of variables to remain uncorrelated amongst each other. The data reduction procedure involves selection of the most relevant variables that capture the maximum information and diverse information. Both the unrotated and rotated solutions explain exactly the same amount of variation in the variables. The choice between them hinges upon the interpretative power of each solution. The component scores (both rotated and unrotated), with respect to the first component are calculated. The most popular orthogonal rotation procedure is Kaiser's Varimax rotation. We therefore retain this procedure. The following consideration should be kept in mind while applying PCA: 1. For determining the retained component we need a criterion. 2. The PCA methodology tells us the total variance explained by each retained principal component as well as the cumulative percentage of the explained variation. This is a measure of the explanatory power of the component for the information content of the procedure.
3. There were various methods of rotation but the most popular method is the Varimax with the Kaiser normalization. The purpose of the rotation is to make the interpretation of the PCA more meaningful. Method of rotation however retains the same information and explanatory power. After doing these procedures there was a choice between retained principal components in a regression framework or selecting the principal variables that are associated with each of those components. This involves the Jolliffe procedure. In the first case regression is known as principal component regression and in the second case it is known as principal variable regression. We have chosen the latter because it is difficult to interpret the principal component regression. We have chosen to retain three components so that we finally land up with three principal variables. The reason is that using the Kaiser criterion of Eigen value less than one leaves only two components while retaining all seven variables leads to multicollinearity.
On the other hand eliminating some variables through PCA does not affect the explanatory power of the equation because the retained variables contain the information of those which are eliminated. We have used the Joliffe's procedure for selecting principal variables. We take up each rotated component and select the variable that has the highest component score. Then we move to the next component and so on. This way we get the three principal variables which represent the maximum information and eliminate the variables that are correlated to them and hence create multicollinearity.
Method for Construction of the Index
The method for construction of a composite index is given by Jha and Murthy (2006) . Once the number of retained principal components is determined and the rotated component scores obtained, we have the choice of using the principal components as such or selecting certain sub-set of variables from the larger set of variables. Jolliffe proposes selecting one variable to represent each of the retained principal components. The variable that has the highest loading on a component is chosen to represent that component, provided that it has not already been chosen. If it has been chosen, the variable with the next largest loading is selected. The procedure starts with the largest principal component and proceeds to the smallest retained component. Table 2 provides a list of developmental variables selected through PCA. where y is the dependent variable, x is the independent variable, a and b are coefficients, i and t are indices for individuals and time. The error is very important in this analysis. Assumptions about the error term determine whether we speak of fixed effects or random effects. In a fixed effects model, is assumed to vary non-stochastically over i or t making the fixed effects model analogous to a dummy variable model in one dimension. In a random effects model, is assumed to vary stochastically over i or t requiring special treatment of the error variance matrix.
The Fixed Effects Model (Least Squares Dummy Variable Model)
The models which capture the individual effects are called fixed effects models. Random effects models, on the other hand capture the generalized effects. One kind of the fixed effects panel model would have constant slopes of the independent variables but intercepts would differ according to the cross-sectional (group) unit-in our case, the country. In such cases although there are no significant temporal effects, there are significant differences among countries in this type of model, which is what we would normally expect if we were to analyse FDI flows in general. While the intercept is crosssection (group) specific and in this case differs from country to country, it may or may not differ over time. This is because the main independent variables all refer to the determinants of FDI patterns. As our interest is in capturing the elasticities of developmental variables in the form of dynamic effects such a model will not suffice. Another type of fixed effects model has differential intercepts and slopes. This kind of model has intercepts and slopes that both vary according to the country grouping. To formulate this model, we would include not only country dummies, but also their interactions with the time-varying covariates. The one big advantage of the fixed effects model is that the error terms may be correlated with the individual effects. Therefore, the individual effects can be captured.
In our case we are interested in knowing the ‗individual effects' is two ways. Firstly, we wish to know the effect of the presence of a difference in respect of developing countries vis-à-vis developed countries, in terms of the intercept. Secondly, we wish to know the effect of the difference amongst elasticities of the determinants with respect to developed countries. Therefore, we need to design the panel model so as to capture two effects. The first effect is due to scalar effect. The second effect is due the dynamic changes in the determinants (developmental variables). In the first case the difference dummy with respect to the base country grouping would significant if the initial level of FDI in the developed countries is higher (or lower) than the general trend. In the second case it would show whether the determinants differ between all countries in general and the developed country grouping. Similarly, over a period of time the effect would be captured by the interactive dummy which is a product of the time variable and the country grouping dummy that is in difference form.
Similarly, we have set of equations which capture the effect of the difference between the top ten countries in the developing countries. This way we have a set of two panel regression models laid out below. 
Empirical Results and Analysis
Principal Component Analysis of Developing Countries Developmental Variables Human Resource
Human resource represents skilled manpower, which would have an impact on the FDI patterns. For measuring the variable we have identified variables-Expenditure on Education (EDUX), Primary Education, Pupils (EDU_P) and Total Population (POPT) and it has been explained about how we shall be developing a composite index, that summaries the information contained in all these variables.
KMO test which tells us about the adequacy of sample and appropriateness of PCA as a methodology. In general, value of KMO test should be on the higher side or greater than 0.5. The KMO test value is 0.552, which is good. Bartlett test is statistically significant (Table 3a) . The next step is to find out the number of principal components which are being retained. In this case, we got three variables and we have imposed the condition that all three variables have to be retained. Therefore total variance explained by these three variables is 100 percent. Table 3b gives the total explained variation captured by three retained components. In the next step, we used Varimax rotation method, to arrive at rotated component score. This would enable us to have a better interpretation of components. Moreover it helps us in generating the value weights obtained from the factor loading for constructing the composite index. Rotated component scores of EDU_P, EDUX and POPT are 0.975, 0.974 and 0.078 respectively (Table 3c ). These scores are used for construction of composite index of human resource.
Composite Index of Human Resource
I HR = 0.975EDU_P + 0.974EDUX + 0.078POPT Infrastructure Infrastructure refers to the facilities through which others resources can be efficiently and optimally used. For measuring this variable we have identified following variables-Energy Production (ENP), Electricity Production (ELP), Air Transport (ATS), Air Transport-Passengers (ATP), Road Sector Energy Consumption (ROAD), Telephone Lines (TEL) and Telephone Lines (per 100 People) (TEL_P). It shall be used to develop composite index that summaries the information contained in all these variables.
The value of KMO test is 0.778, which is high and good. Bartlett test suggests infrastructure variable is statistically significant (Table 4a) . Total variables included are seven. Out of these variables, principal component analysis selects three variables as principal infrastructure variables. These principal variables are Electricity Production (ELP), Telephone Lines per 100 persons (TEL_P) and Road Sector Energy Consumption (ROAD). Total variance explained by these variables is 95.14 percent (Table 4b ). To find the number of principal components which are being retained, we have imposed the condition that three variables have to be selected. The retained variables are ELP, TEL_P and ROAD. Total variance explained by these three variables is 95.15 percent (Table 4b) (Table 5c ). These scores are used for construction of composite index of labour. Composite Index of Market I MKT = 0.951MKTCAP + 0.925POPDEN + 0.940POPL
Trade Openness
Trade openness refers to openness of domestic country for international trade activities. It facilitates free movement of goods and services amongst countries. For measuring the variable we have identified variables-Total reserves (TRES), Trade Openness (TOPEN) and Official exchange rate (EXCG) and it has been explained about how we shall be developing a composite index, that summaries the information contained in all these variables. The value of KMO test is 0.493, which is reasonable. Bartlett test suggests trade openness variable is not significant (Table 7a ). In the next step, we got three variables and the total variance explained by these three variables is 100 percent (Table  7b ). Rotated component scores of TRES, TRADE and EXCG are 1.00, 0.997 and 0.999 respectively (Table 7c) As can be seen from the results above, the value of KMO test is high for all developmental variables of each countries group except trade openness variable. The value of KMO test of trade openness is less than 0.5 for each countries group. Bartlett test shows that all developmental variables are highly statistically significant except trade openness of developing countries.
Developing Countries Outward FDI and Economic Development FDI Outflows
The regression results with FDI outflows as the dependent variable are given in Table 9 . Developing countries outflow has not been growing significantly. Even the initial level is low and uncertain. In fact strongly enough for the top ten countries, the initial level is significantly lower. Although in growth terms top ten countries show a significant growth rate of 8 percent per annum. Interestingly the elasticity of factors human resource, infrastructure, and labour are in negative but not significant while the elasticities of market, openness and resource are positive and significant. Unlike the developed countries, none of the elasticities are greater than one. Further these very factors are not significantly different for top ten countries. Infrastructure is a single variable whose elasticity is slightly over one in the case of top ten countries and is highly significant. Therefore, the FDI outflow is going from those countries amongst developing countries that have a significant infrastructure base. Also the character of FDI outflow is changing because the elasticity of labour of top ten countries is greater than one but negative and significant. This means that smaller countries having low population are the one who are dominating the FDI outflow from developing countries ( Table 9) .
FDI Outward Stock
The regression results with FDI outflows as the dependent variable are given in Table 10 . FDI outward stock from developing countries represents the stable patterns. It shows that this is steadily growing at 4.4 percent per annum. The initial level is although low. Top ten countries are not gaining both in terms of initial level and growth rate. In general developing countries gain from human resource and labour, both of which are significant and labour is highly elastic. Resources also have significant and positive elasticity. But anomalously the gains from market and openness in terms of outflows do not get converted into stock. The reason is that transient FDI is able to take advantage of openness and markets. However because this is not directed at the same countries stock is not being built up on account of these factors. The advantages that come due to resource are consistent in terms of flow and stock. This implies that such FDI which is prompted by resources, for example oil exploration assumes a permanent character. In such project, investment is recurrent and location specific.
In terms of top ten countries, infrastructure is the most distinguishing feature. This corroborates the patterns from FDI outflow. In fact the elasticity is much more. Therefore, the countries which are rich in infrastructure are getting recurrent gain in terms of outward stock being accumulated. An example may be that of railway project as is well known India has a one of the largest railway network in the world. However, the character of top ten countries significantly differs in term of labour and resources. Both go opposite to trend in general. Essentially labour is negative and highly elastic. This corroborates the trend in case of outflow of top ten countries. Resources do not show up a significant difference in terms of flows but show up significant and negative factor in the case of stock. This also speaks of a distinct trend in the long run with respect to the pattern of investment of top ten countries. This means that resource based countries do not have a consistent presence in terms of outward stock (Table 10) . 
Conclusion
This paper focuses on outward FDI from developing countries in terms of both outflows and outward stock. Regarding FDI outflows, the results show that developing countries outflow has not been growing significantly. Even the initial level is low and uncertain. In fact strongly enough for the top ten countries, the initial level is significantly lower. Although in growth terms top ten countries indicate a significant growth rate of 8 percent per annum. Interestingly the elasticity of most of the negative factors human resource, infrastructure and labour are in general not significant while the elasticities of market, openness and resource are positive and significant. Infrastructure is a single variable whose elasticity is slightly over one in the case of top ten countries and is highly significant. Therefore the FDI outflow is going from those countries amongst developing countries that have a significant infrastructure base.
Regarding stock, FDI outward stock from developing countries represents the stable patterns. It indicates that this is growing at 4.4 percent per annum. The initial level is although low. Top ten countries are not gaining both in terms of initial level and growth rate. The advantages that come due to resource are consistent in terms of flow and stock. This implies that such FDI is prompted by resources. Further, in terms of top ten countries, infrastructure is most distinguishing feature. Total natural resources rents (% of GDP)
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