Abstract. In this paper we describe the first full implementation of a contentbased indexing and retrieval system for MPEG-2 and MPEG-4 videos. We consider a video as a collection of spatiotemporal segments called video objects; each video object is a sequence of video object planes. A set of representative video object planes is used to index each video object. During the database population, the operator, using a semi-automatic outlining tool we developed, manually selects video objects and insert some semantical information. Lowlevel visual features like color, texture, motion and geometry are automatically computed. The system has been implemented on a commercial relational DBMS and is based on the client server paradigm. The database population client is a stand-alone Windows application; the querying of the system is performed with a web-based client. To test the system we indexed a number of videos taken from Italian soccer championship games. A few examples of queries in this particular domain are reported and results appear very promising.
Introduction and Related Work
Although audiovisual information is mainly in digital form, content-based video retrieval is still a very challenging task. Due to the nature of audiovisual data, in order to retrieve the information from a digital collection we cannot search natively the raw data but only some kind of description summarizing the content. Actually, representation of video data and indexing structure is still an unsolved problem. Multilevel models constitute a possible approach toward the solution of this problem. An advantage of these models is that they provide a reasonable way to bridge the gap between lowlevel visual features and high level semantic concepts [16] .
In [10] we proposed a data model for the description of video that can be implemented on a conventional DBMS. This data model has been proven powerful enough to retrieve information in easy and fast way and is based on a subdivision of a video in video objects (VO) and video object planes (VOP). This is similar to the MPEG-4 [4] hierarchy but it has to be noted that, in this paper, a video object is intended as any entity useful for content-based retrieval. In this paper we describe a complete system that is the first full implementation of the above mentioned data model. The system, through a graphical user interface allows the insertion and characterization of new videos into the database and the contentbased retrieval of video, or video objects. Note that several systems are able to characterize video data in fully automatic way (see for example [2] , [6] , [12] , [13] ); queries are then performed based on low level, and often global, features that it is possible to compute automatically. We believe that, in order to obtain a really useful system, human intervention is needed in the database population step. Low-level features are mainly useful for the query refinement. Only in particular cases, and usually in restricted domains, queries based only on low level features are really useful. The proposed system is based on the client-server paradigm. The population client is a Windows application. The queries can be performed through a web interface.
Description of the System
The general outline of the proposed system is illustrated in fig. 1 . Three main components can be identified: a relational DBMS, a web server which provides the HTML query interface, and a data input client to process raw input streams (currently MPEG-2) and to extract their relevant features, according to the logical model of the database. As it is reported in fig. 1 , many data input clients can exist, running on the machine where the DBMS runs or on a remote host.
The architecture design has been driven by two main requirements: flexibility and scalability. The term flexibility is related to the platform-independent procedures that have been implemented to access the database. In this context, HTML dynamic pages have been used, which contain the Java actual GUI tools, and are generated via PHP scripts [11] . The use of PHP scripts interacting with the DBMS avoids the implementation of a dedicated server to manage incoming queries, and results in an easily reconfigurable tool to manage future extensions of the query interface.
The proposed architecture is also a scalar one. In fact both the logical model of data, and the input client can be extended at any time to include new features. On the side of the input data client, each new feature corresponds to a new software plug-in with its own user interface which is included in the general one by means of a recompilation. The data logical model is essentially based on a Video/VO/VOP hierarchy, and has a tree structure which allows to add new features at different resolution levels. The inclusion of a new feature can be regarded as the creation of a relation between the element of the hierarchy the feature refers to, and a new entity describing the feature itself.
In what follows, all the components of the architecture will be illustrated in detail. 
Data Model
The data model and the set of descriptors used by the system have been already presented in [10] . However, to make this paper self contained, the data model and the descriptors are briefly reported. The data model is based on the MPEG-4 subdivision of a video in VOs and VOPs. This choice, as well as the particular set of descriptors, makes the model perfectly suited to handle MPEG-7 descriptions of MPEG-4 data. This data model has been proven to be implementable on a standard commercial relational DBMS [10] . Other data model suitable for video indexing (see for example [1] , [3] , [7] , [8] , [9] ) have been reported in literature but none of them has been implemented on a relational DBMS. A survey on data models for content-based image and video indexing can be found in [6] . At the top level of the hierarchy is the Video. A Video has an Author, a Title, a Type and some structural information like Duration and Date. Note that the descriptors we chose are only a subset of the descriptors defined in the MPEG-7 specification. At a finer level a Video is composed of one or more VOs. A VO is described in terms of the associated closed caption text, if any, the kind of camera operation (fixed, panning, tracking, zooming, etc…) and its dynamic. The descriptors we chose for VOs derive from the analogy we pushed between the hierarchical representation based on Video, VOs, and VOPs and the classical representation based on Video, Shots and R-frames [2] . At the lower level a VO is composed of one or many VOPs. The VOP, depending on the corresponding VO from which has been extracted, is in general the object of interest and can be characterized in terms of its visual features in an automatic way. In particular, based on our experience in the field of image and video retrieval [12] , [5] , we chose the HSV histogram and the dominant color as color descriptors. The edge histogram and the nondirectional edge density were chosen as texture descriptors. The motion of the VOP is described in terms of its istantaneous velocity in the image plane. The geometry of the VOP is described in terms of area, perimeter, and aspect ratio. Finally a VOP may be marked as belonging to the set of VOP of a semantical object. This last feature, that in general cannot be inferred automatically, allows for queries like: "Show me all the VOPs where the semantical object Zinedine Zidane appears". The logical scheme of the adopted data model is shown in fig.2 .
Population Interface
Database population consists of several steps. First of all, VOs and representative VOPs must be extracted from the video stream. Note that representative VOPs are conceptually similar to r-frames (also called key-frames by other authors) used in several content-based video databases [6, 23] . Once they are available they must be characterized and, finally, the description is inserted into the database according to the data model. The characterization is necessarily a semi-automatic process as semantic information, needed for an effective indexing of the video, cannot be inferred from raw data. The operator intervention is currently required also to extract VOs from MPEG-2 videos, that constitute the vast majority of digital video available nowadays. In principle, as soon as MPEG-4 videos will be available this step could not be needed anymore.
Video Objects Extraction. Video object extraction, as well as image segmentation problems, is in general a very difficult task. In specific cases, exploiting domain specific knowledge, it is possible to extract objects in a fully automatic way. For example in [15] an automatic face detection and semantic human object generation algorithm is proposed. In other cases human intervention is required. For example in [14] the authors introduce a semiautomatic semantic video object extraction system using mathematical morphology and a perspective motion model. The technique operates in two separate steps: supervised I frame segmentation, and unsupervised P frame tracking. In a similar way we implemented a tool for semi-automatic extraction of VOs from standard MPEG-2 video streams. Through a simple GUI, the operator chooses the first frame of the VO, then, using the mouse, selects the outline of the VO of interest. To avoid the manual outlining in all the VOP of the VO, the system automatically skips the subsequent frames until the cumulative frame difference exceeds a fixed threshold or a shot change is detected. At this point the operator is requested to select again the outline of the object of interest. In any moment the operator can override the automatic frame skipping and mark a VOP as the last of the VO. The process is then repeated until the operator extracts all the video objects. 
Fig. 2. Logical scheme of the adopted data model
Video Characterization. A data input session consists of semi-automatic video object extraction, automatic feature computation and actual data input. According to the adopted data model the operator starts the video input session by inserting some semantic information about the video itself; this information is stored in the tables Video, VideoType, Author and AuthorType. The next step consists of VO extraction and characterization; camera operation (pan, zoom, track, etc…) and dynamic (fast, slow, etc…) of the VO are automatically computed and stored respectively in the tables CameraOp and VideoObjectDynamic.
Each VO is described in our data model by a set of representative VOPs. Representative VOPs are automatically selected during the video object extraction process and they correspond to the frames the operator used to outline the object and marked as representative.
The VOPs are automatically analyzed to compute the low level descriptors of texture, motion, color and geometry. In particular, edge density, instantaneous 2-D velocity and geometry (area, perimeter and aspect ratio) are stored, respectively, in the tables VOPtexture, VOPmotion and VOPgeometry. Color histogram is computed by uniform quantization in the HSV space using 16 subdivisions for the Hue, 4 for the Saturation and 2 for the Value (128 bins in total). Dominant color is a label automatically computed on the basis of the color distribution. This information is stored in the table VOPcolor.
A VOP can also be manually characterized by the operator in a semantic way. The operator can mark a VOP as belonging to a semantical object. Examples of semantical objects, in the soccer video domain, are specific players, the ball, the referee and so on. This information is stored in the tables Object and ObjType. Note that video object planes belonging to different video objects can be instances of the same semantical object.
Query Interface
The query interface has been implemented using PHP-enabled [11] dynamic HTML pages. The graphical part of the interface uses some Java applets, embedded inside the PHP code. Web technology has been selected to allow remote connections to VideoDB without using dedicated clients. Moreover, PHP scripts represent a simple and effective way to connect to the DBMS server. The system allows users to perform different requests: simple SQL queries, and structured ones using a suitable query wizard. The query-by-example and query-bysketch tools are currently under development. The basic interaction mechanism consists in the following steps:
the client (a generic Internet browser) requests the query tool to the web server;
2. the web server sends a PHP frame script which creates a HTML dynamic page containing a Java applet invocation for the actual GUI tool;
3. on applet termination, an URL containing another PHP script invocation is requested to the web server; the URL contains the query text as the script parameter;
4. the PHP script connects to the DBMS server and uses its argument to perform the query; finally, it composes a dynamic HTML page with the query results, and sends it to the Internet client.
The direct SQL query tool is a simple text field where the user can write the SQL string and send it directly to the DBMS server, via a PHP script.
In the case of the query wizard, several steps are performed to compose the query, and, at each step, the partial query string is passed as argument to the current GUI applet which enriches the query itself with another part and passes it to the PHP frame script of the next applet.
The wizard is arranged in three logical phases: selection of the query results, setting of the query constraints, and logical connection of constraints into a unique request. The detailed flow diagram is reported in fig. 3 . This arrangement allows users to manage the classical relational query structure without particular skills.
Fig. 3. Flow diagram of the query wizard
In the selection step, a simplified version of the data base logical schema is presented to the user without taking into account true relationships. In the schema only three entities are present: the whole video, single video objects, and their video object planes. The condition step is introduced by a similar GUI tool, where all the conditions can be set on the query. Next, a sequence of GUI tools allows to specify the values for each query condition.
Several GUI tools have been developed with the aim to provide the user with an intuitive guide to specify texture, geometry, color and global motion for a visual object. The color specification tool uses a HSV color chooser to pick the colors the user wants to use as samples of the desired color histogram for a video object. Current implementation allows up to eight color selections in a 16 millions colors palette: this choice depends on the consideration that, usually, humans do not think about an image or a video using more than three or four separate colors. Using this assumption, each selected color is representative of an interval in the actual color histogram which is passed to the database. In particular, the interval is centered in the bin nearest to the selected color, and is extended to its eight neighbors. The amplitude specified in the GUI tool is smoothed across the interval using a Gaussian weighting scheme. Alternatively, one can request an histogram as the linear interpolation between the selected samples.
Fig. 6. Color specification tool
The motion specification tool allows the user to smoothly select the amplitude and phase of the global motion vector for a video object, by means of two sliders.
The geometry specification tool builds a pseudo-language query whose atomic components are the specification of the area, perimeter, and aspect ratio of the video object. Three possible labels can be selected for area and perimeter features: small, medium, and large, while the aspect ratio is labeled as uniform, horizontal, or vertical. All these labels correspond to ranges of the actual numerical values, and multiple choices are connected using logical OR. The tool allows the user to connect each atomic specification, using logical AND, OR, NOT: nested parentheses can be used too. Finally, the pseudo-query is parsed to produce a SQL string. A global tolerance value can be set to more or less refine the query result.
Fig. 7. Geometry specification tool
The texture specification tool is very similar to the previous one. In this case, the atomic components of the pseudo-query are set by checking some icons representing typical textures. Each icon is representative of a set of value ranges for the implemented texture features.
Textual and numerical values specification tools have been also developed to query in terms of some properties of the whole video or the video object, like the video title, the author name, the motion of the camera, and so on.
Finally, the logical building step is performed using again the textual pseudo-query specification tool: atomic components corresponding to single query constraints can be connected using logical operators, and nested parentheses. The pseudo-query is parsed and the true SQL string is sent to the DBMS.
Experimentation
In the current implementation, our database contains data extracted from 5 video sequences taken from different matches of the Italian soccer championship. From these videos, 84 video objects have been extracted which pertain to three categories: field, stands and players. Different representative VOPs have been extracted for each VO: the total number of representative VOPs is 277.
In what follows two practical examples of the system operation are reported. The first query ( fig. 8 ) is aimed to extract from the data base all the video objects with "medium size area", that is field portions or stands. In this query the VOP image file, the start and end frame of the VO and the whole video file are involved in the selection step. Only the VOP area, whose value is in the range: 0.3 -0.8, is used as selection criterion.
The other query ( fig. 9 ) is aimed to obtain all the "medium size area" and "approximately green" objects. The elements involved in the selection step are the same of the previous query. The selection step uses the VOP area as above, and VOP histogram is used to discriminate play fields form stands. Here, only those VOPs are selected where the sum of bins values included in the range 21-30 is higher than 35% of the total sum of bins. 
Conclusions
In this paper a new content-based video indexing and retrieval system has been presented. The system, based on a commercial relational DBMS, has been tested over the domain of soccer games videos and preliminary results are very encouraging.
The idea of bringing content-based video indexing and retrieval to the domain of standard databases [10] has been proven to be successful by our implementation. As expected, the system performed, in term of query effectiveness, much better than systems based on fully automatic video characterization [12] . The additional cost of semi-automatic characterization is largely compensated by the query performance of the system.
The web-based query client will be online soon. The reader will then be able to test the performance of the system, both in term of effectiveness and speed, on a demo database containing videos of Italian championship soccer games.
