We study collections of finitely many point masses that move freely in space and stick together when they collide via perfectly inelastic collisions. We establish a uniform bound on the mass average of the total variation of the velocities of particle trajectories. This estimate is then employed to reinterpret weak solutions of the sticky particle system
Introduction
The sticky particle system (SPS) is a system of PDE that governs the dynamics of a collection of particles that move freely in R d and interact only via perfectly inelastic collisions. Using ρ to denote the density of particles and v as an associated local velocity field, the SPS is comprised of the conservation of mass ∂ t ρ + ∇ · (ρv) = 0 together with the conservation of momentum ∂ t (ρv) + ∇ · (ρv ⊗ v) = 0.
Both of these equations hold in R d × (0, ∞). The SPS was first considered in 1970 by Zel'dovich in a model for the expansion of matter without pressure [17] . While this theory stimulated a lot of interest in the astronomy community, there is still much to be understood about solutions of the SPS.
One of the fundamental problems regarding the SPS is to find a solution that satisfies a given set of initial conditions. Experience has shown that it makes sense to study this problem aided with the concept of a weak solution. In particular, our examples below show that the density ρ will typically be measure-valued and the local velocity v will be discontinuous. As we expect the total mass to be conserved, it makes sense for us to consider the space P(R d ) of Borel probability measures on R d . We recall this space has a natural topology: (σ k ) k∈N (i) For each T > 0,
Remark 1.2. We say that ρ and v is a weak solution pair of the SPS (without making any reference to initial conditions) if (ii) holds for each ψ ∈ C ∞ c (R d × (0, ∞)) and (iii) holds for ϕ ∈ C ∞ c (R d × (0, ∞); R d )
In the seminal works of E, Rykov and Sinai [8] and of Brenier and Grenier [3] , it was established that there is a weak solution of the SPS that satisfies given initial conditions in one spatial dimension (d = 1). Natile and Savaré subsequently unified and built considerably on these works [13] ; see also the paper by Brenier, Gangbo, Savaré, and Westdickenberg [2] which extends [13] by examining more general sticky particle interactions. In addition, we mention that Nguyen and Tudorascu used optimal mass transportation methods to prove existence [14, 15] and that Huang and Wang showed how to deduce the uniqueness of weak solutions for given initial conditions [11] .
In higher spatial dimensions (d > 1), much less is known about the existence of solutions to the SPS. Nevertheless, there have been some notable works. Sever presented an equation for a flow map in Lagrangian coordinates (equation (3.6) of [16] ) whose solutions correspond to weak solutions of the SPS; see Dermoune for a very closely related approach involving a stochastic differential equation for a flow map [5, 6] . In [16] , Sever also gave a nonconstructive existence proof of his flow map equation for a fairly wide class of initial conditions. However, Bressan and Nguyen have recently shown that Sever's equation does not have physically reasonable solutions for certain initial conditions in two spatial dimensions [4] .
In this paper, we reinterpret weak solutions as Borel probability measures on an appropriate path space. This approach was inspired by the probabilistic interpretation of solutions of the continuity equation described in Chapter 8 of the monograph by Ambrosio, Gigli and Savaré [1] . The main insight we have for these solutions is that the average variation of trajectories is uniformly bounded. This bound implies that weak solutions are compact in a certain sense. We then employ this compactness and an extra entropy estimate available in one spatial dimension to verify the existence of a weak solution that satisfies a particular total variation estimate.
For the remainder of this introduction, we review the concept of a perfectly inelastic collision indicating why it plays a central role in all that follows. We will then state our main results.
Finite particle systems
Consider N point masses m 1 , . . . , m N in R d with total mass m 1 + · · · + m N = 1 that move freely unless they collide. When any sub-collection of these particles collide, they stick together to form a particle of larger mass and undergo a perfectly inelastic collision. For example, if masses m 1 , . . . , m k move with respective velocities v 1 , . . . , v k before a collision, the new particle that is formed after the collision has mass m 1 + · · · + m k and velocity v chosen to satisfy m 1 v 1 + · · · + m k v k = (m 1 + · · · + m k )v.
See Figure 1 . In particular, we observe that v is the mass average of the individual velocities v 1 , . . . , v k . It will be convenient for us to define the sticky particle trajectories Figure 1 : Three point masses undergo a perfectly inelastic collision. These particles are drawn with different sizes to emphasize that they are not assumed to be identical. The velocities are indicated with arrows and the corresponding paths are indicated with dashed line segments.
as the piecewise linear trajectories that track the location of the respective point masses m 1 , . . . , m N . That is γ i (t) is the location of point mass m i at time t ≥ 0; this mass could be by itself or a part of a larger mass if it has collided with other particles prior to time t. See Figure 2 below. We will use the dot notation "˙" to denote the right derivativė
throughout this paper; we shall see that the right derivatives of γ 1 , . . . , γ N will be prescribed in accordance with the rule of inelastic collisions as discussed above. Moreover, these paths satisfy the sticky particle property: for all i, j = 1, . . . , N
For given initial positions and velocities, the corresponding sticky particle trajectories γ 1 , . . . , γ N with prescribed positions and velocities at time 0 can be shown to exist by induction. This and other basic facts are summarized in Proposition 2.1 below. The local mass density at time t ≥ 0 is given by the following Borel probability measure on R d A corresponding local velocity field of the system is a Borel mapping v :
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We will establish an "averaging property" of ρ and v that implies that they are indeed a weak solution pair of the SPS; see subsection 2.3 below.
Variation estimate
One of the insights we present in this paper is the following inequality. It asserts that the average total variation of the piecewise constant pathsγ i is uniformly controlled by the maximum distance betweenγ i (0) andγ j (0) (i, j = 1, . . . , N ). In the following statement and below, we will use the notion of the variation of a mapping ξ :
. , γ N is a collection of sticky particle trajectories associated with the respective masses m 1 , . . . , m N (as specified in Definition 2.3). Then
When d = 1, we have the additional estimate: for 0 < s ≤ t < ∞ and i, j = 1, . . . , N
We call this the quantitative sticky particle property as it quantifies (1.1). The estimates (1.3) and (1.4) together imply a certain compactness property of weak solutions arising from finite particle systems. We will use this compactness property to prove the following theorem. We acknowledge that versions of parts (i) and (ii) of this result were previously obtained in [3, 8, 11, 13, 14] . The novelties we offer are in giving a different proof of (i) and (ii) and in the new statement (iii).
There is a weak solution pair ρ and v of the SPS with initial conditions ρ| t=0 = ρ 0 and v| t=0 = v 0 . Moreover, this solution pair has the following properties.
(i) For Lebesgue almost every t > 0 and each x, y ∈ supp(ρ t ),
for Lebesgue almost every t > 0 and
Property (iii) above is an interpretation of (1.3) in the Eulerian variables ρ and v. In this statement, we use the notation f # µ ∈ P(R)
to denote the push forward of µ ∈ P(R) by a Borel f : R → R and we define
Here we also consider
This infimum is taken over Borel probability measures π on R × R which have first marginal µ and second marginal ν. The metric space (P 1 (R), W 1 ) is typically referred to as the 1-Wasserstein space. This paper is organized as follows. In section 2, we study properties of weak solutions when ρ 0 is a convex combination of Dirac masses. Then in section 3, we study the total variation of sticky particle trajectories and prove Lemma 1.3. Next, we consider probability measures on a path space that correspond to weak solutions in section 4. Finally, we prove Theorem 1.4 in section 5. We thank Jin Feng, Wilfrid Gangbo, Emanuel Indrei, Changyou Wang and Zhenfu Wang for engaging in insightful discussions related to this work.
Sticky particle trajectories
In this section, we will study the paths γ 1 , . . . , γ N mentioned in the introduction. First we will show such paths exist and that they have the sticky particle property. Then we exhibit weak solutions associated with these paths. We will conclude this section by establishing inequality (1.4), the quantitative version of the sticky particle property when d = 1.
Proof. Without loss of generality we may consider x 1 , . . . , x N distinct and we argue by induction on N . For N = 2, there are two cases. The first is when t → x 1 +tv 1 and t → x 2 +tv 2 never intersect. In this scenario, we set
where z := x 1 + sv 1 = x 2 + sv 2 . Now suppose that claim holds for some N ≥ 2 and consider a system with N + 1 trajectories. If there are no collisions, then we define γ i by (2.2) for i = 1, . . . , N + 1. If there is at least one collision, let s denote the first time that the trajectories (2.2) intersect. Let us first assume initially that a single subcollection of trajectories intersect at time s
Now consider the system of N + 1 − (k − 1) masses {m i } i =i j and m i 1 + · · · + m i k with initial positions {x i + sv i } i =i j and z and initial velocities {v i } i =i j and v. By induction, this data gives rise to N + 1 − (k − 1) trajectories {γ i } i =i j andγ from [0, ∞) → R d , respectively, that satisfy the conclusion of this proposition. We then set
for j = 1, . . . , k. It is immediate from construction that this collection of N +1 paths satisfies the desired properties. Finally, we note that a very similar argument can be made in the case that more than one subcollection of γ 1 , . . . , γ N +1 intersect for the first time at s. We leave the details to the reader.
Remark 2.2. We do not make use of the hypothesis that N i=1 m i = 1. However, we have included this to stay consistent with then standing assumption that the total mass of all the physical systems we consider remains equal to 1. Definition 2.3. Any collection of trajectories γ 1 , . . . , γ N : [0, ∞) → R d as specified in the conclusion of Proposition 2.1 are sticky particle trajectories associated with the respective masses m 1 , . . . , m N , initial positions x 1 , . . . , x N ∈ R d and initial velocities v 1 , . . . , v N .
For the remainder of this section, we suppose that the masses m 1 , . . . , m N > 0 with N i=1 m i = 1, initial positions x 1 , . . . , x N ∈ R d and initial velocities v 1 , . . . , v N ∈ R d are given and fixed. We will denote γ 1 , . . . , γ N as a corresponding collection of sticky particle trajectories shown to exist above. Let us now verify the sticky particle property, which asserts that once trajectories intersect they coincide thereafter. The physical interpretation of course is that once particles collide, they remain stuck together.
and
Since γ i and γ j are piecewise linear, there are w i , w j ∈ R d such that
for all t > τ that is sufficiently close to τ . By (2.3), w i = w j and sȯ
However, this is a contradiction to (2.1).
Eulerian variables
As in the introduction, we set
for each t ≥ 0. Since the paths γ 1 , . . . , γ N are continuous, ρ : t → ρ t is narrowly continuous. An associated Borel measure µ on R d × [0, ∞) is given by
for any Borel f :
In particular, observe that the support of µ is the union of the graphs of
By construction of the paths γ 1 , . . . , γ N , the mapping 
Averaging property
We now will state and prove an important averaging property of the sticky particle system. This will be used to show that ρ and v defined in (2.4) and (2.5), respectively, is a weak solution pair of the SPS.
Proof. If the none of the trajectories γ 1 , . . . , γ N intersect, thenγ 1 , . . . ,γ N are each constant and (2.6) trivially holds. Alternatively, some of the trajectories γ 1 , . . . , γ N intersect and there are at most finitely many times in which at least two of them agree for the first time. We will call these times first intersection times and use 0 < t 1 < · · · < t < ∞ to denote this collection of times. We will also set t 0 = 0.
where t r is the largest of t 0 , . . . , t that is less than t and k = 0, . . . , r. We will prove (2.7) by induction. For k = r, (2.7) is immediate. So we will assume that it holds for some k ∈ {1, . . . , r} and then show how this assumption implies the assertion holds for k − 1. At time t k , let us initially suppose that one sub-collection
of paths intersect for the first time. Observe that these trajectories also coincide at time t as t ≥ t k ; we will call this common path γ : [t k , ∞) → R d . At time t k , we also note thaṫ
Taking these two observations into account and the induction hypothesis, we find
This argument is readily adapted to the case where more than one sub-collection of γ 1 , . . . , γ N intersect for the first time at t k . Therefore, we conclude (2.7) and consequently (2.6).
Proof. By using a routine smoothing argument, we may assume that
The last equality follows from identity (2.6).
Remark 2.7. In terms of the Eulerian variables ρ and v, the previous corollary reads
for s ≤ t. In particular, choosing F (y) = 1 2 |y| 2 implies that total kinetic energy
is nonincreasing.
Weak solution property
Set
and let v 0 : R d → R be any Borel measurable mapping such that v 0 (x i ) = v i for i = 1, . . . , N . Let us now argue that ρ and v defined in (2.4) and (2.5) is indeed a weak solution pair of the SPS with initial conditions ρ| t=0 = ρ 0 and v| t=0 = v 0 . This assertion was likely first verified by [8] when d = 1. The specific argument we give below is inspired by computations performed in the introduction of [5] .
Next, we will make use of the averaging property.
2.4 Quantitative sticky particle property (in the case d = 1)
As mentioned in the introduction, there is an extra estimate to make use of when d = 1. This estimate implies (1.5), which is an analog of the entropy condition in scalar conservation laws. Inequality (1.5) is well known although few authors seemed to exploit it in their study of the global existence of weak solutions. It will play a central role for us.
Proof. Set t 0 = 0, and suppose t 1 < · · · < t < ∞ are the possible first intersection times of the trajectories γ 1 , . . . , γ N . We will focus on one of the intervals (t k−1 , t k ] where no collisions occur. Between these times, all trajectories are linear so γ i (t) = a i + tw i and γ i (t) = a j + tw j for t ∈ (t k−1 , t k ], some a i , a j ∈ R and w i :=γ i (t k−1 ), w j :=γ j (t k−1 ). Without loss of generality, we will assume that γ i (t) = γ j (t) for t ∈ (t k−1 , t k ).
then the linear paths γ i and γ j will eventually intersect. By our assumption, t k must be less than or equal to this intersection time. That is,
As a result,
Alternatively, if (2.9) does not hold, then
Thus (2.8) holds for all t ∈ (t k−1 , t k ]. It is also not hard to see the argument above implies that (2.8) holds for [t , ∞), as well.
Remark 2.9. The above estimate is purely kinematic, in the sense that it does not depend in any way on the masses m 1 , . . . , m N .
The following corollary is immediate once we recall that supp(ρ t ) = {γ 1 (t), . . . , γ N (t)} and thatγ i (t) = v(γ i (t), t) for t > 0 and i = 1, . . . , N . 
for t > 0 and x, y ∈ supp(ρ t ).
We also have the following quantitative sticky particle property mentioned in the introduction.
Corollary 2.11. Assume d = 1. For each i, j ∈ {1, . . . , N } and 0 < s ≤ t < ∞,
Proof. We have by direct computation d dt
for almost every t > 0. As a result,
Variation estimate
In this section, we will verify Lemma 1.3. Recall that this lemma asserts inequality (
for any collection of sticky particle trajectories γ 1 , . . . , γ N associated with the respective masses m 1 , . . . , m N (such that N i=1 m i = 1) and initial velocities v i :=γ i (0) i = 1, . . . , N.
A basic fact that we will use is: if ξ is right continuous and assumes finitely many values, say
This comment is relevant as eachγ i is right continuous and assumes finitely many values for each i = 1, . . . , N . We will compute a few examples before issuing a general proof of the Lemma 1.3. 
So (3.1) holds, as desired.
Example 3.2. Suppose N = 3, γ 2 and γ 3 intersect and then the resulting path intersects with γ 1 . This system is illustrated in Figure 4 . We have 
In order to verify (3.1), it suffices to show
Observe that the elementary estimate we used in the previous example applies in this example
Combining with m 1 = 1 − (m 2 + m 3 ) gives
Proof of Lemma 1.3. We will first establish this assertion in the case that the final first intersection occurs between two trajectories where one of these two has not had any prior intersections. We will argue by induction on N to establish this special case and then show how it implies the general case.
1. When N = 2, there are two possibilities. If the trajectories do not collide,
Otherwise they collide and we have by example (3.1) that
Therefore, (1.3) holds for N = 2. 2. We now suppose N ≥ 2 and pursue the special case of the claim for N + 1. We further suppose that some collisions occur or else (1.3) is trivial. Without any loss of generality, we may assume that the trajectory that doesn't intersect with any of the other trajectories before the final first intersection time is associated with mass m N +1 . We can also assume that the other trajectory involved in the final first intersection has already intersected with trajectories γ i 1 , . . . , γ i k so that its associated mass is m i 1 + · · · + m i k and its velocity is
The average variation of this system is
Here Q represents the average variation of the trajectories γ 1 , . . . , γ N if the final collision did not occur. Note in particular that we used our assumption about two trajectories colliding at the final first intersection time and employed (3.2) from Example 3.1 in deriving this exact expression. By the induction hypothesis and an elementary scaling argument,
as desired.
3. We will now show how the special case can be used to establish the general case. Let γ 1 , . . . , γ N be N sticky particle trajectories. Choose T > 0 so large that no collision occurs after time t = T . Also select R > 0 so large that
for each i = 1, . . . , N . We will need the following technical claim. Let us assume the claim holds and show how to verify inequality (3.1); we will establish the claim at the conclusion of this proof. Fix > 0 and choose γ N +1 as above. Select N + 1 sticky particle trajectories for i = 1, . . . , N +1. As γ 1 , . . . , γ N are sticky particle trajectories and γ N +1 does not intersect with any γ 1 , . . . , γ N on [0, τ ), we may assume γ i and γ i agree on [0, τ ] for i = 1, . . . , N + 1. By design, γ N +1 does not intersect with γ 1 , . . . , γ N on [0, τ ) and has its first intersection with another trajectory at time τ . Let's assume this other trajectory is γ i . Prior to time τ , γ i could have intersected with various other trajectories γ i 1 , . . . , γ i k . In this case, γ i is associated with mass m i 1 + · · · + m i k and velocity
just prior to τ . By part 2 of this proof,
In view of Claim 3.3,
and combining with (3.4) gives
We can now send → 0 + to conclude (3.1).
Proof of Claim 3.3. First suppose that all of the γ i are constant after time T (as in Figure  5 ). That is γ i (t) =: p i for t ≥ T for i = 1, . . . , N . Select j ∈ {1, . . . , N } so that 
Let us also assume initially that |p j | > 0 and recall that |p j | < R defined in (3.3) .
For τ > T and t ∈ [0, τ ], set Note that γ N +1 (τ ) = γ j (τ ). We also have that
for some |p| ≤ R and |w| ≤ max 1≤i≤N |v i | since there are no collisions after time T . Therefore,
for τ chosen sufficiently large. So γ N +1 satisfies (ii). Observe, in particular that this choice of τ is independent of j.
As for (i), we first note that
Since
Thus, |γ N +1 (t)| ≥ R for all t ∈ [0, τ ] and so γ N +1 does not intersect any of the other paths on the interval [0, T ]. We claim in addition that
for each i = 1, . . . , N , which would complete our proof of (i). In order to verify (3.5), we fix i ∈ {1, . . . , N } and note
is an affine function that is negative at T and nonpositive τ , it must be negative for each t ∈ (T, τ ). As result, (3.5) holds and we conclude.
Probability measures on the path space
and let v 0 : R d → R d be a Borel measurable function. By Proposition 2.1, there is a collection of sticky particle trajectories γ 1 , . . . , γ N associated with masses m 1 , . . . , m N > 0 initial positions x 1 , . . . , x N ∈ R d and velocitieṡ
Observe that each γ i belongs to the path space
It is routine to verify that Γ is a complete, separable metric space when equipped with the distance
(one may adapt the proof of Proposition A.2 of [12] , for instance). In particular, lim k→∞ d(ζ k , ζ) = 0 if and only if ζ k → ζ locally uniformly on [0, ∞) andζ k →ζ in L 2 loc ((0, ∞); R d ). It will be useful for us to employ the evaluation map
Note that e t is continuous for every t ≥ 0.
Let us now introduce the following Borel probability measure on Γ
Recall that in subsection 2.1, we showed γ 1 , . . . , γ N gives rise to a weak solution pair ρ and v defined in (2.4) and (2.5), respectively, that satisfy the initial conditions ρ| t=0 = ρ 0 and v| t=0 = v 0 . In terms of this ρ, we have
for each t ≥ 0. That is,
Moreover, η is concentrated on paths γ which satisfy the ODĖ
3)
It turns out that any η ∈ P(Γ) which is concentrated on paths that satisfy (4.3) for some Borel v generates a solution of the continuity equation by using formula (4.2) (Chapter 8 of [1] ). The particular η defined in (4.1) has several other interesting properties that we will discuss below.
Basic properties
Let us first argue that η defined in (4.2) inherits a conservation of momentum property as follows.
Proof. Since ρ and v is a weak solution pair, we can use (4.2) and (4.3) to find
For each t ≥ 0, we will also consider the family of subsets of Γ
This collection is easily seen to be a sub-sigma-algebra of the Borel sigma-algebra on Γ. In fact, it is the sigma-algebra generated by the mapping e t : supp(η) → R d . These families turn out to have a nice monotonicity property. 
so that supp(η) = {γ 1 , γ 2 }. It follows that for each A ⊂ R d and t ≥ 0,
Since γ 1 (t) = γ 2 (t) for t ∈ [0, τ ) and γ 1 (t) = γ 2 (t) for t ∈ [τ, ∞),
It is now plain to see that (4.4) holds in this example.
Proof of Proposition 4.2. Since supp(η) = {γ 1 , . . . , γ N }, E(t) is equal to the collection of subsets
where {i 1 , . . . , i k } ⊂ {1, . . . , N }. As a result, the more distinct elements of γ 1 (t), . . . , γ N (t) there are, the larger E(t) is. The inclusion (4.4) follows because the number of distinct elements of γ 1 (t), . . . , γ N (t) is nonincreasing as time increases. Proof. We have that E(t) is the sigma-algebra generated by e t | supp(η) and that E(s) is the sigma-algebra generated by e s | supp(η) . Since E(t) ⊂ E(s), e t | supp(η) is necessarily E(s) measurable. It then follows that e t | supp(η) is equal to the composition of a Borel measurable mapping f t,s : R d → R d and e s | supp(η) (see section 1.3 of [7] ).
That is, (v(e t , t)| supp(η) ) t≥0 is a backwards martingale with respect to filtration (E(t)) t≥0 .
Proof. The assertion follows from Proposition 4.2 and the averaging property (2.6): for each bounded Borel g :
Moreover, for each t ≥ 0, v(e t , t)| supp(η) is E(t) measurable as this sigma-algebra is generated by e t | supp(η) .
Average variation bound
We will now employ a more general notion of variation than the one presented in the introduction (1.2). This notion was developed in the monograph on measure theory by Evans and Gariepy [9] and naturally applies to locally integrable mappings. We recall that if ξ ∈ L 1 loc ((0, ∞); R d ), the subset of (0, ∞) |ξ(t i ) − ξ(t i−1 )| : t 0 , . . . , t n ∈ L ξ , 0 < t 0 < · · · < t n < ∞ .
An easy observation is essV ∞ 0 (ξ) ≤ V ∞ 0 (ξ). Combining this observation with (3.1) yields the average variation estimate Γ essV ∞ 0 (γ)dη(γ) ≤ 2 sup
x,y∈supp(ρ 0 ) |v 0 (x) − v 0 (y)| .
(4.5)
Note that this estimate implies that η(Γ \ X) = 0 where X := {γ ∈ Γ : essV ∞ 0 (γ) < ∞} . That is, η is concentrated on paths γ whose derivatives have finite essential variation.
The main reason we will work with the essential variation (rather than the usual variation) is that it has a nice lower-semicontinuity property. This follows from the identity essV ∞ 0 (ξ) = sup ∞ 0φ (t) · ξ(t)dt : φ ∈ C 1 c ((0, ∞); R d ), φ ∞ ≤ 1 , which can be proved following section 5.10 of [9] . In particular, we have lim inf k→∞ essV ∞ 0 (ξ k ) ≥ essV ∞ 0 (ξ) (4.6) whenever ξ k → ξ in L 1 loc ((0, ∞); R d ). Moreover, this lower-semicontinuity immediately gives that X defined above is a Borel measurable subset of Γ.
A converse assertion
We will now discuss a converse to the combination of Propositions 4.1 and 4.2 and its implications, which will be used in our proof of Theorem 1.4 in the next section. Further suppose that θ ∈ P(Γ) satisfies the following.
(i) e 0# θ = ρ 0 .
(ii) For each T > 0, Note that D n,k is an intersection of closed sets and thus itself must be closed. We leave it as an exercise to check that D = k∈N n∈N D n,k , which of course verifies measurability. We also set D(γ, t) = γ(t), (γ, t) ∈ D 0, otherwise.
Note D(γ, t) = lim n→∞ D n (γ, t) for each (γ, t) ∈ Γ × (0, T ), where D n (γ, t) = n (γ(t + 1/n) − γ(t)) , (γ, t) ∈ D 0, otherwise. Here
is continuous, and so
is a Borel sub-sigma-algebra of the Borel subsets of Γ × [0, ∞). In particular, any G measurable function is of the form g • E for some Borel g : R d × [0, ∞) → R. Since D restricted to D ∩ (supp(θ) × [0, ∞)) is the pointwise limit of G measurable mappings,
for some Borel measurable w : R d × (0, ∞) → R d (Proposition 2.7 of [10] ). In particular, for every γ ∈ supp(θ)γ (t) = w(γ(t), t) a.e. t > 0.
5.
Let us now verify : [0, ∞) → P(R d ); t → e t# θ and w is a weak solution pair as asserted. First, we note that since e t is continuous, is narrowly continuous. Next by (ii) and Tonelli's theorem 
Existence in one spatial dimension
Throughout this section, we will assume that d = 1, ρ 0 ∈ P(R) and v 0 : supp(ρ 0 ) → R is continuous and bounded. Our approach to proving Theorem 1.4 is as follows. We first select a sequence of measures (ρ k 0 ) k∈N ⊂ P(R) such that • supp(ρ k 0 ) ⊂ supp(ρ 0 ),
• ρ k 0 is a convex combination of Dirac measures,
• and ρ k 0 → ρ 0 narrowly as k → ∞. It follows from the Hahn-Banach Theorem that such a sequence (ρ k 0 ) k∈N exists; for example, one may adapt Remark 5.1.2 of [1] .
As explained in subsection 2.3, (ρ k 0 ) k∈N gives rise to weak solution pairs ρ k and v k of the SPS that satisfy the initial conditions ρ k | t=0 = ρ k 0 and v k | t=0 = v 0 . These weak solutions in turn give rise to a sequence of probability measures (η k ) k∈N ⊂ P(Γ) as described in section 4. We will argue that this sequence has a subsequence which converges narrowly to some η ∈ P(Γ) that fulfills the hypotheses of Proposition 4.7. We will then conclude that η corresponds to a weak solution pair ρ and v that satisfies the given initial conditions ρ| t=0 = ρ 0 and v| t=0 = v 0 . Finally, we will verify the three estimates asserted in the statement of Theorem 1.4 for ρ and v. Applying a standard variant of the Arzelá-Ascoli compactness theorem, we find a subsequence (γ k j ) j∈N that converges locally uniformly to a Lipschitz continuous γ : [0, ∞) → R.
We also have that essV ∞ 0 (γ k j ) + γ k j L ∞ [0,∞) ≤ C. Exploiting the local compactness of a sequence of functions whose essential variations are uniformly bounded (as in Theorem 4 of section 5.2 of [9]), we have that (γ k j ) j∈N ⊂ L 2 loc (0, ∞) has a subsequence (that we will not relabel) that converges to some ξ in L 2 loc (0, ∞). It is routine to verify that ξ(t) =γ(t) for almost every t ≥ 0. Moreover, we can use the lowersemicontinuity property (4.6) and the lower-semicontinuity of the L ∞ norm along almost everywhere convergent sequences of functions to show Ψ(γ) ≤ C.
Therefore, Ψ has compact sublevel sets.
Recall that we have chosen ρ k 0 to satisfy supp(ρ k 0 ) ⊂ supp(ρ 0 ). It then follows from which is uniformly bounded in k ∈ N.
Corollary 5.2. The sequence (η k ) k∈N ⊂ P(Γ) has a subsequence (η k j ) j∈N that converges narrowly to some η ∈ P(Γ). Moreover, η satisfies the satisfies the hypotheses of Proposition 4.7.
Proof. In view of Lemma 5.1, the sequence (η k ) k∈N ⊂ P(Γ) is tight. Since Γ is separable, Prokhorov's theorem implies that there is a sequence (η k j ) j∈N that converges narrowly to some η ∈ P(Γ). We will verify that η satisfies hypotheses (i) − (iv) of Proposition 4.7 below. As γ → T 0 |γ(t)| 2 dt is continuous and nonnegative, (∂ t ϕ(γ(t), t)·γ(t)+∇ϕ(γ(t), t)γ(t)·γ(t))dη k j (γ)dt+ Γ ϕ(γ(0), 0)·v 0 (γ(0))dη k j (γ) = 0.
(5.2) By our assumption that v 0 : supp(ρ 0 ) → R is continuous and bounded, we have lim j→∞ Γ ϕ(γ(0), 0) · v 0 (γ(0))dη k j (γ) = lim j→∞ Γ ϕ(γ(0), 0) · v 0 (γ(0))dη(γ). Furthermore, the function is the Borel sub-sigma-algebra generated by e t | supp(η) . Moreover, E(t) ⊂ E(s) for each s ≤ t, so it follows from iterated conditioning that that v(e t , t) = E η [v(e s , s)|e t ], s ≤ t (Theorem 1.2, Chapter 4 of [7] ).
Either arguing as in the proof of Corollary 2.6 or by applying the conditional Jensen's inequality, E η [F (v(e t , t))] ≤ E η [F (v(e s , s))] for each convex F : R → R and s ≤ t. That is,
(5.8)
Consequently, in order to verify property (ii), it suffices to show v(x, t) = v(x, t), ρ t a.e. x ∈ R (5.9)
for almost every t ≥ 0. We will argue that this is the case below. Suppose that h ∈ C b (R). By Thus (v # ρ) t ∈ P 1 (R) for all t ≥ 0. Since we have already established that (v # ρ) t = v(·, t) # ρ t for almost every t ≥ 0 (in (5.9)), we are left to show that v # ρ : [0, ∞) → P 1 (R) is right continuous and has finite variation as defined in (1.6). for every F : R → R that is Lipschitz continuous. In this case, we would be able to conclude that v # ρ is right continuous with respect to the narrow topology and also that lim t→s + R |v(x, t)|dρ t (x) = R |v(x, s)|dρ s (x).
It would then follow that for each F : R → R convex (Theorem 5.4.4. of [1] ). In view of (5.8), we also have lim sup
for each F : R → R convex. Consequently, (5.13) holds for all F convex. If F : R → R is semiconvex, then y → F (y) + C 2 y 2 convex for some C ≥ 0. Then we may subtract the respective limits obtained in (5.13) for y → F (y) + C 2 y 2 and for y → C 2 y 2 to find that (5.13) holds for F . Consequently, (5.13) holds for all F semiconvex and therefore for all F semiconcave. For F : R → R Lipschitz continuous, we set F (y) := inf z∈R F (z) + 1 2 (y − z) 2 .
As F is semiconcave and F ≤ F , lim inf
We can also use the Lipschitz assumption to verify that lim →0 + F = F locally uniformly on R. Since, |v(x, s)| ≤ sup{|v 0 (x)| : x ∈ supp(ρ 0 )} for ρ s almost every x ∈ R, we can send → 0 + above to conclude lim inf Applying the same argument to −F gives (5.13) for all Lipschitz F . We conclude that v # ρ is right continuous as asserted.
3. Our final task is to verify that v # ρ has finite variation. First recall that we have by (4.5) and the lower-semicontinuity of ξ → essV ∞ 0 (ξ) Γ essV ∞ 0 (γ)dη(γ) ≤ lim inf j→∞ Γ essV ∞ 0 (γ)dη k j (γ) ≤ 2 sup
We also have that there is a set S ⊂ (0, ∞) of full Lebesgue measure such that for every t ∈ S:γ for ρ t almost every x ∈ R. For any 0 < t 0 < · · · < t n such that t i ∈ S,
sup
x,y∈supp(ρ 0 )
Here π i := v(e t i , t i ), v(e t i−1 , t i−1 ) # η is a Borel probability measure on R × R with first marginal v(e t i , t i ) # η = v(·, t i ) # ρ t i = v(·, t i ) # ρ t i and second marginal v(e t i−1 , t i−1 ) # η = v(·, t i−1 ) # ρ t i−1 = v(·, t i−1 ) # ρ t i−1 .
Therefore,
Now suppose 0 < t 0 < · · · < t n < t n+1 are arbitrary. Since S has full Lebesgue measure in (0, ∞), it is possible to select sequences (s k i ) k∈N ⊂ S that satisfy t i < s k i < t i+1 for each k ∈ N and lim k→∞ s k i = t i for i = 0, . . . , n. We can then apply (5.14) with 0 < s k 0 < · · · < s k n for each k ∈ N to get
Letting k → ∞ and using the right continuity of v # ρ gives that (5.14) holds for the arbitrarily selected 0 < t 0 < · · · < t n . As a result,
