Although dividing the standard deviation by the mean to give the coefficient of variation is still used, it is valid only in certain circumstances7 (to be described in the third article in this series). It is better to calculate the ratio of between subject to total variation, known as the intraclass correlation coefficient, as used by Dehaut et al. 6 The maximum value of the intraclass correlation coefficient is 1, achieved only when repeatability is perfect. A value of zero (or less) denotes repeatability that is no better (or worse) than would be expected by chance. To be useful a measurement should have an intraclass correlation coefficient of at least 0 6. Baseline FEV, measured on two occasions 1-14 days apart2 in 1 11 subjects had an intraclass correlation coefficient of 0-88.
Repeated measurements of FEV, on the same day may give a value as high as 0Q99.3 In the simplest case of two components of variation, between subject (or other unit) and within subject, estimating the two components as described by Armitage and Berry8 is straightforward. A statistician should be consulted before data collection, however, if there are more than two components. The components of variance are of direct use-for example, the effect of averaging three or five measurements can be compared.'
The use of the intraclass correlation coefficient implies that each component of variance has been estimated appropriately, from sufficient data (at least 25 degrees of freedom) and from a sample representing the population to which the results will be applied. When intraclass correlation coefficients are compared they should be obtained from data on the same sample of subjects, or from samples from the same population.
With two methods on different scales there is no "line of identity" on which the data should lie for perfect agreement. Indeed, there is no reason why the relation between them should be a straight line. All that we require is the possibility of perfect calibration-that is, a smooth curve, increasing or decreasing, that describes one and only one value on each scale corresponding to a point on the other. Thus a straight line or exponential relation allows calibration whereas a sinusoidal relation does not: for any y value there would be several corresponding x values. Of course, it may be possible to transform one of the measurements into the same unit as the other, and calibration implies this. How we initially choose the transformation or scale of measurement will be described in the third article.
