In this article, the open problem of finding the exact value of the norm of the Hilbert matrix operator on weighted Bergman spaces A p α is adressed. The norm was conjectured to be π sin (2+α)π p by Karapetrović. We obtain a complete solution to the conjecture for α ≥ 0 and 2 + α + α 2 + 7 2 α + 3 ≤ p < 2(2 + α) and a partial solution for 2 + 2α < p < 2 + α + α 2 + 7 2 α + 3. Moreover, we also show that the conjecture is valid for small values of α when 2 + 2α < p ≤ 3 + 2α. Finally, the case α = 1 is considered.
Introduction
The Hilbert matrix operator H is a linear integral operator that can be defined on several spaces of analytic functions on the open unit disk D = {z ∈ C : |z| < 1}. Historically, Magnus [12] was the first person to consider H as an operator on the space ℓ 2 of squaresummable complex sequences. The first results in the direction of estimating the norm of H on analytic function spaces were obtained by Diamantopoulos and Siskakis in [6, 5] . In [6] , they considered H acting on the Hardy spaces and established the boundedness of H for 1 < p < ∞ in combination with upper estimates for the norm. Aleman, Montes-Rodríguez, and Sarafoleanu [6] provided a description of the point spectrum of H acting on the Hardy spaces. The starting point for the study of the Bergman space case was the article [5] , in which Diamantopoulos established an upper estimate for the norm of H for 4 ≤ p < ∞ and a less precise estimate on the scale 2 < p < 4. In [7] , Dostanić, Jevtić and Vukotić pursued the investigation of H on the Bergman space A p and Hardy space H p and obtained the exact value of the norm for 4 ≤ p < ∞, namely H A p →A p = π sin 2π p and in the Hardy space case the precise value of the norm was proven to be H H p →H p = π sin π p for 1 < p < ∞. They also conjectured that the value of the norm H A p →A p is the same in the 2 < p < 4 case, see also [9] . Božin and Karapetrović [4] confirmed the conjecture in the positive by reducing the problem to certain novel estimates of the Beta function. In [11] the authors simplified the proofs of the key lemmas in [4] significantly by discarding the use of a classical theorem of Sturm.
In this article, which is a continuation of [11] , the results concerning the unweighted Bergman space case are generalized to the weighted Bergman spaces A p α , where α ≥ 0. Karapetrović already considered H on A p α in [10] , where he derives the exact value of the norm of H when 4 ≤ 2(2 + α) ≤ p < ∞, that is
π sin (2+α)π p and obtains a better than known upper bound for the norm when 2 ≤ 2+α < p < 2(2+α). In [10] Karapetrović conjectures that the norm of H is the same as above also in the case 2 < 2 + α ≤ p < 2 (2 + α) . In this article the conjecture is confirmed in the positive for 2 + α + α 2 + 7 2 α + 3 ≤ p < 2(2 + α). The main result of the article is as follows.
Theorem 1.1. Let α ≥ 0. Suppose that either of the following conditions holds:
where I t is the regularized incomplete Beta function.
The proof of this result is based on two lemmas. In both lemmas, two functions, central to our study, appear. These auxiliary functions are defined via infinite convergent sums and arise from the evaluation of an involved integral via the use of series expansions. In the first lemma, an estimate for the Beta function is established and it confirms the conjecture for the large values of p, namely for 2 + α + α 2 + 7 2 α + 3 ≤ p < 2(2 + α). In the second lemma, which is a generalization of Lemma 2.6 in [4] for the weighted Bergman spaces, the values 2 + 2α < p < 2 + α + α 2 + 7 2 α + 3 are considered. Furthermore, a sufficient condition for the conjecture to hold is also introduced in the second lemma (see (b)-part of Theorem 1.1). It turns out that this condition does not hold for every α > 0 when 2 + 2α < p < 2 + α + α 2 + 7 2 α + 3. Moreover, it is shown that the conjecture is valid for 0 < α ≤ 1/19, when 2 + 2α < p < 5 2 + 2α and for 0 < α ≤ 1 15000 when 5 2 + 2α ≤ p < 3 + 2α. Lastly, the case α = 1 is studied as an example and it is observed that the condition does not hold for small values of p, but it does hold for large values of p.
The article is organized as follows. In section 2, we recall some preliminaries, including the integral representation of the Hilbert matrix operator in terms of certain weighted composition operators and classical identities concerning the Beta and Gamma functions. Section 3 contains auxiliary results such as estimates for the Beta function due to Bhayo, Sándor and Ivády and definitions of the aforementioned auxiliary functions. The two key lemmas are also presented in this section. In Section 4, the proof of the main result is provided and it is followed by Lemma 4.1 and Proposition 4.2, in which the focus is on the small values of α. Finally, we conclude with the case α = 1 in Example 4.1.
Preliminaries
Let H(D) be the algebra of all analytic functions on the unit disk D. For an analytic function f it holds that f (z) = ∞ k=0 a k z k , where a k ∈ C. The Hilbert matrix operator H can be expressed as an operator on spaces of analytic functions by its action on the Taylor coefficients a k in the following way
The operator H can also be written as an integral average of certain weighted composition operators as follows
(t−1)z+1 for z ∈ D and 0 < t < 1. The standard weighted Bergman spaces are defined as
where dA α (w) = (α + 1)(1 − |w| 2 ) α dA(w) and dA(w) is the normalized Lebesgue area measure on D. Throughout this article we will assume that p > 2 + α and α ≥ 0. We have the following upper estimate:
Moreover,
is the disk with radius 1−t 2−t and center 1 2−t , see [10] . We will also need the Beta function, which is defined as the integral
where s and t are complex numbers satisfying ℜ(s) > 0 and ℜ(t) > 0. It can be checked that B(s, t) = Γ(s)Γ(t) Γ(s+t) , where Γ is the Gamma function:
We will use the well-known reflection formula
The incomplete Beta function, denoted by B t , is defined as
By dividing B t (x, y) with B(x, y) we obtain the regularized incomplete Beta function
The binomial series (1 + z) α = ∞ k=0 α k z k , where α, z ∈ C and α k are the generalized binomial coefficients defined as
converges absolutely for all complex values of α when |z| < 1. In the context of the article, the parameter α is always a real number. We refer the interested reader to [2] for these and other identities regarding the Beta function and Gamma function.
Auxiliary results
In this section several lemmas needed for the main result are presented. The following result can be found in [3, 8] and hence its proof is omitted.
The inequalities reverse when x, y ∈ (0, 1].
Let α ≥ 0 and 2 + 2α < p < 2(2 + α). Define the functions
Since for every k ≥ 1 it holds that
the functions are well defined. These functions will appear in our two key lemmas needed for the main proof. The following expressions will turn out to be important later.
p . Then the following statements are equivalent:
(a)
Proof. Assume that (a) holds. Then
Integrating both sides gives us
where the order of integration and summation is justified by Lebesgue's dominated convergence theorem. For the right-hand side we have
For the second sum we integrate both sides of (3.4) from 0 to t 2 and the dominated convergence theorem implies that
Estimate (3.3) now takes the form
which is estimate (3.1) and therefore (a) and (b) are equivalent. We now show that (b) and (c) are equivalent. Rewriting the term
Thus, estimate (3.1) takes the form
The next two lemmas are the tools needed to prove the main result of the article. They cover the two cases: 2 + 2α < p < 2 + α + α 2 + 7 2 α + 3 and 2 + α + α 2 + 7 2 α + 3 ≤ p < 2(2 + α). We begin with the latter case, because in this case we have obtained a complete result.
We have
and we will show that F α,p (s) ≤ 0 for all s ∈ [0, 1]. By a computation we get
Hence, we obtain
By solving for zeros of Q α,p,s and observing that s −3 G α,p (s) = s 2p−4α−8 (1 − s 4 ) α , we have for s = 1 that
By solving for t we get t = 1−sRα,p(s)
. Now zeros exist only if there exists some t 0 such that 
It follows that Q α,p,s has no zeros or one zero at t 0 = 0 and since lim t→s− Q α,p,s (t) = +∞, we have that F ′ α,p (s) ≥ 0 on (0, 1). Therefore F α,p (s) is non-decreasing on (0, 1). Since F α,p (1) = 0, the statement follows.
With modifications of Lemma 2.6 in [4] we obtain one generalization of the aforementioned result that works on the weighted Bergman spaces. 
Proof. Let F α,p (s) be the same as in Lemma 3.3. We will show that F α,p (s) ≤ 0 for all
As in the proof of Lemma 3.3 we obtain
By taking the derivative we obtain
where
By differentiating we get 
by Lemma 3.2, which completes the proof.
The norm of the Hilbert matrix operator on A p α
In this section we provide a proof for the conjecture on the norm of the Hilbert matrix operator on the weighted Bergman spaces A p α when 2 + α + α 2 + 7 2 α + 3 ≤ p < 2(2 + α) and a sufficient condition for the conjecture to hold when 2 + 2α < p < 2 + α + α 2 + 7 2 α + 3. The outline of this section is the following: we begin from the upper estimate (2.2). In the same way as in [4] a new upper estimate for the right-hand side of (2.2) is obtained by integrating over an annulus R t 2 = {z ∈ C : t 2 < |z| < 1}. After deriving some further upper estimates we turn to the Taylor series expansion of (1 − r 2 ) α to be able to proceed further. Finally, we use Lemma 3.3 for large p and Lemma 3.4 for small p to arrive at an upper estimate for the norm of H.
We are now ready to begin. Denote
|f (re it )| p dt and X (r) = ϕ(r) − ϕ(0). If f is analytic in D, it follows that ϕ is non-decreasing and differentiable on the interval (0, 1). Thus, X is also non-decreasing and differentiable on (0, 1). Hence, X ′ ≥ 0 on (0, 1) and
where 0 < r < 1. By (2.1) we have
and by (2.2) we have an upper estimate for the integrand:
We want to work with the expression on the right-hand side of (2.2). Now by (2.1) and since D t ⊂ R t 2 it is enough to show that
Utilizing this we get that (4.1) holds if the following inequality is true By the inequality x β − y β ≤ βy β−1 (x − y), where x > 0, y > 0 and β ∈ (0, 1), we have
Therefore, we arrive at the inequality
So instead by looking at the expression on the right-hand side, we get that (4.2) holds if
(4.4)
To proceed, we do two things: prove that the first term on the left-hand side is less than or equal to the term on the right-hand side, and prove that the expression in the brackets is less than zero. We begin with the second part. Recall that
Utilizing the definition of F α,p and the dominated convergence theorem, we see that By Fubini's theorem we obtain
Now, by the dominated convergence theorem
So inequality (4.5) takes the form
which is the same as
. Hence, we have to show
which holds by Lemma 3.3 when 2 + α + α 2 + 7 2 α + 3 ≤ p < 2(2 + α) and by Lemma 3.4 when 2 + 2α < p < 2 + α + α 2 + 7 2 α + 3 and given that condition (3.2) holds. Therefore,
In the case of 2 + 2α < p < 2 + α + α 2 + 7 2 α + 3 it holds that
if α is such that condition (3.2) holds. We are now ready to proceed to the proof of the main theorem.
Proof of Theorem 1.1. Note that the lower bound of the norm of H holds for all α ≥ 0 and all 2 + 2α < p < 2(2 + α) by Theorem 1.1 in [10] . For the upper bound of the norm of H we have by the above argument that if (a) is true, then the conclusion of the theorem holds. If instead (b) is assumed, then by Lemma 3.4 we have that F α,p (s) ≤ 0 for all s ∈ [0, 1], where F α,p is the function defined in the proof of Lemma 3.3. Utilizing this in combination with the argument on the previous pages we then obtain the upper bound of the norm of H.
The next lemma gives us a stronger condition than condition (3.2) . This new condition is useful for our purposes. Note that when α = 0 the inequality in the lemma becomes
which is equivalent to
.
The inequality B 2 p , 2p − 4 ≤ 1 (p−2)(4−p) holds for 2 < p < 4, by Lemma 2.5 in [4] or Lemma 3.2 in [11] . The above inequality is one ingredient in the proof of the main result in [4] .
which completes the proof.
We now turn our attention to small α ≥ 0. The following result shows that condition (3.2) holds for some values of the parameter p. Proof. We will begin with (a). By Lemma 4.1 we want to show that
Since α ≥ 0 and 2 + 2α < p < 5 2 + 2α, we have by Lemma 3.1
By simplifying the above expression we get the following estimate
where g 0 (p) = 64 + 136p + 112p 2 + 88p 3 + 32p 4 − 40p 5 − 16p 6 + 8p 7 ;
and h(α, p) = α 7 (2 − 16p + 32p 2 ) + α 6 (12 − 72p + 104p 2 − 32p 3 ) Observing that g 0 (p) = 8(1 + p) 2 (1 + p 2 )(8 + p − 4p 2 + p 3 ) and p 3 − 4p 2 + p + 8 > 1 we have for 2 + 2α < p < 5 2 + 2α that g 0 (p) ≥ 8(1 + p) 2 (1 + p 2 ) > 8(1 + 2) 2 (1 + 2 2 ) = 360.
It is also easily seen that u(α, p) < 0 on the interval 2 + 2α < p < 5 2 + 2α. We now turn our attention to the h(α, p) term. Our aim is to show that h(α, p) is non-increasing with respect to both its parameters. We begin by showing it is non-increasing with respect to the parameter p. where g 0 (p) > 360 and u(α, p) < 0 on 2 + 2α < p < 5 2 + 2α. Together with h(α, p) ≥ −336.677 we get S(α, p) < 0 (iv) 5.5 ≤ p < 5.74. By plotting inequality (4.7) in Mathematica it is shown to hold
