I investigate some aspects of the geometry of the ^characteristics of a class of hypoelliptic second order partial differential operators. The resulting geometry looks quite a bit like Riemannian geometry, although with interesting differences.
1. Introduction. In this paper, we investigate the relationship between certain problems in the calculus of variations and the geometry of the bicharacteristics of a second order hypoelliptic operator.
Let M denote a connected C°° manifold of dimension m. Let Δ denote a second order hypoelliptic partial differential operator on M. We assume that the set of second order zeros of the principal symbol of Δ is a smooth submanifold of T*M. Since Δ is second order it is always possible, at least locally, to find a function V(x) and vector fields {gi} n i=0 such that Δ = ]C?=i Cfgf + go + V{x) for some constants c ι = ±1. Hόrmander [19] has shown that a sufficient condition that Δ be hypoelliptic is that the sign of the c, doesn't change and that the evaluation map on vector fields is at each point x e M onto T X M when restricted to the Lie algebra of vector fields (over R) generated by the vector fields {gi} n i=0 . In this paper I will be interested in hypoelliptic operators which satisfy the stronger condition that the Lie algebra generated by {g/}" =1 is onto TM. Now, because Δ is of second order, Δ defines a quadratic form G* on T*M: if f x , f 2 e C°°(M) and f x (JC) = f 2 (x) = 0, then Because Δ is hypoelliptic, G* is a nonnegative quadratic form, and, in fact, locally G* = ]Γ" =1 g t ® g im Note that when n < m, G* is degenerate, i.e., kerG* Φ {0}.
Let D c TM be the distribution spanned locally by the vector fields {£/}?=i We assume that D is of constant rank, or equivalently, that ker G* is of constant dimension. 355 It has been pointed out by Brockett [3] that the quadratic form G* endows M with a structure that is in many ways similar to Riemannian structures, so much so that he uses the phrase "singular Riemannian geometry". In fact, the singular Riemannian dual metric tensor G* and various properties of the singular Riemannian geometry can be obtained as the limits of properties of a parameterized family of dual Riemannian metric tensors, G*, as ε -• 0; see Gunther [10] . The associated Riemann metrics G ε have some components which go to oo as ε -» 0, hence the adjective "singular". The term "singular Riemannian geometry" has also been applied to Riemannian manifolds with conical singularities, but for lack of a better expression, I will continue to use the terminology of Brockett.
In this paper I will discuss some previously known properties of the singular Riemannian geodesic flow (or equivalently, the bicharacteristic flow of the operator Δ) as well as prove some new results. Now, Gaveau [8] has discussed this flow. Certain errors of [8] are corrected in [3] . Nagel, Stein and Wainger [16] , and Fefferman and Phong [7] have discussed properties of pseudometrics which are related to the distance function associated to a singular Riemannian structure. Gromov [9] has discussed some of the metric properties of singular Riemannian geometry; he calls the associated distance function a "Carnot-Caratheodory metric". Mitchell [18] discusses Hausdorff dimension properties of Carnot-Caratheodory metrics. Strichartz [19] has discussed in some detail properties of the exponential map.
In §2, I develop some aspects of singular Riemannian geometry, both intrinsic and in relation to Riemannian geometry, and I also develop some connections between the geodesic problem for singular Riemannian geometry and certain techniques and problems of optimal control theory. In §3, I discuss results concerning certain "complete" singular Riemannian exponential maps, in particular that every two points are connected by a minimizing geodesic and that geodesies do not minimize past the first conjugate point. Some of these results are due to Gromov [9] and other authors and some are original. I use these results in §4 to investigate singular Riemannian geodesic coordinates connected with a point x e M; these coordinates may be defined on open geodesic cones with x as the base point.
The work in this paper was in part motivated by a desire to apply the techniques of Kannai [14] to the study of the asymptotics of hypoelliptic diffusion equations. These applications will appear in a sequel.
2. Background. Assume that our second order operator Δ is locally of the form Δ = Σϊ=ι gf + lower order, where {gi} n i=x are vector fields on M, which are nonvanishing. We assume also that the Lie algebra generated by {£/}" =1 has the property that it spans the tangent space of M, so that Δ is hypoelliptic. Then, by our earlier assumptions, the distribution D spanned by {&}f =1 is of constant rank, and satisfies the property that the smallest integrable subbundle of TM which contains D is TM itself. Now consider the quadratic form G* induced by Δ on T*M. Be-
Clearly the image of Γ is D and the kernel of Γ is
G* also induces a positive definite quadratic form on Z), call it G, defined for v, w e D by G(υ,w) = (j*(f~1t>,f~1w). One may verify that the vector fields {gi}"^ form an orthonormal frame for D with respect to G. Now, suppose that c: [0,1] -> M is a smooth curve in M such that c(t) eD for t e [0,1]. We may, in analogy with Riemannian geometry, assign an arc length to this curve by the formula length(c) = Jo 1 VWTέJdt.
At this juncture, it is fruitful to apply a controllability result to learn that, under the conditions we have imposed on the distribution £>, given any two points x, y £ M there exists a smooth curve c: [0,1] -• M such that c(0) = x, c(l) = y and c(t) eD for all t. Indeed, because the Lie algebra generated by {^/}" =1 spans TM, Chow's Theorem (as discussed in Ballieul [1], for example) gives us the existence of a curve of the required type.
Therefore, for every two points x,y e M, we can define the distance, r (x, y) , between x and y by r(x,y) = inf y/G(έ7έ)dt, Jo where the infimum is to be taken over all absolutely continuous curves connecting x and y with c(t) € D a.e. with respect to t.
We call r(x,y) "the singular Riemannian distance" between x and y, for it is easy to see that r(x 9 y) = r(y, x) and r(x 9 y) = 0 =>• x = y, while the triangle inequality for r(x,y) follows from the fact that r(x,y) is independent of parameterization of the curves c(t): for A family of such differential equations, parameterized by the functions {u\,...,u n } is called a control system; the n-tuple u is called a control. It follows from the above discussion that the control system (1) has the property that for any x,y e M there is a control u = (u\,...,u n ) such that the solution c has the property that c(0) = x, c(\) = y. A control system with this property is said to be "controllable", and the control u is said to "steer" x to y. Now the control system (1) may be solved for any control u with the property that u\ 9 ...,u n are each in L ι [0,1). If we make R" = R x R x x R (n times) into an inner product space with the standard quadratic form ( , ) = (Γs on the diagonal) then the set of controls u with this property is
The following lemma is a simple consequence of GronwalΓs lemma.
=\ is an orthonormal frame for D,
where the infimum is taken over all u which steer x to y. We then have: LEMMA 
Let r be the singular Riemannian distance function. Then r is a continuous map M x M -• R.
Proof. Suppose that r is not continuous. Then, there exists z, y e M, ε > 0 and a sequence of points {z k ,y k ) E M xM which converges to (z, y) and such that \r{z,y) -r(z k ,y k )\ > ε. Then, the triangle inequality implies that r(z, z k ) + r(y, y k ) > ε. By Lemma 1 the solution γ(t,y) of the control system (1) is a continuous mapping from 3. The singular Riemannian exponential map. In Riemannian geometry, there are several different but equivalent notions of a complete Riemannian manifold, M 9 for example, that M is a complete metric space with respect to the Riemannian distance function or that the geodesic flow is complete. For a complete Riemannian manifold, every two points can be joined by a minimizing geodesic. In the singular Riemannian case, the issue is not so clear. We have, however, the following which is a particular case of a theorem of Gromov [9] . Suppose that G is a Riemannian metric on M. One method of obtaining a singular Riemannian metric G is simply to restrict G to the distribution D. The following theorem follows from a statement in Gromov's book. THEOREM 
Suppose that G is the restriction to D of a complete Riemannian metric G, and that r is the singular Riemannian distance associated to G. Then (M, r) is complete.
Proof (outline). Suppose f is the Riemannian distance. Then r > f because the length of a curve c which is tangent to D is the same with respect to G as to G, but for r one can minimize only over such curves, while for r one can minimize over all curves. Thus, any sequence Cauchy for r is also Cauchy for r. Conversely, suppose {x n } c M is Cauchy for r, then there is an x e M such that x n converges to x. But, since r is continuous r(x n , x) converges to zero, and r(x n , x n + m ) < r(x n ,x) + r(x n + m ,x). D On the other hand, the converse of this theorem, that every complete singular Riemannian metric is the restriction of a complete Riemannian metric is not so clear (to the author). The next theorem gives sufficient conditions, of a different type than Gromov's, for two arbitrary points to be connected by a minimizing singular Riemannian geodesic. This way of considering the matter is the archetype of the (nonlinear) "optimal control problem" so that the deep results of Cesari [6] concerning the existence of optimal controls may be applied. Now, all the results of Cesari's paper are in the context of nonlinear optimal control systems on Euclidean spaces, so we will have to modify our situation. Consider M to be an embedded submanifold of R 2m+1 , by the Whitney embedding theorem. Since M has a tubular neighborhood in R 2m+1 ? it's easy to see that we may extend the vector fields g a to smooth vector fields g a on R
2m+1 , in such a way that the extended vector fields are all tangent to M. Thus, any solution of the differential equation 
(t) = Σ Ψε(Ce(t))ga(c e (t))u a (t)
a=\ from x to y, then u will also steer the solutions of equation (3) from x to y and will minimize η(u) among all such u. Indeed, we can see this as follows. Since r{x,y) = inf /J y/G(c,c)dt over all curves c tangent to D such that c(0) = x 9 c(l) = y, we have that for every δ > 0 there is a curve c δ tangent to D and connecting x to y which has a length < r(x, y)+δ, and which therefore is contained in E ε for all t if δ < ε.
I claim that this means that a solution c ε of (4) which connects x to y and which minimizes η(u) has the property that r(x, c B (t)) < r(x, y) for all ί < 1. Suppose the contrary. Then there exists a to < I such that r(x, c c (ίo)) = r(x, y) and r(x, c ε (t)) < r(x, y) for t < t 0 , because r is continuous. Then
But, for t < to, Ψε{Ce{t)) = 1, so that for t < to, c ε (t) also solves (3) and is minimizing for t < to, so that However, the fact that u minimizes η(u) among those u which steer (4) from x to y implies that the corresponding solution c ε (t) of (4) 
Also ί Ψ £~l (c ε (t)WG(c £f c ε )dt = (l/t o )r(x,y) > r(x,y). Jo
But, if we define u δ {t) by u αδ {t) = G(g α , c δ (t)), then, for δ sufficiently small u δ (t), steers both (3) and (4) Thus, c ε {t) is minimizing implies that r(x,c ε (t)) < r(x,y), which implies that u{t) steers x to y for both (3) and (4) and that η(u) is the same in both cases. Therefore, in order to show the existence of a u which steers (3) from x to y it is sufficient to show the existence of a u which does the job for (4). But, (4) satisfies the conditions of Existence Theorem III of Cesari [6] For various reasons, it seems obvious that the singular Riemannian structures of the last theorem must give rise to a complete metric on M, although I haven't yet been able to prove it. In this eventuality, the last theorem will follow from Theorem 1. Now, recall that a necessary condition that a control u be an optimal control is that it satisfy the Pontryagin maximum principle. But, for the Pontryagin maximum principle to be satisfied is equivalent to the statement that a geodesic is the projection onto M of a solution in local coordinates of Hamilton's equations on T*M, with Hamiltonian function G*(p, p). On the other hand, simple localization arguments lend themselves nicely to give COROLLARY 
For an arbitrary singular Riemannian metric, a geodesic is a projection of an orbit in T*M of the Hamiltonian vector field associated to the function G*(p, p).
In Riemannian geometry, there is a converse to this corollary, that the projection of the geodesic flow is locally minimizing. In our case, the situation is not so clear. Let SJC be the "unit sphere" with respect to G x in the cotangent space T*M, i.e., S x = {i> = G*(P, P) = 1} (of course, S* is actually a cylinder).
Now, let H be the Hamiltonian vector field on T*M which is associated with the Hamiltonian function G*(p, p). Recall that the expo-
DEFINITION. Let μ x : S x -» R + be the function on S* which assigns to each p e S x the largest non-negative extended real number T e [0, oo] such that the geodesic t -• txp x {tp) is minimizing for all t e [0, Γ).
The properties of the analogous function in Riemannian geometry are well known. Now, for any p e T X M, the length of the geodesic t -» cxp x (tp) between t = 0 and t = 1 is >/G x (p,p). Thus, for ί < βχ(p), P € 5.x, we have that r(x, exρ x (tp)) = /, and, for all t > 0, r(x,exp x (tp)) < t. Thus, for each t > 0, exp x (t, •) maps 5î nto /^(ί) = {y: r(x,y) < t}. For r complete, B x (t) is compact, by Theorem 1.
We use this compactness to develop a method of considering the uniform limits of geodesies t -• exρ x (tp n ), t e [0, a] for some a > 0, and /?" a sequence in S*. We have that, for each t, exρ x (t, •) maps S x into B x (t); S x is a completely regular topological space, B x (t) is compact. It follows that exρ x (t, •) extends to a continuous mapping exp x (/, •) of the Stone-Cech compactification β(S x ) into 5 x (i). We have that exp x (ί, p) = txp x {tp) for p G S X . Consider now the function t -* exp x (ί,/?), for p e β(S x ). Since 5^ is open and dense in β(S x ), there always exists a sequence {p n } c S x such that any neighborhood of p contains all but a finite number of the p n 's. By continuity, exp x (tp n ) converges to exp x (/, p) for each fixed /. Thus, r(exp x (t, p), cxp x (t + ε, /?)) = lim r(exp x (tp n ) f exp x ([t + ε]p n )) n+oo by continuity of r, so that r(exp x (ί, p), exp x (/ + ε, p)) < ε. Thus, the function t -» exp x (ί, p) is a continuous curve in M which is uniformly continuous with respect to r. DEFINITION. In the case that p x e β(S x ) -S we call t -> exp^ί, p) a generalized geodesic.
Note that exp x (tp n ) converges pointwise in t to exp x (t,p); it's an easy exercise to show that it converges uniformly for t in compacts by using the uniform continuity and an ε/3 argument.
If there is a generalized geodesic such that r(x, exρ x (ί, p)) = t for t e [0, T]> we can take this as the definition of a minimizing generalized geodesic.
REMARK. exρ x defines a continuous map β(S x ) x [0, Γ] -• M, but it need not be the case that P\,P2^ β(S x ), p\ φ Pi, implies that expjc(ί, P\)>Sφ x (ί, pi) are different curves: a generalized geodesic may be equal to a geodesic. Indeed, we have: 
For 0 < s < t < T we have t = r(x, exp x (ί, p)) < r(x, exρ x (s, p)) + r(exp x {s, p),txp x (t, p))\
the first term is equal s, the second less than or equal t -s, so that (exp^^, p), exp x (/, p)) = t -s for a minimizing geodesic. It follows that the curve c(t) = exp x (ί, p) satisfies In general, this length might not be the same as the length with respect to G, see [9] for discussion. We use the convention that the length of a curve c with respect to G is infinity if c is not in D, a.e. Let l^a' We claim that φ~ιG gives rise to a distance r^ on £/i such that (U\,rφ) is a complete metric space. Indeed, pick a smooth complement δ oϊD over UQ : 71/Q = D®δ. Pick a smooth frame {ξ\,..., £ w -«} of J; since TUQ is trivial these exist. Declare δ to be orthogonal to D and {£1,..., ζm-n} to be orthonormal. This gives rise to a Riemannian metric tensor & = G + H, such that &\D = G. φ~x& is a complete Riemannian metric on C/χ: the dual tensor of φ~~x& is φ&*, and 0^* gives rise to a complete geodesic flow on the unit co-sphere bundle in T*U\. We may see this because the unit co-sphere bundle over any compact in U\ is compact so that the Hamiltonian vector field η associated to φ&*, which restricts to the co-sphere bundle, is complete unless the geodesies of φ~ι& can reach dU\ from an interior point with a finite length. But any such curve will also have a finite length with respect to ^, and φ~ι(c(t)) will blow up as c(t) approaches dU\ faster than any inverse power of the distance from dU\, so that the length with respect to φ~~ι& is infinity.
Thus our claim follows from Theorem 2. Now, let & ε = G + ε~ιH. By the above φ~x% is complete on U\ for each ε > 0. Let r! denote the associated distance. By arguments, in the proof of Theorem 2 r ε φ < r φ: also r ε φ < r% if e x < ε. Let r°φ = lim ε _+ 0 r«. It follows that r°φ is a continuous metric, r φ > r? > r? for ε > 0.
Indeed, the defining properties of a metric are preserved in the limit of an increasing family of such metrics, continuity follows from the triangle inequality and the fact that rφ(x,y) > r9(x,y) while Vφ is continuous. Let Π^ denote the orthogonal projection, with respect to ί%, on δ (this is independent of ε > 0). Suppose that c is a curve in U 9 with ΠjC ^Oona subset of finite measure in But, one may see that r φ (x, y) = r(x, y) for x, y e U2 such that r φ (c(a), x) + r φ (c(a), y) < 5Γ, since in this case a minimizing geodesic γ(t) between x and y is contained entirely in U2 (the triangle inequality applied to r(c{a),γ(t)) plus the fact that γ{t) is minimizing does the trick). Thus, for b sufficiently small l$*\c) = l^b ) {c) and 
since εxp x (a k X) = exp^b^X^). But, the first term on the right of the inequality is less than ε/3 for k sufficiently large since a k \ b, likewise the second term for \b k -b\< ε/3, and the third term as well since txp x {tX k ) converges to exp x (/, Y). Thus, if Y is not equal X, there is an additional minimizing geodesic or generalized geodesic. If Y = X, then as Kobayashi shows exp^TX) is a critical value of exρ x , by Theorem 4 (below) the first critical value. D Now, we have remarked that the property of being locally minimizing is not so clear for singular Riemannian geodesies as for Riemannian geodesies. In fact, in the Riemannian situation, geodesies are is a singular Riemannian structure on U. Moreover, the length, with respect to G\ of any curve B in U such that B e D 1 almost always, is equal to the length ofFoB with respect to G. Thus, if B does not minimize with respect to G then F o B does not minimize with respect to G. Also, since F is a local diffeomorphism, U is covered by a collection of sets {V Q } such that F a = F\V a is a diffeomorphism onto the image of F a > so that F* is a diffeomorphism of Γ*(image(F α )) onto T*V a .
It follows then, that the Hamiltonian vector field H associated to the dual of G is pushed forward along F* to the Hamiltonian vector field H' associated to the dual of (7, H'\V a = (F*)«,#|image(F α ). Thus,
