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Abstract
In our earlier paper, a generalized Dobrushin ergodicity coefficient of Markov operators
(acting on abstract state spaces) with respect to a projection P , has been introduced and stud-
ied. It turned out that the introduced coefficient was more effective than the usual ergodicity
coefficient. In the present work, by means of a left consistent Markov projections and the gen-
eralized Dobrushin’s ergodicity coefficient, we investigate uniform and weak P -ergodicities of
non-homogeneous discrete Markov chains (NDMC) on abstract state spaces. It is easy to show
that uniform P -ergodicity implies a weak one, but in general the reverse is not true. Therefore,
some conditions are provided together with weak P -ergodicity of NDMC which imply its uni-
form P -ergodicity. Furthermore, necessary and sufficient conditions are found by means of the
Doeblin’s condition for the weak P -ergodicity of NDMC. The weak P -ergodicity is also inves-
tigated in terms of perturbations. Several perturbative results are obtained which allow us to
produce nontrivial examples of uniform and weak P -ergodic NDMC. Moreover, some category
results are also obtained. We stress that all obtained results have potential applications in the
classical and non-commutative probabilities.
MSC : 47A35; 60J10, 28D05
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1. Introduction
The present work is a continuation of the paper [34] where we have introduced a gen-
eralized Dobrushin ergodicity coefficient δP (T ) of Markov operators (acting on abstract
state spaces) with respect to a projection P , and studied its properties. It turns out
that the introduced coefficient was more effective than the usual Dobrushin’s ergodicity
coefficient [7]. Indeed, uniform stability of the trajectories of Markov operator to some
projection have been investigated by means of the generalized Dobrushin’s ergodicity
coefficient, while usual ergodicty coefficient is not applicable in that situation. We
stress that in the literature, much attention is paid to homogeneous Markov processes
(see [3, 4, 5, 11, 23, 38]). However, a limited number of papers (see [14, 31, 32, 33, 45])
1
2were devoted to investigations of ergodic properties of nonhomogeneous Markov pro-
cesses in the abstract scheme. In those papers the limiting operators are considered
as one-dimensional projections. Therefore, one of the aims of the present paper is to
investigate stabilities of nonhomogeneous discrete Markov chains (NDMC) to some pro-
jection in the abstract framework. We notice that this abstract scheme contains both
classical and quantum settings as particular cases [1, 9] which impies that the obtained
results will be new in both cases. In this abstract setting, certain limiting behaviors of
Markov operators were investigated in [3, 10, 15, 38].
It is stressed that due to the nonhomogenety of Markov processes, the investiga-
tions of limiting behavior of such processes become very complicated. The Dobrushin’s
ergodicity coefficient was effectively used in the investigation of ergodicity of non-
homogeneous Markov chains when their limit is a one-dimensional projection (see
[7, 16, 19, 20, 23, 35, 36, 37, 39, 42, 44]). If the limit of the chain is a more general
projection then the usual coefficient is not effective. Therefore, using the generalized
coefficient, we are going to investigate uniform and weak ergodicities of NDMC in the
abstract state spaces. In [17, 18] a very simple case of NDMC (on finite dimensional
spaces) has been investigated when the limit is a projection. We point out that all
obtained results will be new for classical and quantum Markov chains.
As it is mentioned that our purpose is to investigate the stability (in uniform and
weak topologies) of NDMC acting on abstract state spaces. Here, by an abstract
state space it is meant an ordered Banach space, where the norm has an additivity
property on the cone of positive elements. Examples of these spaces include all classical
L1-spaces and the space of density operators acting on some Hilbert spaces [1, 24].
Moreover, any Banach space can be embedded into some abstract spaces (see Appendix,
Example A.3). In the present paper, we are going to study the asymptotic stabilities of
NDMC in terms of generalized Dobrushin’s ergodicity coefficient. We notice that the
Dobrushin coefficient (which extends δ(P ) to abstract state spaces) has been introduced
and studied in [15, 32, 33], for Markov operators acting on abstract state spaces.
Let us briefly describe the organization of the paper. In Section 2, we provide pre-
liminary definitions and results on properties of the generalized Dobrushin’s ergodicty
coefficient. Moreover, the uniform and weak P -ergodicities of NDMC are defined. In
Section 3, we introduce sequences of left consistent Markov projections which will be
used in the forthcoming sections. We note that if the chain is homogeneous then
the uniform and weak P -ergodicities coincide [34], but in the non-homogeneous set-
ting the situation is much more complicated [35, 39, 42]. Therefore, in Section 4,
certain relations between these notions are going to be investigated. The results of
this section are known facts related to NDMC [35, 32] when the limiting projection is
one-dimensional. In Section 5, necessary and sufficient conditions are established by
means of the Doeblin’s condition for the weak P -ergodicity of NDMC. These extend
the results of [8, 32, 33] to an abstract scheme. Note that in [8] similar conditions were
found for classical nonhomogeneous Markov processes to satisfy weak ergodicity. In
Section 6, we study the weak P -ergodicity in terms of perturbations. Several pertur-
bation results are obtained which allow us to produce nontrivial examples of uniform
and weak P -ergodic NDMC. Finally, in Section 7 some category results are also ob-
tained. Namely, in the set of all NDMC (consistent with a left decreasing sequence of
projections {Pn}) S{Pn}(X), we introduce a mertric, according to the set S
w
{Pn}
(X) of
all weak ergodic w.r.t. {Pn} NDMC is a Gδ-dense subset of S{Pn}(X). Some similar
kinds of results have been proved in [36] when X = ℓ1. We stress that all obtained
results have potential applications in the classical and non-commutative probabilities.
32. Preliminaries
In this section, we recall some necessary definitions and results about abstract state
spaces.
Let X be an ordered vector space with a cone X+ = {x ∈ X : x ≥ 0}. A subset K is
called a base for X, if K = {x ∈ X+ : f(x) = 1} for some strictly positive (i.e. f(x) > 0
for x > 0) linear functional f on X. An ordered vector space X with generating cone
X+ (i.e. X = X+ − X+) and a fixed base K, defined by a functional f , is called an
ordered vector space with a base [1]. Let U be the convex hull of the set K∪ (−K), and
let
‖x‖K = inf{λ ∈ R+ : x ∈ λU}.
Then one can see that ‖ · ‖K is a seminorm on X. Moreover, one has K = {x ∈ X+ :
‖x‖K = 1}, f(x) = ‖x‖K for x ∈ X+. Assume that the seminorm becomes a norm and
X is a complete space w.r.t. this norm and X+ is closed subset, then (X,X+,K, f) is
called abstract state space. In this case, K is a closed face of the unit ball of X, and
U contains the open unit ball of X. If the set U is radially compact [1], i.e. ℓ ∩ U is
a closed and bounded segment for every line ℓ through the origin of X, then ‖ · ‖K is
a norm. The radial compactness is equivalent to the coincidence of U with the closed
unit ball of X. In this case, X is called a strong abstract state space. In the sequel,
for the sake of simplicity, instead of ‖ · ‖K, the standard notation ‖ · ‖ is used. For
a better understanding of the difference between a strong abstract state space and a
more general class of base norm spaces, the reader is referred to [43].
A positive cone X+ of an ordered Banach space X is said to be λ-generating if, given
x ∈ X, we can find y, z ∈ X+ such that x = y− z and ‖y‖+ ‖z‖ ≤ λ‖x‖. The norm on
X is called regular (respectively, strongly regular) if, given x in the open (respectively,
closed) unit ball of X, y can be found in the closed unit ball with y ≥ x and y ≥ −x.
The norm is said to be additive on X+ if ‖x + y‖ = ‖x‖ + ‖y‖ for all x, y ∈ X+. If
X+ is 1-generating, then X can be shown to be strongly regular. Similarly, if X+ is
λ-generating for all λ > 1, then X is regular [43]. The following results are well-known.
Theorem 2.1. [46, p.90] Let X be an ordered Banach space with closed positive cone
X+. Then te following statements are equivalent:
(i) X is an abstract state space;
(ii) X is regular, and the norm is additive on X+;
(iii) X+ is λ-generating for all λ > 1, and the norm is additive on X+.
Theorem 2.2. [43] Let X be an ordered Banach space with closed positive cone X+.
Then the following statements are equivalent:
(i) X is a strong abstract state space;
(ii) X is strongly regular, and the norm is additive on X+;
(iii) X+ is 1-generating and the norm is additive on X+.
In this paper, we consider a general abstract state space for which the convex hull
of the base K and −K is not assumed to be radially compact (in our previous papers
[12, 13, 32, 33] this condition was essential). This consideration has an important
advantage: whenever X is an ordered Banach space with a generating cone X+ whose
norm is additive on X+, then X admits an equivalent norm that coincides with the
original norm on X+ and renders X that base norm space. Hence, to apply the results
of the paper one would only have to check if the norm is additive on X+.
Let (X,X+,K, f) be n abstract state space. A linear operator T : X → X is called
positive, if Tx ≥ 0 whenever x ≥ 0. A positive linear operator T : X → X is said to be
4Markov, if T (K) ⊂ K. It is clear that ‖T‖ = 1, and its adjoint mapping T ∗ : X∗ → X∗
acts in ordered Banach space X∗ with unit f , and moreover, one has T ∗f = f .
Recall that a family of Markov operators {Tm,n : X → X} (m ≤ n, m,n ∈ N) is
called a non-homogeneous discrete Markov chain (NDMC) if
Tm,n = T k,nTm,k−1
for every m ≤ k ≤ n. Due to this property, to any NDMC {Tm,n} one can associate a
sequence {Tn}
∞
n=1, (where Tn = T
n,n+1) of Markov operators. Conversely, any given a
sequence of Markov operators {Tn}
∞
n=1 on X and for k < n, by putting
T k,n := TnTn−1 . . . Tk+1.
we also can define a NDMC {T k,n}. This chain is generated by {Tn}, such a sequence
{Tn} is called generating sequence of the NDMC. Therefore, NDMC {T
k,n} can be
identified with its generating sequence. In the last section 7, we will use this identifi-
cation.
Recall that if for a given NDMC {T k,m} one has T k,m = (T 0,1)m−k, then such a chain
becomes homogeneous. In what follows, by {T n} we denote a homogeneous Markov
chain, where T := T 0,1. Equivalently, any NDMC is homogeneous, if its generating
sequence is stationary, i.e. Tn = T1 for all n ∈ N.
Let (X,X+,K, f) be an abstract state space and let {T
n} be a homogeneous Markov
chain on X. Consider a projection operator P : X → X (i.e. P 2 = P ). According to
[34] {T n} is called uniformly P -ergodic if
lim
n→∞
‖T n − P‖ = 0.
From this definition we immediately find that P must be a Markov projection.
Analogously, we say that a NDMC {Tm,n} is called uniformly P -ergodic if for every
m ≥ 0 one has
lim
n→∞
‖Tm,n − P‖ = 0.
We note that if P = Ty, for some y ∈ X+, where Ty(x) = f(x)y, then the uni-
form P -ergodicity coincides with uniform ergodicity or uniform asymptotical stability
considered in [32, 33].
In [34], we have introduced a generalized notion of the Dobrushin’s ergodicity coef-
ficient as follows:
Let (X,X+,K, f) be an abstract state space and let T : X → X be a linear bounded
operator and P be a non-trivial projection operator on X. Then we define
(1) δP (T ) = sup
x∈NP , x 6=0
‖Tx‖
‖x‖
,
where
(2) NP = {x ∈ X : Px = 0}.
If P = I, we put δP (T ) = 1. The quantity δP (T ) is called the generalized Dobrushin
ergodicity coefficient of T with respect to P .
We notice that if X = Rn, then there are some formulas to calculate this coefficient
(see [17, 18]).
In the following remarks, let us have a brief comparison between the coefficients δP (T )
and δ(T ). It is noticed that δ(T ) has been introduced and investigated in [32, 33].
5Remark 2.3. Let y0 ∈ K and consider the projection Px = f(x)y0. Then one can see
that NP coincides with
N = {x ∈ X; f(x) = 0},
and in this case δP (T ) = δ(T ). Hence, δP (T ) indeed is a generalization of δ(T ).
Remark 2.4. Let P be a Markov projection on X. Then, for any Markov operator
T : X → X
δP (T ) ≤ δ(T ).
Using this coefficient, we define weak P -ergodicity of NDMC. Namely, a NDMC
{Tm,n} is called weakly P -ergodic if for every m ≥ 0 one has
lim
n→∞
δP (T
m,n) = 0.
We point out that the relations between uniform and week P -ergodicities will be
discussed in Section 4.
Let us denote by Σ(X) the set of all Markov operators defined on X, and by ΣP (X)
we denote the set of all Markov operators T on X with PT = TP .
We recall certain properties of δP (T ), which are given in the following theorem:
Theorem 2.5. [34] Let (X,X+,K, f) be an abstract state space, P be a projection on
X and let T, S ∈ Σ(X). Then:
(i) 0 ≤ δP (T ) ≤ 1;
(ii) |δP (T )− δP (S)| ≤ δP (T − S) ≤ ‖T − S‖;
(iii) if P ∈ Σ(X), one has
(3) δP (T ) ≤
λ
2
sup{‖Tu− Tv‖; u, v ∈ K with u− v ∈ NP }.
(iv) if H : X → X is a bounded linear operator such that HP = PH, then
δP (TH) ≤ δP (T )‖H‖;
(v) if H : X → X is a bounded linear operator such that PH = 0, then
‖TH‖ ≤ δP (T )‖H‖;
(vi) if S ∈ ΣP (X), then
δP (TS) ≤ δP (T )δP (S).
We stress that the condition PS = SP in (vi) can be weakened as follows:
Proposition 2.6. Let (X,X+,K, f) be an abstract state space, P be a projection on
X and let T1 and T2 be operators on X. If T2(NP ) ⊆ NP , then
δP (T1T2) ≤ δP (T1)δP (T2).
Proof. For all x ∈ NP we have T2x ∈ NP , so
‖T1(T2x)‖ ≤ δP (T1)‖T2x‖
≤ δP (T )δP (T2)‖x‖,
which implies
‖T1T2x‖
‖x‖
≤ δP (T1)δP (T2), ∀ x ∈ NP ,
then
δP (T1T2) ≤ δP (T1)δP (T2),
and hence the result follows. 
6Lemma 2.7. Let (X,X+,K, f) be an abstract state space, P be a projection on X and
let T be an operator on X. Then T (NP ) ⊆ NP if and only if PT = PTP .
Proof. Assume that PT = PTP . If x ∈ NP , then P (Tx) = PTP (x) = 0, so we get
Tx ∈ NP . Conversely, suppose that T (NP ) ⊆ NP and x ∈ NP and as NP = (I −P )X,
so x = (y − Py), for some y ∈ X. Therefore,
0 = PTx = PT (y − Py) = PTy − PTPy,
which implies that PT = PTP . 
Remark 2.8. It is easy to check that if PT = P or PT = TP , then PT = PTP .
In what follows, we need the following auxiliary fact.
Lemma 2.9. [34] Let (X,X+,K, f) be an abstract state space and let P be a Markov
projection. Then for every x ∈ NP there exist u, v ∈ K with u− v ∈ NP such that
x = α(x)(u − v),
where α(x) ∈ R+ and α(x) ≤
λ
2‖x‖.
3. Left Consistent Projections
In this section, we are going to study a relation between projections of X.
Definition 3.1. Let P and Q be projections on X. We say that P is left consistent by
Q, and denoted by P ≤ℓ Q, if PQ = P .
Proposition 3.2. The relation ≤ℓ has the following properties:
(i) ≤ℓ is reflexive;
(ii) ≤ℓ is transitive.
Proof. (i) is obvious. To prove (ii), assume that P1 ≤
ℓ P2 and P2 ≤
ℓ P3, which implies
that P1P2 = P1 and P2P3 = P2. Then
P1P3 = P1P2P3 = P1P2 = P1,
and hence P1 ≤
ℓ P3. 
In what follows, one needs the following property of δP (T ) with the relation ≤
ℓ.
Proposition 3.3. Let T : X → X be a linear bounded operator. If P and Q are two
projections on X such that P ≤ℓ Q, then δQ(T ) ≤ δP (T ).
Proof. Assume that P ≤ℓ Q. Then for every x ∈ NQ we get Px = PQx = 0, therefore
NQ ⊆ NP which yields the desired inequality. 
A sequence {Pn}
∞
n=1 of projections of X is called left decreasing, if Pn+1 ≤
ℓ Pn, for
all n ∈ N, i.e. Pn+1 is left consistent by Pn.
Example 3.4. Let (X,X+,K, f) be an abstract state space and let {zn} be a sequence
in K such that zn → z. Construct the one dimensional projection Pn := Tzn, i.e.
Pnx = f(x)zn. Then {Pn} is a left decreasing sequence of projections, indeed
Pn+1Pnx = Pn+1(f(x)zn)
= f(x)Pn+1(zn)
= f(x)f(zn)zn+1
= f(x)zn+1
= Pn+1(x).
7Moreover Pn → P = Tz
In particular, we consider the following example:
Example 3.5. Consider the space ℓ1, and recall that K = {x ∈ ℓ1;
∑∞
n=1 xn = 1, xn ≥
0}. For all n ∈ N, define
zn =
(
1
2
,
1
22
,
1
23
, . . .
1
2n
,
1
2n
, 0, 0, . . . 0
)
.
Then it is clear that zn ∈ K and zn → z =
(
1
2 ,
1
22
, 1
23
, . . .
)
, as ‖zn−z‖ =
∑∞
k=n+1
1
2k
→ 0.
Due to the previous example, the projections Pn = Tzn form a left decreasing sequence.
Next result gives some important properties of left consistent sequences of projec-
tions.
Lemma 3.6. Let {Pn}
∞
n=1 be a sequence of projections of X. Then the following
statements hold:
(i) if {Pn}
∞
n=1 is left decreasing, then Pm ≤
ℓ Pk, for all m ≥ k;
(ii) if {Pn}
∞
n=1 is left decreasing and Pn → P in norm, as n → ∞, then P is a
projection and P ≤ℓ Pk, for all k ∈ N.
Proof. (i) Assume that {Pn}
∞
n=1 is a left decreasing sequence. Then for all m ≥ k, we
have
PmPk = PmPm−1Pk
= PmPm−1Pm−2Pk
...
= PmPm−1Pm−2 . . . Pk+1Pk
= PmPm−1Pm−2 . . . Pk+1
...
= PmPm−1
= Pm.
(ii) is obvious. 
4. Uniform P -ergodicity and weak P -ergodicity of NDMC
In this section, we discuss some relations between weak and uniform P -ergodicities
of NDMC. The following result show that weak P -ergodicity is indeed weaker that the
uniform P -ergodicity.
Proposition 4.1. Let X be an abstract state space. Then every uniformly P -ergodic
NDMC is weakly P -ergodic.
Proof. By Theorem 2.5(iii), we have
δP (T
k,n) ≤
λ
2
sup ‖T k,nu− T k,nv‖ ( u, v ∈ K, and Pu = Pv)
=
λ
2
sup ‖T k,nu− Pu+ Pv − T k,nv‖
≤
λ
2
(sup ‖T k,nu− Pu‖+ sup ‖T k,nv − Pv‖)
≤ λ‖T k,n − P‖ → 0, as n→∞
8and hence δP (T
k,n)→ 0 as n→∞, which completes the proof. 
Before discussing the reverse direction, let us consider some examples of uniform
P -ergodic NDMC.
Example 4.2. Let (X,X+,K, f) be an abstract state space. Let {T˜n}
∞
n=1 be a sequence
of Markov operators such that
∞⋂
n=1
Fix(T˜n) 6= ∅ (here Fix(T ) = {x ∈ K : Tx = x}).
For a given a ∈ (0, 1) and z0 ∈ K with z0 ∈
∞⋂
n=1
Fix(T˜n), define the operators
Tn = aTz0 + (1− a)T˜n.
One can see that
TnTm = (aTz0 + (1− a)T˜n)(aTz0 + (1− a)T˜m)
= a2Tz0 + a(1− a)Tz0 T˜m + a(1− a)T˜nTz0 + (1− a)
2T˜nT˜m
= a2Tz0 + a(1− a)Tz0 + a(1− a)Tz0 + (1− a)
2T˜nT˜m
= (1− (1− a)2)Tz0 + (1− a)
2T˜nT˜m.
Hence, for all k < n
T k,n = TnTn−1 . . . Tk+1 = (1− (1− a)
n−k)Tz0 + (1− a)
n−kT˜n . . . T˜k+1.
Therefore,
‖T k,n − Tz0‖ ≤ (1− a)
n−k‖Tz0 − T˜n . . . T˜k+1‖ ≤ 2(1 − a)
n−k → 0,
as n→∞, which proves that {T k,n} is uniformly P -ergodic, where P = Tz0 .
It is interesting to find some conditions which together with weak P -ergodicity of
NDMC imply its uniform P -ergodicity.
Theorem 4.3. Let (X,X+,K, f) be an abstract state space and {Tn} be a generating
sequence of NDMC. Let {Pn} be a sequence of projections of X such that
(i) TnPn = PnTn = Pn,∀n ∈ N,
(ii) {Pn} is left decreasing sequence of projections,
(iii)
∑∞
n=k ‖Pn+1 − Pn‖ → 0, as k →∞.
If {T k,n} is weakly P -ergodic, then it is uniformly P -ergodic.
Proof. From the hypotheses (iii) and using the standard argument, one finds that Pn →
P (in norm), where P is a projection. Due to (ii) Lemma 3.6 we have P ≤ℓ Pk, for all
k ∈ N. As
‖Tm,n − P‖ ≤ ‖Tm,n − Pn‖+ ‖Pn − P‖
for m < n, it is enough to prove that ‖Tm,n − Pn‖ → 0, as n→∞.
According to (i), one has
T k,nPk+1 = T
k+1,nTk+1Pk+1
= T k+1,nPk+1
= T k+1,n(Pk+1 − Pk+2) + T
k+1,nPk+2
...
=
n−1∑
l=k+1
T l,n(Pl − Pl+1) + Pn.(4)
9For any ε > 0, and by (iii), there is k0 ∈ N (without lost of generality we may assume
that k0 > m) such that
(5)
∞∑
l=k0
‖Pl − Pl+1‖ < ε.
Therefore, from (4) and (5), we have
(6) ‖T k0,nPk0+1 − Pn‖ ≤
n−1∑
l=k0
‖T l+1,n(Pl − Pl+1)‖ ≤
∞∑
l=k0
‖Pl − Pl+1‖ < ε.
For all n ∈ N, and by (i), one finds
(7) PTn = PPnTn = PPn = P,
which implies that PTm,k0−1 = P , for all m < k0, and hence P (T
m,k0−1 − Pk0+1) = 0.
So, (v) of Theorem (2.5) implies
(8) ‖T k0,n(Tm,k0−1 − Pk0+1)‖ ≤ δP (T
k0,n)‖Tm,k0−1 − Pk0+1‖ ≤ 2δP (T
k0,n).
Due to the weak P -ergodicity of {T k,n}, there is N0 ∈ N such that δP (T
k0,n) < ε for
all n ≥ N0.
From (6) and (8), we obtain
‖Tm,n − Pn‖ ≤ ‖T
k0,nTm,k0−1 − T k0,nPk0+1‖+ ‖T
k0,nPk0+1 − Pn‖
= ‖T k0,n(Tm,k0−1 − Pk0+1)‖+ ‖T
k0,nPk0+1 − Pn‖
≤ 2δP (T
k0,n) + ε
≤ 3ε, for all n ≥ N0
hence, we deduce that ‖Tm,n − P‖ → 0, as n→∞ which completes the proof. 
Remark 4.4. We note that if the generating sequence {Tn} is stationary (i.e. Tn =
T,∀n ∈ N), then the corresponding NDMC reduces to a homogeneous chain. If for
some projection P with PT = TP = P and Pn = P , for all n ∈ N, then the conditions
of Theorem 4.3 are satisfied, hence we obtain the equivalence of the weak and uniform
P -ergodicities for homogeneous Markov chain {T n}. This result has been proven in
[34] (namely by Corollary 4.7 and Proposition 4.10). However, it is known that even
in the case of L1-spaces, the weak P -ergodicity does not imply uniform P -ergodicity for
NDMC (see [35]).
Now, let us recall the following lemma which will be used to prove Theorem 4.6:
Lemma 4.5. [33] Let {aj,n} be a sequence of real numbers such that
0 ≤ aj,n ≤ 1, for all j, n ∈ N,
aj,n ≤ aj,mam+1,n for all j ≤ m ≤ n.
If there is a constant K > 0 such that
n∑
j=1
aj,n ≤ K for all n ∈ N,
then for each j one has aj,n → 0 as n→∞.
10
Theorem 4.6. Let (X,X+,K, f) be an abstract state space and {Tn} be a generating
sequence of the NDMC {Tm,n}. Let {Pn} be a left decreasing sequence of projections
of X such that TnPn = PnTn = Pn, for all n ∈ N, and Pn → P in norm. If there exists
a constant C > 0 with
(9)
n−1∑
l=1
δP (T
l,n) ≤ C, ∀n ∈ N,
then {T k,n} is uniformly P -ergodic.
Proof. For j, n ∈ N, put aj,n = δP (T
j,n), and using Equation (7), we have PTn = TnP .
Then by Lemma 4.5 and the hypothesis (9), we find that {T k,n} is weakly P -ergodic.
As Pn → P , for any ε > 0, there is N1 ∈ N such that
(10) ‖Pn − P‖ < ε for all n ≥ N1.
One can see that
(11) ‖Tm,n − P‖ ≤ ‖Tm,n − Pn‖+ ‖Pn − P‖.
Due to (10) it is enough to estimate ‖Tm,n − Pn+1‖. By (7), one gets the following:
‖Tm,n − Pn+1‖ = ‖TnT
m,n−1 − Pn‖
≤ ‖TnT
m,n−1 − TnPn−1‖+ ‖TnPn−1 − Pn‖
= ‖Tn+1TnT
m,n−2 − TnTn−1Pn−1‖+ ‖TnPn−1 − TnPn‖
≤ ‖T n−1,nTm,n−2 − T n−1,nPn−1‖+ δP (Tn)‖Pn−1 − Pn‖
≤ ‖T n−1,nTm,n−2 − T n−1,nPn−2‖+ ‖T
n−1,nPn−2 − T
n−1,nPn−1‖
+δP (Tn)‖Pn−1 − Pn‖
≤ ‖T n−2,nTm,n−3 − T n−2,nPn−2‖+ δP (T
n−1,n)‖Pn−2 − Pn−1‖
+δP (Tn)‖Pn−1 − Pn‖
...
≤ ‖Tm − Pm‖δP (T
m+1,n) +
n−1∑
ℓ=m+1
‖Pℓ−1 − Pℓ‖δP (T
ℓ,n).
Due to δP (T
m+1,n) → 0, there exists an N2 ∈ N such that δP (T
m+1,n) < ε, for all
n ≥ N2.
On other hand, from (10) we infer that ‖Pn−1 − Pn‖ < 2ε for all n ≥ N1. Without
loss of generality, we may assume that N1 > m. Hence,
n−1∑
ℓ=m+1
‖Pℓ−1 − Pℓ‖δP (T
ℓ,n) =
N1∑
ℓ=m+1
‖Pℓ−1 − Pℓ‖δP (T
ℓ,n)
︸ ︷︷ ︸
I1
+
n−1∑
j=N1+1
‖Pj−1 − Pj‖δP (T
j,n)
︸ ︷︷ ︸
I2
(12)
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Let us estimate I1 and I2, separately.
We start with I2. From (9) we easily find
I2 ≤ 2ε
n−1∑
j=N1+1
δP (T
j,n) ≤ 2εC.(13)
Now consider I1. For any ℓ ∈ {m+1, . . . , N1} one has ‖Pℓ−1 −Pℓ‖ ≤ 2. The weakly
P -ergodicity of Tm,n implies the existence of an N3 ∈ N such that δP (T
N1,n) < ε for
all n ≥ N3. Due to Equation (7) and by (vi) Theorem 2.5, one can see that
δP (T
ℓ,n) ≤ δP (T
N1,n) < ε.
Therefore,
I1 =
N1∑
ℓ=m+1
‖Pℓ−1 − Pℓ‖δP (T
ℓ,n) ≤ 2
N1∑
ℓ=m+1
δP (T
N1,n) ≤ 2(N1 −m)ε.(14)
Hence, from (10)-(14) we obtain
‖Tm,n − P‖ ≤ (3 + C + 2(N1 −m))ε
for all n ≥ max{N1, N2, N3}, which proves the assertion. 
Theorem 4.7. Let (X,X+,K, f) be an abstract state space and {Tn} be a generating
sequence of the NDMC. Let {Pn} be a left decreasing sequence of projections of X such
that TnPn = PnTn = Pn,∀n ∈ N. Assume that {T
k,n} is uniformly P -ergodic for a
given projection P and suppose there exist kn ∈ N and γn ∈ [0, 1) such that
δPn(T
kn
n ) ≤ γn with sup
n
kn
1− γn
<∞.
Then Pn converges to P in norm.
Proof. As {Tm,n} is uniformly P -ergodic, for each m ∈ N, we have ‖Tm,n − P‖ → 0 as
n→∞. Therefore, without loss of generality, we may assume m = 1. Define
En = T
1,n − T 1,n−1, Dn = Pn − T
1,n−1.(15)
One can see that
‖Pn − P‖ ≤ ‖Pn − T
1,n−1‖+ ‖T 1,n−1 − P‖
= ‖Dn‖+ ‖T
1,n−1 − P‖
so it is enough to show that ‖Dn‖ → 0 as n→∞, since ‖T
1,n−1 − P‖ → 0.
Notice that
TnDn = TnPn − TnT
1,n−1 = Pn − T
1,n = Dn − En,
which yields
Tn(TnDn + En) = Tn(Dn − En + En) = TnDn = Dn −En.
Then
(16) Dn = En + T
2
nDn + TnEn
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Now iterating (16) N times, one gets
Dn = En + TnEn + T
2
nEn + T
3
nEn + T
4
nDn
...
= En +
2N−1∑
j=1
T jnEn + T
2N
n Dn.(17)
As {Pn} is left decreasing sequence and for every n ∈ N, PnTn = Pn,
PnT
1,n = PnTnTn−1 . . . T2
= PnTn−1 . . . T2
= PnPn−1Tn−1 . . . T2
= PnPn−1Tn−2 . . . T2
= Pn.
Therefore,
PnEn = Pn(T
1,n − T 1,n−1) = PnT
1,n − PnT
1,n−1 = Pn − Pn = 0.
Also, we have
PnDn = Pn − PnT
1,n−1 = 0.
Hence, by (17) and using (v) of Theorem 2.5, we obtain
‖Dn‖ ≤ ‖En‖+
2N−1∑
j=1
‖T jnEn‖+ ‖T
2N
n Dn‖
≤ ‖En‖+
2N−1∑
j=1
δPn(T
j
n)‖En‖+ δPn(T
2N
n )‖Dn‖
≤ ‖En‖

1 + 2
N−1∑
j=1
δPn(T
j
n)

+ 2δPn(T 2Nn ).(18)
By δPn(T
kn
n ) ≤ γn < 1, it follows that δPn(T
2N
n ) < ε for a sufficiently large N .
Moreover,
2N−1∑
j=1
δPn(T
j
n) ≤
∞∑
j=1
δPn(T
j
n)
=
kn∑
j=1
δPn(T
j
n) +
2kn∑
j=kn+1
δPn(T
j
n) + · · ·
≤ kn + knγn + knγ
2
n + · · ·
=
kn
1− γn
≤ K,
Then, using (18), we deduce
‖Dn‖ ≤ ‖En‖(1 +K) + 2ε.
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Now, according to ‖En‖ → 0 as n → ∞, one finds ‖Dn‖ → 0, which completes the
proof. 
Remark 4.8. We stress that these types of results are even new in the case of clas-
sical L1-spaces. Moreover, if one considers abstract state spaces associated with C∗-
algebras, we get totaly new sort of results which open new insight into the field of
non-commutative probability.
5. Weak P -ergodicity and the Doeblin condition
In this section, we are going to investigate the weak P -ergodicity of NDMC by means
of an analogue of Doeblin’s condition on abstract state spaces.
Let (X,X+,K, f) be an abstract state space and let P be a projection on X. Now
we are going to provide an analogue of Doeblin’s condition for NMMC associated with
P [8, 31], as follows:
Condition DP . We say that a NDMC {T
k,n} defied on X satisfies condition DP ,
if for every k ∈ N, there exist λk ∈ [0, 1] and nk ∈ N, and for every x, y ∈ K, with
x− y ∈ NP , one can find z
xy
k ∈ K, and ϕ
k
x,y ∈ X+ with sup ‖ϕ
k
x,y‖ ≤
λk
2 such that
(19) T k,k+nkx+ ϕkx,y ≥ λkz
xy
k and T
k,k+nky + ϕkx,y ≥ λkz
xy
k .
The next result is the main result of this section.
Theorem 5.1. Let (X,X+,K, f) be an abstract state space, P be a Markov projection
on X, and {Tn} be a generating sequence of the NDMC {T
k,n}. Assume that TnP =
PTn, for all n ∈ N. Then the following conditions are equivalent:
(i) the chain {T k,n} is weakly P -ergodic;
(ii) the chain {T k,n} satisfies the condition DP with
∑∞
k=1 λk diverges;
(iii) for each k ∈ N there exist µk ∈ [0, 1) and a number nk ∈ N such that
δP (T
k,k+nk) ≤ µk
with
∑∞
k=1(1− µk) diverges.
Proof. (i)⇒(ii): Assume that δP (T
k,n) → 0 as n → ∞. From the definition of δP , we
have
sup{‖T k,nx‖; ‖x‖ 6= 0 with x ∈ NP } → 0 as n→∞.
In particular, one finds
sup{‖T k,nx− T k,ny‖; |x− y| 6= 0 with x− y ∈ NP} → 0 as n→∞.
Now fix y0 ∈ K. Then there exists nk ∈ N such that for all x 6= y with x − y0 ∈
NP ,y − y0 ∈ NP we have
‖T k,k+nkx− T k,k+nky0‖ <
1
4
, ‖T k,k+nky − T k,k+nky0‖ <
1
4
.
By means of the decomposition
T k,k+nkx− T k,k+nky0 = (T
k,k+nkx− T k,k+nky0)+ − (T
k,k+nkx− T k,k+nky0)−
T k,k+nky − T k,k+nky0 = (T
k,k+nky − T k,k+nky0)+ − (T
k,k+nky − T k,k+nky0)−
let us define
ϕ˜(k)u := (T
k,k+nku− T k,k+nky0)−, where u ∈ {x, y}.
14
Put
ϕ(k)xy := ϕ˜
(k)
x + ϕ˜
(k)
y .
Then, for all x, y ∈ K, with x− y ∈ NP , we have ‖ϕ
(k)
xy ‖ ≤
1
2 . Therefore,
T k,k+nku+ ϕ(k)xy ≥ T
k,k+nku+ ϕ˜(k)u , u ∈ {x, y}
= T k,k+nky0 + T
k,k+nku− T k,k+nky0 + ϕ˜
(k)
u
≥ T k,k+nky0.
By defining zxyk := T
k,k+nky0 and λk = 1, the condition DP is obtained.
(ii)⇒(iii): For each k ∈ N, and for every x, y ∈ K with x− y ∈ NP , by the condition
DP , we have
T k,k+nkx+ ϕkx,y ≥ λkz
xy
k , T
k,k+nky + ϕkx,y ≥ λkz
xy
k ,
with ‖ϕkx,y‖ ≤
λk
2 , ∀x, y ∈ K. Then
‖T k,k+nkx+ ϕkx,y − λkz
xy
k ‖ = f(T
k,k+nkx+ ϕkx,y − λkz
xy
k )
= 1− (λk − f(ϕ
k
x,y))
≤ 1−
λk
2
.
Similarly, ‖T k,k+nky + ϕkx,y − λkz
xy
k ‖ ≤ 1−
λk
2 . Let c = λk − f(ϕ
k
x,y) and
x1 :=
1
1− c
(T k,k+nkx+ ϕkx,y − λkz
xy
k )
y1 :=
1
1− c
(T k,k+nky + ϕkx,y − λkz
xy
k ).
Then x1, y1 ∈ K and
‖T k,k+nkx− T k,k+nky‖ = (1− c)‖x1 − y1‖ ≤ 2(1 − c),
which implies that
δP (T
k,k+nk) ≤ 1−
λk
2
,
which proves (ii) by taking µk = 1−
λk
2 .
(iii)⇒(i): Given k ∈ N, then there exists µk ∈ [0, 1) and nk ∈ N such that
δP (T
k,k+nk) ≤ µk.
Let l1 = k+nk, by (ii), one finds nl1 ∈ N and µl1 ∈ [0, 1) such that δP (T
l1,l1+nl1 ) ≤ µl1 .
Continuing in the same argument, there exists a sequence {lj}
∞
j=0, with l0 = k and
µlj ∈ [0, 1) such that
δP (T
lj ,lj+nlj ) ≤ µlj .
For a large n, we define Ln as
Ln := max{j; lj + nlj ≤ n}.
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Due to the hypothesis of the theorem, we have T k,nP = PT k,n, and then, from (vi)
Theorem 2.5 one finds
δP (T
k,n) = δP (T
lLn ,nT lL−1,lL , . . . T l0,l1)
≤
Ln∏
j=1
δP (T
lLn−j ,lLn−j+1)
≤
Ln∏
j=1
µlj → 0 as n→∞,
since
∑∞
k=1(1− µk) diverges, hence (i) holds. This completes the proof. 
Remark 5.2. We point out that the condition TnP = PTn, n ∈ N is only used to estab-
lish the implication (iii)⇒(i). Hence, we conclude that the implications (i)⇒(ii)⇒(iii)
are true without the stated condition.
Remark 5.3. It is also worth to mention that an analogous kind of results to Theorem
5.1 have been established in [18, 35, 37] in the setting of X = ℓ1 and P is a one
dimensional projection.
As an application of the previous theorem, we have the following result.
Theorem 5.4. Let (X,X+,K, f) be an abstract state space, P be a Markov projection
on X, and for every n ∈ N let Tn ∈ ΣP (X). Assume that ‖Tn−P‖ < ǫn, where ǫn → 0.
Then the NDMC {Tm,n} is uniformly P -ergodic.
Proof. For every n ∈ N, let Qn = Tn − P . Then, ‖Qn‖ < ǫn and QnP = PQn. For
every n ∈ N, one finds
δP (Tn) = sup
x∈NP ,‖x‖=1
‖Tn(x)‖
= sup
x∈NP ,‖x‖=1
‖Qnx+ Px‖
= sup
x∈NP ,‖x‖=1
‖Qnx‖
= δP (Qn)
≤ ‖Qn‖ < ǫn.
Also, we have
PTn = P (Qn + P )
= P 2Qn + P
= PQnP + P
3
= P (Qn + P )P
= PTnP.
Now let us choose nk ∈ N such that ǫk+nk ≤
1
2k
. Then by Proposition 2.7,
δP (T
k,k+nk) = δP (Tk+nkTk+nk−1 . . . Tk+1)
= δP (Tk+nk)δP (Tk+nk−1) . . . δP (Tk+1)
= δP (Tk+nk)
≤ ǫk+nk
≤
1
2k
.
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Letting µk =
1
2k
, and using Theorem 5.1, we infer that {T k,n} is weakly P -ergodic.
Now, for every n ∈ N, put Pn = P and then the three conditions (i), (ii) and (iii) of
Theorem 4.3 are satisfied which yields that {Tm,n} is uniformly P -ergodic. 
Now, we are going to construct a left decreasing sequence of projections {Pn} on
X which converges to a projection P and to construct a sequence {Tn} of uniformly
Pn-ergodic Markov operators on X such that the generated NDMC {T
k,n} is uniformly
P -ergodic.
Example 5.5. Consider the space ℓ1, the subspaces A = {x ∈ ℓ1; x2n = 0} and the
operator P : ℓ1 → A defined by
P1(x) = (x1 + x2, 0, x3 + x4, 0, x5 + x6, 0 . . .).
Then P is a projection on A. Let Q1 : ℓ1 → ℓ1 be the operator defined by
Q1(x) =
(
−x2
2
,
x2
2
,
−x4
2
,
x4
2
,
−x6
2
,
x6
2
, . . .
)
.
It is clear that Qn1 → 0, as n → ∞ so for some n0 ∈ N, we have ‖Q
n0
1 ‖ < 1. Also,
P1Q1 = Q1P1 = 0. Then by Theorem 5.2 of [34], we have that the operator T1 = P1+Q1
is uniformly P1-ergodic. Similarly, define the operators P2 and Q2 on ℓ1 by
P2(x) = (0, 0, x3 + x4, 0, x5 + x6, 0, x7 + x8, 0 . . .), and Q2(x) =
1
2
Q1(x).
One can see that P2Q2 = Q2P2 = 0 and P2 ≤l P1, with T2 = P2 + Q2 is uniformly
P2-ergodic. Also, define the operators P3 and Q3 on ℓ1 by
P3(x) = (0, 0, 0, 0, x5 + x6, 0, x7 + x8, 0 . . .), and Q3(x) =
1
3
Q1(x),
and having P3Q3 = Q3P3 = 0 and P3 ≤
l P2, with T3 = P3+Q3 is uniformly P2-ergodic.
Fixing some N0 ∈ N and using the same argument, for every n, 1 ≤ n ≤ N0, put
Pn(x) = (0, 0, . . . , 0,
(2n−1)th−place︷ ︸︸ ︷
x2n−1 + x2n , 0, x2n+1 + x2n+2, 0 . . .),
and for n > N0, put Pn = PN0 . Then {Pn}
∞
n=1 is a left decreasing sequence of projec-
tions on A, which converges to P = PN0 . For every n ∈ N, define Qn =
1
n
Q1. It is
clear that Qmn → 0, as m → ∞ and ‖Qn‖ <
1
n
. Therefore, using Theorem 5.2 of [34],
the operator Tn = Pn +Qn is uniformly Pn-ergodic, ∀n ∈ N .
Considering the NHDC {T k,n} generated by Tn, noting Tn → P , as n→∞, we have
‖Tn−P‖ <
1
n
, and hence by Theorem 5.4 we deduce that {T k,n} is uniformly P -ergodic.
6. Weakly P -ergodicity and its application to perturbations
Let (X,X+,K, f) be an abstract state space, T be a Markov operator on X and let
P be a projection on X. In [34], we have proved that the homogenous Markov chain
{T n} is uniformly P -ergodic if and only if TP = P and T = P + Q, where Q is an
operator on X such that PQ = QP = 0 and ‖Qn0‖ < 1, for some n0 ∈ N. Moreover,
δP (T ) ≤ ‖Q‖ ≤ 2δP (T ).
Let {Pn} be a sequence of projections of X. Then a NDMC {T
m,n} is called weakly
ergodic w.r.t {Pn} if for every m > 0 one has
lim
n→∞
δPm+1(T
m,n) = 0.
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In this section, we are going to establish similar kind of results for NDMC. Before,
to formulate the main result of this section, one needs some auxiliary facts.
Lemma 6.1. Let (X,X+,K, f) be an abstract state space and {Tn} be a generating
sequence of NDMC {T k,n}. Let {Pn} be a left decreasing sequence of projections of X
such that PnTn = Pn,∀n ∈ N. If {T
m,n} is weakly ergodic w.r.t {Pn}, then
δPl(T
m,n)→ 0, as n→∞, for all l ≥ m+ 1.
Proof. The condition PnTn = Pn (∀n ∈ N) together with the left consistency of {Pn},
one finds PkTn = Pk, for all k ≥ n. Moreover,
Pm+l+1T
m,m+l−1 = Pm+l+1(Tm+l−1Tm+l−2 . . . Tm+1)
= Pm+l+1Tm+l−2 . . . Tm+1
= Pm+l+1.
Therefore, by Remark 2.8 and Proposition 2.7, we have
δPm+l+1(T
m,n) = δPm+l+1(T
m+l,nTm,m+l−1)
≤ δPm+l+1(T
m+l,n)δPm+l+1(T
m,m+l−1)
≤ δPm+l+1(T
m+l,n)→ 0 as n→∞
hence the lemma is proved. 
Lemma 6.2. Let (X,X+,K, f) be an abstract state space and T be an operator on X.
If {Pn} is a sequence of projections such that Pn → P in norm, then δPn(T )→ δP (T ).
Proof. Given ǫ > 0, let y = x − Px, ∀n ∈ N, let yn = x − Pnx with ‖yn‖ ≤ 1. Then
y ∈ NP , yn ∈ NPn and ‖y‖ ≤ 1. As T is continuous, there exists N0 ∈ N such that
‖Tyn − Ty‖ < ǫ; ∀n > N0.
Therefore, ∀n > N0 we have
‖Tyn‖ < ǫ+ ‖Ty‖ ≤ δP (T ) + ǫ
and then δPn(T ) ≤ δP (T ) + ǫ, which implies that
|δPn(T )− δP (T )| ≤ ǫ;∀n ≥ N0
this yields the required assertion. 
Now, we are ready to formulate the main result of this section.
Theorem 6.3. Let (X,X+,K, f) be an abstract state space, {Pn} be a left decreasing
sequence of Markov projections of X and {Tn} be a generation sequence of Markov
operators of NDMC {Tm,n}. Let Tn ∈ ΣPn(X), for all n ∈ N with TnPn = Pn and
assume that Tn = Pn +Qn. Then the following statements are equivalent:
(i) for every k ∈ N, {Tm,n} is weakly Pk-ergodic;
(ii) {Tm,n} is weakly ergodic w.r.t {Pn};
(iii) for every m ∈ N one has
‖Qm+n . . . Qm+1‖ → 0, as n→∞.
Moreover,
δPm+1(T
m,m+n) ≤ ‖Qm+n . . . Qm+1‖ ≤ 2δPm+2(T
m+1,m+n).
Moreover, if Pn → P (in norm), then the above statements are equivalent to
(iv) {Tm,n} is weakly P -ergodic.
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Proof. (i)⇒(ii): Obvious as by the assumption {Tm,n} is weakly Pm+1-ergodic.
(ii)⇒(i): Let us consider the following two cases: (a) For 0 < k ≤ m + 1, we have
Pm+1 ≤
ℓ Pk and by Proposition 3.3, we get
δPk(T
m,n) ≤ δPm+1(T
m,n),
which tends to zero by the assumption. (b) For k > m+ 1, and using Lemma 6.1, we
have that
δPk(T
m,n)→ 0, as n→∞,
hence we deduced (i).
To establish the implication (ii)⇒(iii), let us first prove the following equality
(20) Qm+n . . . Qm+1 = T
m,m+n − Tm+1,m+nPm+1.
by induction on n.
For n = 2, by noticing that
Pm+2Tm+1 = Pm+2Pm+1Tm+1 = Pm+2Pm+1 = Pm+2.
we find
Qm+2Qm+1 = (Tm+2 − Pm+2)(Tm+1 − Pm+1)
= Tm+2Tm+1 − Tm+2Pm+1 − Pm+2Tm+1 + Pm+2Pm+1
= Tm+2Tm+1 − Tm+2Pm+1
= Tm,m+2 − Tm+1,m+2Pm+1.
Now assume the statement is true for k = n and let us establish it for k = n + 1:
First notice that
Pm+n+1T
m,m+n = Pm+n+1Tm+n . . . Tm+1
= Pm+n+1Pm+nTm+n . . . Tm+1
= Pm+n+1Pm+nTm+n−1 . . . Tm+1
= Pm+n+1Tm+n−1 . . . Tm+1
...
= Pm+n+1.
Similarly,
Pm+n+1T
m+1,m+nPm+1 = Pm+n+1.
Therefore,
Qm+n+1 . . . Qm+1 = Qm+n+1(Qm+n . . . Qm+1)
= Qm+n+1Qm+n(T
m,m+n − Tm+1,m+nPm+1)
= Tm+n+1T
m,m+n − Tm+n+1T
m+1,m+nPm+1
− Pm+n+1T
m,m+n + Pm+n+1T
m+1,m+nPm+1
= Tm,m+n+1 − Tm+1,m+n+1Pm+1,
which yields Equation (20).
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(ii)⇒(iii): By (20), one finds
‖Qm+n . . . Qm+1‖ = ‖T
m,m+n − Tm+1,m+nPm+1‖
= ‖Tm+1,m+nTm+1 − T
m+1,m+nPm+1‖
= ‖Tm+1,m+n(Tm+1 − Pm+1)‖
≤ δPm+1(T
m+1,m+n)‖Tm+1 − Pm+1‖
≤ 2δPm+1(T
m+1,m+n) (as both are Markov operators)
≤ 2δPm+2(T
m+1,m+n) (using Proposition 3.3),
which tends to 0 by (ii).
(iii)⇒(ii): Again using (20), we have
Tm,m+n =
n−1∏
j=0
Qm+n−j + T
m+1,m+nPm+1,
then
δPm+1(T
m,m+n) = sup
x∈NPm+1
‖
n−1∏
j=0
Qm+n−j(x) + T
m+1,m+nPm+1(x)‖
= sup
x∈NPm+1
‖
n−1∏
j=0
Qm+n−j(x)‖
= δPm+1(
n−1∏
j=0
Qm+n−j)
≤ ‖
n−1∏
j=0
Qm+n−j‖ → 0, as n→∞ by (iii).
(iv)⇒(ii): As {Pn} is a left decreasing sequence and Pn → P , by (ii) of Lemma 3.6,
one concludes that P is a projections and P ≤ℓ Pn for all n ∈ N. Therefore, due to
Proposition 3.3 one gets
δPm+1(T
m,n) ≤ δP (T
m,n)→ 0, as n→∞.
(ii)⇒(iv): Assume that δPm+1(T
m,n) → 0 as n → ∞, then by Lemma 6.1, for all
l ≥ m+ 1 we have that
δPl(T
m,n)→ 0, as n→∞.
Letting l →∞ and using Lemma 6.2, one gets
δP (T
m,n)→ 0, as n→∞
which proves (iv), and hence the proof is completed. 
Example 6.4. Consider the space ℓ1 and for every n ∈ N let
en = (0, 0, . . . , 1︸ ︷︷ ︸
n
, 0, . . .).
Construct the one dimensional projections Pn := Ten . Then {Pn} is a left decreasing
sequence of projections (see Example 3.4). Take any r ∈ (0, 1/2), and for every n ∈ N,
define Tn := Pn +Qn, where Qn = r(I − Pn). Therefore,
‖Qm+n . . . Qm+1‖ = r
n‖(I − Pm+n) . . . (I − Pm+1)‖ = (2r)
n → 0, as n→∞.
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Hence by Theorem 6.3, the generated chain {Tm,n} is weakly ergodic w.r.t. {Pn}.
Next, we will discuss a perturbations of weakly and uniformly P -ergodic chains. We
need the following auxiliary fact.
Lemma 6.5. Let (X,X+,K, f) be an abstract state space and let {Tn}, {Sn} be two
generating sequences of NDMCs {T k,n}, {Sk,n} on X, respectively. Assume that
∞∑
n=1
‖Tn − Sn‖ <∞,
then for any ǫ > 0, there exists m0 ∈ N such that
‖Tm,n − Sm,n‖ < ǫ; ∀m ≥ m0, ∀n > m.
Proof. For every n ∈ N, let Rn = Tn − Sn, and put rn = ‖Rn‖. Then
Tm,n =
n−m−1∏
j=0
Tn−j
=
n−m−1∏
j=0
(Sn−j +Rn−j)
=
n−m−1∏
j=0
Sn−j +Rm,n = S
m,n +Rm,n,
where Rm,n contains all possible products of Si and Ri and keeping in mind ‖Si‖ = 1
for all i, one has
‖Rm,n‖ ≤
∑
i
ri +
∑
i,j
rirj +
∑
i,j,k
rirjrk + · · · +
n∏
i=m+1
ri
=
n∏
i=m+1
(1 + ri)− 1.
As
∑
i ri < ∞, the product
∏n
i=1(1 + ri) converges. Hence, for any ǫ > 0, there exists
m0 ∈ N such that ‖Rm,n‖ < ǫ,∀m ≥ m0 and ∀n > m, which completes the proof. 
Next result is about perturbations of weakly and uniformly P -ergodicities of NDMC.
Theorem 6.6. Let (X,X+,K, f) be an abstract state space, {Pn} be a left decreasing
sequence of Markov projections of X which converges to P (in norm). Let {Tn}, {Sn}
be two generating sequences of NDMCs {T k,n}, {Sk,n} on X, respectively. Assume that
∀n ∈ N, Tn, Sn ∈ ΣPn(X) with TnPn = Pn, SnPn = Pn and
∑∞
n=1 ‖Tn − Sn‖ < ∞.
Then the following statements hold:
(i) {Tm,n} is uniformly P -ergodic if and only if {Sm,n} is uniformly P -ergodic;
(ii) {Tm,n} is weakly P -ergodic if and only if {Sm,n} is weakly P -ergodic.
Proof. (i). Given any ε > 0. As {T k,n} is uniformly P -ergodic, there is N0 ∈ N such
that
‖T k,n − P‖ < ε, n ≥ N0.
On the other hand, by Proposition 6.5, there exists m0 ∈ N such that
‖T k,n − Sk,n‖ < ε, ∀k ≥ m0, ∀n > k.(21)
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Therefore, if k ≥ m0, then one finds
‖Sk,n − P‖ ≤ ‖T k,n − Sk,n‖+ ‖T k,n − P‖ < 2ε ∀n > N0.(22)
Now, if 0 ≤ k ≤ m0 − 1, then by noticing PS
k,n = P and (21), we find
‖Sk,n − P‖ = ‖Sm0,nSk,m0−1 − PSk,m0−1‖
= ‖(Sm0,n − P )Sk,m0−1‖
≤ ‖Sm0,n − P‖ < 2ε ∀n > N0.
This shows that {Sm,n} is uniformly P -ergodic. The reverse can be proved by the same
argument.
(ii). Assume that {Tm,n} is weakly P -ergodic. For every n ∈ N, let us denote
Qn = Tn − Pn and Q˜n = Sn − Pn. By Theorem 6.3, the weak P -ergodicity of {T
m,n}
implies
(23) ‖Qm+n . . . Qm+1‖ → 0, as n→∞; ∀m ∈ N.
Let us establish
(24) ‖Q˜m+n . . . Q˜m+1‖ → 0, as n→∞; ∀m ∈ N.
Using (20), we have
Qm+n . . . Qm+1 = T
m,m+n − Tm+1,m+nPm+1,
Q˜m+n . . . Q˜m+1 = S
m,m+n − Sm+1,m+nPm+1.
According to the weak P -ergodicity of {T k,n}, there is N1 ∈ N such that
δP (T
m0,m+n) < ε,∀n ≥ N1.
Hence, by (21) one finds
‖Qm+n . . . Qm+1 − Q˜m+n . . . Q˜m+1‖ ≤ ‖T
m,m+n − Sm,m+n‖
+‖Tm+1,m+n − Sm+1,m+n‖
≤ ‖Tm0,m+nTm,m0−1 − Tm0,m+nSm,m0−1‖
+‖Sm0,m+nSm,m0−1 − Tm0,m+nSm,m0−1‖
+‖Tm0,m+nTm+1,m0−1 − Tm0,m+nSm+1,m0−1‖
+‖Sm0,m+nSm+1,m0−1 − Tm0,m+nSm+1,m0−1‖
≤ ‖Tm0,m+n(Tm,m0−1 − Sm,m0−1)‖
+‖(Sm0,m+n − Tm0,m+n)Sm,m0−1‖
+‖Tm0,m+n(Tm+1,m0−1 − Sm+1,m0−1)‖
+‖(Sm0,m+n − Tm0,m+n)Sm+1,m0−1‖
≤ 4δP (T
m0,m+n) + 2‖Sm0,m+n − Tm0,m+n‖
< 6ε, for all n > max{N0, N1}.
Consequently, by (23) we arrive at (24), which yields that {Sm,n} is weakly P -ergodic.

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Remark 6.7. We stress that if one considers, as a particular case, the left consistence
sequence {Pn} defined in Example 3.4, then the results of Theorem 6.6 is even new in
the non-commutative setting. When X = L1 and P is a one dimensional projection, in
the mentioned setting, an analogue of Theorem 6.6 is known as the classical result [35].
Let us provide some examples as application of the proved theorem.
Example 6.8. Let (X,X+,K, f) be an abstract state space and {Pn} be a left decreasing
sequence of Markov projections of X which converges to P (in norm). Assume that
{T k,n} be weakly (resp. uniformly) P -ergodic NDMC which is generated by a sequence
of Markov operators {Tn}
∞
n=1 such that TnPn = PnTn = Pn,∀n ∈ N. Let {λn} ⊂ (0, 1)
such that
(25)
∞∑
n=1
(1− λn) <∞.
Let us define a sequence {Sn} of Markov operators by
Sn = (1− λn)Pn + λnTn.
It is clear that SnPn = PnSn = Pn, and we have
‖Sn − Tn‖ = |1− λn|‖Pn − Tn‖ ≤ 2(1 − λn)
which due to (25) implies
∞∑
n=1
‖Sn − Tn‖ <∞.
Hence, by Theorem 6.6 we conclude that the NDMC {Sk,n} is weakly (resp. uniformly)
P -ergodic.
Now, let us provide a concrete example of uniformly P -ergodic NDMC.
Example 6.9. Let (X,X+,K, f) be an abstract state space, and let {Pn} be a left de-
creasing sequence of Markov projections of X which converges to P (in norm). Assume
that {T˜n}
∞
n=1 is a sequence of Markov operators such that T˜nPn = PnT˜n = Pn. Let
{αn}
∞
n=1 ⊆ (0, 1) be such that
(26)
∞∑
n=1
(1− αn) diverges.
Let us define the sequence {Tn} by
Tn = (1− αn)P + αnT˜n.
Then, we have
TnTm = ((1− αn)P + αnT˜n)((1 − αm)P + αmT˜m)
= (1− αn)(1− αm)P + αm(1− αn)PT˜m + αn(1− αm)T˜mP + αnαmT˜nT˜m
= (1− αnαm)P + αnαmT˜nT˜m.
Hence ∀k < n
T k,n = TnTn−1 . . . Tk+1 =
(
1−
n∏
j=k+1
αj
)
P +
( n∏
j=k+1
αj
)
T˜n . . . T˜k+1.
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Therefore, due to (26), one finds
‖T k,n − P‖ ≤
( n∏
j=k+1
αj
)
‖P − T˜n . . . T˜k+1‖ ≤ 2
n∏
j=k+1
αj → 0,
as n→∞, which shows that {T k,n} is uniformly P -ergodic.
Assume that a sequence {βn}
∞
n=1 ⊆ (0, 1) satisfies
(27)
∞∑
n=1
|βn − αn| <∞.
It is obvious that this together with (26) yields that
∞∑
n=1
(1− βn) diverges.
Due to Pn → P , we suppose (if it is needed by taking subsequence) that
(28) ‖Pn − P‖ ≤
1
(1− βn)n1+γ
, for some γ > 0.
Now, let us define the sequence {Sn} as follows:
Sn := (1− βn)Pn + βnT˜n.
It is clear that ∀n ∈ N, the operator Sn is Markov and SnPn = PnSn = Pn. Moreover,
Sn − Tn = (Pn − P ) + (αnP − βnPn) + (βn − αn)T˜n
= (Pn − P ) + (αnP − βnP ) + (βnP − βnPn) + (βn − αn)T˜n
= (1− βn)(Pn − P ) + (αn − βn)(P − Tn)
and due to (27),(28), we infer that
∞∑
n=1
‖Sn − Tn‖ ≤
∞∑
n=1
(1− βn)‖Pn − P‖+
∞∑
n=1
|αn − βn|‖P − Tn‖
≤
∞∑
n=1
1
n1+γ
+ 2
∞∑
n=1
|αn − βn| <∞.
Hence, by Theorem 6.6 we conclude that the NDMC {Sk,n} associated with {Sn} is
uniformly P -ergodic.
The above theorem can be generalized as follows:
Theorem 6.10. Let (X,X+,K, f) be an abstract state space {Pn} and {P¯n} be left
decreasing sequences of Markov projections of X such that ‖Pn− P¯n‖ → 0, and Pn → P
as n → ∞. Suppose that the generating sequences {Tn}
∞
n=1 ⊆ ΣPn(X), {Sn}
∞
n=1 ⊆
ΣP¯n(X) such that TnPn = Pn, SnP¯n = P¯n and
∑∞
n=1 ‖Tn − Sn‖ <∞. Then {T
m,n} is
weakly P -ergodic if and only if {Sm,n} is weakly P -ergodic.
Proof. As ‖Pn − P¯n‖ → 0 and Pn → P , we have P¯n → P . For every n ∈ N, let us
denote Qn = Tn − Pn and Q˜n = Sn − P¯n. Using (20), we have
Qm+n . . . Qm+1 = T
m,m+n − Tm+1,m+nPm+1,
Q˜m+n . . . Q˜m+1 = S
m,m+n − Sm+1,m+nP¯m+1.
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Now, given any ǫ > 0, by Proposition 6.5, there exists m0 ∈ N such that
‖Tm,n − Sm,n‖ < ǫ; ∀m ≥ m0, ∀n > m.
Also, there exists m1 ∈ N such that
‖Pm − P¯m‖ < ǫ, ∀m ≥ m1.
Therefore,
‖Qm+n . . . Qm+1 − Q˜m+n . . . Q˜m+1‖ ≤ ‖T
m,m+n − Sm,m+n‖
+ |Tm+1,m+nPm+1 − S
m+1,m+nP¯m+1‖
≤ ‖Tm,m+n − Sm,m+n‖
+ ‖Tm+1,m+n − Sm+1,m+n‖
+ ‖Pm+1 − P¯m+1‖.
Repeating the argument of the proof of Theorem 6.6, we obtain the desired assertion.

7. Bair category results
In this section, we are going to prove Bair category results to describe the size of
uniformly P -ergodic and weakly ergodic w.r.t. {Pn} NDMC’s.
In the sequel, we will identify the generating sequence T = {Tn}
∞
n=1 of Markov
operators with the corresponding NDMC {T k,n}.
Let (X,X+,K, f) be an abstract state space, and let {Pn} be a left decreasing se-
quence of Markov projections of X. Let us define
S{Pn}(X) :=
{
T = {Tn}
∞
n=1 : Tn ∈ ΣPn(X) and TnPn = Pn,∀n ∈ N
}
,
S
w
{Pn}
(X) :=
{
T ∈ S{Pn}(X) : {T
m,n} is weakly ergodic w.r.t.{Pn}
}
.
If P is a any projection of X, then we define:
SP (X) :=
{
T = {Tn}
∞
n=1 : Tn ∈ ΣP (X) and TnP = P,∀n ∈ N
}
,
S
u
P (X) :=
{
T ∈ SP (X) {T
m,n} is uniformly P -ergodic
}
.
The sets S{Pn}(X) and SP (X) are endowed with the following metric
d(T ,S) :=
∞∑
n=1
‖Tn − Sn‖
2n
, T = {Tn},S = {Sn}.
Then let us prove the following density theorems.
Theorem 7.1. Let (X,X+,K, f) be an abstract state space, and let P be a Markov
projection of X. Then SuP (X) is a dense subset of SP (X).
Proof. Let ǫ > 0 and let T ∈ SP (X). For each n ∈ N, put Sn =
ǫ
2P + (1 −
ǫ
2)Tn.
Clearly, {Sn} is a sequence of Markov operators on X satisfying: SnP = PSn = P ,
and S = {Sn} ∈ SP (X). Moreover, one has
d(S,T ) =
∞∑
n=1
‖Sn − Tn‖
2n
=
ǫ
2
∞∑
n=1
‖P − Tn‖
2n
< ǫ.
Now, we claim that the generated NHMC {Sk,n} is uniformly P -ergodic. Notice that
Sk,n = Sn . . . Sk+1 =
(
1−
(
1−
ǫ
2
)n−k)
P +
(
1−
ǫ
2
)n−k
Tn . . . Tk+1.
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Hence, we have
‖Sk,n − P‖ ≤
(
1−
ǫ
2
)n−k
‖P − Tn . . . Tk+1‖
≤ 2
(
1−
ǫ
2
)n−k
→ 0,
as n→∞. So, we arrive at S ∈ SuP (X) which completes the proof. 
Theorem 7.2. Let (X,X+,K, f) be an abstract state space, and let {Pn} be a left
decreasing sequence of Markov projections of X. Then Sw{Pn}(X) is a dense Gδ-subset
of S{Pn}(X).
Proof. Let ǫ > 0 and let T = {Tn} ∈ S{Pn}(X). For each n ∈ N, we define
Sn =
ǫ
2
Pn + (1−
ǫ
2
)Tn.
As in Example 6.8, {Sn} is a sequence of Markov operators on X satisfying: SnPn =
PnSn = Pn, and S = {Sn} ∈ S{Pn}(X). Moreover, one has
d(S, T ) =
∞∑
n=1
‖Sn − Tn‖
2n
=
ǫ
2
∞∑
n=1
‖Pn − Tn‖
2n
< ǫ.
For every x and y with x− y ∈ NPn , (for all n ∈ N) we have
‖Snx− Sny‖ = ‖
ǫ
2
Pnx+ (1−
ǫ
2
)Tnx−
ǫ
2
Pny − (1−
ǫ
2
)Tny‖
= (1−
ǫ
2
)‖Tn(x− y)‖
≤ (1−
ǫ
2
)‖(x− y)‖.(29)
For all m,n ∈ N with m <, one has Pn(S
m,n−1) = Pn which, for all x, y with
x− y ∈ NPm+1 , implies S
m,n−1x− Sm,n−1y ∈ NPn . Indeed,
Pn(S
m,n−1x− Sm,n−1y) = Pn(x− y) = PnPm+1(x− y) = 0.
Therefore, iterating (29), we obtain
‖Sm,nx− Sm,ny‖ = ‖Sn(S
m,n−1x− Sm,n−1y)‖
≤ (1−
ǫ
2
)‖Sm,n−1x− Sm,n−1y‖
...
≤
(
1−
ǫ
2
)n−m
‖(x− y)‖,
which yields to
δPm+1(S
m,n) ≤
(
1−
ǫ
2
)n−m
→ 0, as n→∞,
and this proves that {Sm,n} is weakly ergodic w.r.t. {Pn}. Hence, S
w
{Pn}
(X) is a dense
subset of S{Pn}(X).
Now for every m ∈ N, we have
δPm+1(T
m,n+1) = δPm+1(Tn+1T
m,n)
≤ δPm+1(Tn+1)δPm+1(T
m,n)
≤ δPm+1(T
m,n),
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which proves that {δPm+1(T
m,n)}∞n=1 is a non-increasing sequence. Therefore,
(30) Sw{Pn}(X) =
∞⋂
m=1
∞⋂
k=1
∞⋃
n=m+1
{
T ∈ S{Pn}(X); δPm+1(T
m,n) <
1
k
}
.
For all m < n, define the mapping Φm,n : S{Pn}(X)→ [0, 1] by
Φm,n(T ) = δPm+1(T
m,n).
One can see that Φm,n is continuous, indeed
|Φm,n(T )− Φm,n(S)| = |δPm+1(T
m,n)− δPm+1(S
m,n)|
≤ ‖Tm,n − Sm,n‖
= ‖TnTn−1 . . . Tm+1 − SnSn−1 . . . Sm+1‖
≤
n∑
k=m+1
‖Tk − Sk‖
≤ 2n
∞∑
k=1
‖Tk − Sk‖
2k
= 2nd(T ,S).
Hence, for every k ∈ N the set Φ−1m,n([0,
1
k
)) is an open subset of S{Pn}(X), and from
(30), we infer that Sw{Pn}(X) is a Gδ-subset of S{Pn}(X). This completes the proof. 
Remark 7.3. We point out that the residual properties of homogeneous Markov chains
on C∗-algebras or von Nuemmann algebras were intensively studied in [4, 5, 32]. In the
case X = L1(µ), these results were investigated in [2, 21]. An analogue of Theorem 7.2
has been proved in [21, 36] when X = ℓ1. Therefore, our results are even new in the
case of X = L1(µ).
Appendix A. Examples of Abstract State Spaces
Let us provide some examples of abstract state spaces.
Example A.1. Let M be a von Neumann algebra. Let Mh,∗ be the Hermitian part of
the predual space M∗ of M . As a base K we define the set of normal states of M . Then
(Mh,∗,M∗,+,K,1I) is a strong abstract state spaces, where M∗,+ is the set of all positive
functionals taken from M∗, and 1I is the unit in M . In particular, if M = L
∞(E,µ),
then M∗ = L
1(E,µ) is an abstract state space.
Example A.2. Let A be a real ordered linear space and, as before, let A+ denote the
set of positive elements of A. An element e ∈ A+ is called order unit if for every a ∈ A
there exists a number λ ∈ R+ such that −λe ≤ a ≤ λe. If the order is Archimedean,
then the mapping a → ‖a‖e = inf{λ > 0 : −λe ≤ a ≤ λe} is a norm. If A is a
Banach space with respect to this norm, the pair (A, e) is called an order-unit space
with the order unit e. An element ρ ∈ A∗ is called positive if ρ(x) ≥ 0 for all a ∈ A+.
By A∗+ we denote the set of all positive functionals. A positive linear functional is
called a state if ρ(e) = 1. The set of all states is denoted by S(A). Then it is well-
known that (A∗, A∗+, S(A), e) is a strong abstract state space [1]. In particular, if Asa
is the self-adjoint part of an unital C∗-algebra, Asa becomes order-unit spaces, hence
(A∗sa,A
∗
sa,+, S(Asa),1I) is a strong abstract state space.
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Example A.3. Let X be a Banach space over R. Consider a new Banach space
X = R ⊕ X with a norm ‖(α, x)‖ = max{|α|, ‖x‖}. Define a cone X+ = {(α, x) :
‖x‖ ≤ α, α ∈ R+} and a positive functional f(α, x) = α. Then one can define a
base K = {(α, x) ∈ X : f(α, x) = 1}. Clearly, we have K = {(1, x) : ‖x‖ ≤ 1}.
Then (X ,X+,K, f) is an abstract state space [24]. Moreover, X can be isometrically
embedded into X . Using this construction one can study several interesting examples
of abstract state spaces.
Example A.4. Let A be the disc algebra, i.e. the sup-normed space of complex-valued
functions which are continuous on the closed unit disc, and analytic on the open unit
disc. Let X = {f ∈ A : f(1) ∈ R}. Then X is a real Banach space with the following
positive cone X+ = {f ∈ X : f(1) = ‖f‖} = {f ∈ X : f(1) ≥ ‖f‖}. The space X is
an abstract state space, but not strong one (see [43] for details).
Appendix B. Examples of Markov operators
Let us consider several examples of Markov operators.
Example B.1. Let X = L1(E,µ) be the classical L1-space. Then any transition prob-
ability P (x,A) defines a Markov operator T on X, whose dual T ∗ acts on L∞(E,µ) as
follows
(T ∗f)(x) =
∫
f(y)P (x, dy), f ∈ L∞.
Example B.2. Let M be a von Neumann algebra, and consider (Mh,∗,M∗,+,K,1I) as
in Example A.1. Let Φ : M → M be a positive, unital (Φ(1I) = 1I) linear mapping.
Then the operator given by (Tf)(x) = f(Φ(x)), where f ∈ Mh,∗, x ∈ M , is a Markov
operator.
Example B.3. Let X = C[0, 1] be the space of real-valued continuous functions on
[0, 1]. Denote
X+ =
{
x ∈ X : max
0≤t≤1
|x(t)− x(1)| ≤ 2x(1)
}
.
Then X+ is a generating cone for X, and f(x) = x(1) is a strictly positive linear
functional. Then K = {x ∈ X+ : f(x) = 1} is a base corresponding to f . One can
check that the base norm ‖x‖ is equivalent to the usual one ‖x‖∞ = max
0≤t≤1
|x(t)|. Due
to closedness of X+ we conclude that (X,X+,K, f) is an abstract state space. Let us
define a mapping T on X as follows:
(Tx)(t) = tx(t).
It is clear that T is a Markov operator on X.
Example B.4. Let X be a Banach space over R. Consider the abstract state space
(X ,X+, K˜, f) constructed in Example A.3. Let T : X → X be a linear bounded operator
with ‖T‖ ≤ 1. Then the operator T : X → X defined by T (α, x) = (α, Tx) is a Markov
operator.
Example B.5. Let A be the disc algebra, and let X be the abstract state space as in
Example A.4. A mapping T given by Tf(z) = zf(z) is clearly a Markov operator on
X.
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