solution may be regarded as a subset of A or, relative to a given indexing of A, as an ordered a-tuple of 0's and l's. There are 2a such subsets, but many may be quickly excluded by paying some attention to the combinatorics of the problem. However, even after such exclusion and even for moderate values of n, explicit investigation of all the remaining subsets is impossible even on the fastest computer. To illustrate this, consider the case in which a > 0 and the graph G = (N,A) is undirected and complete, so that a = n(n -1)/2.
(1) Shortest paths are simple. When G is complete the number of simple paths from s to t is 'n-O(n-2)k!.
(2) Each connected spanning subgraph of minimum weight is a tree. When G is complete the number of spanning trees is n n-2.
(4) When G is complete there are 1n/21 arcs in each maximum matching. The number of matchings consisting of ln/2J arcs is k(2k )/2k when n = 2k and (2k + 1) k!(k )/2 when n = 2k + 1.
(5) When G is complete the number of tours (considered as sets of edges) is (n -1)!/2.
If a computer required only 10-0 seconds (one-tenth of a nanosecond) to investigate a particular spanning tree, the time required to investigate all nn-2 spanning trees would be about 0.01 seconds for n = 10, 54 hours for n = 15, 8.3 x 105 years for n = 20, and 4.5 x 1014 years for n = 25. This explains why one speaks of the "combinatorial explosion" in connection with such problems, and why an algorithm that is merely "finite" may be useless except for very small problems. The goal of combinatorial optimization is to find algorithms that are useful even for very large problems.
What is a good algorithm? How is the speed of an algorithm to be measured?
One may compare the performance of two algorithms for the same problem on a few instances of special interest, but how relevant is that to their performance on other instances? One may base the comparison on a large number of instances chosen in a regular or random fashion, but that may be very expensive and yet not provide a reliable indication of performance on instances much larger than those tested. Here we have used (and henceforth will use) the terms problem and instance in the sense of Aho et al. (1974) . Each instance is associated with particular numerical data and a problem is the class of all instances of a specified form. For example, the maximum matching problem is the class of all instances of the form (4).
It is expected, of course, that large instances will usually be solved more slowly than small instances. For problems concerning a graph G = (N,A), the parameters n = IN I and a = IA provide a natural measure of the size of an instance. When r is a function of these parameters, an algorithm is said to be of (time) complexity O(r(n,a)) if there is a constant c such that for all G = (N,A) the algorithm requires at most cr(n,a) computational steps. The notion of "step" must be interpreted in terms of an appropriate model of computation, and for relevance to practice the model should be based on the random access operations of modem electronic computers. The discussion here is in terms of the RAM model of random access computation described by Cook and Reckhow (1973) and on pp. 5-14 of Aho et al. (1974) , using the uniform cost criterion. Without too much distortion, the reader may simply interpret "step" as a single arithmetic operation (addition, multiplication, comparison, etc.). A good algorithm is one that is polynomially bounded-is of complexity O(nPaq) from some p and q. And of course we'd like the exponents p and q to be as small as possible. This notion, popularized by Edmonds (1965a) and Cobham (1965) , is meaningful in theoretical studies and also useful in practice. Since a < n2, an O(nPaq) algorithm is also O(nP+2q). However, n and a are mentioned separately because a is 3 VICTOR KLEE much less than n2 for most graphs arising in practice. Note that if an algorithm is to take advantage of the sparseness of the input graph G = (N,A) in order to achieve performance better than 0(n2), then G cannot be input as its full n x n adjacency matrix. Instead, the input may consist of lists that tell, for each node i E N, which other nodes j are adjacent to i, and that also give the arc lengths a(i, j).
The above notion of complexity involves the worst-case behavior of an algorithm, but average-case behavior is also important in many applications. For this notion to be meaningful, the sample space must be carefully defined, and for it to be useful the sample space must be appropriately related to the instances in which the algorithm is to be applied. Parts of ??6 and 7 deal with average-case behavior, but otherwise we are concerned here only with worst-case behavior.
In the interest of brevity, the preceding three paragraphs have glossed over some important practical and philosophical questions concerning the encoding of data, the relationship between optimization problems and decision problems, the choice of a model for computation, the reasons for emphasizing polynomial boundedness, and the pitfalls associated with average-case behavior. . These problems appear in various ways in the next four sections, in which the state of the art is represented by three each of primary landmarks, secondary landmarks, exciting recent advances, and directions for future research. If permitted to make a summary judgment in architectural terms, we might say that the subject of combinatorial optimization has gradually been transformed from the rococo to the merely baroque (thus reversing the evolution that occurred in architecture), but is still far from the simple elegance of the classic orders or the sleek functionalism of modern architecture. This refers to a definition of rococo as "a meaningless assemblage of scrolls and crimped conventional shellwork, wrought into all sorts of irregular and indescribable forms," and of baroque as "odd, grotesque, bizarre, having unusual formation." The scrolls and crimped conventional shellwork are the many papers in the subject which repeat, in only slightly different form, algorithms that appear in earlier papers. As the subject has developed, these "scrolls" have fallen away (been forgotten) and interrelationships have been discovered among much of what remains. The subject has even achieved a considerable degree of architectural unity and may now properly be regarded as a branch of mathematics, or of operations research, or of computer science. However, the branch is certainly of "unusual formation," because in the long search for "good" algorithms for ( Note that if even one 91P-hard problem admits a good algorithm, then 9P = ~9L. In particular, 6? = _9P if and only if (5') admits a good algorithm. These facts, (i) above, and the fact that NTM's seem intuitively to be much more powerful than DTM's, are regarded by many researchers as almost conclusive evidence that 9 = A9C. However, it is also conceivable that (5) or (5') admits a good algorithm but does not admit one of complexity less than O(nP) where p is very large and the algorithm therefore so complicated that it is unlikely ever to be found. Good algorithms have been useful in practice because for problems of practical interest they have seldom been worse than 0(n6) and the multipliers c have not been excessively large. Does this say more about the complexity of the interesting problems in 9 or about the limitations of human ingenuity in devising algorithms?
We mention only a few more 91?P-complete combinatorial problems, mainly to illustrate the aspect (ii) stated above and to prepare for later comments. In precise treatments, the term "P9 -complete" is usually reserved for decision problems such as (5') and not applied to optimization problems such as those stated below. That distinction is ignored here, for our aim is only to provide a rough understanding of L9P -completeness. The problems listed below all appear (in slightly different forms) in the list of Garey and Johnson (1979), and all but (2') are treated by , (1975a).
The following problem should be compared with (1). It is 9P9-complete even in the cardinality weighted version.
(1') For two given nodes s and t of G, find a longest simple path from s to t. The following should be compared with (2). For each fixed d > 4, it is 99P-complete even in the version in which all arc weights are 0 or 1. The problem arose in the design of telephone networks.
(2') Given that G admits a spanning tree in which no simple path has more than d arcs, find such a spanning tree of minimum weight.
For the cardinality weighting, (4) is equivalent to asking for a smallest set of arcs that covers all nonisolated nodes of G. Though (4) belongs to VP, the following problem is 9X?-complete.
(4') Find a smallest set of nodes that intersects all arcs of G.
COMBINATORIAL OPTIMIZATION: STATE OF THE ART
A set X C N is independent if no two of its members are adjacent (joined by an edge). Since X is independent if and only if N -X intersects all arcs, the following problem is equivalent to (4'). (4") Find a largest independent set of nodes in G. The assignment problem, mentioned earlier, can be stated as follows in terms of a nonnegative n x n matrix (aij): Among all sets S of n pairs (i, j) that include at most one pair from each row and column, find an S for which (i/, ] esag is maximum. This problem admits an O(n3) algorithm, but the 3-dimensional assignment problem is 9L9 -complete. It asks, for a nonnegative n X n x n array (aijk):
(4"') Among all sets S of n triples (i, j, k) such that no two members of S agree in any coordinate, find one for which (i j, k)e Saijk is maximum. Suppose, in fact, that each aijk is 0 or 1 and the problem is merely to determine whether the maximum in (4"') is equal to n. Even that restricted form of the problem is 9Lt6-complete. ,y), {y,x} and {x,z) .) The resulting tour is locally optimal relative to the neighborhood system underlying the search procedure. Since the locally optimal solutions often turn out to be globally optimal or close to that, and since the computation time is often modest, these methods are frequently used in attacking large instances of (5). Actually, Kruskal's procedure finds minimum spanning trees without any restriction on the sign of a, so the same procedure can be used to find maximum spanning trees; simply redefine first member to mean of maximum a-value. The name of greedy algorithm, proposed by Edmonds (1971), is then especially appropriate, for one attempts at each stage to swallow (add to T) the largest member u of U, refraining only if u is immediately unpalatable (destroys independence). No attention is paid to the possibility that this greedy choice, however tempting at the moment, may in the long run cause indigestion (suboptimality)! And, in fact, the greedy algorithm not only solves (2) but works in the more general matroid setting described below.
The theory of matroids, which can be axiomatized in many equivalent ways, was invented by Whitney (1933) as a generalization of the theory of linear independence. Let us define an independence system as a finite family 9 of finite sets, called independent sets, such that every subset of an independent set is independent. (In the example above, a set of arcs is independent if it contains no circuit.) A matroid is an independence system 9 such that for each subset S of Ug, all independent subsets of S are of the same cardinality. An equivalent condition is that whenever I and J are independent sets with {I} < IJI, there exists j E J -I such that I U {j) is indepen- (1976) describes a "semimatching" problem, a job-sequencing problem, and an experimental design problem that have underlying matroid structures and hence can be solved efficiently by the greedy algorithm. Of course, the complexity of an implementation depends on the difficulty of recognizing members of 1.
Each independence system g can be expressed in various ways as the intersection of a finite number of matroids. Many important problems of combinatorial optimization can be cast in the following form: For an independence system g that is the intersection of matroids l, . . ., k of specified sorts, and for a nonnegative function  a on U4, find a member of 4 that is of maximum a-weight-that is, maximize  ZiEla(i) over all I E 1. Lawler (1976, chapter 8) observes that the traveling salesman  problem (5) and the 3-dimensional assignment problem (4"') , (4") is well-solved by matching (Lawler (1976, pp. 189-196) ). The most successful attack on the nonbipartite case is due to Minty (1979?), who shows that  matching techniques are also applicable to all graphs that are claw-free. A claw is a  quadruple of nodes (v, w, x, y) such that each node in the set S = w, x, y) is adjacent to v but no two members of S are adjacent.
To appreciate how close Minty's result comes to the boundary of %9L6-completeness, consider the restricted form of the 3-dimensional assignment problem mentioned at the end of ?4. Let G be the graph whose nodes are the ordered triples (i, j,k) of integers between 1 and n for which ajk = 1, two nodes being adjacent if they agree in at least one coordinate. Then G may have claws but it is free of quintuples (v, w, x, y, z) such that each node in the set S = { w, x, y, z) is adjacent to v but no two members of S are adjacent. The problem of deciding, for each such G, whether G contains an independent set of cardinality n, is %L?-complete.
Minty also considers the weighted version of (4"), in which a node-weighting a is given and one seeks an independent set of maximum weight. He shows that for claw-free graphs this problem is reducible to the weighted matching problem and hence solvable in polynomial time.
C. Some algorithms with good average-case behavior. From the worst-case viewpoint, some well-solved problems of combinatorial optimization have been so intensively studied that further significant improvement in usable solution methods seems unlikely; also, most researchers doubt the existence of good algorithms for the 96 -complete problems. However, neither of these comments applies to the averagecase viewpoint. This fact, along with the belief that average-case behavior is more important than worst-case behavior in many applications, has motivated the search for algorithms of good average-case behavior.
Spira ( (a(i, j) ) and then patches together the cycles of the resulting permutation to form a tour. He shows that if the a(i, j) are drawn independently from the uniform distribution on ]O, 1[ then, with probability tending to 1 as n -oo, the ratio of the length of the tour produced by the algorithm to that of an optimum tour is < 1 + E(n), where E(n) -0 as n -oo. A tool in his proof is a result of Walkup (1979) on the expected value of a random assignment problem. Similar patching schemes appear in algorithms proposed by Karp (1977) for the traveling salesman problem in the Euclidean plane.
In the results of Spira and Karp stated above, the underlying graph is always 14 complete; only the arc lengths vary at random. For other results on the average-case behavior of algorithms, a notion of a random undirected graph that has node-set N = (1,... n) and has a specified density p (or has a specified number E of arcs) is required. Let U, denote the set of all n(n - ((N,A), a) , we say the problem is of complexity Q2((n,a) ) if there is a constant c > 0 such that every algorithm for solving the problem requires at least cr(n,a) steps for worst-case input with parameters n and a. This lower bound is sharp if the problem can be solved by an algorithm of complexity O(r(n,a) ), so that the worst-case behavior of the problem is determined to within a multiplicative constant.
At least with respect to the RAM model, this direction of research appears to be very difficult. In particular, it involves deciding whether 6y = %9P. Nevertheless, it is described as "promising" because it deals with such important questions. Until sharp lower bounds are found for a variety of problems of combinatorial optimization, there will be no clear understanding of why some problems are easy and others superficially resembling them are very hard. An upper bound on the intrinsic complexity of a problem can be established by designing and analyzing an algorithm for its solution. If the design involves some ingenuity and the analysis is done with care, the result is likely to be interesting and perhaps even useful. At the very least, it is likely to be "nontrivial" in an intuitive sense. Nontrivial lower bounds are much harder to come by, because they require consideration of all conceivable algorithms and thus demand a much clearer understanding of the underlying logical issues. In fact, as Weide ( 
