Abstract. Using a method of R. McKenzie, we construct a finitely generated semisimple variety of infinite type, and a finitely generated nonsemisimple variety of finite type, both having arbitrarily large finite but no infinite simple members. This amplifies M. Valeriote's negative solution to Problem 11 from [1].
McKenzie's method
The following is a summary of a method invented by McKenzie in [2, §6] , as it is described in [5] . An M-algebra is any algebra A whose type includes ∧ (binary) and 0 (nullary) but no other nullary operation symbols, and which satisfies (1) The reduct A, ∧ is a height-1 meet semilattice with least element 0; (2) 0 is an absorbing element for each fundamental operation F of A; that is, if F is n-ary then 0 ∈ {a 1 , .., a n } ⊆ A implies F (a 1 , ..., a n ) = 0. Suppose A is an M-algebra and U = A \ {0}. Consider an arbitrary subpower B ≤ A I (I = ∅) with B(U ) := B ∩ U I = ∅. On B(U ) define the (reflexive) binary relation by f g if and only if F B (h 1 , . . . , h n ) = g for some fundamental operation symbol F and some h i ∈ B(U ) such that f ∈ {h 1 , ..., h n }. Also let ≫ be the transitive closure of . Now choose any p ∈ B(U ) and let follows:
.., h n ) = F B (h 1 , ..., h n ) if F B (h 1 , ..., h n ) ∈ B p 0 otherwise.
B(p) is subdirectly irreducible, and is simple if and only if the restriction of ≫ to B p is symmetric. Next, we describe two kinds of "conditions" which can be imposed on B(p). Suppose thatx is a finite sequence of distinct variables, that Σ(x) is a conjunction of equations x i = x j between pairs of these variables, that s(x), t(x) are terms in these variables, and that each variable inx occurs explicitly in s or t. The "Ccondition corresponding to s, t, Σ" is the following first-order sentence, denoted by C
We say that (B, p) satisfies C s=t Σ if this sentence is true in B(p). Secondly, suppose Φ(x) is an n-ary predicate on U . The "B-condition corresponding to Φ," denoted by B Φ , is the following condition on B:
There do not exist f 1 , ..., f n ∈ B(U ) having the property that Φ(f 1 (i), . . . , f n (i)) is true at every coordinate i ∈ I.
We say that (B, p) satisfies B Φ when the above condition holds. 
1].) Suppose
A is a finite M-algebra with U = A \ {0}, and that X is a collection of B-and Cconditions. Let K 1 be the class of all algebras B(p) where B ≤ A I , p ∈ B(U ), and (B, p) satisfies all of the conditions in X , and let K 2 = {B(p) ∈ K 1 : B p = B(U )}. Finally, let U be the class of all algebras of the same type as A.
There exist (i) a type τ , (ii) a variety W of type τ , (iii) a term equivalence (in the sense of [3, Def. 4 .138]) from U to W, which we shall denote in the forward direction by D → D ⊗ , and (iv) a finite algebra A + 1 of type τ , which satisfy: 
Semisimple variety of infinite type
Let U 0 = {a, b} and, for each n ≥ 3, let Φ n (x 0 , . . . , x n ) be the (n + 1)-ary predicate on U 0 defined by For x 0 , . . . , x n ∈ U 0 , let T = {i ≤ n : x i = b}. Then Φ n (x) if and only if either x 0 = a and |T | = 1 or n, or x 0 = b and T is an initial segment of {0, 1, . . . , n}.
McKenzie showed [2, Theorem 1.1] that for each n ≥ 3 there is a set I and an (n + 1)-element subset R n = {β 0 , β 1 , . . . , β n } ⊆ U I 0 with the following properties: Let U = {1, a, b}, A = {0, 1, a, b}, and for each n ≥ 3 define F n : A n+1 → A by
Also for each n ≥ 3 and i ≤ n define G n,i : A n+2 → A by G n,i (x, y) = x i if Φ n (x) and y = 1 0 otherwise.
Finally, let P, Q be the functions A 2 → A defined by P (1, a) = 1, Q(1, a) = a, and P (x, y) = Q(x, y) = 0 in all other cases. Define A to be the M-algebra with universe A and operations ∧, 0, P , Q, F n (n ≥ 3), and G n,i (n ≥ 3, i ≤ n).
For 3 ≤ n < m < ω define
and put X = {B n,m : 3 ≤ n < m < ω} ∪ {B x=a } ∪ {C n : 3 ≤ n < ω}.
(2) (B, p) satisfies the conditions in X if and only if (i) there is a solutionf to Φ n (x) in B(U ) for exactly one value of n; (ii) for that n, there is exactly one solutionf to
Proof. Since |B p | > 1 there exists h ∈ B(U ) such that h = p and h p. Thus either
for some n ≥ 3, i ≤ n, and f 0 , . . . , f n , g ∈ B(U ). In the first and second cases we must have g =â and1 = g p. In the third case we must have Φ n (f ) and1 = p, while in the last case we must have Φ n (f ) and1 = g p. Thus1 p in every case, which proves the first item.
(B, p) satisfies B x=a if and only ifâ ∈ B(U ). Assumeâ ∈ B(U ). Then the first two cases in the previous paragraph cannot hold. Thus there must exist an n ≥ 3 and a solutionf to Φ n (x) in B(U ). The remaining B-conditions in X are equivalent in (B, p) to the requirement that for every m = n, Φ m (x) have no solutions in B(U ).
Assume now that (B, p) satisfies all of the B-conditions. Then (B, p) also satisfies C m for every m = n, since B(p) |= F m (ḡ) =0 only if Φ m (ḡ). Finally, note that all solutions to Φ n (x) in B(U ) must belong to B p . This is so because Φ n (ḡ) implies F n (ḡ) =1 and hence g 0 , . . . , g n 1 ∈ B p . Thus (B, p) will satisfy C n if and only if f is the unique solution to Φ n (x) in B(U ).
Let K 1 be the class of all algebras B(p) where B ≤ A I (I = ∅), p ∈ B(U ), and (B, p) satisfies the conditions in X , and let
Lemma 2.2. For every k ≥ 6 there exists a k-element member of K 2 .
Proof. Let n = k − 3 and choose I = ∅ and R n = {β 0 , . . . , β n } ⊆ U I 0 witnessing ( * ). Let B = (A I \ U I ) ∪ R n ∪ {1} and p =1. Then B is a subalgebra of A I , B p = B(U ) = R n ∪ {1}, and (B, p) satisfies the conditions in X . Hence B(p) ∈ K 2 and clearly |B(p)| = k. Lemma 2.3. Every member of K 1 is finite and simple.
Proof. Let B(p) ∈ K 1 . If |B p | = 1 then certainly B(p) is finite and simple. Suppose |B p | > 1. Then by Lemma 2.1,1 ∈ B p and there exists a unique n ≥ 3 and a unique (n + 1)-tuplef in B(U ) such that Φ n (f ). Lemma 2.1 and its proof also imply that if T is a fundamental operation of B andḡ is a tuple from B(U ) of the appropriate arity, then T (ḡ) ∈ B(U ) only if T = F n andḡ =f , or T = G n,i for some i ≤ n andḡ = f ,1 . Thus B p ⊆ {f 0 , . . . , f n ,1}, so B(p)
(1) V(A + 1 ) contains a k-element simple algebra for every k ≥ 6, but contains no infinite simple algebras. and |B| > 1. Then B, ∧ is also a height-1 meet semilattice with least element 0. Thus if θ ∈ Con B and X = 0/θ, then θ = 0 B ∪X 2 . So to show that B is simple it suffices to show that X = {0} implies X = B.
Consider the following unary polynomials of A
, and for each r ∈ {1, a, b}, µ r (x) = J(r, x,r). These polynomials satisfy (i) λ i (0) = µ r (0) = 0 for all i and r, and (ii) λ 1 (b) = 1, λ 2 (1) = b, λ 3 (a) = 1, λ 4 (1) = a, and λ 5 (r) = r and µ r (r) =r for each r ∈ {1, a, b}. These facts imply: (i) if {1, b} ⊆ B, then 1 ∈ X if and only if b ∈ X; (ii) if {1, a} ⊆ B, then 1 ∈ X if and only if a ∈ X; (iii) if {r,r} ⊆ B (r ∈ {1, a, b}), then r r r r r r r r r ---6 6 6 6 6 6 6 6 Figure 1 . The nonzero elements of S n r ∈ X if and only ifr ∈ X. Finally, note that (iv)r ∈ B implies r ∈ B for any r ∈ {1, a, b} (because of ν), and
This information is sufficient to conclude that X = {0} implies X = B.
Nonsemisimple variety of finite type
The example described in this section is a variation of McKenzie's 8-element algebra described in [2, §6] . Let A be the M-algebra with universe A = {0, 1, 2, C, D, H, K} and operations ∧, 0, · (binary) and t (ternary) where · and t are defined as follows:
and t(x, y, z) = 0 otherwise. Let U = A \ {0}. Note that if B is a subpower of A and f, g, h ∈ B(U ), then t(f, g, h) ∈ B(U ) if and only if f · g = h, in which case t(f, g, h) = f . Thus for any p ∈ B(U ), the operation t is defined in B(p) by the rule ( * ) t(x, y, z) =
x if x · y = z = 0 0 otherwise. For each n < ω let S n be the M-algebra of type {∧, 0, ·, t} having universe {0} ∪ {a i : i < n} ∪ {b i : i ≤ n}, with · defined by a i · b i+1 = b i for i < n and x · y = 0 otherwise, and with t defined by ( * ). The nonzero elements of S n are pictured in Figure 1 (where an arrow c → d indicates x · c = d for some x, while a double-headed arrow c d indicates c · x = d for some x). Also let S ω = n<ω S n . For 0 < n < ω let C n be the M-algebra of type {∧, 0, ·, t} having universe S n ∪ {a n }, with · defined by a i · b i+1 = b i for i < n and a n · b 0 = b n and x · y = 0 otherwise, and with t defined by ( * ). The corresponding picture of the nonzero elements of C n would consist of Figure 1 plus the point a n placed directly beneath b n , a double-headed arrow a n b n , and an ordinary arrow b n ←− b 0 'cycling back' from b 0 to b n . Lemma 3.1.
(1) S 0 and each C n (0 < n < ω) are simple. (2) S n is subdirectly irreducible but not simple for 1 ≤ n ≤ ω.
Proof. Clearly S 0 is simple. Let B be one of S n (1 ≤ n ≤ ω) or C n (1 ≤ n < ω). B is an M-algebra and is trivially a subpower of itself; hence the relations and ≫ are defined on B \{0} in the usual way. Furthermore, (i) B is subdirectly irreducible if and only if there exists y ∈ B \ {0} such that x ≫ y for all x ∈ B \ {0}, and (ii) B is simple if and only if B is subdirectly irreducible and ≫ is symmetric.
It will be useful to view Figure 1 . If x, y ∈ B \ {0} and either x → y or x y, then x y by definition. Thus x ≫ b 0 for all x ∈ B \ {0}, so B is subdirectly irreducible. In fact, the relation consists precisely of the →-and -edges pictured in Figure 1 , reflexive loops x x arising from x ∧ x = x, and lastly the edges b i+1 a i and b i a i from t(a i , b i+1 , b i ) = a i . It should now be clear that ≫ is symmetric on C n but not on S n .
Now let
let K 1 be the class of all algebras B(p) where B ≤ A I , p ∈ B(U ), and (B, p) satisfies the conditions in X , and let K 2 = {B(p) ∈ K 1 : B p = B(U )}.
Lemma 3.2. Both K 1 and K 2 consist, up to isomorphism, of the algebras S n (n ≤ ω) and C n (1 ≤ n < ω).
Proof. Suppose first that n ≤ ω. Let N = min(n+1, ω) and define a i ∈ A N (i < n) and b i ∈ A N (i < N ) by
and (B, p) satisfies the conditions in X . Thus S n is isomorphic to a member of both K 1 and K 2 .
The argument for C n (1 ≤ n < ω) is similar but with the elements
Conversely, suppose B ≤ A I and p ∈ B(U ) are such that (B, p) satisfies the conditions in X . If |B p | = 1 then B(p) ∼ = S 0 . For the remainder of this proof assume that |B p | ≥ 2. Let X = {C, D} I ∩ B p and Y = {1, 2, H, K} I ∩ B p , and note that if f, g ∈ B p and f = g and f g, then {f, g} ⊆ X ∪ Y . Thus B p = X ∪ Y ; moreover, both X and Y are nonempty, and the nonreflexive -edges in B p consist precisely of the →-edges between points in X, the -edges from points in Y to points in X, and the remaining -edges (corresponding to the operation t) from points in X to points in Y .
We shall first examine the →-edges.
Claim 1.
There is no g ∈ X satisfying g → g.
Otherwise, f · g = g for some f ∈ Y . This can only happen if range(f ) ⊆ {1, 2}. But the existence of f with this property is prohibited by B x∈{1,2} .
Claim 2. For each edge g → h in X there exists a unique f ∈ Y satisfying f ·g = h.
Existence follows from the definition of →. Suppose f · g = h = f · g. Then C x·y=z·w x=z&y=w and the fact that f, f , g, h ∈ B p imply f = f . Claim 3. For each f ∈ Y there exists a unique edge g → h in X such that f ·g = h.
If there were no such edge g → h, then f would be disconnected from B p \ {f } with respect to , which is impossible. This proves existence; uniqueness is established using C t(x,y,z)=t(x,v,w) y=v&z=w . At this point it is obvious that (i) there is a one-to-one correspondence between the →-edges in X and the points in Y ; (ii) the nonreflexive -edges of B p are the →-edges in X plus, for each such edge g → h, the edges f h, g f and h f , where f is the unique point in X corresponding to g → h; (iii) we may assume with no loss of generality that p ∈ X; (iv) for each f ∈ X \ {p} there is a directed →-path from f to p.
It remains only to show that X, → is either a finite chain, an infinite chain with end point but no initial point, or a cycle. By observation (iv) above, it suffices to show that (v) g → h and g → h imply g = g ; and this is guaranteed by C x·y=z·w x=z&y=w .
Combining Lemmas 3.1 and 3.2 with Theorem 1.1 gives the desired example. 
