In order to enhance the accuracy of sound source localization in noisy and reverberant environments, this paper proposes an adaptive sound source localization method based on distributed microphone arrays. Since sound sources lie at a few points in the discrete spatial domain, our method can exploit this inherent sparsity to convert the localization problem into a sparse recovery problem based on the compressive sensing (CS) theory. In this method, a two-step discrete cosine transform-(DCT-) based feature extraction approach is utilized to cover both short-time and long-time properties of acoustic signals and reduce the dimensions of the sparse model. In addition, an online dictionary learning (DL) method is used to adjust the dictionary for matching the changes of audio signals, and then the sparse solution could better represent location estimations. Moreover, we propose an improved block-sparse reconstruction algorithm using approximate 0 norm minimization to enhance reconstruction performance for sparse signals in low signal-noise ratio (SNR) conditions. The effectiveness of the proposed scheme is demonstrated by simulation results and experimental results where substantial improvement for localization performance can be obtained in the noisy and reverberant conditions.
Introduction
In the past decade, the microphone array based sound source localization technique has been developed rapidly and has been widely applied to video conference systems [1, 2] , robot audition [3, 4] , speech enhancement [5] , and speech recognition [6] . Since distributed microphone arrays have larger array aperture than traditional microphone arrays [7, 8] , it can provide better performance of sound source localization, and therefore it becomes a hot research area.
Existing sound source localization methods can be generally divided into three types: the first one is the beamforming method [9] ; the second one is the high-resolution spectrum estimation method [10] ; the third one is the time delay estimation method [11] [12] [13] [14] . However, differently from positioning technology based on sonar and radar arrays, speech signals are wideband signals with property of shortterm stationarity. Moreover, sound source localization is apt to be affected by the reverberant and noisy environments [15, 16] . Hence, there is still a quite big room to improve the performance of sound source localization.
In recent years, with the rapid development of compressive sensing (CS) theory [17, 18] , it has brought a revolutionary influence to the traditional sound source localization method. Since sound sources can be regarded as point sources and the number of the sound sources is quite limited in the positioning space, the sound source localization problem essentially implicates the spatial sparsity. According to this natural sparsity, Cevher and Baraniuk modeled the sound source localization problem as a sparse approximation problem [19] based on the sound propagation model and provided better positioning performance. In [20] , the CS theory was utilized to estimate time difference of arrival (TDOA) and obtained higher estimation accuracy than the generalized cross-correlation (GCC) method. Unlike the above methods, [21] proposed a source localization algorithm 2 Mathematical Problems in Engineering based on the two-level Fast Fourier Transform-(FFT-) based feature extraction method and spatial sparsity. The proposed feature extraction method leads to a sparse representation of audio signals. Further, Simard and Antoni exploited Green functions to establish the sparse localization model, which resulted in better sound source identification and localization performance than traditional beamforming methods [22] . In addition, [23] extended the sparse constraint to sound source imaging, which can not only locate sound source targets but also realize single target imaging. These above researches show that the CS theory has broad application prospects in sound source localization.
However, just like the traditional sound source localization methods, the CS-based sound source localization approaches are still confronted with the challenges from complex acoustic environments. The challenges mainly come from ambient noise and reverberation. On one hand, the sparse reconstruction performance is seriously affected by noises. At present, it is common to use 1 norm instead of 0 norm to enforce sparse constraint, since 0 norm optimization is NP-hard to solve. However, under the 1 norm constraint, the objective function will give large coefficients more constraints to ensure the convergence of the cost function. In fact, in the positioning applications large coefficients generally correspond to the targets, while small coefficients may correspond to the noises. Thus, the ordinary reconstruction algorithms such as the greedy algorithm [24] and the convexoptimization algorithm [25] may weaken the contribution of large coefficients in the reconstruction process, while small coefficients may not perform any constraint. Therefore, the reconstruction accuracy may be decreased significantly, and even in low SNR conditions, noise may be treated as targets wrongly. On the other hand, in indoor environments reverberation is ubiquitous. Moreover, the reflection and scattering effects of sound waves between walls or ceilings are hard to predict. When these happen, there will be some errors between the sparse model and real measurement, which also lead to localization performance degradation.
To improve the performance of sound source localization based on distributed microphone arrays in noisy and reverberant environments, a sound source localization method is proposed in this paper. This method exploits the inherent spatial sparsity to convert the localization problem into a sparse recovery problem based on the CS theory. Meanwhile, inspired by [21] , this paper also uses sparse feature in transform domain to construct CS-based localization model. Since the DCT has the character of strong energy concentration and can keep in the real number area, we propose a two-step DCT-based feature extraction method to cover both short-time and long-time properties of the signal and reduce the dimension of the sparse model. In addition, we propose an improved block-sparse reconstruction algorithm based on approximate 0 norm minimization to enhance reconstruction performance under low SNR conditions. The novel feature of this method is to use approximate 0 norm to promote interblock sparsity and the optimization problem is solved by a sequential procedure in conjunction with a conjugate-gradient method for fast reconstruction. Moreover, a dictionary learning (DL) method is used to adjust the dictionary for matching the changes of audio signals, and then the sparse solution could better represent location estimations.
The remainder of the paper is organized as follows. Section 2 describes the system model. In Section 3, we propose a novel two-step DCT-based feature extraction approach. The details of the proposed localization method are addressed in Section 4. Simulation and experimental results are given in Sections 5 and 6, respectively. Finally, Section 7 concludes the paper.
System Model
Let us consider a spatial distribution of sensors, each accommodating ≥ 2 microphones. For the sake of notational simplicity and with no loss of generality, let us assume that each sensor has the same number of microphones. In this paper, we assume that all microphones begin to work at the same time and then keep working until each experiment ends. Moreover, the propagation medium of sound signals is isotropic. Let p ( ) = ( ( ) , ( ) ) , = 1, . . . , ; = 1, . . . , , be the coordinates of each microphone which are generally known in the localization system, while the acoustic sources are located at p = ( , ) , = 1, . . . , , which are unknown. Here, (⋅) means transposition. The whole localization area is uniformly divided into grid points (generally ≫ ). Each microphone receives signals from sound sources and transmits them to the positioning center, where the localization algorithm is performed.
Since sound sources locate at one or a few grid points in the localization area, the positions of sound sources in the discrete spatial domain can be accurately represented as a sparse vector . The elements of vector are equal to ones if sound sources locate at the corresponding grids in the localization area, while other elements of vector are equal to zeros. In such case, the localization problem is converted to determine nonzero elements and their specific locations in the sparse vector according to the received signals. Based on the CS theory, the sparse localization model can be represented as
where y = [s 1s2 ⋅ ⋅ ⋅s ⋅ ⋅ ⋅s ] represents the entire feature vector,s ( = 1, . . . , ) corresponds to the feature vector of received signals from th microphone, and Φ is the dictionary matrix. The feature extraction method will be introduced in the next section. Since the dictionary Φ is another key factor for the sparse reconstruction, this paper firstly sets up an initial dictionary based on the sound signal propagation model in [19] and then exploits the DL technique to modify the initial dictionary for overcoming the model errors. According to [19] , the th received signal coming from the sound source located at grid by the th microphone of the th sensor can be expressed as 
where
represents the feature vector of the signal from the sound source located at the th grid and received by the th microphone of the th sensor, in which [⋅] represents the feature extraction operation. Since each sensor has microphones, it should be noted that is a block-sparse vector whose nonzero elements occur in clusters. Unlike the conventional CS framework, the sparsity patterns of neighboring coefficients are related to each other in the blocksparse model, and this block-sparsity has the potential to encourage structured-sparse solutions. Assuming = 2 sources as an example, we substitute the concrete forms of vectors y and and matrix Φ into (1), and then we can obtain
where 0 and 1 represent the × 1 all-zero and all-one column vectors, respectively. If there are no noises and reverberation, the specific locations of nonzero blocks in point out the accurate positions of sound sources according to the corresponding grids. However, the reflection and scattering of sound signals and noises in indoor environments are unavoidable. Therefore, there are errors between the above sparse localization model and real measurements. This may ultimately lead to the degradation of localization performance. In order to show differences between the predefined dictionary and the actual cases, the sparse model (1) is then modified as
where v denotes noises, H = (Φ + Γ) denotes the actual dictionary, and Γ is the model error due to both reverberation and noise, which is time-varying and unknown in advance.
To obtain the accurate position estimates of sound sources in real environments, a DL method is used to dynamically adjust the dictionary for matching the changes of actual signals. Meanwhile, an improved block-sparse reconstruction algorithm using approximate 0 norm minimization is proposed to enhance reconstruction performance under the noisy conditions.
Feature Extraction
In the applications of sound source localization, many localization algorithms use long speech signals to calculate source locations [9, 21] . However, considering high dimensionality of the received signals, the computational complexity is high. Moreover, lots of interferences and noises are embedded in the long acoustic signals, which may affect the final localization performance. Hence, instead of using acoustic signals in time domain, in this paper a two-step DCT-based feature extraction method is proposed to overcome the above problems.
Considering the properties of audio signals, the long signals received by microphones are partitioned into successive frames using the small-size window function (Hamming window is used here). In the first step, the received signal vector r is partitioned into short frames; that is,
Hamming Windowing
where ( = 1, . . . , ) is the th element of the received signal vector r and is the length of entire input signal. Z is a × matrix, whose rows are the windowed frames of input signal. is the frame (window) length and is the number of the frames.
Next, the type-II DCT is applied to the speech signal frames.
. . .
where (⋅) represents the discrete cosine transform and z ( = 1, . . . , ) is the output of DCT. Then, the amplitudes of the DCT coefficients in each frame are normalized by dividing them by their maximum value, and then all normalized frames are averaged; that is,
] × Normalizing and Averaging
Although the acoustic signals are generally nonstationary over a relatively long-time interval, in this constructed shorttime feature space the statistical properties of the resulting data become almost constant, so that the features can be considered as approximately stationary process. On the contrary, noise does not have the same short-time properties as acoustic signals and is usually assumed as obeying the certain distribution with zero mean, so noise may be mitigated after the averaging procedure. In the next step, the long-time properties of audio signals are considered. Apply the DCT to the vector s again:
. (10) It should be noted thats is still a × 1 vector, so the two-step DCT-based feature extraction method can reduce the dimension from the length of samples to the length of frames and thus decrease the computational load of sparse reconstruction. Meanwhile, since the DCT has the characteristic of strong energy concentration, big coefficients in the DCT domain will be relatively concentrated in certain locations of the vectors, and other coefficients of the vectors are very small. In other words, the vectors is approximately sparse in the DCT domain, which is good for the following sparse reconstruction. Now, we can know that the transformation [⋅] in (4) represents the operation from (7) to (10).
The proposed feature extraction process is summarized in Figure 1 , and the localization algorithm will be proposed in the next section.
Remark 1.
Although diverse variety of features have been used for the representation of acoustic signals, the important point for CS-based sound source localization is that the selected feature can accurately relate the spatial information of the sound source. Our feature extraction method originates from the sound signal propagation model in [19] , which obviously includes the position information of sound sources. When these features are transformed to the transform domain, the spatial information of sound sources is not lost in the transform process, which is really important for sound source localization. In other words, the two-step DCT-based feature extraction method utilizes both short-time and longtime properties of acoustic signals to improve localization performance. The short-time properties are used to reduce noise based on the short-time stationary character of acoustic signals, while the long-time properties of acoustic signals are exploited to hold the spatial information of sound sources.
Localization Algorithm
Since the initial dictionary Φ is based on the signal propagation model, it cannot dynamically match the actual signals. Therefore, using initial dictionary Φ directly for sparse reconstruction will result in large localization errors. To overcome this problem, the DL method is used to dynamically adjust the dictionary for matching the changes of acoustic signals, and then the sparse solution could better represent location estimations.
According to the CS theory and DL technology [26] , the above problem in (5) can be converted into the following problem: In one step, a sparse recovery algorithm finds sparse representations of the training samples with a fixed dictionary. In the other step, the dictionary is updated to decrease the average approximation error while the sparse coefficients remain fixed. The alternating learning method is also used in this paper.
Improved Block-Sparse Reconstruction Algorithm
Based on Approximate 0 Norm Minimization. In this section, we consider how to obtain the unknown sparse solution whose nonzero elements occur in clusters, that is, block-sparse signal. While there are many approaches to perform the recovery, two famous recovery approaches are the block orthogonal matching pursuit (BOMP) method [27] and the mixed 2 / 1 norm algorithm [28] . The BOMP method is proposed as an extension of the orthogonal matching pursuit (OMP) algorithm for block-sparse signals. Hence, BOMP belongs to the greedy-based algorithm and can run fast, but it does not always provide good estimation under the noisy condition. Unlike the greedy-based algorithm, the mixed 2 / 1 norm algorithm modifies the 1 norm cost function to exploit the convex-optimization method for enforcing blocksparsity constraint. Although the mixed 2 / 1 norm method can achieve better recovery than BOMP in the presence of noise, it is very slow because of using second-order cone-programming (SOCP) to find the sparsest solution. Moreover, it should be emphasized that larger coefficients in a sparse vector are penalized more heavily than smaller coefficients in the 1 norm penalty, unlike the more democratic penalization of the 0 norm. The imbalance of the 1 norm penalty will seriously influence the recovery accuracy, which may result in many false targets in the low SNR condition. To overcome the mismatch between 0 norm minimization and 1 norm minimization, in this section we propose an improved algorithm to use the approximate 0 norm minimization as our cost function for block-sparse recovery. The improved block-sparse reconstruction algorithm based on approximate 0 norm minimization can not only avoid the drawbacks of using 1 norm to approximate 0 norm but also overcome the NP-hard problem of 0 norm constraints. Since the sparse recovery method for each sparse vector is identical, we omit the subscript of for simplicity. Generally, a block-sparse signal can be stated as follow:
where , = 1, . . . , , is called the th block of and L is the block size. It is clear that if = 1, block-sparsity reduces to conventional sparsity. To work with the block version of approximate 0 norm minimization, let ( ) be as follows:
Further, by denoting ‖ ‖ 2,0 = ∑ =1 (‖ ‖ 2 ), a vector is block -sparse if ‖ ‖ 2,0 ≤ . Therefore, the CS-based optimization problem for localization will be given as argmin ‖ ‖ 2,0 ,
where is a user-defined parameter which reflects somehow the noise level. By defining = ‖ ‖ 2 , we can rewrite ‖ ‖ 2,0 = ∑ =1 ( ) = ‖c‖ 0 , where c = [ 1 , 2 , . . . , ] . Then, the optimization problem is reformed as
Note that (15) is a NP-hard problem to solve. Inspired by the idea of the smoothed 0 norm algorithm in [29] , we also choose a suitable continuous function to approximate 0 norm and minimize it by means of a minimization algorithm for continuous functions. Differently from the Gaussian function in [29] , we design the following combination function, which is expressed as
where 0 < < 1. Obviously, ( ) is a continuous function and has the following properties:
Therefore, this function can meet the conditions required for a smoothing function as [29] pointed out. Moreover, as shown in Figure 2 , this combination function is steeper than the Gaussian function around = 0, and thus it can be more accurately approximate to 0 norm. Let (c) = ∑ =1 ( ); we have lim →0 (c) = ‖c‖ 0 . Therefore, when is small, we can obtain
Then, the final optimization problem will be argmin ( ) , Using the Lagrange multiplier method, (19) is converted into an unconstrained optimization problem:
where is the Lagrange multiplier. Now, we exploit the Fletcher-Reeves (FR) algorithm in [30] to solve the optimization problem in (20) , instead of the steepest descent method used in [29] . The FR algorithm belongs to the class of conjugate-gradient methods which has the faster convergence speed than the steepest descent method and has the best numerical stability. Moreover, the FR algorithm does not need to calculate the second derivative of the cost function (20) as the Newton method. According to the FR algorithm, in the th iteration ( +1) is updated as
where is the step-size parameter and is the conjugate direction of ( ) which can be calculated as
where g is the gradient vector when = ( ) and −1 = ‖g ‖ It should be noted that when is small, the solution of (20) is easy to converge to the local optimal solution. In order to converge to the global optimal solution, we exploit the method in [29] to choose a suitable decreasing sequence; that is,
Then, the result at = ( = 0, 1, . . . , 0 ) as the initial value is used to solve problem (20) at = +1 , so that the improved approximate 0 norm reconstruction algorithm converges gradually to the global optimal solution when = 0 .
Online DL Method.
At this stage the sparse vector is fixed, we update the dictionary H by using the DL algorithm. Currently, there are some common DL algorithms, such as the K-SVD algorithm, the agent function optimization method, and the recursive least squares method [26] . However, these methods only can effectively handle training data off-line, so they are unable to meet the requirement of rapid positioning. To overcome this drawback, we tend to optimize the dictionary in the online manner. Fortunately, Mairal et al. [31] proposed a new online optimization algorithm based on stochastic approximations for DL, which can learn an updated dictionary to adapt to the dynamic training data changing over time.
Therefore, in order to be fit for the time-varying noise and reverberation, this paper chooses the online DL algorithm in [31] . The main idea of the online DL algorithm is to simply add an increment element to each column of the original dictionary for avoiding performing operations on large matrices, and then it can result in short execution time. According to [31] , each column of the dictionary is updated as
where h , b , and a are the th column vector of H, B , and A , respectively. A and B are intermediate variables of the online DL algorithm, whose definitions can be seen in [31] for detail. A( , ) represents the element at the th column and th row of A . Since the online DL algorithm can update the dictionary in a real-time manner, it can dynamically track the time-varying effects of sound source signals and effectively overcome the mismatch between the sparse model and actual measurements.
Simulation Results
To evaluate the localization accuracy and computational cost of the proposed method, simulation and experimental tests were conducted. In this section, we performed extensive simulations to evaluate the performance of the proposed method under different SNRs and different reverberation conditions and compared it with the previously reported CS-based sound source localization algorithms, namely, the convexoptimization based approach in [19] (called Algorithm 1) and the greedy-based two-level FFT method in [21] (called Algorithm 2).
In the simulations, we consider the sound sources positions in a two-dimensional (2D) plane for simplification, and thus the targets are coplanar with the sensors. The extension to three-dimensional (3D) space can also be done with the same steps described as follows. We localized the source using = 4 identical sensors and each sensor had = 3 microphones. We selected the sound source signals from NTT Chinese speech database. We assume that the source signals are known in advance, which is the same assumption as [21] . Although this assumption may be not fit for the time-varying sound sources such as speech signals, except for speaker localization and few other applications, it is usually not practical to require the target (e.g., people) to speak continuously for positioning. Therefore, in many sound source localization scenarios, synthetic acoustic signals are exploited to substitute the speech signals, and thus sound source signals can be assumed to be known in advance. The length of speech segment is = 65536, which is divided into = 64 frames. Thus, the length of each frame is 1024 and the sampling frequency is 16 kHz. In the simulations, the image model in [32] was used to simulate a rectangular room with dimensions 5 m × 5 m × 3 m (length × width × height), and then the received signals can be obtained by performing convolution operation between the sound source signals and the room impulse response. Assume that the number of grids in the location area is = 20 × 20, which means yielding a 0.25 m resolution along both -and -axes. As for noise samples, we used white noise from Noisex92 database [33] . The localization center is controlled by a laptop with 3.1 GHz processor and 4 GB memory for real-time processing, and it handles the collection of data and runs the localization algorithms. Positioning performance is evaluated by average positioning error and root mean square error (RMSE). RMSE can indicate the statistical positioning results of different algorithms. However, it is the common case that large RMSE can still be gotten due to big estimate errors of few targets, although the positioning accuracy of most of targets is even very high. Therefore, we introduce the positioning failure rate (PFR) indicators for fairness. When the Euclidean distance between the true location of the target and the estimated location of the target is greater than 0.35 m, we consider the estimated result as a failed positioning. PFR is defined as the ratio of the total number of the positioning failures and the total number of experiments.
The position estimates at the five benchmark positions under the anechoic condition and under the reverberant condition are shown in Figures 3(a) and 3(b) , respectively. The SNR is set as 10 dB and the reverberation time is 300 ms. In Figure 3(a) , the positioning accuracies of three algorithms under the anechoic condition are very close, while the positioning results of three algorithms under the reverberant condition show a performance degradation more or less in Figure 3 (b). Since reverberation seriously affects the accuracy of the sparse model, the estimated sound source positions of Algorithms 1 and 2 obviously deviate from the true positions. Differently from Algorithms 1 and 2, the proposed method makes use of the DL technique to dynamically adjust the dictionary for matching the sparse model, and thus the positioning errors of the proposed method do not increase significantly. The detailed statistical characters of different algorithms are summarized in Table 1 . All the statistical results are the average of 100 repeated experiments, and in each experiment the position of the sound source is selected at random within the localization area.
As shown in Table 1 , the positioning errors of three algorithms under reverberation-free conditions are all small. Although the average positioning errors of Algorithms 1 and 2 are both less than 0.1 m, the proposed algorithm has the lowest average positioning error. Moreover, the RMSE of the proposed algorithm is around 0.11 m and the PFR is also smaller than 3%. These two results are the smallest among three algorithms. The PFR of Algorithm 1 is very close to our proposed algorithm, which shows that the reconstruction method based on the convex-optimization can ensure that the positioning errors of most of sound sources are less than 0.35 m. However, the RMSE of Algorithm 1 is higher than our algorithm. This means that the positioning errors of the failed targets are very large. Since greedy-based OMP algorithm is easy to be affected by noises, Algorithm 2 has the lowest positioning accuracy.
Unlike the results under reverberation-free conditions, the average positioning errors of Algorithms 1 and 2 become evidently larger under reverberation environments, with the RMSE increasing 0.111 m and 0.137 m, respectively. This is because there are some errors between the initial dictionary obtained from the sound signal propagation model and real measurements under reverberation environments, thereby resulting in the performance degradation of sparse reconstruction. However, since the proposed algorithm exploits the online DL method to dynamically adjust the dictionary for matching the changes of audio signals, the positioning performance degradation is least in three algorithms. Moreover, the PFR of the proposed algorithm is still below 5%, which means that our algorithm can meet the requirement of effective positioning even under reverberation conditions.
In next part of simulations, the RMSEs of three algorithms under different SNRs are compared in Figure 4 , where the reverberation time is also set as 300 ms. Since the signal feature obtained by two-step DCT processing is not sensitive to noises and the IBAL0 algorithm uses the continuous function to approximate 0 norm constraint, the proposed algorithm can get results more robust against noises and ensure the accuracy of the reconstruction. Therefore, the positioning performance of the proposed method is superior to the other two algorithms in Figure 4 . The improvement of the proposed algorithm is more obvious at low SNR, where the positioning accuracy can be improved by about 0.1 m at 0 dB SNR under the anechoic condition and about 0.2 m at 0 dB SNR under the reverberation condition, respectively. These phenomena mean the robustness of the proposed method in the presence of noise.
Next, we compare the positioning performance of three algorithms under different reverberation conditions in Figure 5 , when SNR is set to 10 dB. With the increase of the reverberation time, the RMSEs of two compared algorithms increase quickly due to the high sensitivity to the reverberation. This is because the mismatches between the initial dictionary obtained from the sound signal propagation model and real measurements become more serious with longer reverberation time. On the contrary, since the online DL method can dynamically adjust the dictionary for matching the changes of acoustic signals under reverberation environments, the variations of RMSE in the proposed algorithm are still small. Finally, the average running time is used as a measure to compare the computational complexity of three algorithms. In Figure 6 , Algorithm 2 has the fastest running speed among three algorithms, while Algorithm 1 based on convexoptimization requires the longest running time. Due to adding the DL step in our algorithm, the running speed of the proposed method is also slower than Algorithm 2, although its execution time is far less than Algorithm 1. However, since real-valued DCT-based feature extraction can greatly reduce the dimension of the localization model and the online DL method can avoid performing operations on large matrices, the increment of execution time is not too much. In addition, we exploit the FR algorithm [30] to solve the optimization problem (20) , instead of the steepest descent method in [29] , which also can reduce execution time.
Experimental Results
Using the experimental setup of Figure 7 , an experiment was also conducted to evaluate the performance of the proposed method, where the three-dimensional positioning space is a 6.33 m × 5.15 m × 2.65 m room. The signals of the four sensors were simultaneously sampled by an ESI MAYA44USB external sound card via ASIO interface. Each sensor had three inexpensive omnidirectional microphones ($2 each). The measured reverberation time was about 350 ms. The acoustic signal used in the experiment was a prerecorded male speech sample with duration of about 5 s, which was presented by a speaker with natural voice amplitude to be the sound source. The signal processing part was identical to that in the simulation. All the statistical results are the average of 25 repeated experiments, and in each experiment the position of the source is selected at random within the localization area.
The experimental results in terms of average positioning error, RMSE, and execution time are shown in Table 2 . From Table 2 , we can find that the proposed method has the highest localization accuracy among the three algorithms, and the computational cost is moderate. These experimental results confirm the analysis of the simulation tests and also verify the feasibility of the proposed method under real applications.
Conclusion
In this paper, a novel sound source localization method based on distributed microphone arrays and CS theory is proposed to improve the localization performance under noisy and reverberant environments. In the proposed method, two-step DCT is used to extract speech signal features and reduce the dimension of the sparse model. The online DL method is further introduced to dynamically adjust the dictionary for matching the changes of audio signals and then overcome the problem of model mismatch. In addition, we propose an improved approximate 0 norm minimization algorithm to enhance reconstruction performance for block-sparse signals in the low SNR conditions. The effectiveness of the proposed scheme for sound source localization has been demonstrated by simulation and experimental results where the proposed algorithm can get results more robust against noises and reverberations, and substantial improvement for localization performance is achieved. Future research will emphasize the influence of different microphone structures to positioning performance.
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