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A COMBINATORIAL INTERPRETATION OF THE LDU DECOMPOSITION OF
TOTALLY POSITIVE MATRICES
M. EL GEBALI AND N. EL-SISSI
Abstract. We study the combinatorial description of the LDU decomposition of totally positive matrices. We give
a description of the lower triangular L, the diagonal D, and the upper triangular U matrices of the LDU decomposition
of totally positive matrices in terms of the combinatorial structure of essential planar networks described by Zelvinsky
and Fomin in [5]. Similarly, we find a combinatorial description of the inverses of these matrices. In addition, we
provide recursive formulae for computing the L, D, and U matrices of a totally positive matrix.
1. Introduction
The study of the class of totally positive matrices was initiated in the 1930s by F. R. Gantmacher and M.
G. Krein [6]. Also, an extensive study of totally positive matrices is covered in S. Karlin’s book [11]. Totally
positive matrices are a class of matrices that is worth investigating not only because of its mathematical beauty,
but also because of their myriad of applications. More specifically, they arise in many applications, to name a
few, statistics, approximation theory, operator theory, combinatorics, and planar resistor network [5, 8, 11].
A matrix is said to be totally positive (totally nonnegative) if all its minors are positive (nonnegative). In this
note, we focus our attention on totally positive matrices, but the results can be extended to totally nonnegative
matrices. Factorizations of totally positive matrices has been extensively studied [2, 3] to minimze the computation
of minors while checking for total positivity. More importantly, in [3, 7] it was proved that:
Theorem 1.1. If a square matrix A has a nonzero principal minors, then A has a unique LU factorization such
that L has a unit diagonal.
This is in turn can be directly applied to totally positive matrices (and totally nonnegative matrices with
non-zero principal minors).
In [5], a combinatorial approach to study the parametrization of totally positive matrices has been adopted.
More specifically, a bijection between totally positive matrices and essential planar networks is given in the
following theorem:
Theorem 1.2 (Fomin and Zelvinsky). There exists a one-to-one correspondence between essential positive weight-
ings of essential planar networks and totally positive matrices.
In the second section of the paper, we define positively weighted edges of essential planar sub-network to which
we associate lower triangular, diagonal, and upper triangular matrices. We then combine results from [3], [7], and
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[5] to show that there is a bijection between the lower triangular (L), the diagonal (D), and the upper triangular
(U) matrices obtained from the LDU factorization of a totally positive matrix and their corresponding essential
planar sub-networks. In addition, the concatenation of these subnetworks yields the same network described
in [5].
In section 3, we obtain recursive formulae for computing the (n+ 1)× (n+ 1) lower, Ln,and upper triangular,
U , matrices described in section 2. We then provide closed form formulae for the lower and upper triangular
matrices in light of their corresponding planar sub-networks.
In the last section, we provide combinatorial description for computing the inverses of L, D, and U; and hence
the inverse of a totally positive matrix. In addition, we obtain closed-form formulae for computing L−1, D−1 and
U−1.
2. LDU Decomposition of a Totally Positive Matrix
In this section we use the fact that any totally positive matrix can be decomposed into the L, D, and U matrices,
[3]. More specifically, it was proved that if A is a totally positive matrix, then A has a unique LU-factorization
where L is a unitlower triangular and U an upper triangular matrix, [3, 7]. This in turn gives a unique LDU
decomposition of the matrix A, where L and U are unit lower and unit upper triangular matrices, respectively,
and D a diagonal matrix. In addition, we use Theorem 1.2 to show that there is a bijection between the LDU
factorization of A and subgraphs of the essential planar network defined.
We define a planar network of order n to be an acyclic, planar directed graph. We will assume that each
network has (n + 1)−sources and (n + 1)−sinks and all edges are directed from left to right, where each edge
pi is assigned a scalar weight ω(pi). In addition, the weight of a path p from source i to sink j is defined as the
product of the weights of its edges, namely ω(p) =
∏
pi∈p
ω(pi).
In our setting, we will consider three planar sub-networks, which we call the L−type, the D−type and the
U−type networks. Throughout this note, N denotes the set of natural numbers, and N0 the set of nonnegative
integers.
The L−type subgraph of order n is a planar network consisting of fall steps and horizontal steps. More
specifically, we give the following definition.
Definition 2.1. For every n,m ∈ N define an Lmn -path to be any sequence of n+1 points, (xi, yi) ∈ N0×N0 for
i = 0, 1, 2, . . . , n with the following conditions:
(i) xi = m+ i for all i.
(ii) yi ∈ {0, 1, 2, . . . , n} for all i.
(iii) yi+1 ∈ {yi, yi − 1} for all i < n.
(iv) If yi+1 = yi − 1, then yi ≥ n− i.
Also, define PLni,j to be the set of all L
0
n-paths with y0 = i and yn = j.
In addition,
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Definition 2.2. For every n ∈ N define Ln to be the (n+ 1)× (n+ 1) matrix such that
Ln[i, j] =
∑
p∈PLni,j
ω(p)
for all 0 ≤ i, j ≤ n, where the weight of the edges are defined as follows,
• For j 6= 0, ω([(m+ i, j), (m+ i+ 1, j − 1)]) = tj,i+j−n,
• ω([(m+ i, j), (m+ i+ 1, j)]) = 1,
for all i, j = 0, 1, . . . , n.
The following lemma is a consequence of definition 2.1.
Lemma 2.3. If [(xi, yi)]i=0,...,n is an L
m
n -Path, then yi ≤ yj whenever i > j.
Proof. This follows directly from the fact that yi+1 ≤ yi for all i < n. 
The next corollary shows that the matrix whose entries are defined in definition 2.2 is unit lower triangular.
Corollary 2.4. For all n ∈ N, the weight matrix of any L−type network of order n is unit lower triangular.
Proof. If i < j, then it follows directly from Lemma 2.3 that PLni,j is empty, making the elements above the
diagonal all 0. To show that it has 1’s on the diagonal, consider the case where i = j. Since we consider a
decreasing sequence y0, . . . , yn with y0 = yn = i , and from Lemma 2.3, yn ≤ yk ≤ y0 for all k ∈ {0. . . . , n}.
It follows that y
k
= i and the set PLni,i is {[(k, i)]k=0,...,n}. It follows that the diagonal entry must be 1 since the
weight of that path is 1. Consequently, the elements of the diagonal of the weight matrix are all 1’s. 
Figure 1 illustrates an L−type network of order 2 with weights defined as in Definition 2.2 and Figure 1b is
the weight matrix associated to it.
0 0
t1,0
t2,0
2 2
1 1
t2,1
(a) L−type network of order 2


1 0 0
t1,0 1 0
t2,0t1,0 t2,0 + t2,1 1


(b) The weight matrix L2
Figure 1. Description of L2
Similarly, we define another subgraph of order n, namely the D−type path. This path consists of horizontal
steps only.
Definition 2.5. For every n,m ∈ N, define a Dmn -Path to be any sequence of the form [(m, j), (m + 1, j)] for
some j = 0, 1, . . . , n.
Also, define PDni,j to be the set of all D
0
n-paths with y0 = i and y1 = j.
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In analogy to the L-type path, we can associate a matrix D to a D−path.
Definition 2.6. For every n ∈ N, define Dn to be the (n+ 1)× (n+ 1) matrix such that
Dn[i, j] =
∑
p∈PDni,j
ω(p)
for all 0 ≤ i, j ≤ n; where ω[(m, i), (m+ 1, i)] = ti,i.
Lemma 2.7. For all n ∈ N, Dn is a diagonal matrix with diagonal elements Dn[i, i] = ti,i. More specifically,
Dn =


t0,0 0 · · · 0
0 t1,1 · · · 0
...
. . .
...
0 0 · · · tn,n


.
Proof. If i 6= j, then Dn[i, j] = 0 from definition 2.6; thus Dn is a diagonal matrix. Now, for i = j, the set
PDni,i = {[(0, i), (1, i)]}. It follows that Dn[i, i] = ti,i. 
Finally, we can define the U−type network in which only rise and horizontal steps are allowed.
Definition 2.8. For every n,m ∈ N, define a Umn -path to be any sequence of n+ 1 points (xi, yi) ∈ N0 × N0 for
i = 0, 1, 2, . . . , n with the following conditions:
(i) xi = m+ i for all i.
(ii) yi ∈ {0, 1, 2, . . . , n} for all i.
(iii) yi+1 ∈ {yi, yi + 1} for all i < n.
(iv) If yi+1 = yi + 1, then yi ≥ i.
Also, define PUni,j to be the set of all U
0
n-paths with y0 = i and yn = j.
Then, we assign a matrix Un to the U−type network of order n.
Definition 2.9. For every n ∈ N, define Un to be the (n+ 1)× (n+ 1) matrix such that
Un[i, j] =
∑
p∈PUni,j
ω(p)
for all 0 ≤ i, j ≤ n, where the weight of the edges are defined as follows:
• For j 6= 0, ω([(m+ i, j), (m+ i+ 1, j + 1)]) = tj−i,j+1,
• ω([(m+ i, j), (m+ i+ 1, j)]) = 1,
for all i, j = 0, 1, . . . , n.
The following lemma and corollary are similar to Lemma 2.3 and Corollary 2.4. The proofs are also similar.
They can be replicated by reversing the inequalities.
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Lemma 2.10. If [(xi, yi)]i=0,...,n is a U
m
n -Path, then yi ≥ yj whenever i > j.
Corollary 2.11. For all n ∈ N, the weight matrix of a U−type network of order n is unit upper triangular.
Figure 2 illustrates an example of the essential planar subnetworks of order 2 and their concatenation which
yields its essential planar network of order 2.
0 0
t1,0
t2,0
2 2
1 1
t2,1
(a) L−type network of order 2
0
t0,0
0
1
t1,1
1
2
t2,2
2
(b) D−type network of order 2
00
t0,1
t0,2
22
11
t1,2
(c) U−type network of order 2
0
t0,0
0
1
t1,1
1
2
t2,2
2
t2,0
t1,0 t0,1
t0,2t2,1 t1,2
(d) Essential planar network of order 2
Figure 2. Concatenation of essential planar subnetworks of order 2
In this section, we constructed an Ln lower triangular matrix obtained from an L−type network of order n,
and similarly, the D−type and U−type networks were used to recover the entries of a diagonal matrix Dn and an
upper triangular matrix Un, respectively. In addition, we use the fact that the concatenation of these networks
is equivalent to computing the product of their corresponding weight matrices [4, 5] to abtain the main theorem
of this section.
Theorem 2.12. The LDU decomposition of a totally positive matrix A can be recovered by decomposing the
essential planar network associated with A into an L−type, a D−type and a U−type networks, respectively.
The proof of this theorem follows directly from Corollaries 2.4, 2.11, Lemma 2.7 and the result on cancatenation
of planar networks [4, 5].
3. Formulae for Ln and Un
In this section we describe how we can compute the entries of the lower triangular matrix Ln and the upper
triangular matrix Un presented in the previous section. We begin with a recursive formula for Ln. To clarify the
notation, In is the n× n identity matrix, 0n is the column vector of n zeros, and L
−1
n is the inverse of Ln, whose
existence and complete description is presented in the following section.
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Proposition 3.1. If Ln is defined as in Definition 2.2, then Ln+1 can be computed recursively in the following
way
• L0 = (1)
• Ln+1 = FLn(Ln ⊕ 1), where FLn =

 In+1 0n+1
−L−1n+1[n+ 1, j]0≤j≤n 1


Proof. We use induction to prove the proposition. The base case is trivial. We consider the inductive step,
Ln+1 = FLn(Ln ⊕ 1). We begin by expanding the product FLn(Ln ⊕ 1) as follows:
FLn(Ln ⊕ 1) =

 In+1 0n+1
−L−1n+1[n + 1, j]0≤j≤n 1



 Ln 0n+1
0
⊺
n+1 1


=

 Ln 0n+1
−L−1n+1[n + 1, j]0≤j≤nLn 1


First, we show that Ln+1[i, j]0≤i,j≤n = Ln. This can be best described combinatorially, where a path p ∈ P
Ln+1
i,j
(i ≤ n) is equivalent to a horizontal step [(0, i), (1, i)] followed by an L1n−path p
′. Notice that a fall step
[(0, i), (1, i − 1)] is not allowed since i < n + 1 (see Definition 2.1). It follows that ω(p) = ω(p′), and our
description clearly shows a bijection. So, indeed Ln+1[i, j] = Ln[i, j] for i, j ∈ {0, . . . , n}.
The rightmost column is trivial since Ln+1 is unit lower triangular by Corollary 2.4. Finally, we need to show
that Ln+1[n+ 1, j]0≤j≤n = −L
−1
n+1[n + 1, j]0≤j≤nLn. We begin by the simple fact that
L−1n+1Ln+1 = In+1
Now, we rewrite it in block matrix notation, where L−1n+1[i, j]0≤i,j≤n = L
−1
n to guarantee the product is the identity
matrix. 
 L−1n 0n+1
L−1n+1[n + 1, j]0≤j≤n 1



 Ln 0n+1
Ln+1[n + 1, j]0≤j≤n 1

 =

 In+1 0n+1
0
⊺
n+1 1


Then, consider the product of the second row with the first column which produce the following equation
L−1n+1[n+ 1, j]0≤j≤nLn + Ln+1[n+ 1, j]0≤j≤n = 0
⊺
n+1
which, if rearranged, will show that
Ln+1[n + 1, j]0≤j≤n = −L
−1
n+1[n + 1, j]0≤j≤nLn

In a similar fashion, we define a recursive formula for Un as follows:
Proposition 3.2. If Un is defined as in Definition 2.9, then it follows the following recursion
• U0 = (1)
LDU DECOMPOSITION 7
• Un+1 = (Un ⊕ 1)FUn, where FUn =

 In+1 −U
−1
n+1[i, n+ 1]0≤i≤n
0
⊺
n+1 1


Since the proof follows the same ideas as Proposition 3.1, it will be omitted.
The following lemma sets the stage for the main result of this section. More specifically, we provide a closed-form
formula to compute the entries of Ln ane Un, respectively.
Lemma 3.3. For all n ∈ N and 0 ≤ i, j ≤ n, let p ∈ PLni,j and pi1, pi2 ∈ p such that ω(pi1) = ty1,s1 and ω(pi2) = ty2,s2
where ω is defined as in Definition 2.2. If y1 < y2, then s1 ≥ s2.
Proof. From Definition 2.2, we conclude that there are x1, x2 ∈ {0, . . . , n− 1} such that pi1 = [(m+ x1, y1), (m+
x1+1, y1−1)] and pi2 = [(m+x2, y2), (m+x2+1, y2−1)]. It follows from the same definition that s1 = x1+y1−n
and s2 = x2 + y2 − n. Consequently, s1 − s2 = (x1 − x2) + (y1 − y2). Given that y1 < y2 and from Lemma 2.3,
x1 > x2, which means x1−x2 > 0 and y1− y2 < 0. Nevertheless, we know that each step x increases by 1 while y
decreases by 1 or remains the same. It is obvious then that x1−x2 ≥ −(y1−y2). In other words, s1−s2 ≥ 0. 
In the following theorem, we define QIi,j, for i > j, to be the set of increasing sequences of length i− j, and if
α ∈ QIi,j , then 0 ≤ αr ≤ i− r. Let ε be the empty sequence, and extend the definition such that Q
I
i,i = {ε}, and
QIi,j = φ, the empty set for i < j.
Theorem 3.4. If Ln is defined as in definition 2.2, then
(1) Ln[i, j] =
∑
α∈QIi,j
i−1∏
r=j
tr+1,αi−r
Proof. If i < j, then QIi,j = φ. Thus, the sum is empty and Ln[i, j] = 0. If i = j, the sum is over the empty
sequence ε only. It follows that Ln[i, j] =
i−1∏
r=j
tr+1,εi−r = 1 since it is an empty product. These two results agree
with Corollary 2.4. Finally, we need to show that (1) holds for the case i > j. The proof relies on constructing
a bijection between QIi,j and P
Ln
i,j such that if α 7→ p, then ω(p) =
i−1∏
r=j
tr+1,αi−r . Define f(α) = [(k, yk)]0≤k≤n such
that
y
k
=


i , if 0 ≤ k ≤ α1 + n− i
i− r , if αr + n− (i− r) ≤ k ≤ αr+1 + n− (i− r) for r ∈ {1, . . . , i− j − 1}
j , if αi−j + n− j ≤ k ≤ n
First, we show f is well defined. By definition of QIi,j , we know that 0 ≤ α1 ≤ i−1 and αr ≤ αr+1 ≤ i− (r+1). It
follows that 0 ≤ n−i ≤ α1+n−i ≤ n−1 and αr+n−(i−r) ≤ αr+1+n−(i−r) ≤ n−1 for r ∈ {1, . . . , i−j−1}.
By letting r = i− j − 1, we get αi−j + n− j ≤ n. Combining these inequalities yields,
0 ≤ α1 + n− i < α1 +n− (i− 1) ≤ α2 +n− (i− 1) < α2 + n− (i− 2) ≤ . . . αi−j + n− (j +1) < αi−j +n− j ≤ n
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which shows that by fixing k there is a unique y
k
. It also proves that y0 = i, yn = j, and if k1 < k2, then
y
k1
≥ y
k2
. It is easy to see from these that if y
k
= s for s ∈ {j, . . . , i}, then y
k+1
∈ {s, s− 1}. It remains to show
that if y
k+1
= y
k
− 1, then y
k
≥ n− k. Assume y
k+1
= s for s ∈ {j, . . . , i− 1}. From the definition, we know that
k + 1 = αi−s + n − s. Therefore, n − k = αi−s + s + 1. However, yk = s + 1 and αi−s ≥ 0. As a consequence,
y
k
≥ n− k. Now, we can conclude that f(α) ∈ PLni,j .
To show that f is surjective, assume p ∈ PLni,j and p = [(k, yk)]. Define K to be the set of indices k at which there
is a fall step. More precisely, K = {k : k < n and y
k+1
= y
k
− 1}. Clearly, K has i − j elements, so call them
k1, . . . , ki−j in ascending order. Now, define β such that,
(2) βr = kr + i− r + 1− n.
kr is strictly increasing, so kr − r is increasing. It follows that βr is increasing. Since kr < n, kr + 1 − n ≤ 0,
and, consequently, βr ≤ i− r. Finally, we know from condition (iii) in Definition 2.1 that kr ≥ n− ykr . Also, by
definition, y
k1
= i and ykr+1 = ykr − 1, which imply that ykr = i− (r − 1). This implies that kr ≥ n− i+ r − 1,
which implies directly that βr ≥ 0. To sum up the results, we showed that β is increasing and 0 ≤ βr ≤ i − r.
Therefore, β ∈ QIi,j and f(β) is p.
To show that f is injective, assume two distinct sequences α, β ∈ QIi,j. Define D to be the set of indices at which
they differ. More precisely, D = {1 ≤ r ≤ i−j : αr 6= βr} which is clearly non-empty. Take ro to be the minimum
of D, and assume f(α) = [(k, yα
k
)] and f(β) = [(k, yβ
k
)]. Since αro 6= βro , assume, without loss of generality, that
αro < βro . Let kc be αro + n− (i− ro), so kc < βro + n− (i− ro). Therefore, y
α
kc
= i− ro while y
β
kc
= i− ro − 1.
Consequently, f(α) 6= f(β), and hence the injectivity of f .
Therefore, f is a bijection between QIi,j and P
Ln
i,j . It remains to show that ω(f(α)) =
i−1∏
r=j
tr+1,αi−r . Once more,
consider the set K = {k : k < n and y
k+1
= y
k
− 1}. Let pik be the edge [(k, yk), (k + 1, yk + 1)] in f(α), for a
fixed 0 ≤ k < n. It is clear from Definition 2.2 that
ω(pik) =


ty
k
,k+y
k
−n , if k ∈ K
1 , if k /∈ K
Since ω(f(α)) =
n−1∏
k=0
ω(pik), we deduce that ω(f(α)) =
∏
k∈K
ty
k
,k+y
k
−n. Using the order described on K, we
rewrite the last formula as ω(f(α)) =
i−j∏
r=1
ty
kr
,kr+ykr
−n. However, we have already proved that ykr = i− (r − 1).
Therefore, if we substitute the value of y
kr
and apply the transformation s = i − r, we reach the formula
ω(f(α)) =
i−1∏
s=j
ts+1,ki−s+s+1−n. Using (2), we know that αi−s = ki−s+ i− ((i−s)−1)−n = ki−s+ s+1−n. Thus,
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substituting back in the last formula and replacing s with r, we conclude that ω(f(α)) =
i−1∏
r=j
tr+1,αi−r . Now, we
use Definition 2.2, to write
Ln =
∑
p∈PLni,j
ω(p) =
∑
α∈QIi,j
i−1∏
r=j
tr+1,αi−r

As the case of Ln, there is a closed-form formula for the entries of the matrix Un in terms of the ti,j parameters.
This is highlighted in the following Theorem.
Theorem 3.5. If Un is defined as in definition 2.9, then
(3) Un[i, j] =
∑
α∈QIj,i
j−1∏
r=i
tαj−r ,r+1
Proof: If we let
y
k
=


j , if j − α1 ≤ k ≤ n
j − r , if j − r − αr+1 ≤ k ≤ j − r − αr for r ∈ {1, . . . , j − i− 1}
i , if 0 ≤ k ≤ i− αj−i
then a similar argument to the one in the proof of Theorem 3.4 is used. ✷
4. The Inverse of a Totally Positive Matrix
The definition of totally positive matrices introduced in Section 1 ensures such matrices are invertible. In
Section 2, we used the fact that every totally positive matrix has a unique LDU decomposition and provided
a combinatorial description of the L, D, and U . If the inverses of the L, D and U factors are known to be
L−1, D−1 and U−1, respectively, then the inverse of the totally positive matrix can be computed as the product
U−1D−1L−1. Also, since the product of the L, D and U factors yields a matrix that is invertible, then each of
the factors is also invertible. In this section, we find a combinatorial description of the inverse of each of these
factors, similar to the one described in Section 2.
We introduce a new weight matrix, which we call L−1, that can be recovered from an L−type network whose
weights are defined as follows:
(4a) for j 6= 0, ω([(m+ i, j), (m+ i+ 1, j − 1)]) = −tj,n−i−1
(4b) ω([(m+ i, j), (m+ i+ 1, j)]) = 1
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for all 0 ≤ i, j ≤ n. It follows from Corollary 2.4 that L−1 is unit lower triangular.
In this section, we will introduce a formula for the entries of L−1; which we will use to show that L−1 is indeed
the inverse of Ln.
Lemma 4.1. For all n ∈ N and 0 ≤ i, j ≤ n, let p ∈ PLni,j and pi1, pi2 ∈ p such that ω(pi1) = −ty1,s1 and
ω(pi2) = −ty2,s2 where ω is defined as in (4). If y1 < y2, then s1 < s2.
Proof. From (4), we conclude that there are x1, x2 ∈ {0, . . . , n−1} such that pi1 = [(m+x1, y1), (m+x1+1, y1−1)]
and pi2 = [(m+x2, y2), (m+x2+1, y2−1)]. It follows from the same definition that s1 = n−x1−1 and s2 = n−x2−1.
Consequently, s1 − s2 = x2 − x1. Given that y1 < y2 and from Lemma 2.3, x1 > x2, which means x2 − x1 < 0.
Therefore, s1 − s2 < 0. 
In analogy to Theorem 3.4, we give a closed-form formula for L−1. To prove this, define QSDi,j , for i > j, to be
the set of strictly decreasing sequences of length i− j, and if α ∈ QSDi,j , then 0 ≤ αr ≤ i− r. Also, we extend the
definition such that QSDi,i = {ε}, the empty sequence for i = j and Q
SD
i,j = φ, the empty set for i < j.
Theorem 4.2. If L−1 is the weight martix of the L−type network of order n whose weights are defined as in (4),
then
(5) L−1[i, j] = (−1)i−j
∑
α∈QSDi,j
i−1∏
s=j
ts+1,αi−s
Proof. If we let
y
k
=


i , if 0 ≤ k ≤ n− α1 − 1
i− r , if n− αr ≤ k ≤ n− αr+1 − 1 for r ∈ {1, . . . , i− j − 1}
j , if n− αi−j ≤ k ≤ n
then a similar argument to the one in the proof of Theorem 3.4 is used. 
We observe that L−1 shares quite similar characteristics as the ones of the lower triangular matrix Ln presented
in Section 2. It is not surprising to see that L−1, the way defined, is the inverse of Ln defined in Definition 2.2.
Theorem 4.3. If L−1 is the weight martix of the L−type network of order n whose weights are defined as in (4),
then LnL
−1 = In+1, the (n+ 1)× (n+ 1) identity matrix.
Proof. From Corollary 2.4, we know that both Ln and L
−1 are unit lower triangular, and thus, their product is
unit lower triangular as well. It remains to show that the dot product of row i of Ln with column j of L
−1 is 0,
whenever i > j. To show that, we let An = LnL
−1 and expand the product as An[i, j] =
∑n
k=0 Ln[i, k]L
−1[k, j]
which can be simplified, using Theorems 3.4 and 4.2, as
(6) An[i, j] =
i∑
k=j
Tk , where Tk = (−1)
k−j
∑
α∈QI
i,k
∑
β∈QSD
k,j
∏
r∈{k...i−1}
tr,αi−r
∏
s∈{j...k−1}
ts,βk−s
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Here we observe that if k < j (or k > i), then L−1[k, j] = 0 (or Ln[i, k] = 0) by lemma 2.4. Then, we define two
more sums, T≤k and T
>
k as follows,
(7a) T≤k =


(−1)k−j
∑
α∈QI
i,k
∑
β∈QSD
k,j
αi−k≤β1
∏
r∈{k...i−1}
tr,αi−r
∏
s∈{j...k−1}
ts,βk−s , if j < k < i
Tk , if k = i
0 , if k = j
(7b) T>k =


(−1)k−j
∑
α∈QI
i,k
∑
β∈QSD
k,j
αi−k>β1
∏
r∈{k...i−1}
tr,αi−r
∏
s∈{j...k−1}
ts,βk−s , if j < k < i
0 , if k = i
Tk , if k = j
Clearly, Tk = T
≤
k +T
>
k , where T
≤
k and T
>
k have no common terms. It follows from (6) that An[i, j] =
i∑
k=j
(T≤k +T
>
k ).
Rearranging the terms, the sum becomes An[i, j] = T
≤
j +
i−1∑
k=j
(T>k +T
≤
k+1)+T
>
i . From definition (7), T
≤
j = T
>
i = 0.
Thus, An[i, j] =
i−1∑
k=j
(T>k + T
≤
k+1). We will now show that T
>
k = −T
≤
k+1 for all j ≤ k < i so that An[i, j] = 0 as
desired.
Since αi−k > β1, define new sequences α
′ and β ′ such that α′r = αr for r = 1 . . . i−k−1, β
′
1 = αi−k, and β
′
r = βr−1
for r = 2 . . . k + 1− j. Since α is increasing, α′i−k−1 ≤ β
′
1.Therefore, T
>
k can be rewritten as
T>k = (−1)
k−j
∑
α′∈QI
i,k+1
∑
β′∈QSD
k+1,j
α′
i−k−1
≤β′1
∏
r∈{k+1...i−1}
tr,α′i−r
∏
s∈{j...k}
ts,β′
k+1−s
which differs from T≤k+1 by a factor of −1. Therefore, An = In+1. 
Then, similar to the case of L2, we can now present an example (in Figure 3) of an L−type network of order
2 with weights defined as in (4), and the weight matrix of that network, namely L−12 .
Similarly, we can define the inverse of Dn. All the entries on the diagonal of Dn are positive, so it is invertible.
The inverse, namely D−1n is the diagonal matrix whose diagonal entries are the reciprocals of diagonal elements
of Dn. Combinatorially, D
−1
n can be recovered from a D−type network of order n where the weights are defined
as
ω([(0, i), (1, i)]) =
1
ti,i
12 M. EL GEBALI AND N. EL-SISSI
0 0
−t1,0
−t2,1
2 2
1 1
−t2,0
(a) L−type network of order 2


1 0 0
−t1,0 1 0
t2,1t1,0 −(t2,0 + t2,1) 1


(b) The weight matrix L−1
2
Figure 3. Description of L−12
for i = 0 . . . n. The proofs that the combinatorial description results in a diagonal matrix D−1n is similar to the
proof of Lemma 2.7, so it will be skipped. The general form of D−1n is
D−1n =


1
t0,0
0 · · · 0
0 1
t1,1
· · · 0
...
. . .
...
0 0 · · · 1
tn,n


To find the inverse of Un, we will mimic the same approach as the one for defining L
−1
n . We will define U
−1 to
be the weight matrix of a U−type network whose weights are defined as follows:
(8a) for j 6= 0, ω([(m+ i, j − 1), (m+ i+ 1, j)]) = −ti,j
(8b) ω([(m+ i, j), (m+ i+ 1, j)]) = 1
for all 0 ≤ i, j ≤ n. It follows from Corollary 2.11 that U−1 is unit upper triangular.
Regarding U−1, we obtain the following results.
Theorem 4.4. If U−1 is the weight matrix of the U−type network of order n whose weights are defined as in
(8), then
(9) U−1[i, j] = (−1)i−j
∑
α∈QSDj,i
j−1∏
s=i
tαj−s,s+1
Proof: If we let
y
k
=


j , if α1 + 1 ≤ k ≤ n
j − r , if αr+1 + 1 ≤ k ≤ αr for r ∈ {1, . . . , j − i− 1}
i , if 0 ≤ k ≤ αi−j
then a similar argument to the one in the proof of Theorem 3.4 is used. ✷
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Theorem 4.5. If U−1 is the weight matrix of the U−type network of order n whose weights are defined as in
(8), then UnU
−1 = In+1, the (n + 1)× (n+ 1) identity matrix.
Expanding the product of UnU
−1 as we did in the proof of Theorem 4.3, proves this theorem.
It is worth noting that all the results of this paper can be easily extended to totally nonnegative matrices if the
principal minors are nonzero. This is equivalent to saying the weights of the D−network, namely ti,i cannot be 0
for all 0 ≤ i ≤ n; which guarantee the invertibility and, by Theorem 1.1, the uniqueness of the LU factorization
with L unit lower triangular. Therefore, it has a unique LDU factorization with L unit lower triangular, D
diagonal and U unit upper triangular.
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