The paper deals with the equation −∆u + a(x)u
Introduction and statement of the main result
In this paper we are concerned with the question of finding multiple positive solutions to problem −∆u + a(x)u = u p in R N u ∈ H 1 (R N ), (1.1) where N ≥ 2, p > 1, p < N +2 N −2 if N ≥ 3. Euclidean Scalar Field equations like (1.1) arise naturally in a large number of Physical topics like the study of solitary waves in nonlinear Schrodinger equations or in nonlinear Klein-Gordon equations. However, besides the relevance in applied sciences, the interest of researchers in studying such kind of problems has been also due to the loss of compactness created by the invariance of R N under the action of translations and to the related challenging difficulties. Actually, (1.1) has a variational structure, solutions of it can be searched as critical points of the functional
but, since E does not satisfy the Palais-Smale compactness condition, the classical variational methods cannot be applied in a standard way. Furthermore, one can understand that the difficulty in facing problems of this type is not only a technical fact considering that, really, (1.1) can have only the trivial solution: for instance when the potential a(x) is increasing along a direction (see [9] ). In this paper, in view of their physical meaning too, we shall look only at potentials satisfying:
Starting from the Sixties of last century many mathematicians have devoted a lot of efforts and exploited different tools to overcome the difficulties and to prove existence and multiplicity of solutions to (1.1). First results were obtained using the spherical symmetry of R N and considering radial data. So the existence of a ground state radial positive solution and infinitely many radial changing sign solutions has been obtained first by ordinary differential equations methods (see [24, 26] ) then by variational methods (see [5, 6, 27] ) taking advantage of the compactness of the embedding in L q (R N ), 2 < q < 2N N −2 , of the subspace of H 1 (R N ) consisting of radially symmetric functions. It is worth also observing that under radial symmetry assumptions the existence of infinitely many non radial changing sign solutions has been shown (see [4] ). Although analogous results could be reasonably expected when the symmetry in (1.1) is broken by non symmetric coefficients, on the contrary in this case even the question of the existence appeared at once not easy to handle and affected by an impressive topological difference according the potential a(x) approaches its limit at infinity from below or from above. In the first case the existence of a positive ground state solution was obtained by minimizing the functional E on the Nehari natural constraint and applying concentrationcompactness arguments [18, 25] , while the multiplicity question had an answer in [8] where the existence of infinitely many changing sign solutions was proved assuming on the potential a decay slower than any exponential decay and some stability of the directional derivative with respect to small perturbation of the direction. When a(x) goes to a ∞ from above the minimization argument does not work and, conversely, when a(x) − a ∞ > 0 on a positive measure set, (1.1) has not a ground state solution. Nevertheless, the existence of a positive bound state solution has been shown in [3] by subtle topological and variational arguments, assuming a decay of a(x) faster than some exponential. The multiplicity question is even more tricky. During last decade some progress has been developed looking mainly for positive multibump solutions. Before discussing nonsymmetric cases, we mention that, again, under symmetry assumptions the question can be controlled in a better way. Indeed, the existence of infinitely many positive multi-bump solutions to (1.1) has been proved assuming on a(x) a suitable polynomial decay and radial symmetry in [28] , planar symmetry in [15, 16] . The multiplicity question for (1.1) involving potentials without symmetry has been first considered in [12] where the existence of infinitely many positive multibump solutions (namely the existence for any k ∈ N of a k-bump solution) has been obtained asking to the potential a "slow" decay with respect to some exponential plus a smallness of the oscillation sup x∈R N |a − a ∞ | L N/2 (B(x,1)) . However, while a suitable decay condition on a(x) − a ∞ appears quite reasonable, the second condition seems essentially due to technical motives. Hence, in subsequent papers some efforts have been made to drop this condition, but, until now, with successful results only in the planar case N = 2 and assuming polynomial decay of a(x) to a ∞ ( [15, 17] ). On the other hand, it is worth remarking that a careful analysis of the proofs in [12, [15] [16] [17] 28] make the reader understand that the symmetry in [16, 28] , the small oscillation assumption in [12] , the dimension restriction N = 2 in [15, 17] , in spite of the different arguments and methods displayed in the papers, are essentially related to the same basic fact for the proof: working with functions having bumps located in regions where a(x) − a ∞ is small. This observation is, in a way, also validated by the results of [11] where the existence of infinitely many positive and infinitely many nodal multi-bump solutions to (1.1) is shown considering potentials, having slow decay but not small oscillation neither symmetry, which are asked to sink in some large regions of R N to the end of localizing the bumps suitably far and, when one looks for changing sing solutions, to control the attractive effect of positive and negative bumps each other. The result we obtain is, in our opinion, a considerable progress in proving the existence of infinitely many positive solutions to (1.1) in non symmetric situations, without imposing restrictions on the dimension of the space R N as in [15, 17] and dropping the oscillation condition asked in [12] :
(1.5) Then problem (1.1) has infinitely many solutions.
The proof method is fully variational and it is a variant of arguments introduced in [19, 20] and already applied in [10-12, 21, 22] . Of course it is well known that solutions of (1.1) correspond to free critical points of E or, equivalently, to critical points of E on the Nehari natural constraint. However here, as in the quoted papers, critical points are searched by min-max arguments in suitable classes of positive functions having for all k ∈ N exactly k "bumps", satisfying k local Nehari natural constraints and k local barycenter conditions. Therefore, being E subject to constraints that are not all natural, the min-max procedure gives rise to functions that are solutions of equations where Lagrange multipliers and constraints appear and it is an heavy task to show null the Lagrange multipliers and so proving that constrained critical points are actually free critical points of E and solutions of (1.1). We point out also that, unlike the quoted papers, in the present research the k-bump functions belonging to the above described classes must satisfy a further condition having the purpose of helping to localize the bumps close to large radius spheres, when k is large. Altough our method is variational, it allows us to describe some considerable asymptotic properties of the solutions we find. We have collected them in a proposition which, in order to be stated, needs we introduce before the limit problem related to (1.1)
and its ground state solution, denoted by w(x), which is radially symmetric, positive, unique up to translations, decreasing when the radial coordinate increases (see f.i. [5] ). By the radial symmetry we shall write, with abuse of notation, w(R) meaning the value w(x) takes at points x such that |x| = R. Proposition 1.2 Let assumptions of Theorem 1.1 be satisfied. Thenk ∈ N exists such that to any k ≥k there corresponds a positive solution u k of (1.1) having the following property: to u k a k-tuple of points (x k 1 , . . . , x k k ) of R N is associated in such a way that Furthermore, u k −→ 0 as k → ∞, uniformly on the compact subsets of R N , while lim k→∞ u k H 1 (R N ) = ∞ and lim k→∞ E(u k ) = ∞.
The above proposition helps to guess a suggestive picture of the solutions shape arguing in this way: the points (x k 1 , . . . , x k k ) are noting but the barycenters of the bumps which, as k increases, go far from the origin and far away each other, while at the same time, as k increases, the shape of u k in balls centered at x k i for all i = 1, . . . , k approaches the shape of w and outside u k decays as w decays. So, considering the profile of w, one can "see" the u k as functions having an incresing number of well glued "bumps" which become more and more similar to copies of w. Property (1.11) make we understand that the bumps tend to be distributed around spheres in R N , indeed the points
. . , k}, as k → ∞ become closer and closer to the sphere of radius 1 centered at the origin ∂B(0, 1) ⊂ R N . Furthermore, as we shall see in Corollary 4.3, more can be asserted, namely that the distribution of these points tends to be "uniform" around ∂B(0, 1), because, for all x ∈ ∂B(0, 1) and for all r > 0 the number of the points
x k k m k lying in B(x, r) tends to infinity, as k goes to infinity, with rate k r N −1 . The paper is organized as follows. In Section 2 the classes of k-bumps functions in which the solutions are seeked are introduced and their properties are recalled. In Section 3 the min-max arguments to find the good candidates to be critical points are displayed, and in Section 4 the asymptotic behaviour of these functions is described as the number of the bumps increses. Finally, in Section 5 the before found k-bump functions are shown to be free critical points of E.
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Variational framework and known facts
Throughout the paper we make use of the following notation:
• H 1 (R N ) is the usual Sobolev space endowed with the standard scalar product and norm
• L q (Ω), 1 ≤ q ≤ +∞, Ω ⊆ R N , denotes a Lebesgue space, the norm in L q (Ω) is denoted by |u| q,Ω when Ω is a proper subset of R N , by | · | q when Ω = R N ;
• for any ρ > 0 and for any z ∈ R N , B(z, ρ) denotes the ball of radius ρ centered at z, and S(z, ρ) = ∂B(z, ρ);
• for any measurable set O ⊂ R N , |O| denotes its Lebesgue measure;
• c, c ′ , C, C ′ , C i , . . . denote various positive constants.
Moreover, in Appendix we report a table of the main notations we use in this paper.
In what follows we denote by
the functional related to the limit problem. Next lemma (see [1, 7] and the references therein) summarizes the main properties of the ground state solution w of it.
The function w is unique up to translations, has radial symmetry, decreases when the radial coordinate increases and satisfies
then Z is non degenerate, namely the following properties are true:
Let us set a 0 = inf R N a and fix δ > 0 such that
then we denote by R δ > 0 a fixed number so that w(x) < δ ∀x ∈ R N \ B(0, R δ /2). For every function u ∈ H 1 (R N ), u ≥ 0, we denote by
and call u δ and u δ the submerged and the emerging part of u. We say that a function
On the submerged parts, the functional E has the following features.
Remark 2.2
The functional E is coercive and convex, hence weakly lower semicontinuous, on the convex set
Indeed, taking into account the choice of δ in (2.4), we have
≥ c u 2 ∀u ∈ C for c > 0, and
For all k ≥ 1, we set
(2.9) and for all (x 1 , . . . , x k ) ∈ D k we consider the set consisting of functions emerging around x 1 , . . . , x k and satisfying local Nehari and local barycenter constraints:
where β i is the local barycenter defined by
. Analogously, we denote by S ∞ y , y ∈ R N , the set obtained replacing E by E ∞ in (2.10). Notice that, if u ∈ S x 1 ,...,x k , it satisfies the equality
. . , k}, as one can verify by direct computation.
In the following statements we collect some features, whose proof can be found in [11] (see also [12] ), that draw the variational setting we are working in. 
The same statements hold when we consider the functional E ∞ .
As a consequence of Proposition 2.3, it is readily seen that S x 1 ,...,
By the choice of δ, for every (
and both E and F have positive sign on our set of functions: (2.16) is achieved and
ii)ū satisfies the equation
iii) there exist two positive constants b and c such that
The existence of a minimizerū ∈ S x 1 ,...,x k is proved in [11, Proposition 3.1], (i) -(iii) are contained in [11, Lemma 3.4 ] (for the propertyū > 0 see also [12, Lemma 3.4] ) and (iv) is in [11, Proposition 3.5] .
. So maximum principle gives (2.21). Concerning the limit problem, we have:
Now, we describe the asymptotic behaviour of suitable sequences of minimizing functions and of the corresponding Lagrange multipliers. Proposition 2.9 Let (k n ) n be a sequence in N and ((x 1,n , . . . , x kn,n )) n a sequence such that lim
For all n ∈ N, let u n be a minimizer of E in S x 1,n ,...,x kn,n . Let λ i,n be the Lagrange multipliers provided by (iv) of Proposition 2.6, then
and lim n→∞ max{|λ i,n | : i = 1, . . . , k n } = 0.
For the proof we refer the reader to [11, Proposition 5.5] . In fact, (2.26) is (b) in the proof of Proposition 5.5 in [11] while (2.27) here corresponds to (5.32 ) in that proof. Finally, let us prove the following continuity property.
Proof The upper semicontinuity is proved in [11, Lemma 4.2] .
In order to prove the lower semicontinuity, let us consider a sequence ((x n 1 , . . . , 
Hence we can write
and taking into account that | supp(u δ i ) n | ≤ c 1 , ∀n ∈ N, we see that
so that ((u δ i ) n ) n is bounded in L p+1 , in L 2 , in L 1 and so it turns out to be bounded also in H 1 by (2.28).
Summarizing, (u n ) n is bounded in H 1 so, up to a subsequence, it converges to a function u weakly in H 1 (R N ) and we have also that (u δ i ) n →ū δ i strongly in L p+1 and in L 2 . Observe thatū δ i = 0, indeed from (2.28) and the choice of δ in (2.4) we obtain
Then,ū is a function emerging around (x 1 , . . . , x k ) and it verifies β i (ū) = x i ∀i ∈ {1, . . . , k}, by the L 2 -convergence of the emerging parts. Now, according to
that is the desired conclusion. q.e.d.
The min-max argument
In this section we use a min-max argument as in [23] to obtain suitable k-bumps functions that in next section will be proved to be solutions. For all σ > 0 and for all k ≥ 2, let us set
(3.2) Then, let us consider the continuous function g k,σ : D k,σ → R defined by
where the minimum is achieved because f k is a continuous function and D k,σ (ρ, θ 1 , . . . , θ k ) is a compact subset of (R N ) k . The number σ > 0 will be fixed later.
Proposition 3.1 Assume that the potential a(x) satisfies conditions (1.3) and (1.4) and let k ≥ 2. Then, sup
Proof In order to prove that (3.4) holds, let us chooseθ 1 , . . . ,θ k in S(0, 1) such that
Notice that lim ρ→∞ |x i,ρ | = ∞ for i = 1, . . . , k and lim 
becauseθ i =θ j and that, if we set
Then, let us define
where the constant c k depends only onθ 1 , . . . ,θ k and σ. In order to evaluate E(u ρ,i ), let
. Then, taking also into account Proposition 2.3 and Lemma 2.8, for every i ∈ {1, . . . , k} and large ρ we have
(3.14) 
so we have the desired asymptotic behaviour and (3.4) follows from (3.15) . Now, in order to prove that max D k,σ g k,σ is achieved, consider a sequence ((ρ n , θ 1,n , . . . , θ k,n )) n in D k,σ such that lim n→∞ g k,σ (ρ n , θ 1,n , . . . , θ k,n ) = sup
Let us prove that the sequence (ρ n ) n is bounded. Arguing by contradiction, assume that, up to a subsequence, lim n→∞ ρ n = ∞ and, for all n ∈ N, choose (x 1,n , . . . , x k,n ) ∈ D k,σ (ρ n , θ 1,n , . . . , θ k,n ) (3.18) such that f k (x 1,n , . . . , x k,n ) = g k,σ (ρ n , θ 1,n , . . . , θ k,n ).
For every i ∈ {1, . . . , k} and n ∈ N, let t i,n ∈ (0, ∞) be such thatw x i,n := (w x i,n ) δ + t i,n w δ x i,n ∈ S x i,n . Notice that since ρ n → ∞, as n → ∞, and a(x) −→ a ∞ , as |x| → ∞, then t i,n → 1, by its definition, so that w
We observe thatw 20) and so, by the coercivity of E on the submerged parts, we obtain Our aim will be to prove that every function
, is a solution of problem (1.1) for k large enough and σ > 0 suitably chosen. is positive. Moreover, as one can verify by direct computation, c k → 0 asμ(θ 1 , . . . ,θ k ) → 0.
On the other hand, it is clear that the maximum µ k = max{μ(θ 1 , . . . ,θ k ) :θ i ∈ S(0, 1) for i = 1, . . . , k} (3.25) tends to 0 as k → ∞. Therefore, c k must tend to 0 as k → ∞. This fact explains why in this paper we need condition (1.4), while the decay condition
used in [10] [11] [12] [13] , would not be sufficient.
Next remark roughly describes the properties on which we base the idea of the proof of Theorem 1.1 and Proposition 1.2, that will be developed in Sections 4 and 5.
Remark 3.3 The proof of Proposition 3.1 suggests that the interaction between the points x 1 , . . . , x k tends to be attractive as |x 1 |, . . . , |x k | tend to infinity, in the following sense.
Let x 1,n , . . . , x k,n in R N and ρ n > 0 be such that lim n→∞ ρ n = ∞, Taking into account Proposition 3.1 and the definition of D k and D k,σ , we infer that r k and min {|x k i | : i ∈ {1, . . . , k}} must tend to infinity as k → ∞, that is the interaction between the points x k 1 , . . . , x k k tends to be attractive. As a consequence, because of the second equality in (3.6) , the distances between the points
k | tend to be as large as possible, so these points tend to be distributed in all of the sphere S(0, 1). On the contrary, because of the first equality in (3.6) , the distances between the numbers
r k tend to be as small as possible, so these numbers tend to be all close to 1. Taking into account the assumptions (1.3) and (1.4), we infer that the number r k must be large enough so that the distances between the points x k 1 , . . . , x k k tend to infinity, but not too large, otherwise we would have f k (x k 1 , . . . , x k k ) < max D k,σ g k,σ in contradiction with (3.6).
Asymptotic estimates
In this section we describe the asymptotic behaviour as k → ∞ of the sequence ((x k 1 , . . . , x k k )) k given by Proposition 3.1 and of the functions u k , minimizing the energy functional E in the set S Moreover, there existsk > 0 such that, for all k ≥k,
where λ k 1 , . . . , λ k k are the Lagrange multipliers of u k , and u k → 0 uniformly on the compact subsets of R N , as k → ∞.
Proof Property (4.1) is a direct consequence of the definitions of D k and D k,σ . In order to prove (4.2) we argue by contradiction and assume that lim inf
Without any loss of generality, we can assume that
So (up to a subsequence) we have lim k→∞ |x k
We say that lim k→∞ r k · L k = ∞. In fact, arguing by contradiction, assume that (up to a subsequence) lim
In this case, if we set
. . , k}, ∀k ≥ 2, (4.9)
we must have also lim k→∞ r k max{δ k i : i = 1, . . . , k} < ∞ (4.10)
otherwise, for all k ≥ 3 we could chooseθ k ∈ S(0, 1) such that (up to a subsequence)
in contradiction with (4.8).
As a consequence of (4.10), by using (4.1) and a(x) → a ∞ , and arguing as in Proposition 5.3 in [11] , we obtain lim inf Then, consider (y k 1 , . . . ,
and 
Then, the following lemma holds.
Lemma 4.2 Assume that the potential a(x) satisfies the conditions (1.3) and (1.4).
Let (x k 1 , . . . , x k k ) and r k be as in Proposition 3.1. Let Γ k and Λ k be the positive numbers defined in (4.24) and (4.25) . Then, lim k→∞ Γ k = 0 and lim k→∞ Γ k · r k = ∞.
(4.26)
If we assume in addition that condition (1.5) holds, then there existsσ > 0 such that for all σ ∈]0,σ[ we have
(notice that, as x k 1 , . . . , x k k , also Λ k and Γ k depend on the parameter σ introduced to define D k,σ ).
Proof Notice that the balls
are pairwise disjoint, so we must have lim k→∞ Γ k = 0 because S(0, 1) is a bounded set. In order to prove that lim k→∞ Γ k · r k = ∞, we argue by contradiction and assume that (up to a subsequence) lim k→∞ Γ k · r k < ∞. Without any loss of generality, in the following we assume also that Γ k = and
Notice that lim k→∞ Γ k · r k < ∞ implies lim sup k→∞ |z k 1 − z k 2 | < ∞. Therefore, taking into account (4.1) and (4.2) and arguing as for (4.20) , we obtain
For the proof of (4.27) we argue again by contradiction and assume that (up to a subsequence) and the points ξ k 1 , ξ k 2 in D k such that
We claim that 
In fact, arguing by contradiction, assume that (up to a subsequence)
and consider two points ψ k
and
Then, we can argue as in the proof of (4.20) and we infer from (4.32) and (4.46) that, for k large enough,
in contradiction with (4.33). Thus (4.45) holds and, as a consequence, we have also lim sup
Hence, since (4.43), (4.44) and (4.32) give lim inf As it is specified in next corollary, property (4.27) implies that the points
tend, as k → ∞, to spread on all of S(0, 1) and that the limit density of distribution is everywhere positive on S(0, 1). Moreover, if for all x ∈ S(0, 1) and r > 0 we denote by N k (x, r) the number of elements of the set x k i : i ∈ {1, . . . , k}, r) , then there exists c > 0 such that
Proof Since lim k→∞ Γ k = 0, lim k→∞ Λ k = 0 follows directly from (4.27) . In order to prove (4.57) we argue by contradiction and assume that there exists a sequence (x n ) n in S(0, 1) such that Proof Let us consider a sequence (σ n ) n in ]0,σ[ such that lim n→∞σn = 0. We shall prove that there existsn ∈ N such that the assertion of the lemma holds forσ =σn. Let us recall that (x k 1 , . . . , x k k ) and r k depend also on σ. Therefore, if σ =σ n , in this proof we write, more explicitly, (x k,σn and denote by ν n the number of elements of V n . It is clear that S(0, 1/σ n ) ⊆ ∪ τ ∈Vn (τ + [−1, 1] N ), that ν n < ∞ ∀n ∈ N and that lim n→∞ ν n = ∞. Now, consider a sequence (γ n ) n such that γ n > 0 ∀n ∈ N and lim n→∞ ν n γ n = 0. From the definition of the function g k,σ and the properties of the points x kn,σn 1 , . . . , x kn,σn kn described in Remark 3.3 and in Corollary 4.3, since the curvature of the sphere S(0, 1/σ n ) tends to zero as n → ∞, we infer that lim n→∞ M n = 0 otherwise, arguing as in the proofs of 
Proof of the main result and final remarks
Let us denote by λ k 1 , . . . , λ k k the Lagrange multipliers corresponding to a minimizing function u k for the energy functional E in S x k 1 ,...,x k k (see (2.20) ). In order to prove that u k is a positive solution of problem (1.1), it remains to show that, for k large enough, λ k i = 0 ∀i ∈ {1, . . . , k}. Proposition 5.1 Assume that σ =σ (see Lemma 4.4) . Let r k and (x k 1 , . . . , x k k ) be as in Proposition 3.1. Then, there existsk ′ ∈ N such that, for all k ≥k ′ ,
for a suitable µ k ∈ R.
Proof Notice that every function u k ∈ S x k 1 ,...,x k k , such that E(u k ) = f k (x k 1 , . . . , x k k ), satisfies 
and, for i = 1, . . . , k, there exists w k,i ∈ H 1
Therefore, arguing as in Proposition 3.5 in [11] we infer that for all k ≥k ′ there exists a Lagrange multiplier µ k ∈ R such that
On the other hand, from (2.12) and (2.20) we obtain
which, combined with (5.4), implies
Remark 5.2 In the proof of next propositions we obtain some integrals of the form
when we apply Lemma 2.1. Let us remark that
as one can verify by direct computation.
Proposition 5.3 Assume that σ =σ (see Lemma 4.4) . Let r k and (x k 1 , . . . , x k k ) be as in Proposition 3.1. Then, there existsk ′′ ∈ N such that
Proof From Proposition 5.1 it follows that there existsk ′ ∈ N such that (5.1) holds for all k ≥k ′ . Thus, it remains to show that there existsk ′′ >k ′ such that µ k = 0 ∀k ≥k ′′ . Arguing by contradiction, assume that there exists a sequence (k n ) n in N such that lim n→∞ k n = ∞ and µ kn = 0 ∀n ∈ N. Up to a subsequence, |µ kn | −1 µ kn →μ as n → ∞, for a suitableμ ∈ {−1, 1}. Now, choose a sequence (ε n ) n of positive numbers such that lim n→∞εn /µ kn = 0 (notice that, as a consequence, lim n→∞εn = 0 because lim n→∞ µ kn = 0 as follows from (2.27) ). Then, set ρ n = (r 2 kn +με n ) 1/2 ∀n ∈ N and notice that ρ n , 
For every n ∈ N, let us choose i n ∈ {1, . . . , k n } and assume that (up to a subsequence)
x kn in |x kn in | →x ∈ S(0, 1) and 1 εn (ȳ kn in − x kn in ) · x kn in →c ∈ R as n → ∞. Then, taking into account Lemma 2.1, we obtain lim inf n→∞ C n,in |µ kn |ε n ≥ −c Notice that in (5.17) the integral does not depend onx, in the sense that its value remains unchanged if we replacex by any otherx ′ ∈ S(0, 1). Therefore, it follows that
On the other hand, we have
because of the definition of ρ n . Therefore, using also (5.8) we obtain Proof Arguing by contradiction, assume that there exists a sequence (k n ) n in N such that lim n→∞ k n = ∞ and, for all n ∈ N, λ kn i = 0 for some i ∈ {1, . . . , k n }. For all n ∈ N, choose i n ∈ {1, . . . , k n } such that |λ kn in | = max{|λ kn i | : i = 1, . . . , k n }. where c ′ is a positive constant independent of θ and N ′ k (θ, ε) denotes the number of elements of the set {θ k i ∈ S d : i = 1, . . . , k, θ k i ∈ B(θ, ε)}.
When d = 1 and we assume in addition that a(x) has radial symmetry in the variables x 1 , x 2 , then there exist also other solutions (corresponding to higher critical levels of the energy functional E). In fact, for all k ∈ N and ρ > 0, consider the k points in R N x k,ρ i = ρ cos 2πi k , ρ sin 2πi k , 0, . . . , 0 for i = 1, . . . , k.
(5.36)
If (x k,ρ 1 , . . . , x k,ρ k ) ∈ D k , set ϕ k (ρ) = f k (x k,ρ 1 , . . . , x k,ρ k ). Then, as in the proof of Theorem 1.1, one can show that there existsk ∈ N such that, for all k ≥k, (x k,ρ 1 , . . . , x k,ρ k ) is in the interior of D k and there existsr k > 0 such that
∀ρ > 0 such that (x k,ρ 1 , . . . , x k,ρ k ) ∈ D k . such that E(ũ k,r k ) = f k (x k,r k 1 , . . . , x k,r k k ). Because of the radial symmetry, it follows that there exists a Lagrange multiplierμ k such that λ k i =μ k · x k,r k i for i = 1, . . . , k. Thus, arguing by contradiction as in the proof of Proposition 5.4, one can prove thatμ k = 0 for k large enough, namelyũ k,r k is a solution of problem (1.1).
Remark 5.6 Unlike the results proved in [12, 13] , Theorem 1.1 does not require sup x∈R N |a(x) − a ∞ | L N/2 (B(x,1)) to be small and, indeed, it may be arbitrarily large. For example, if Ω is a bounded domain of R N and a s (x) = sā(x) + a(x) ∀x ∈ R N , where a(x) is as in Theorem 1.1 andā(x) is a nonnegative function which is positive only in Ω, then for k large enough and all s ≥ 0 there exists a k-bump solution u k,s ; moreover, as s → ∞, u k,s converges to a k-bump solutionũ k in the exterior domain Ω = R N \Ω, with zero Dirichlet boundary condition (on the other hand, the solutionũ k may be also obtained directly since our method can be adapted to deal with Dirichlet problems in exterior domains).
Remark 5.7 The method developed in this paper may be also used to construct sequences (û n ) n of positive solutions of problem (1.1) which converge in H 1 loc (R N ) to a positive solutionû having infinitely many bumps (while the sequence (u k ) k≥k given by Theorem 1.1 converges to the trivial solution u ≡ 0). The bumps are distributed near infinitely many spheres with center in the origin. Since the radius of these spheres may be chosen in infinitely many ways, we obtain infinitely many positive solutions having infinitely many positive bumps (while the result presented in [13] guarantees only the existence of one solution having this property, under the additional assumption that sup x∈R N |a(x) − a ∞ | L N/2 (B(x,1)) is small enough). 
