Abstract. Confidentiality is an important concern in today's information society: electronic payment and personal data should be protected appropriately. This holds in particular for multi-threaded applications, which are generally seen the future of high-performance computing. Multithreading poses new challenges to data protection, in particular, data races may be exploited in security attacks. Also, the role of the scheduler is seminal in the multi-threaded context. This paper proposes a new notion of confidentiality for probabilistic and non-probabilistic multi-threaded programs, formalized as schedulerspecific probabilistic observational determinism (SSPOD), together with verification methods. Essentially, SSPOD ensures that no information about the private data can be derived either from the public data, or from the probabilities of the public data being changed. Moreover, SS-POD explicitly depends on a given (class of) schedulers. Formally, this is expressed by using two conditions: (i) each publicly visible variable individually behaves deterministically with probability 1, and (ii) for every trace considering all publicly visible variables, there always exists a matching trace with equal probability. We verify these conditions by a clever combination of new and existing algorithms over probabilistic Kripke structures.
Introduction
Confidentiality plays a crucial role in the development of applications dealing with private data, such as Internet banking, medical information systems, and authentication systems. These systems need to enforce strict protection of private data, like credit card details, medical records, etc. The key idea is that secret information should not be derivable from public data. For example, the program if (h > 0) then l := 0 else l := 1, where h is a private variable and l is a public variable 1 , is considered insecure, because we can derive the value of h from the value of l. If private data is not sufficiently protected, users refuse to use such applications. Using formal means to establish confidentiality is a promising way to gain the trust of users.
Possibilistic programs. With the trend of multiple cores on a chip and massively parallel systems like general purpose graphic processing units, multi-threading is becoming more standard. Existing confidentiality properties, such as noninterference [12] and observational determinism [30, 15] are not suitable to ensure confidentiality for multi-threaded programs. They only consider input-output behavior, and ignore the role of schedulers, while multi-threaded programs allow all interactions between threads and intermediate results to be observed [30, 15, 14] . Thus, new methods have to be developed for an observational model where an attacker can access the full code of the program, observe the traces of public data, and limit the set of possible program traces by selecting a scheduler.
Because of the exchange of intermediate results, to ensure confidentiality for multi-threaded programs, it is necessary to consider the whole execution traces, i.e., the sequences of states that occur during the execution of the program [30, 23] . Besides, due to the interactions between threads, the traces of a multi-threaded program depend on the scheduler that is used to execute the program. Therefore, a program's confidentiality is only guaranteed under a particular scheduler, while a different scheduler might make the program reveal secret information, as illustrated by the following example.
{if (h > 0) then l1 := 1 else l2 := 1} {l1 := 1; l2 := 1} {l2 := 1; l1 := 1}, where is the parallel operator. Under a nondeterministic scheduler, the secret information cannot be derived, because the traces in the cases h > 0 and h ≤ 0 are the same. However, under a scheduler that always executes the leftmost thread first, the secret information is revealed by observing whether l1 is updated before l2, i.e., when l1 is updated before l2, the attacker knows that h > 0. However, this program is considered secure by observational determinism [30, 15] .
Taking into account the effect of schedulers on confidentiality, we proposed a definition of scheduler-specific observational determinism (SSOD) for possibilistic multi-threaded programs [14] . Basically, a program respects SSOD if (SSOD-1) for any initial state, traces of each public variable are stuttering-equivalent, and (SSOD-2) for any two initial states I and I that are indistinguishable w.r.t. the public variables, for every trace starting in I, there exists a trace that is stuttering equivalent w.r.t. all public variables, starting in I .
SSOD is scheduler-specific, since traces model the runs of a program under a particular scheduler. When the scheduling policy changes, some traces cannot occur, and also, some new traces might appear ; thus the new set of traces may not respect our requirements. For example, the above program is accepted by SSOD w.r.t. the nondeterministic scheduler, but is rejected under the scheduler that always executes the leftmost thread first.
Probabilistic programs. To extend our earlier results, this paper also considers programs that have probabilistic behaviors. For probabilistic programs, some threads might be more likely to be executed than others. This opens up the possibility of probabilistic attacks, as in the following example.
This program is secure under a nondeterministic scheduler. However, consider a scheduler that, when h > 0, picks thread l1:=1 first with probability 3/4; otherwise, it chooses between the threads with equal probabilities. With this scheduler, we can learn information about h from the probabilities of public data traces. However, the program is still accepted by SSOD w.r.t. this scheduler, because SSOD only considers the existence of traces, not its probability.
To detect vulnerabilities to probabilistic attacks, we define scheduler-specific probabilistic-observational determinism (SSPOD). This formalizes the observational determinism property for probabilistic multi-threaded programs, executed under a probabilistic scheduler. Basically, a program respects SSPOD if (SSPOD-1) for any initial state, each public variable individually behaves deterministically with probability 1, and (SSPOD-2) for any two initial states I and I that are indistinguishable w.r.t. the public variables, for every trace starting in I, there exists a trace that is stuttering equivalent w.r.t. all public variables, starting in I , and the probabilities of these two matching traces are the same.
The first condition of SSPOD requires that all public variable traces individually evolve deterministically. Requiring only that a stuttering-equivalent public variable trace exists is not sufficient to guarantee confidentiality for multithreaded programs, as extensively discussed in [30, 14] . The first condition avoids leakage of private information based on the observation of public data traces. The second condition of SSPOD requires the existence of a public data trace with equal probabilities. This existential condition avoids refinement attacks where an attacker chooses an appropriate scheduler to control the set of possible traces. The second condition is also sufficient to ensure that any difference in the relative order of updates is coincidental, and thus no private information can be deduced from it. In addition, SSPOD also guarantees that no private information can be derived from the probabilistic distribution of traces, because indistinguishable traces occur with the same probabilities.
Notice that the question which classes of schedulers appropriately model real-life attacks is orthogonal to our results: our definition is parametric on the scheduler. In Section 5, we compare SSPOD with the existing formalizations of confidentiality properties for probabilistic programs [29, 23, 24] , and argue that they are either unsuitable to the multi-threaded context, or very restrictive.
Verification. Besides formalizing the property, the paper also discusses how to verify SSPOD. The traditional way to check information flow properties is by using a type system. However, as discussed in [14] , type systems are not suited to verify existential properties, as the one in SSPOD. Besides, type systems that have been proposed to enforce confidentiality for multi-threaded programs are often very restrictive. This restrictiveness makes the application programming become impractical; many intuitively secure programs are rejected by this approach, i.e., h := l; l := h. Instead, in [14] , we proposed to use a different approach for SSOD, encoding the information flow property as a temporal logic property. This idea is based on the use of self-composition [6, 15] , and allows us to verify the information flow property via model checking. However, the result is rather complex, and thus its verification cannot be handled efficiently by the existing model-checking tools.
Therefore, this paper proposes more efficient algorithms to verify our definition. For this purpose, programs are modeled as probabilistic Kripke structures. For both conditions of SSPOD, we present a verification approach, a clever combination of new and existing algorithms. The first condition is checked by removing all stuttering loops, except the self-loops in final states, and then verifying stuttering equivalence. Verification of stuttering equivalence is implemented by checking whether there exists a functional bisimulation between the executions of the Kripke structure and a witness trace. This is a new algorithm, that is also relevant outside the security context, e.g., as in partial-order reduction for model checking, because stuttering equivalence is a fundamental concept in the theory of concurrent and distributed systems. SSOD-1 can be also verified by a variant of this algorithm. SSPOD-2 is implemented by removing stuttering steps, thereby reducing the problem into an equivalence problem for probabilistic languages [28, 11, 16] . This approach gives a precise verification method for observational determinism. Furthermore, the model checking procedure is also able to produce a counter-example to synthesize attacks for insecure programs, i.e., for programs that fail either of the conditions of SSPOD (similar as in [20] ).
Currently, we are implementing our verification techniques in the symbolic model checker LTSmin [7] . SSPOD-1 has been implemented, and we will adapt the existing implementation of [16] for SSPOD-2. Once the implementation is finished, we will apply the tool to case studies.
Organization of the paper. Section 2 presents the preliminaries. Then, Section 3 formalizes the SSPOD property, and Section 4 presents its verification. Section 5 discusses related work. Section 6 concludes, and discusses future work.
Preliminaries

Basics
Sequences. Let X be an arbitrary set. The sets of all finite sequences, and all sequences of X are denoted by X * , and X ω , respectively. The empty sequence is denoted by ε. Given a sequence σ ∈ X * , we denote its last element by last(σ). A sequence ρ ∈ X * is called a prefix of σ, denoted by ρ σ, if there exists another sequence ρ ∈ X ω such that ρρ = σ.
Probability distributions. A probability distribution µ over a set X is a function µ ∈ X → [0, 1], such that the sum of the probabilities of all elements is 1, i.e., x∈X µ(x) = 1 over a set X. If X is uncountable, then x∈X µ(x) = 1 implies that µ(x) > 0 for countably many x ∈ X. We denote by D(X) the set of all probability distributions over X. The support of a distribution µ ∈ D(X) is the set supp(µ) = {x ∈ X | µ(x) > 0} of all elements with a positive probability. For an element x ∈ X, we denote by 1 x the probability distribution that assigns probability 1 to x and 0 to all other elements.
Probabilistic Kripke Structures
We consider probabilistic Kripke structures (PKS) that can be used to model semantics of probabilistic programs in a standard way [13] . PKSs are like standard Kripke structures [17] , except that each transition c → µ leads to a probability distribution µ over the next states, i.e., the probability to end up in state c is µ(c ). Each state may enable several probabilistic transitions, modeling different execution orders to be determined by a scheduler. For technical convenience, our PKSs label states with arbitrary-valued variables from a set Var , rather than with Boolean-valued atomic propositions. Thus, each state c is labeled by a labeling function V (c) :
We assume that Var is partitioned into sets of low variables L and high variables 
Let Trace(A) denote the set of all infinite traces of A. Two states c and c are low
Probabilistic schedulers
A probabilistic scheduler is a function that implements a scheduling policy [23] , i.e., that decides with which probabilities the threads are selected. To make our security property applicable for many schedulers, we give a general definition. We allow a scheduler to use the full history of computation to make decisions: given a path ending in some state c, a scheduler chooses which of the probabilistic transitions enabled in c to execute. Since each transition results in a distribution, a probabilistic scheduler returns a distribution of distributions 2 .
Definition 2. A scheduler δ for PKS
The effect of a scheduler δ on a PKS A can be described by a PKS A δ : the set of states of A δ is obtained by unrolling the paths in A, i.e., S A δ = Path * (A) such that states of A δ contain a full history of execution. Besides, the unreachable states of A under the scheduler δ are removed by the transition relation → δ .
Definition 3. Let A = S, I, Var , Val , V, → be a PKS and let δ be a scheduler for A. The PKS associated to δ is A δ = Path
, and the transition relation is given by
Since all nondeterministic choices in A have been resolved by δ, A δ is fully probabilistic. The probability P (π) given to a finite path π = π 0 π 1 . . . π n is determined by δ(π 0 )(π 1 ) · δ(π 0 π 1 )(π 2 ) · · · δ(π 0 π 1 . . . π n−1 )(π n ). The probability of a finite trace T is obtained by adding the probabilities of all paths associated with T . Based on this observation, we can associate a probability space (Ω, F, P δ ) over sets of traces. Following the standard definition, we set Ω = (Var → Val ) ω , F contains all measurable sets of traces, and P δ : F → [0, 1] is a probability measure on F. Thus, P δ (X) is the probability that a trace inside set X ∈ F occurs. We refer to [26] for technical details. Notice that Ω and F depend only on A, not on A δ .
Stuttering-free PKSs and Stuttering Equivalence
Stuttering steps and stuttering equivalence [21, 15] are the basic ingredients of our confidentiality properties. In the non-probabilistic case, a stuttering step is a transition c → c that leaves the labels unchanged, i.e., V (c ) = V (c). In the probabilistic scenario, a transition stutters if, with positive probability, at least one of the reached states has the same label. A stuttering-free PKS allows stuttering transitions only as the self-loops in final states.
Definition 4 (Stuttering-free PKS).
A stuttering step is a transition c → µ with V (c) = V (c ) for some c ∈ supp(µ). A PKS is called stuttering-free if for all stuttering steps c → µ, we have that µ = 1 c and no other transition leaving from c, i.e., if c → µ , this implies µ = µ .
Two sequences are stuttering equivalent if they are the same after we remove adjacent occurrences of the same label, e.g., (aaabcccd) ω and (abbcddd) ω .
Definition 5 (Stuttering equivalence). Let X be a set. Stuttering equivalence, denoted ∼, is the largest equivalence relation over
Scheduler-Specific Probabilistic-Observational Determinism
A program is confidential w.r.t. a particular scheduler iff no secret information can be derived from the observation of public data traces, the order of public data updates, or from the probabilities of traces. This is captured formally by the definition of scheduler-specific probabilistic-observational determinism.
As shown in [30, 14] , to be secure, a multi-threaded program must enforce an order on the accesses to a single low variable, i.e., the sequence of operations performed at a single low variable is deterministic. Therefore, SSPOD's first condition requires that for any initial state, traces of each low variable that do not end in a non-final stuttering loop are stuttering equivalent with probability 1. This condition ensures that no secret information can be derived from the observation of public data traces, because when all low variables individually evolve deterministically, the values of low variables do not depend on the values of high variables. However, a consequence of SSPOD's first condition is that harmless programs such as l:=0| |l:=1 are also rejected.
SSPOD also requires that, given any two initial low-equivalent states I and I , for every trace starting in I, there exists a trace that is stuttering equivalent w.r.t. all low variables, starting in I , and the probabilities of these two matching traces are the same. This condition ensures that secret information cannot be derived from the relative order of updates of any two low variables, or from any probabilistic attack, because there is always a matching trace with the same probability of occurrence.
Let (Ω, F, P δ ) denote the probability space of A δ with an initial state I. Notice that the probability of a trace to end up in a non-final stuttering loop is 0, because a non-final loop must contain at least one state with a transition that goes out of the loop; thus, it contains a transition with a probability less than 1. Thus, if X is a set of traces that ends in a non-final stuttering loop and are closed under stuttering equivalence, P δ [X] might be 0. Therefore, SSPOD is formally defined as follows.
Definition 6 (SSPOD)
. Given a scheduler δ, a program C respects SSPOD w.r.t. L and δ, iff for any initial state I, SSPOD-1 For any l ∈ L, let X ∈ F be any set of traces closed under stuttering equivalence w.r.t. l, we have P δ [X] = 1 or P δ [X] = 0. SSPOD-2 For any initial state I that is low-equivalent with I, for all sets of traces X ∈ F that are closed under stuttering equivalence w.r.t. L, we have
, where (Ω, F, P δ ) denote the probability space of A δ with I .
Program C is scheduler-specific probabilistic-observational deterministic w.r.t. a set of schedulers ∆ if it is so w.r.t. any scheduler δ ∈ ∆.
Verification of SSPOD
This section discusses how we algorithmically verify the two conditions of SS-POD. As mentioned above, we use a combination of new and existing algorithms. Moreover, the new algorithm is general, and also applicable in other, non-security related contexts. We assume that data domains are finite and schedulers use finite memory. Therefore, the algorithms work only on finite fully probabilistic PKSs, which can be viewed as finite Markov Chains.
Verification of SSPOD-1
Algorithm. Given a program C, and a scheduler δ, SSPOD-1 requires that after projecting A δ on any low variable l, all traces that do not stutter forever in a non-final stuttering loop must be stuttering equivalent with probability 1.
To verify this, we pick one arbitrary trace and ensure that all other traces are stuttering equivalent to this trace. Concretely, for each l ∈ L, we carry out the following steps. This algorithm works, since we transform the probabilistic property SSPOD-1 into a possibilistic one. Key insight is that the probability of a trace that stutters forever in a non-final stuttering loop is 0. Therefore, after removing all non-final stuttering loops, it is sufficient to determine whether all traces are stuttering equivalent.
To perform Step 1, we label every state with the value of l in that state. To remove the stuttering loops in Step 2, we use a classical algorithm for finding strongly connected components w.r.t. stuttering steps [1] , and collapse these components into a single state. To ensure that the transition relation remains non-blocking, Step 3 re-establishes the self-loops for final states.
Step 4.1.1 is implemented via a classical cycle-detection algorithm based on depth-first search (Appendix A). The initial state of a lasso is also the initial state of PKS. The algorithm essentially proceeds by picking arbitrary next steps, and terminates when it hits a state that was picked before. Step 4.1.2 is done via the standard strong bisimulation reduction. For example, the minimal form of a lasso abb(cb) ω is a(bc) ω . This minimal lasso is called the witness trace.
Step 4.2 checks stuttering trace equivalence between a PKS A and the witness trace T by checking if there exists a functional bisimulation between them, i.e., a bisimulation that is a function, thus mapping each state in A to a single state in T . This is done by exploring the state space of A in a breadth-first search (BFS) order and building the mapping Map during exploration. We name each state in T by a unique symbol u ∈ U, i.e., u i denotes T i . Let succ(T, u) denote the successor of u on T .
We map the A's initial state to u 0 , i.e., Map[init state] = u 0 . Each iteration of the algorithm examines the successors of the state stored in the variable current. Assume that Map[current] is u, consider a successor c ∈ succ(A, current). The potential map of c is u if current → c is a stuttering transition; otherwise, it is succ(T, u). The algorithm returns false, i.e., continue = false, if (i) c and potential map have different valuations, (ii) c is a final state of A, while potential map is not the final state of T , or (iii) c has been checked before, but its mapped state is not potential map.
If none of these cases occurs and c was not checked before, c is added to Q, and mapped to potential map. Basically, a state c of A is mapped to u, i.e., Map[c] = u, iff the trace from the initial state to state c in A and the prefix of T upto u are stuttering equivalent.
Let c ∼ V c denote that c and c have the same valuation, i.e., V (c) = V (c ); final (A, c) denote that c is a final state in A; and final (T, u) denote that u is the final state in T . The algorithm also uses a FIFO queue Q of frontier states. The termination of Algorithm 4.2 follows from the termination of BFS over a finite A. Step 1
4.2: Stuttering Trace Equivalence(A,
Step 2
Step 3
Step 4.1.1
Step 4.1.2 Step 2 removes all stuttering loops, while Step 3 re-establishes the selfloops for final states. Step 4.1 takes an arbitrary trace of A and then minimizes it. Each state of the witness trace T is denoted by a unique symbol u i . Figure 2 illustrates Step 4.2. Initially, all states of A are mapped to a special symbol ⊥ that indicates unchecked states. To keep states readable, we skip the valuation. Next, state 0 is enqueued, and mapped to u 0 . Next, the algorithm examines all unchecked successors of state 0, i.e., states 1, 2, 3. Each of them follows a nonstuttering step, thus their potential maps are all u 1 . Since states 1, 2, and 3 have the same valuation as potential map, i.e., b, they are all enqueued, and mapped to u 1 . Next, the successor of state 1, i.e., state 4, is considered. The transition 1 → 4 is non-stuttering, thus potential map = u 2 . State 4 has the same valuation as potential map, but it is a final state of A, while potential map is not the final state of T . Thus, continue = false. The PKS A and the witness trace T are not stuttering trace equivalent, because there exists a trace that stutters in state 4 forever. The algorithm terminates. Step 1 only changes the labels of states of a PKS. Thus, the probability space of the PKS is unchanged. Hence, after projecting A δ on l, we can reformulate SSPOD-1 in terms of A δ | l . Let (Ω, F, P δ,l ) denote the probability space of A δ | l . First, we reformulate SSPOD-1, which talks about projected traces in A, in terms of the traces in the projected A δ,l Theorem 2. For any l ∈ L, and for a set of traces X ∈ F that are closed under stuttering equivalence, if
Proof. See Appendix C.
The key step (Step 2) in our algorithm is the reduction of a probabilistic property to a non-probabilistic property: after removing all stuttering loops, if all traces of A δ | l are stuttering equivalent, then P δ,l [X] = 1. Thus, SSPOD-1 holds. The correctness of this step follows from a result from Baier and Kwiatkowska [5] : whenever all fair traces of a PKS fulfill a certain property ϕ, then ϕ holds with probability 1. In our context, we define the fairness of traces w.r.t. nonstuttering transitions. A non-stuttering transition is enabled in a state T i iff there exists a finite sequence of transitions from T i that leads to T j such that V (T j ) = V (T i ). A non-stuttering transition is said to be taken in a state T i of T iff ∃j > 0. T i = T i+j . A trace is strongly fair w.r.t. non-stuttering transitions if given that a non-stuttering transition is enabled infinitely often, it is taken infinitely often. Thus, a trace that stutters in a non-final stuttering loop forever is unfair. Let Fair (A) denote the set of fair traces of Trace(A). Applying the result from [5] , we obtain: Theorem 3. Given a finite A δ | l and a set of traces X ∈ F that are closed under stuttering equivalence and do not stutter forever in a non-final stuttering loop, if ∀T,
We show that after removing all stuttering loops, and re-establishing the self-loops for final states, the set of fair traces of A is preserved.
Theorem 4. Given a PKS A, let R denote the PKS that is obtained after removing all stuttering loops and re-establishing the self-loops for final states. Then Fair (A) = Trace(R).
Proof. See Appendix D.
Combining these results, we obtain.
Theorem 5. For any l ∈ L, if all traces of R δ | l are stuttering equivalent, then SSPOD-1 holds.
Overall Complexity.
Step 1 labels every state of A by the value of l in that state. This is done in time complexity O(n), where n is the number of states of A.
Step 2 uses an O(m)-algorithm to find the strongly connected components, where m is the number of transitions of A. The time complexity of Step 4.1 is also O(m). The core of Step 4.2 is the BFS algorithm, whose running time is O(n + m). Therefore, for a single low variable l, the total time complexity of the verification is linear in the size of A, i.e., O(n + m), and for any initial state, the total complexity of the verification of SSPOD-1 (for all l ∈ L) is |L| O(n + m).
Verification of SSPOD-2
Algorithm. SSPOD-2 states that, given a program C, for any two initial lowequivalent states I and I , if we project on the set of low variables L, the probabilistic languages arising from the executions of I and I should be the same. A number of efficient algorithms for checking equivalence between probabilistic languages have been developed, the classical ones in [10, 28] , and the improved variants in [11, 16] . However, none of the existing algorithms exactly fit our purposes, since either they do not abstract from stuttering steps [28, 11, 16] , or they consider a different variation of probabilistic language inclusion [10] .
Therefore, to verify SSPOD-2, our algorithm first transforms the PKS into an equivalent one, without stuttering steps, and then we use the latest and most efficient algorithm from Kiefer et al. [16] to check equivalence of these probabilistic languages. The basic idea of this algorithm is to present the language of a PKS by a polynomial in which each monomial presents an input word of the language and the coefficient of the monomial represents the weight of the word, i.e., the probability of the execution of the word. This method reduces the language equivalence problem to polynomial identity testing.
SSPOD-2 1: Project both A δ and A δ (modeling the executions starting in I and I ) on the set L, yielding A δ |L and A δ |L . 2: Remove all stuttering steps from A δ |L and A δ |L , yielding stutteringfree PKSs R δ |L and R δ |L . 3: Check the equivalence of the stuttering-free probabilistic languages between R δ |L and R δ |L , using Kiefer et al. [16] .
Overall Correctness. After projecting both A δ and A δ on L, we can reformulate SSPOD-2 in terms of A δ |L and A δ |L . Let (Ω, F, P δ,L ) and (Ω, F, P δ,L ) denote the probability space of A δ |L and A δ |L , respectively.
Theorem 6. SSPOD-2 holds iff for all sets of traces X ∈ F that are closed under stuttering equivalence, we have
Proof. See Appendix E.
Let R denote a stuttering-free PKS that is obtained by applying Step 2 on a given A. Let P A and P R be the probabilistic transition functions of A and R, respectively.
Step 2 removes all stuttering steps by changing P A to P R given by the following equations.
Thus, for non-stuttering steps, P A and P R are the same; for stuttering steps, P R accumulates the probabilities of moving to c via some stuttering steps c → c . Thus, P R accounts for the transition probabilities of stuttering steps in A into the transition probabilities of non-stuttering steps in R. Therefore, removing stuttering steps does not change the probabilities of sets of traces that are closed under stuttering equivalence.
Theorem 7. Let X ∈ F be a set of traces that are closed under stuttering equivalence, then
Combining all results, it is obvious that to check SSPOD-2, we can check for probabilistic language equivalence between R δ |L and R δ |L .
Step 1 is done in time complexity O(n), where n is the number of states of two PKSs.
Step 2 essentially calculates a reachability probability, and is defined as a system of n linear equations over n variables. This equation system can be solved in O(n 3 ).
Step 3 can be done in O(nm), where m is the number of transitions [16] . Thus, the overall complexity is O(n 3 ) for each pair I and I .
Related Work
The idea of observational determinism originates from Roscoe [22] , who was the first to identify the need for determinism to ensure confidentiality for concurrent processes. This observation has resulted in several subtly different definitions of observational determinism for possibilistic multi-threaded programs (e.g., [30, 15, 27, 14] ), see [14] for a detailed comparison. Notice that, SSOD is the only one to consider the effect of schedulers on confidentiality.
When programs have probabilistic behaviors, to prevent information leakage under probabilistic attacks, several notions of probabilistic noninterference have been proposed [29, 23, 24] . The first is from Volpano and Smith [29] . It is based on a lock-step execution of probability distributions on states, i.e., given any two initial states that are indistinguishable w.r.t. low variables, the executions of the program from these two initial states, after projecting out high variables, are exactly the same. As shown by Sabelfeld and Sands [23] , this definition is not precise, and overly restrictive. Sabelfeld and Sands's definition of probabilistic noninterference is based on a partial probabilistic low-bisimulation [23] , which requires that given any two initial states that are indistinguishable w.r.t. low variables, for any trace that starts in an initial state, there exists a trace that starts in the other initial state and passes through the same equivalence classes of states at the same time, with the same probability. This definition is restrictive w.r.t. timing, i.e., it cannot accommodate threads whose running time depends on high variables. Thus, it rejects many harmless programs, while SSPOD accepts, such as if (h > 0) then {l1 := 3; l1 := 3; l2 := 4} else {l1 := 3; l2 := 4}.
To overcome these limitations, Smith proposes to use a weak probabilistic bisimulation [24] . Weak probabilistic bisimulation allows two traces to be equivalent when they reach the same outcome, but one runs slower than the other. However, this still demands that any two bisimilar states must reach indistinguishable states with the same probability. This condition of probabilistic bisimulation is more restrictive than SSPOD, because when trace occurrences do not depend on high variables, probabilistic noninterference still rejects the program.
Moreover, all bisimulation-based definitions mentioned above do not require the deterministic behavior of each low variable. However, we insist that a multithreaded program must enforce a deterministic orderings on the accesses to low variables, see [14] . Finally, probabilistic noninterference [23, 24] also put restrictions on unreachable states, e.g., l := 1; if (l == 0) then l := h else skip is secure but rejected, because the bisimulation also considers the case when the conditional statement is executed from an unreachable state where l equals 0, see [8] . Mantel et al. [18] overcome this limitation by explicitly using assumptions and guarantees about how threads access the shared memory. Notice that SSPOD does not have this property, thus SSPOD is less restrictive.
Mantel et al. [19] also consider the effect of schedulers on confidentiality. However, their observational model is different from ours. They assume that the attacker can only observe the initial and final values of low variables on traces. Thus, their definitions of confidentiality are noninterference-like.
Palamidessi et al., Chen et al., Smith, and Zhu et al. [2-4, 9, 25, 31] investigate a quantitative notion of information leakage for probabilistic systems. Quantitative analysis offers a method to compute bounds on how much information is leaked. This information can be used to compare with the threshold, and thus suggesting whether the program is accepted or not. Therefore, we can tolerate the minor leakage. Thus, this line of researches is complementary to ours.
Conclusion
Summary. This paper introduces the notion of scheduler-specific probabilistic observational determinism, together with an algorithmic verification technique.
SSPOD captures the notion of confidentiality for probabilistic multi-threaded programs. The definition extends an earlier proposal for possibilistic confidentiality of such programs, and makes it usable in a larger context. It is important to consider probabilistic multi-threaded programs, because this captures the realistic behavior of programs.
We also propose an algorithmic verification technique for it. The verification is using a combination of new and existing algorithms. The new algorithm solves a standard problem, which makes it applicable also in a broader context. We believe that the idea of adapting known model checking algorithms will also be appropriate for other security properties, such as integrity and availability.
Future work. We see several directions for future work. We plan to continue the study of other security properties, i.e., anonymity, integrity, and availability. We believe that our algorithmic approach is also appropriate to efficiently and precisely verify these security properties.
Further, we also plan to relax our definitions of confidentiality by quantifying the information flow and determining how much information is being leaked. The existing models of quantitative analysis do not address which measure is suitable to quantify information leakage for multi-threaded programs, thus a new approach has to be developed.
A Algorithm to take a lasso of a PKS
The following appendices are for reviewing only. This appendix introduces the algorithm that implements Step 4.1.1. Proof. Clearly, the invariant holds upon first entry of the loop, since initially, continue holds, and only init state is mapped to the initial state of T , i.e., u 0 .
We show that the invariant is preserved by every iteration of the loop. Assume the invariant holds before the loop body. If continue does not hold, then the loop is not executed, and the algorithm ends. The invariant is preserved.
Otherwise, continue holds. The invariant before the loop body states that the trace from init state to current and the prefix of T upto u are stuttering equivalent. Now consider a successor c of the current state. We distinguish the following cases:
Case c ∼ V u and c ∼ V succ(T, u). In our algorithm, potential map denotes the candidate mapping of c. It is u if c ∼ V current; otherwise, it is succ(T, u).
If c ∼ V u and c ∼ V succ(T, u), then c ∼ V potential map. Thus, continue becomes false. The invariant is preserved, because any trace that goes from current to c is not stuttering equivalent to T .
X is closed under stuttering equivalence w.r.t. l. Clearly, also X ⊆ Trace(A δ | l ), and X is closed under stuttering equivalence. Moreover, the probability space of A δ is preserved by projection on l. Thus, if for any l, P δ,l [X] = 1 or P δ,l [X] = 0, then P δ [X] = 1 or P δ [X] = 0, respectively. Thus, SSPOD-1 holds.
D Proof of Theorem 4
Proof. Let L be a non-final stuttering loop of A. Since L is non-final, it contains at least a state with an outgoing transition that leads to a non-stuttering transition. From the definition of fair traces, any T that is trapped in L forever is unfair. Hence, removing all stuttering loops, and re-establishing the self-loops for final states, preserve the set of fair traces of A.
E Proof of Theorem 6
Proof.
Step 1 labels states of a PKS by the set of values of L. This preserves the probability space of the PKS. Let X ⊆ Trace(A δ ) such that X is closed under stuttering equivalence w.r.t. L. Clearly, also X ⊆ Trace(A δ |L ), and X is closed under stuttering equivalence. Moreover, P δ,L [X] = P δ [X]. Thus, SSPOD-2 holds.
