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nderstanding the impact of most potential 
education-policy changes is made difficult by 
the reality that the large majority of variation in 
student outcomes is unexplained by traditionally 
observable individual and school characteristics. Thus, 
it is important that while a very large amount of recent 
attention has been paid to understanding the 
determinants of educational outcomes, knowledge of 
the causal impact of the most fundamental input in the 
education production function—students’ own study 
time and effort—has remained essentially non-existent. 
 
One primary reason for the current void in our 
understanding is that standard data sources have not 
traditionally collected information about how much 
time students spend studying. The very small amount 
of existing work that has provided direct evidence 
about the relationship between studying and aca-
demic performance focused on collecting measures 
of study effort and obtained estimates of the 
(conditional) correlation between the number of 
hours that a person studies and his or her academic 
performance. In the first of this work,  Schuman et 
al. (1985), over the course of a ten-year period, took 
four different measurement approaches in an explicit 
attempt to “produce a positive relation between 
amount of study and GPA” at the University of 
Michigan and found that none of the approaches 
were “very successful in yielding the hypothesized 
substantial association.”  Similar replication results 
at different schools by Hill (1991) and Rau and 
Durand (2000) produced generally similar results.  
 
The bias associated with viewing the descriptive   
relationships in previous work as estimates of the 
causal role that studying plays in the grade-production 
process arises, in part, because students who spend 
more time studying may be different in unobserved 
ways related to, say, ability than those who spend less 
time studying. However, further confounding this 
“endogeneity” problem is the possibility that 
individuals who receive bad grade shocks or have 
difficult classes during a particular semester may react 
by changing their effort during that semester. Not 
only is it not possible to know the size of the bias that 
is present if one views the correlations found in 
previous papers as estimates of the causal effect, but it 
is also not possible to know the direction of the bias. 
Thus, given the central policy importance of effort 
and the reality that no previous work has addressed 
the endogeneity problem that may very well be 
present, it should perhaps be disconcerting that a 
recent review of the current evidence led Schuman 
(2000) to write that “for now, we can conclude that 
the amount of studying has some but not a great deal 
to do with students’ achievement as measured by 
grades, especially GPA.” 
 
Ideal for learning about the importance of studying 
would be a random experiment in which two groups 
of students who are identical in all respects at the 
beginning of school are forced to study different 
amounts during school but continue to behave identi-
cally in all other ways (class attendance, sleeping, 
drinking, study efficiency, paid employment, etc.) that 
could influence the outcome of interest.  In this case, 
one can learn about the causal impact of studying 
simply by examining whether grade performance 
differs between the two groups. In this paper, we 
examine the effect of studying on college grade 
performance by taking advantage of a “natural experi-
ment” that we find closely resembles this ideal ex-
periment. More specifically, our approach takes ad-
vantage of the fact that some students in our sample 
are randomly assigned roommates who bring video 
games with them at the beginning of the school year, 
while the remainder of the students in our sample are 
randomly assigned roommates who do not. 
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In the next section, we describe a unique survey 
project at Berea College that provides our data. In the 
“Results” section, we describe the approach we take 
to identify the causal effect of studying in more detail 
then present results. And in the conclusion, we 
discuss the importance of this work for policymakers, 
including the fact that it provides perhaps the first 
direct evidence about an underlying avenue through 
which peer effects operate. 
 
A GENERAL OVERVIEW OF THE BEREA PANEL 
STUDY 
 
Located in central Kentucky, where the “bluegrass 
meets the foothills of the Appalachian Mountains,” 
Berea College is a liberal arts college that operates 
under a mission of providing educational opportuni-
ties to students of “great promise but limited 
economic resources.” The survey data used in this 
paper are part of the Berea Panel Study (BPS) that 
Todd Stinebrickner and Ralph Stinebrickner 
(hereafter referred to as S&S) started with the explicit 
objective of collecting the type of detailed information 
that is necessary to provide a comprehensive view of 
the decisionmaking process of students from low-
income families. The BPS involves surveying two 
cohorts of students approximately 12 times each year. 
 
Of direct relevance for the analysis in this paper, a 
sequence of time-use surveys was administered at 
multiple times during each academic year. Also of 
relevance, the baseline and follow-up surveys 
collected substantial information about friends, 
roommates, and other information related to studying 
and grade performance. Student identifiers allow the 





We are interested in estimating the causal effect of 
studying on first-semester grade point average. During 
the first semester, daily study effort was collected on 
four different weekdays using 24-hour-time diaries. 
We create a variable, STUDYi, by averaging the 
number of hours that person i studies per day over the 
subset of days during the semester that his or her study 
effort is observed.
2 This variable serves as a proxy for 
the average amount that a person studies per day 
across all days during the first semester.  
 
 The intuition behind our approach for identifying the 
causal effect of studying is as follows:  We say that a 
student is “treated” if the student is randomly 
assigned a roommate who brings a video game at the 
beginning of the year and “untreated” if the student is 
randomly assigned a roommate who does not. In the 
first section below, we use information about whether 
a student is treated to divide our sample into two 
groups—treated and untreated. In the second section 
below, we show that the presence of a video game 
causes students in the former group to study less, on 
average, than students in the latter group. In the third 
section below, we use the fact that roommates are 
randomly assigned, along with additional unique 
information from the BPS, to argue that it is plausible 
to believe that the students in the two groups are very 
similar in all (nonstudy) dimensions that influence 
grade performance. And in the last section below, we 
take advantage of the fact that, if this is the case, then 
differences in average grade performance between 
the groups can be attributed to differences in average 
study effort between the groups. Our intuitively 
appealing identification approach is formalized by an 




ividing the Sample Using the Treatment Variable 
We focus on the cohort of students who entered Berea 
College in the fall of 2001, since this group completed 
a survey question that elicits whether their roommates 
brought video games to school. Slightly more than 
one-third of students at Berea either live off campus 
or request a specific roommate. The sample used in 
this paper contains information about 210 students 
who lived on campus and were randomly assigned 
roommates. Fifty-three percent of males and 24 
percent of females in our sample have roommates 
who bring some sort of video games to school. 
 
Does the Instrument Influence Study Decisions? 
 
We find that, for both males and females, study effort 
differs in a quantitatively important manner between 
students in the sample whose roommates bring video 
games to school and students in the sample whose 
roommates do not bring video games to school. 
Specifically, the sample average of STUDY is .667 of 
an hour per day lower (2.924 vs. 3.591) for males who 
receive the video-game treatment than for males who 
do not receive the treatment. The sample average of 
STUDY is .467 of an hour per day lower (3.226 vs. 
3.693) for females who receive the video-game  
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treatment than for females who do not receive the 
treatment. It is not possible to reject the null 
hypothesis that the effect of the treatment is the same 
for males as it is for females.  
 
Pooling the male and female observations, we regress 
STUDYi on whether the person received the treat-
ment, whether the person is male, the person’s score 
on the American College Test (ACT), and whether 
the person is black. We find an estimate (std. error) 
of -.565 (.241), which indicates that, consistent with 
the unpooled results in the previous paragraph, the 
treatment reduces study time by over one-half of an 
hour per day. Given that students in the sample study 
3.48 hours per day on average, the estimated effect is 
quantitatively important, and a test of the null 
hypothesis that the treatment has no effect on study 
effort is rejected at all levels of statistical significance 
greater than .02. 
 
Are the Two Groups the Same in All Other (Nonstudy) 
Dimensions? 
 
In order for our approach to be valid, it must be the 
case that the treatment’s only influence on a student’s 
grade performance comes through its effect on the 
student’s study effort. There are two avenues through 
which this requirement could be violated. First, it 
would be violated if whether a student receives the 
treatment is related to the student’s unobserved char-
acteristics at the time of college entrance, in which 
case the treated and untreated groups would not be 
identical at the time of college entrance.  Second, it 
would be violated if, in addition to affecting deci-
sions about study time, the treatment also affects 
other behaviors that take place during the first 
semester and that influence grade performance. 
Roommates who bring video games to school may be 
different in observable and unobservable ways than 
those who do not bring them.  As a result, in thinking 
about these two avenues through which this 
requirement could be violated, it is necessary to take 
into account that the treatment involves both the 
physical presence of the video game(s) and the 
presence of whatever type of roommate accompanies 
the game(s). However, it is important to note at this 
point that while it is perhaps tempting a priori to view 
students who bring video games as types who will 
tend to encourage a variety of harmful behaviors in 
their peers, this does not seem to be the case. 
Specifically, as detailed in S&S (2005), we find no 
evidence that students at Berea who bring video 
games have harmful sleep habits, are of lower 
observed ability, are less likely to attend class, or are 
more likely to drink alcohol.  
 
The First Avenue: Student Characteristics at the Time of 
ollege Entrance  C
 
The random assignment of  roommates in our sample 
plays the key role in ensuring that the condition that 
the groups are the same in all nonstudy dimensions is 
not violated by the first avenue described in the 
previous paragraph. If students were choosing 
roommates, they would also (perhaps quite indirectly) 
be choosing whether roommates bring video games.  
In this case, the amount that a student intends to study 
and other factors such as the student’s ability could be 
related to whether his roommate brings a video game. 
The random assignment of roommates guarantees 
that, conditional on a student’s sex, students in the 
sample who receive the treatment come from the same 
population distribution as students in the sample who 
do not receive the treatment. 
 
The Second Avenue: Student Behaviors during College 
ther Than Study Effort   O
 
With respect to whether the condition that the two 
groups are the same in all nonstudy dimensions could 
be violated through the second avenue described 
above, there seem to be two general possibilities. One 
possibility is that, in addition to reducing the amount 
of time spent studying, students who receive the 
treatment also reduce time spent in other activities 
that influence grade performance directly. Seemingly 
most important among these other activities is class 
attendance, which is unique in that it directly influ-
ences the amount of course material to which a person 
is exposed. However, also potentially important are 
other activities that influence how rested or clear-
thinking a person is at the time he or she is studying 
or attending class. The activities that seem most likely 
to fit this description are sleeping, drinking/partying, 
and paid employment. In S&S (2004), we carefully 
examine whether differences in class attendance, 
sleeping, drinking/partying, and paid employment 
exist between the treated and untreated groups. We 
find no evidence that this is the case. 
 
The other way that the condition that the two groups 
are the same in all nonstudy dimensions could be 
violated through the second avenue is if, in addition 
to reducing the amount that a student studies, the  
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The use of an instrumental-variable estimator allows 
us to pool all male and female observations in our 
sample, to condition on a variety of observable char-
acteristics other than study effort, and to conduct 
inference that recognizes that we would obtain 
different estimates if we were to use a different sam-
ple of the same size. We find an instrumental-
variable estimate of .356, which indicates that an 
additional hour of studying per day causes first-
semester grade point average to increase by .356. We 
note that the standard error associated with the 
estimate is large, which implies that the estimate 
would vary considerably from sample to sample. 
Thus, although a test of the null hypothesis that 
studying has no effect on grade performance pro-
duces a t statistic of 1.748 and the test is rejected at 
significance levels greater than .08,  it is important to 
keep in mind that nontrivial uncertainty exists about 
the size of the true causal effect in the population of 
all students. Nonetheless, unlike the previous work in 
this literature, the instrumental-variable estimate 
suggests that studying may play a very important role 
in academic performance. In the conclusion, we 
discuss the quantitative importance of the estimated 
effect in the context of a brief policy discussion. 
treatment also causes a student to study less 
efficiently. Unique questions in the Berea Panel 
Study allow us to examine this possibility directly.  
For example, in S&S (2004) we find no evidence that 
the presence of a video game implies that a student 
changes where he or she studies or that the student is 
studying with the television on. We also find no 
evidence that treated students are more likely to be 
assisted with their coursework by their roommates 
than untreated students. 
 
While it would never be possible to empirically 
establish with full certainty that our two groups are 
identical in all ways other than study effort, the ran-
dom assignment of roommates ensures that students 
in treated and untreated groups are identical in the 
population at the time of entrance, and the unique 
features of our survey-collection efforts allow us to 
credibly examine the remaining reasons that this 
might not be true. Thus, in the remainder of the paper 
we assume that the two groups are the same in all 
ways other than study effort.  
 
Estimates of the Causal Effect of Studying on Grade 
Performance  
    As described earlier, the intuition underlying our 
identification strategy is straightforward with the 
binary treatment variable. Our results from the 
previous section suggest that, conditional on sex, 
factors other than study effort are similar for treated 
and nontreated students in the population. Thus, if 
studying has no effect on grade performance, grade 
performance would be identical (conditional on sex) 
for the treated and untreated groups, even though 
study effort is different between the groups. We find 
that males in the sample who receive the treatment 
have grades that are .239 lower than males who do 
not receive the treatment, and females in the sample 
who receive the treatment have grades that are .128 
lower than females who do not receive the treatment.  
Estimates of the causal effect of studying must take 
into account the differences in average study effort 
that led to these differences in average grades. So, for 
example, given that the treatment reduces study effort 
by .667 of an hour for males, an estimate of the effect 
of studying on GPA obtained from the sample of 
males would be .239/.667=.358. Similarly, an esti-
mate of the effect of studying on GPA obtained from 
the sample of females would be .128/.467=.274.  
CONCLUSION 
 
To the best of our knowledge, this work represents 
the only evidence about the causal relationship be-
tween study effort and grade production. Many 
policy decisions depend on the extent to which 
college outcomes of interest are driven by decisions 
that take place after students arrive at college rather 
than by background factors that influence students 
before they arrive at college.  Thus, it is important 
that our estimates suggest that human-capital accu-
mulation may be far from predetermined at the time 
of college entrance. For example, an increase in study 
effort of one hour per day (an increase of approxi-
mately .67 of a standard deviation in our sample) is 
estimated to have the same effect on grades as a 5.74 
point increase in ACT scores (an increase of 1.54 
standard deviations in our sample and 1.21 standard 
deviations among all ACT test takers).  In addition, 
the reduced form effect of being assigned a 
roommate with a video game is estimated to have the 
same effect on grades as a 3.10 point increase in ACT 
scores (an increase of .83 of a standard deviation in 
our sample and .65 of a standard deviation among all 
ACT test takers).     
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While not its primary focus, this paper also makes an 
important contribution to the peer-effects literature in 
general and particularly to the peer-effects literature 
that achieves identification by using college room-
mates. The goal of the empirical peer-effects litera-
ture has been to look for empirical evidence that 
documents that peer effects can matter. This paper 
provides depth to that literature by not only providing 
strong evidence that peer effects can matter, but also 
by providing perhaps the first direct evidence about 
an avenue (time-use) through which peer effects 
operate in a particular educational context (higher 
education). This paper also makes a contribution to a 
substantial literature outside of economics by estab-
lishing that video games can have a large causal 
effect on academic outcomes.   
 
Finally, it is worth noting that, because of sampling 
variation, a considerable amount of uncertainty   
exists about the population parameter of interest.   
Nonetheless, unlike results from the small amount of 
earlier work that only examined the correlation 
between studying and academic performance, our 
results indicate that the effect of studying may be 
very substantial. Certainly more work in this area is 
warranted, and our findings strongly suggest that 
other surveys that focus on students of school age 
should seriously consider collecting information 
about this very fundamental input in the human-
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1  Todd R. Stinebrickner based his remarks at the 
conference on this paper.  
 
2 Response rates were relatively high on these 
surveys; the median person in our sample answered 
all four surveys, and the average number of responses 
was 3.11.  
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