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a b s t r a c t
In this paper, the fractional derivatives in the sense of modified Riemann–Liouville
derivative and the first integral method are employed for constructing the exact solutions
of nonlinear time-fractional partial differential equations. The power of this manageable
method is presented by applying it to several examples. This approach can also be applied
to other nonlinear fractional differential equations.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Fractional differential equations have been the focus of many studies due to their frequent appearance in various
applications in physics, biology, engineering, signal processing, systems identification, control theory, finance and fractional
dynamics [1–3]. Recently, a large amount of literature has been provided to construct the solutions of fractional ordinary
differential equations, integral equations and fractional partial differential equations of physical interest. Several powerful
methods have been proposed to obtain approximate and exact solutions of fractional differential equations, such as the
Adomian decomposition method [4,5], the variational iteration method [6–8], the homotopy analysis method [9–12], the
homotopy perturbation method [13–15], the Lagrange characteristic method [16], the fractional sub-equation method [17],
and so on.
In [18], Jumarie proposed a modified Riemann–Liouville derivative. With this kind of fractional derivative and some
useful formulas, we can convert fractional differential equations into integer-order differential equations by variable
transformation. The first integral method [19–23] can be used to construct the exact solutions for some time fractional
differential equations. The present paper investigates for the first time the applicability and effectiveness of the first integral
method on fractional nonlinear partial differential equations.
2. The modified Riemann–Liouville derivative and the first integral method
In this section, we first give some definitions and properties of themodified Riemann–Liouville derivativewhich are used
further in this paper.
Assume that f : R → R, x → f (x) denote a continuous (but not necessarily differentiable) function. The Jumariemodified
Riemann–Liouville derivative of order α is defined by the expression
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Dαx f (x) =

1
Γ (−α)
 x
0
(x− ξ)−α−1[f (ξ)− f (0)]dξ α < 0,
1
Γ (1− α)
d
dx
 x
0
(x− ξ)−α[f (ξ)− f (0)]dξ 0 < α < 1,
(f (n)(x))(α−n) n ≤ α ≤ n+ 1, n ≥ 1.
(1)
Some properties of the fractional modified Riemann–Liouville derivative were summarized and three useful formulas of
them are
Dαx x
γ = Γ (1+ γ )
Γ (1+ γ − α)x
γ−α, γ > 0, (2)
Dαx (u(x)v(x)) = v(x)Dαx u(x)+ u(x)Dαx v(x), (3)
Dαx [f (u(x))] = f ′u(u)Dαx u(x) = Dαu f (u)(u′x)α, (4)
which are direct consequences of the equality dαx(t) = Γ (1+ α)dx(t).
Next, let us consider the time fractional differential equation with independent variables x = (x1, x2, . . . , xm, t) and a
dependent variable u,
F(u,Dαt u, ux1 , ux2 , ux3 ,D
2α
t u, ux1x1 , ux2x2 , ux3x3 , . . .) = 0. (5)
Using the variable transformation
u(x1, x2, . . . , xm, t) = U(ξ), ξ = x1 + l1x2 + · · · + lm−1xm + λt
α
Γ (1+ α) , (6)
where k, li and λ are constants to be determined later; the fractional differential equation (5) is reduced to a nonlinear
ordinary differential equation
H = (U(ξ),U ′(ξ),U ′′(ξ), . . .), (7)
where ‘‘′’’= dd(ξ) .
We assume that Eq. (7) has a solution in the form
U(ξ) = X(ξ), (8)
and introduce a new independent variable Y (ξ) = X ′(ξ), which leads to a new system of
X ′(ξ) = Y (ξ),
Y ′(ξ) = G(X(ξ), Y (ξ)). (9)
Now, let us recall the first integral method. By using the Division Theorem for two variables in the complex domain C
which is based on the Hilbert-Nullstellensatz Theorem [24], we can obtain one first integral to Eq. (9) which can reduce
Eq. (7) to a first-order integrable ordinary differential equation. An exact solution to Eq. (5) is then obtained by solving this
equation directly.
Division theorem. Suppose that P(x, y) andQ (x, y) are polynomials inC[x, y], and P(x, y) is irreducible inC[x, y]. IfQ (x, y)
vanishes at all zero points of P(x, y), then there exists a polynomial H(x, y) in C[x, y] such that
Q (x, y) = P(x, y)H(x, y). (10)
3. Applications
In this section, we present three examples to illustrate the applicability of the first integral method to solve nonlinear
fractional partial differential equations.
Example 1. We first consider the nonlinear fractional Klein–Gordon equation [25]
∂2αu(x, t)
∂t2α
= ∂
2u(x, t)
∂x2
+ au(x, t)+ cu3(x, t), t > 0, 0 < α ≤ 1, (11)
subject to the initial condition
u(x, 0) =

a
c
tan

a
2(λ2 − l2) lx

. (12)
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For our purpose, we introduce the following transformations:
u(x, y, t) = U(ξ), ξ = lx− λt
α
Γ (1+ α) , (13)
where l, λ is constant.
Substituting (13) into Eq. (11), we can know that Eq. (11) is reduced into an ordinary differential equation:
λ2
∂2U
∂ξ 2
= l2 ∂
2U
∂ξ 2
+ aU + cU3, (14)
or
U ′′ = a
λ2 − l2U +
c
λ2 − l2U
3. (15)
And using (8) and (9), Eq. (15) is equivalent to the two-dimensional autonomous system
dX(ξ)
dξ
= Y (ξ),
dY (ξ)
dξ
= a
λ2 − l2 X(ξ)+
c
λ2 − l2 (X(ξ))
3.
(16)
According to the first integralmethod, we suppose that X(ξ) and Y (ξ) are nontrivial solutions of Eqs. (16), andQ (X, Y ) =m
i=0 ai(X)Y i = 0 is an irreducible polynomial in the complex domain C such that
Q [X(ξ), Y (ξ)] =
m
i=0
ai(X(ξ))Y (ξ)i = 0, (17)
where ai(X)(i = 0, 1, . . . ,m) are polynomials of X and am(X) ≠ 0. Due to the Division Theorem, there exists a polynomial
g(X)+ h(X)Y in the complex domain C[X, Y ] such that
dQ
dξ
= ∂Q
∂X
dX
dξ
+ ∂Q
∂Y
dY
dξ
= (g(X)+ h(X)Y )
m
i=0
ai(X)Y i. (18)
Suppose thatm = 1, by equating the coefficients of Y i(i = 2, 1, 0) on both sides of Eq. (18), we have
a˙1(X) = a1(X)h(X), (19a)
a˙0(X) = g(X)a1(X)+ a0(X)h(X), (19b)
a0(X)g(X) = a1(X)

a
λ2 − l2 X +
c
λ2 − l2 X
3

. (19c)
Since ai(X)(i = 0, 1) are polynomials, then from (19a)we deduce that a1(X) is constant and h(X) = 0. For simplicity, take
a1(X) = 1. Balancing the degrees of g(X) and a0(X), we conclude that deg(g(x)) = 1 only. Suppose that g(X) = A0 + A1X ,
then we find a0(X)
a0(X) = B0 + A0X + 12A1X
2, (20)
where B0 is an arbitrary integration constant.
Substituting a0(X), a1(X) and g(X), h(X) into (19c) and setting all the coefficients of powers of X to be zero, we obtain a
system of nonlinear algebraic equations and by solving it, we obtain
A0 = 0, B0 = a
2c(λ2 − l2) , A1 =

2c(λ2 − l2)
λ2 − l2 , (21)
and
A0 = 0, B0 = − a
2c(λ2 − l2) , A1 = −

2c(λ2 − l2)
λ2 − l2 . (22)
Using the conditions (21) and (22) in Eq. (17), we obtain
Y (ξ)±

a
2c(λ2 − l2) +

2c(λ2 − l2)
2(λ2 − l2) X
2

= 0. (23)
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Combining these equations with (16), we obtain the exact solution to (14) and then the exact solutions to the nonlinear
fractional Klein–Gordon equation can be written as:
Type 1: When a
λ2−l2 > 0, we have
u1,2(x, t) = ±

a
c
tan

a
2(λ2 − l2)

lx− λt
α
Γ (1+ α) + ξ0

, (24)
and
u3,4(x, t) = ±

a
c
cot

a
2(λ2 − l2)

lx− λt
α
Γ (1+ α) + ξ0

, (25)
where ξ0 is an arbitrary constant.
Type 2: When a
λ2−l2 < 0, we have
u5,6(x, t) = ±

−a
c
tanh

− a
2(λ2 − l2)

lx− λt
α
Γ (1+ α) + ξ0

, (26)
and
u7,8(x, t) = ±

−a
c
coth

− a
2(λ2 − l2)

lx− λt
α
Γ (1+ α) + ξ0

, (27)
where ξ0 is an arbitrary constant.
Considering the initial condition (12), we can see that the nonlinear fractional Klein–Gordon equation (11) have the exact
solution
u(x, t) =

a
c
tan

a
2(λ2 − l2)

lx− λt
α
Γ (1+ α)

. (28)
Comparing our results with Golmankhaneh’s results [25], it can be seen that our solutions are new.
In Fig. 1, we have presented the graphs of u(x, t) corresponding to the values α = 0.01, 0.025 and 0.5.
Example 2. Let us apply our method to the generalized Hirota–Satsuma coupled KdV system of time-fractional order
[26,27], which reads
Dαt u =
1
4
uxxx + 3uux + 3(−v2 + w)x,
Dαt v = −
1
2
vxxx − 3uvx, 0 < α ≤ 1, (29)
Dαt w = −
1
2
wxxx − 3uwx,
where u = u(x, t), v = v(x, t), w = w(x, t).
For our purpose, we introduce the following transformations:
u(x, t) = 1
λ
U(ξ)2, v(x, t) = −λ+ U(ξ), w(x, t) = 2λ2 − 2λU(ξ),
ξ = x− λt
α
Γ (1+ α) ,
(30)
where λ is a constant.
Substituting (30) into Eqs. (29), we can know that Eqs. (29) are reduced into an ordinary differential equation
λU ′′ + 2U3 − 2λ2U = 0, (31)
where U ′′ denote d
2U
dξ2
.
And using (8) and (9), Eq. (31) is equivalent to the two-dimensional autonomous system
dX(ξ)
dξ
= Y (ξ),
dY (ξ)
dξ
= 2λX(ξ)− 2
λ
(X(ξ))3.
(32)
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Fig. 1. Graph of the solution u(x, t) corresponding to the values α = 0.01, 0.025 and 0.5 from left to right when a = 1, c = 1, λ = 1.9 and l = 1.5.
According to the first integralmethod, we suppose that X(ξ) and Y (ξ) are nontrivial solutions of Eqs. (32), andQ (X, Y ) =m
i=0 ai(X)Y i = 0 is an irreducible polynomial in the complex domain C such that
Q [X(ξ), Y (ξ)] =
m
i=0
ai(X(ξ))Y (ξ)i = 0, (33)
where ai(X) (i = 0, 1, . . . ,m) are polynomials of X and am(X) ≠ 0. Due to the Division Theorem, there exists a polynomial
g(X)+ h(X)Y in the complex domain C[X, Y ] such that
dQ
dξ
= ∂Q
∂X
dX
dξ
+ ∂Q
∂Y
dY
dξ
= (g(X)+ h(X)Y )
m
i=0
ai(X)Y i. (34)
Suppose thatm = 1, by equating the coefficients of Y i(i = 2, 1, 0) on both sides of Eq. (34), we have
a′1(X) = a1(X)h(X), (35a)
a′0(X) = g(X)a1(X)+ a0(X)h(X), (35b)
a0(X)g(X) = a1(X)

2λX − 2
λ
X3

. (35c)
Since ai(X) (i = 0, 1) are polynomials, then from (35a)wededuce that a1(X) is constant and h(X) = 0. For simplicity, take
a1(X) = 1. Balancing the degrees of g(X) and a0(X), we conclude that deg(g(x)) = 1 only. Suppose that g(X) = A0 + A1X ,
then we find a0(X)
a0(X) = B0 + A0X + 12A1X
2, (36)
where B0 is an arbitrary integration constant.
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Fig. 2. Graph of the u1(x, t) corresponding to the values α = 0.01, 0.5 from left to right when A1 = −10 and ξ0 = 0.
Substituting a0(X), a1(X) and g(X), h(X) into (35c) and setting all the coefficients of powers of X to be zero, we obtain a
system of nonlinear algebraic equations and by solving it, we obtain
A0 = 0, B0 = − 8
A31
, λ = − 4
A21
, (37)
where A1 is an arbitrary nonzero constant.
Using the conditions (37) in Eq. (33), we obtain
Y (ξ)− 8
A31
+ A1
2
X2 = 0. (38)
Combining these equationswith (32), we obtain the exact solution to (31) and then the exact solutions to the generalized
Hirota–Satsuma coupled KdV system of time-fractional order can be written as
u1(x, t) = − 4A21
coth2

2
A1

x+ 4t
α
A21Γ (1+ α)
+ ξ0

,
v1(x, t) = 4A21

1− coth

2
A1

x+ 4t
α
A21Γ (1+ α)
+ ξ0

, (39)
w1(x, t) = 32A41

1− coth

2
A1

x+ 4t
α
A21Γ (1+ α)
+ ξ0

,
and
u2(x, t) = − 4A21
tanh2

2
A1

x+ 4t
α
A21Γ (1+ α)
+ ξ0

,
v2(x, t) = 4A21

1− tanh

2
A1

x+ 4t
α
A21Γ (1+ α)
+ ξ0

, (40)
w2(x, t) = 32A41

1− tanh

2
A1

x+ 4t
α
A21Γ (1+ α)
+ ξ0

,
where A1 < 0 and ξ0 is an arbitrary constant.
Comparing our results with the results [26,27], it can be seen that our solutions are new.
For a better understanding, we plot one solution (39) of the generalized Hirota–Satsuma coupled KdV system of time-
fractional order in Figs. 2–4, which shows the dynamics of solutions with suitable parametric choices.
Example 3. We consider the nonlinear fractional Sharma–Tasso–Olever equation [28]
Dαt u+ 3au2x + 3au2ux + 3auuxx + auxxx = 0, t > 0, 0 < α ≤ 1, (41)
subject to the initial condition
u(x, 0) = −2B0 tan√2B02 x

, (42)
where a and B0 are arbitrary constants, α is a parameter describing the order of the fractional time-derivative. The function
u(x, t) is assumed to be a causal function of time.
690 B. Lu / J. Math. Anal. Appl. 395 (2012) 684–693
Fig. 3. Graph of the v1(x, t) corresponding to the values α = 0.01, 0.5 from left to right when A1 = −10 and ξ0 = 0.
Fig. 4. Graph of thew1(x, t) corresponding to the values α = 0.01, 0.5 from left to right when A1 = −10 and ξ0 = 0.
For our purpose, we introduce the following transformations:
u(x, y, t) = U(ξ), ξ = x− λt
α
Γ (1+ α) , (43)
where λ is a constant.
Substituting (43) into (41), we can know that (41) is reduced into an ordinary differential equation
− λU ′ + 3a(U ′)2 + 3aU2U ′ + 3aUU ′′ + aU ′′′ = 0, (44)
where U ′ denote the ‘‘ dUdξ ’’.
Integrating Eq. (44) with respect to ξ yields
b− λU + 3aUU ′ + aU3 + aU ′′ = 0. (45)
Using (8) and (9), we can get
X ′(ξ) = Y (ξ),
Y ′(ξ) = −b
a
+ λ
a
X(ξ)− 3X(ξ)Y (ξ)− X(ξ)3. (46)
According to the first integral method, we suppose that X(ξ) and Y (ξ) are nontrivial solutions of (46), and Q (X, Y ) =m
i=0 ai(X)Y i = 0 is an irreducible polynomial in the complex domain C such that
Q [X(ξ), Y (ξ)] =
m
i=0
ai(X(ξ))Y (ξ)i = 0, (47)
where ai(X)(i = 0, 1, . . . ,m) are polynomials of X and am(X) ≠ 0. Due to the Division Theorem, there exists a polynomial
g(X)+ h(X)Y in the complex domain C[X, Y ] such that
dQ
dξ
= ∂Q
∂X
dX
dξ
+ ∂Q
∂Y
dY
dξ
= (g(X)+ h(X)Y )
m
i=0
ai(X)Y i. (48)
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In this example, we suppose thatm = 1 in Eq. (41); by equating the coefficients of Y i(i = 2, 1, 0) on both sides of Eq. (48),
we have
a′1(X) = a1(X)h(X), (49a)
a′0(X) = a1(X)g(X)+ a0(X)h(X)+ 3a1(X)X, (49b)
a0(X)g(X) = a1(X)

−b
a
+ λ
a
X − X3

. (49c)
Since ai(X)(i = 0, 1) are polynomials, then from (49a)we deduce that a1(X) is constant and h(X) = 0. For simplicity, take
a1(X) = 1. Balancing the degrees of g(X) and a0(X), we conclude that deg(g(x)) = 1 only. Suppose that g(X) = A0 + A1X ,
then we find a0(X)
a0(X) = B0 + A0X + 12 (3+ A1)X
2, (50)
where B0 is an arbitrary integration constant.
Substituting a0(X), a1(X) and g(X), h(X) into (49c) and setting all the coefficients of powers of X to be zero, we obtain a
system of nonlinear algebraic equations and by solving it, we obtain
A0 = 0, A1 = −2, λ = −2aB0, b = 0, (51a)
b = −aA0B0, λ = aA20 − aB0, A1 = −1. (51b)
Using the conditions (51a) in Eq. (47), we obtain
Y (ξ) = −B0 − 12X
2. (52)
Combining (52) and (46), we obtain the exact solution to (41) and then the exact solutions to nonlinear fractional
Sharma–Tasso–Olever equation
Type 1: When B0 > 0, we have
u1(x, t) = −

2B0 tan
√
2B0
2

x− λt
α
Γ (1+ α) + ξ0

, (53)
u2(x, t) = −

2B0 cot
√
2B0
2

x− λt
α
Γ (1+ α) + ξ0

, (54)
where λ = −2aB0 and ξ0 is an arbitrary constant.
Type 2: When B0 < 0, we have
u3(x, t) = −
−2B0 tanh √−2B02

x− λt
α
Γ (1+ α) + ξ0

, (55)
u4(x, t) = −
−2B0 coth −√2B02

x− λt
α
Γ (1+ α) + ξ0

, (56)
where λ = −2aB0 and ξ0 is an arbitrary constant.
Similarly, in the case of (51b), from (47), we obtain
Y (ξ) = B0 − A0X − X2, (57)
and then the exact solution to the nonlinear fractional Sharma–Tasso–Olever equation can be written as
u(x, t) = −1
2
A0 +

−4B0 + A20
2
tanh


−4B0 + A20
2

x− λt
α
Γ (1+ α) + ξ0
 , (58)
where λ = aA20 − aB0 and A0, B0, ξ0 are arbitrary constants.
Considering the initial condition (42), we can see that the nonlinear fractional Sharma–Tasso–Olever equation (41) have
the exact solution
u(x, t) = −2B0 tan √2B02

x− λt
α
Γ (1+ α)

. (59)
Comparing our results with the results [28], it can be seen that our solutions are new.
For a better understanding, we plot one solution (59) of the generalized fractional Sharma–Tasso–Olever equation in
Fig. 5, which shows the dynamics of solutions with suitable parametric choices.
Remark. All solutions presented in this paper have been checked with Maple by putting them back into the original
Eqs. (11), (29) and (41).
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Fig. 5. Graph of the u(x, t) corresponding to the values α = 0.01, 0.5, 1 from left to right when a = 1 and B0 = 1.
4. Conclusion
The first integral method is applied successfully for solving the system of nonlinear fractional differential equations. The
performance of this method is reliable and effective and gives more solutions. This method has more advantages: it is direct
and concise. Thus, we deduce that the proposed method can be extended to solve many systems of nonlinear fractional
partial differential equations.
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