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Resumen
Alcance del proyecto
En este Trabajo Fin de Grado se desarrolla un sistema para la identiﬁcación de com-
portamientos anómalos en peatones en un entorno determinado. Para ello, recibiremos
información de un simulador de peatones que será procesada por una serie de algoritmos
de Machine Learning que decidirán si una trayectoria es correcta o anómala.
Introducción
Debido al aumento de las escenas de terrorismo en los últimos años, se ha hecho ne-
cesario ampliar los sistemas de vigilancia y seguridad para la defensa de las personas, y
para la detección temprana de comportamientos anómalos en peatones. Las personas tene-
mos la capacidad de detectar comportamientos extraños tanto por motivos de adaptación
al entorno como por reglas sociales adquiridas. Trasladar esta capacidad de detección a
sistemas autónomos plantea un reto tecnológico muy alto, pero brinda muchísimas posi-
bilidades. Por eso surge este Trabajo Fin de Grado.
El objetivo de este proyecto es que un sistema robótico sea capaz de emular dicha
capacidad humana. Uno de los grandes retos en la defensa de la seguridad de las personas
es detectar con exactitud la presencia de un comportamiento extraño y el potencial peligro
que conlleva.
El problema será, pues, reconocer de entre todos los datos disponibles aquellos que
corresponden a posibles comportamientos que darían lugar a situaciones de peligro. Se-
rá necesaria, por tanto, una recopilación de información para analizarla y utilizarla de
acuerdo a estos requerimientos.
Estructura de la solución propuesta
La solución aquí propuesta parte de unos datos obtenidos de diferentes trayectorias
recibidas de un simulador, el cual ha sido escogido tras un ejercicio de análisis y compa-
ración de algunos de ellos encontrados en la literatura. Se trata de MassMotion 9.0, un
software de simulación de peatones que puede hacer un análisis de multitudes. Se escogió
este porque permite visualizar y calcular un número muy elevado de agentes individuales
que interactúan con su entorno en tiempo real. Se puede ver una imagen de este simulador
en la ﬁgura 1.
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Figura 1: Ejemplo de un entorno simulado con MassMotion
Una vez obtenidos dichos datos, se procederá a su análisis mediante una serie de algo-
ritmos de Machine Learning de clasiﬁcación. Se trata de un aprendizaje supervisado,
que será capaz de inferir el modelo subyacente en un proceso de entrenamiento mediante
ejemplos.
Los algoritmos utilizados han sido:
1. Máquina de soporte de vectores: busca un hiperplano que separe datos de una
clase de los de otra.
2. K Vecinos Próximos: almacena instancias de los datos de entrenamiento, esti-
mando la probabilidad a posteriori de que un elemento x pertenezca a la clase C.
3. Descenso del Gradiente: realiza el cálculo de un mínimo local, reduciendo este a
una secuencia de problemas de búsqueda lineal (o búsqueda unidimensional).
4. Clasiﬁcador Bayesiano Ingenuo: se trata de un clasiﬁcador probabilístico fun-
damentado en el teorema de Bayes y algunas hipótesis simpliﬁcadoras adicionales.
5. Árboles de decisión: crea un modelo que predice el valor de una entrada variable
aprendiendo reglas simples de decisión basadas en los elementos de entrada.
6. Bosques Aleatorios: se trata de una combinación de árboles predictores en el que
cada árbol depende de los valores de un vector aleatorio probado independientemente
y con la misma distribución para cada uno de ellos.
Para poder seleccionar cuál de todos ellos será mejor para unos óptimos resultados,
se realizan diferentes experimentos unitarios e integrados en el que, con un escenario
determinado, se obtienen unos porcentajes de acierto y error para cada uno. Para el
estudio de los resultados de estos algoritmos, ha sido necesaria la implementación de un
programa realizado en Python así como la herramienta Scikit-Learn, y la aplicación Excel1
Posteriormente serán necesarias unas técnicas de análisis: las métricas de calidad
de los algoritmos se deﬁnen en función de la relación entre las etiquetas de los datos del
1Más información acerca de estas herramientas en el capítulo 5
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set de validación y las salidas producidas por los algoritmos. Para evitar que se acabe
sobreajustando el algoritmo a los datos utilizados para validarlo, se han empleado asi-
mismo técnicas de validación cruzada, en las que se dividen los datos en subgrupos. Para
cada subgrupo se entrena un algoritmo con los datos de este, y se valida con los datos de
fuera de él. De acuerdo con ello, en este proyecto se han realizado dos escenarios y se ha
realizado esta tarea.
La principal aportación de este proyecto es, dentro de la estructura de la solución
propuesta, estudiar diferentes algoritmos de clasiﬁcación presentes en la literatura y uti-
lizarlos con el ﬁn de detectar comportamientos anómalos y compararlos, de tal manera
que se pueda encontrar aquel que mejor satisfaga estas necesidades.
Parámetros elegidos
La alimentación de los algoritmos de Machine Learning se ha realizado mediante unos
parámetros que se han escogido de acuerdo a la naturaleza de nuestro problema, y a la
solución que pretendemos conseguir. Por un lado se encuentran los que podemos obtener
directamente del simulador, los parámetros descriptivos, que podríamos obtener directa-
mente de la trayectoria de una persona, como son la velocidad máxima, la aceleración,
la distancia, etc. Por otro lado, hemos seleccionado otros que nos pueden ofrecer una
información relevante aunque a priori no sepamos identiﬁcarla. Estos son los parámetros
estadísticos, que nos han permitido crear un modelo de la realidad, debido a que he-
mos contado con un número muy elevado de datos procedentes de igualmente numerosas
trayectorias.
El conjunto de todos ellos ha formado el vector de datos de entrada, que ha servido
para alimentar nuestros algoritmos, y que consta de 36 parámetros.
Resultados
Los resultados se pueden dividir en dos partes: pruebas unitarias, en las que se ha
alimentado al algoritmo con los datos correspondientes a un único comportamiento anó-
malo, pidiéndole que prediga la validez de unas trayectorias que se engloban dentro de
esos datos; y pruebas integradas, donde se alimentan los algoritmos con datos correspon-
dientes a varios comportamientos anómalos y se le pide que prediga la validez de unas
trayectorias que se engloban en cualquiera de estos comportamientos.
Pruebas unitarias
Los resultados obtenidos para estas pruebas se exponen en la ﬁgura 2 y 3
Asociadas con la velocidad: realizados los experimentos para el caso de que el agente
se pare con demasiada frecuencia, y el caso en el que tenga muchos cambios de ritmo.
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Figura 2: Resultados de los experimentos asociados a la velocidad
Asociadas con la distancia: realizados los experimentos en el que el agente se acerque
demasiado a los obstáculos y a las paredes.
Figura 3: Resultados de los experimentos asociados con la distancia.
Pruebas integradas
En este apartado se hicieron pruebas integradas en las que se mezclaron todo tipo
de datos correspondientes a los diferentes casos que se habían expuesto en las pruebas
unitarias. Se dividieron en: pruebas relativas a velocidad, en la que se mezclaron los dos
experimentos relativos a este parámetro; y pruebas relativas a todos los casos. Este último
es el más importante, y los resultados se exponen en la ﬁgura 4
Figura 4: Comparación de algoritmos, experimento integrado
Validez cruzada
Para obtener un análisis adecuado de la validez de los diferentes algoritmos, como se
ha comentado se realizaron experimentos cruzados cuyos resultados se muestran en la
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ﬁgura 5
Figura 5: Resultados de los experimentos cruzados
Conclusiones y líneas futuras
Tras un profundo análisis de las diferentes partes de este proyecto y los resultados
obtenidos, podemos llegar a las siguientes conclusiones:
El algoritmo que mejor resultados nos ofrece es K Vecinos Próximos, tanto para las
pruebas unitarias como para las integradas.
La mayoría de los algoritmos de Machine Learning presentan resultados diversos en
función del experimento que se realice, siendo casi en su totalidad mejores cuando
se trata de pruebas unitarias.
La validez cruzada ha indicado que se obtienen resultados menos favorables si se
alimentan los algoritmos con datos procedentes de un escenario distinto al que se
pide que prediga.
Como líneas futuras se propone llevar la solución propuesta a un sistema real, así
como emplear otras variables que enriquezcan los algoritmos y probar otros nuevos dentro
del conjunto de Aprendizaje Automático supervisado de clasiﬁcación, especialmente los
basados en redes neuronales.
Palabras Clave:Machine Learning supervisado, clasiﬁcación, trayectoria, Scikit Learn,
simulación
Códigos UNESCO: 120304, 120323, 120326, 120601, 120610, 120702, 120903, 120905
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Capítulo 1
Introducción
En este Trabajo Fin de Grado se desarrolla un sistema para la identiﬁcación de com-
portamientos anómalos en peatones en un entorno determinado. Para ello, recibiremos
información de un simulador de peatones que será procesada por una serie de algoritmos
de Machine Learning que decidirán si una trayectoria es correcta o anómala.
1.1. Motivación
En los últimos años, las escenas de terrorismo y robos se han multiplicado y se han
convertido en algo cada vez más peligroso. Como respuesta, los sistemas de seguridad han
aumentado su importancia para la defensa de las personas, y para la detección lo más
temprana posible de comportamientos anómalos.
El estudio del comportamiento humano ha sido, y aún hoy continúa siendo, un gran
reto que involucra a diferentes áreas de inteligencia artiﬁcial. Cuando las personas se
desplazan de un lugar a otro, siguen determinados patrones que les llevan, probabilí-
sticamente, a utilizar determinados caminos (pasillos, corredores, etc) en función de las
características del terreno y del entorno. De igual modo, la interacción entre las personas
que van de un lugar a otro, mantiene ciertas reglas sociales, ajustando el paso o la distancia
a determinados límites.
Si alguien se sale de estas pautas, es detectado con facilidad de una manera intui-
tiva por otras personas, que por motivos de adaptación al entorno o por reglas sociales
adquiridas, están acostumbradas a determinados comportamientos.
De esta manera, si un peatón se mueve por zonas infrecuentes en sus desplazamientos,
o hace movimientos notablemente diferenciados de lo habitual, puede ser detectado como
un comportamiento anómalo y llamar la atención de un vigilante.
De acuerdo con ello, uno de los principales retos en la defensa contra los ataques
anteriormente mencionados es detectar con exactitud su existencia y el potencial peligro
que conllevan, y esto pasa por estudiar el entorno que se desea proteger, y los posibles
comportamientos que se pueden llevar a cabo en dicho entorno.
El problema entonces es reconocer de entre todos los datos disponibles, aquellos que
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corresponden a posibles comportamientos anómalos que podrían dar lugar a ataques. Esto
se consigue mediante unos algoritmos de clasiﬁcación que previamente se han alimentado
tanto con datos correspondientes a trayectorias correctas (sin un peligro aparente) como
con aquellos que corresponden a trayectorias potencialmente peligrosas.
Debe ser por tanto necesaria una recopilación de información, para su posterior vi-
sualización y análisis de tal manera que se pueda utilizar después de acuerdo a estos
requerimientos.
Este análisis permitirá realizar una detección temprana y eﬁciente de anomalías, que
pueden ser informadas a centros de control o incluso atendidas autónomamente por robots
móviles.
1.2. Marco del proyecto
Este trabajo se enmarca dentro del proyecto PRIC (Protección Robotizada de Infra-
estructuras Críticas; DPI2014-56985-R). Este proyecto tiene como objetivo la protección
de infraestructuras críticas mediante la aplicación de robots[1]. En concreto, el proyecto
propone el uso de una ﬂota compuesta por robots terrestres, aéreos y manipuladores para
detectar de forma activa anomalías o amenazas, reunir toda la información de ellas y, si
fuera posible, intervenir para contrarrestarlas.
Dentro de este proyecto existen varias líneas de investigación, se exponen aquí las que
se consideran más importantes para la elaboración de este trabajo.
1.2.1. Detección de anomalías y amenazas
Se tiene en cuenta tanto la entrada de intrusos que puedan hacer peligrar la infraes-
tructura, como las posibles anomalías que puedan surgir durante el funcionamiento de la
misma, desarrollándose un algoritmo que procesa las observaciones y determina si cada
una de ellas corresponde o no a un peatón detectado anteriormente. En este algoritmo
se introduce un procedimiento de emparejamiento discriminativo que tiene en cuenta la
incertidumbre de la detección.
Su objetivo es la identiﬁcación de anomalías sonoras durante las patrullas de vigilancia
del robot. Para ello hay una primera etapa de extracción de características; posteriormente
son clasiﬁcadas, y se realiza por último un proceso de aprendizaje utilizando técnicas de
clasiﬁcación de forma simultánea, eligiéndose el que mejor eﬁciencia posee, almacenándose
sus parámetros.
La muestra clasiﬁcada como anomalía o no por el operador se utiliza para entrenar de
nuevo el clasiﬁcador de posición de vigilancia determinada.
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1.2.2. Vigilancia autónoma
Las capacidades de los sistemas de vigilancia se han visto mejoradas considerablemente
gracias a la utilización de robots móviles y las técnicas de automatización e inteligencia
artiﬁcial, de tal manera que tanto la detección como la reacción a posibles irrupciones
puede ser llevada a cabo de manera autónoma, aumentando la eﬁciencia del sistema al
mismo tiempo que se reduce el riesgo para los vigilantes.
Uno de los objetivos del proyecto PRIC es la integración de diferentes tecnologías en
sistemos de vigilancia, y sus aportaciones en esta línea de trabajo se pueden dividir en
dos tareas principales: predicción de trayectorias e interceptación de intrusos.
1.3. Objetivos
El objetivo de este trabajo ﬁn de grado es la creación de un sistema para la detección
de comportamientos anómalos en peatones, de modo que se puedan predecir y de esta
manera evitar posibles ataques u otras situaciones que pongan en peligro a personas.
Para conseguir ese ﬁn, este puede dividirse a su vez en los siguientes apartados:
Estudio de los diferentes algoritmos de Aprendizaje Automático y las posibilidades
que nos brinda cada uno, así como estudiar su validez para los requisitos de este
trabajo.
Elección de parámetros y características que alimenten los algoritmos de Machine
Learning elegidos de tal manera que nos aporten información y resultados ﬁables.
Creación de un programa que nos permita estudiar las diferentes características que
nos ofrece cada uno de los algoritmos citados anteriormente.
Validación de cada uno de los algoritmos mediante técnicas de métrica y validación
cruzada.
1.4. Estructura del proyecto
La distribución del proyecto tiene la siguiente forma:
En el capítulo 2 se expone el estado del arte donde se citan estudios previos rea-
lizados sobre el tema que se desarrolla en el proyecto así como una introducción a
algunos algoritmos de Machine Learning.
En el capítulo 3 se detallan los parámetros utilizados en los diferentes algoritmos.
En el capítulo 4 se detallan las herramientas de trabajo que se han empleado y su
funcionamiento.
En el capítulo 5 se explica la estructura de la solución propuesta.
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En el capítulo 6 se detallan los experimentos realizados y los resultados obtenidos.
En el capítulo 7 se exponen las conclusiones a las que se ha llegado en este trabajo
y se tratan las líneas de trabajo futuras a llevar a cabo tras este.
En el capítulo 8 se deﬁne la planiﬁcación tenida en cuenta para la correcta ejecución
del proyecto así como el presupuesto involucrado en este.
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Capítulo 2
Estudio del Estado del Arte
En este capítulo se expone el estado de la técnica para la detección de comportamientos
anómalos, así como una breve introducción aMachine Learning y alguno de sus algoritmos
más importantes.
2.1. Detección de comportamientos anómalos
La predicción del movimiento humano desde el seguimiento visual es un reto muy
ambicioso que cuenta con un gran número de aplicaciones. Con el ﬁn de mejorar la calidad
de vida del ser humano, se han realizado numerosos estudios que buscan anteponerse al
movimiento de las personas, con el objetivo de que un robot pueda convivir con éxito
entre humanos [2]. En otra línea, este tema ha sido de igual modo ampliamente estudiado
en áreas como la videovigilancia [3] o el seguimiento de objetos múltiples [4].
En el campo de detección de comportamientos anómalos, han sido igualmente nume-
rosos los estudios realizados. Algunos de ellos ayudados con técnicas de Machine Learning
[5].
Uno de los principales problemas con los que hay que enfrentarse al estudiar este
campo, es el hecho de obtener un conjunto de datos o muestras ﬁable con el que poder
trabajar y obtener resultados. Al intentar trabajar con datos reales, nos enfrentamos con
una serie de limitaciones tales como no poder grabar a personas indiscriminadamente que
vayan andando por la calle (debido a derechos de imagen). En este proyecto, para lidiar
con este problema se ha utilizado un simulador de peatones (explicado en el capítulo 4,
Herramientas de trabajo) de una ﬁabilidad elevada. Para poder estimar cuáles serían los
resultados con datos reales, se podría utilizar el ampliamente conocido dataset de INRIA
[6].
2.2. Machine Learning
Machine Learning o Aprendizaje Automático, es el subcampo de las ciencias de la
computación y la rama de la inteligencia artiﬁcial, cuyo objetivo es desarrollar técnicas que
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permitan a las computadoras aprender sin ser programadas explícitamente. En términos
generales, el objetivo es crear programas que sean capaces de generalizar comportamientos
y hacer predicciones a partir de una información suministrada en forma de ejemplos.
De manera general, el campo de Machine Learning puede dividirse en tres diferentes
categorías:
Aprendizaje supervisado: el computador es alimentado con ejemplos de entrada
y sus salidas deseadas, dadas con una etiqueta. El objetivo es aprender una norma
general que convierta entradas en salidas.
Dentro del aprendizaje supervisado hay dos ramas principales:
• Regresión: la variable de salida toma valores continuos.
• Clasiﬁcación: la variable de salida toma valores discretos
Aprendizaje no supervisado: en este caso, el algoritmo de aprendizaje no dis-
pone de etiquetas para su propósito de encontrar una determinada estructura en
las entradas. Esta categoría de aprendizaje automático puede obtener su objetivo
dentro de sí mismo (descubriendo patrones ocultos en los datos de entrada) o como
un medio para un ﬁn.
Aprendizaje por refuerzo: el programa interactúa con el entorno mediante el
cual debe conseguir un cierto objetivo.
A continuación se realizará una breve descripción de los algoritmos más relevantes
utilizados en este trabajo que, por la naturaleza del problema, en este caso son de clasi-
ﬁcación.
Problemas de Clasiﬁcación
Clasiﬁcar objetos es una de las actividades más primitivas, comunes y básicas del
hombre. Las personas, objetos y sucesos encontrados en un día son demasiado numerosos
para procesarlos mentalmente como entidades aisladas.
Clasiﬁcación es el proceso mediante el cual introducimos un nuevo objeto dentro de
un conjunto previamente establecido y que le deﬁne en alguna de sus partes.
2.2.1. Máquinas de Soporte de Vectores
Las Máquinas de Soporte de Vectores, en adelante SVM (por sus siglas en inglés
Support Vector Machines) son un conjunto de modelos de aprendizaje no supervisado que
estudian los datos utilizados en el análisis por clasiﬁcación y regresión.
La idea básica de estos algoritmos es que dado un conjunto de ejemplos de entrena-
miento, se pueda etiquetar cada uno de ellos en un grupo determinado, de tal manera
que se cree un modelo que permita, dado un nuevo ejemplo inicialmente sin etiquetar,
clasiﬁcarlo en uno de los grupos inicialmente creados.
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Formalmente, SVM busca un hiperplano (o conjunto de hiperplanos) que separe de
manera óptima los puntos de una clase de los de otra, que eventualmente han podido ser
previamente proyectados a un espacio de dimensionalidad superior. Una buena separación
entre las clases permitirá una clasiﬁcación correcta.
Figura 2.1: H1 no separa las clases. H2 las separa, pero solo con un margen pequeño. H3
las separa con el margen máximo.
Intuitivamente, una buena separación será aquella que tenga la máxima distancia al
punto más cercano de cada clase. A esta distancia se le llamamargen. Por tanto, la solución
óptima será aquella que maximiza el margen. Una manera sencilla de entenderlo es con un
ejemplo en dos dimensiones, como el que se puede ver en la ﬁgura 2.1. El algoritmo SVM
trata de encontrar un hiperplano 1-dimensional (en este caso es una línea) que une las
variables predictoras y constituye el límite que deﬁne si un elemento de entrada pertenece
a una categoría o a otra. Existe un numero inﬁnito de posibles soluciones (líneas) que
realizan la clasiﬁcación, pero como se ha comentado antes, la solución óptima es aquella
que maximiza la distancia al punto más cercano de cada clase. Sin embargo, el caso
bidimensional es el más simple y probablemente el menos utilizado. Un algoritmo SVM
debe tratar con:
Más de dos variables predictoras.
Curvas no lineales de separación.
Casos donde los conjuntos de datos no pueden ser completamente separados.
Clasiﬁcaciones en más de dos categorías.
Para abordar estos problemas, se hace uso de las funciones Kernel, proyectando la
información a un espacio de características de mayor dimensión, el cual aumenta la capa-
cidad computacional de las máquinas de apredizaje lineal.
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Hay numerosos tipos de funciones Kernel dependiendo de cuál sea la naturaleza
de nuestro problema y de la solución que queramos conseguir. Algunos de ellos son:
polinomial-homogénea, perceptrón, función de base radial Gaussiana, Sigmoid. Se ofrece
una imagen de alguna de ellas a en la ﬁgura 2.2.
Figura 2.2: De izquierda a derecha, polinomial, gaussiana y perceptrón
En la literatura podemos encontrar ejemplos de detección de trayectorias anómalas
mediante la utilización de SVM, tanto para datos sintéticos como para datos reales. En
este caso [7], se intenta crear un modelo que detecte un grupo en el que se incluyan las
trayectorias normales dejando fuera las anómalas, para ello utiliza un algoritmo deter-
minado de SVM llamado ν -SVM, que es capaz de detectar una región en el espacio de
entrada que encierre los datos de formación, excluyendo los valores atípicos. El parámetro
ν entonces está relacionado con el número de dichos valores atípicos que queremos dejar
fuera de la región elegida. Lo que supone un problema: en los problemas reales (como
este) no sabemos a priori el número de datos que queremos dejar fuera, por lo que debe
ser estimado y cambiado de manera periódica. Este experimento fue testado tanto en
datos sintéticos como reales, siendo mejores los resultados en los experimentos con datos
sintéticos.
Este ejemplo tiene una limitación debido a que solo tiene en cuenta, para la creación
del vector con el que se realiza el algoritmo SVM, las coordenadas en cada momento, por
lo que una persona que realice lo que se podría considerar un camino correcto, seguiría
teniendo un comportamiento anómalo si, por ejemplo, lleva muchos cambios de velocidad
o se para demasiadas veces.
2.2.2. Clustering
Clustering, o algoritmo de agrupamiento, es considerado uno de los problemas de
aprendizaje no supervisado más importantes, es decir, como muchos otros problemas de
este tipo, se trata de buscar una estructura en un conjunto de datos que inicialmente
están sin etiquetar.
Una deﬁnición intuitiva y somera de este algoritmo podría ser: el proceso de organizar
objetos (datos) en grupos cuyos miembros son similares de algún modo".
De esta manera, un clúster es una colección de objetos que son similares entre ellos y
diferentes a los objetos que engloban otros clústeres.
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Los criterios normalmente utilizados para dividir los datos en diferentes grupos suelen
ser distancia y similitud. La distancia puede ser la euclídea, aunque existen otras más
robustas o que permiten extenderla a variables discretas.
El número de formas en las que se pueden clasiﬁcar m observaciones en k grupos es
un número de Stirling de segunda especie(Abramowitz y Stegun, 1968).
S(k)m =
1
k!
k∑
i=0
(−1)k−i
(
k
i
)
im
El problema se complica aún más si el número de grupos es desconocido, por lo que
el número de posibilidades es una suma de números de Stirling. Por ejemplo, en el caso
de m observaciones, estableceríamos que el número total de posibles clasiﬁcaciones sería:
m∑
j=1
S(j)m
lo que corresponde a un número excesivamente grande en términos computacionales.
Por esta razón, se empezaron a desarrollar los procedimientos de clustering, cuyo argumen-
to inicial establecía que un procedimiento eﬁciente para la generación de clasiﬁcaciones
biológicas debía recoger todos los posibles datos sobre un conjunto de organismos de inte-
rés, estimar el grado de similaridad entre esos organismos y usar un método cluster para
colocar los organismos similares en un mismo grupo.
El punto de partida para los métodos clustering es, en general, una matriz X que
proporciona los valores de las variables para cada uno de los individuos objeto de estudio,
o sea:
X =

x11 · · · x1j · · · x1n
...
. . .
...
...
...
xi1 · · · xij · · · xin
... · · · ... . . . ...
xm1 · · · xmj · · · xmn

El objetivo de clasiﬁcar los datos, como ya se ha comentado, es agrupar individuos
u objetos representados por las ﬁlas de X. Aparentemente no hay razón para que estos
procedimientos no se apliquen a X ', obteniéndose así una clasiﬁcación de las variables
que describen cada individuo. De hecho, muchas de las técnicas clúster existentes (no
todas) pueden ser aplicadas para clasiﬁcar variables; incluso algunos paquetes estadísticos,
como es el caso de BMDP, incluyen implementaciones por separado que permiten realizar
análisis clúster por variables (1M) y análisis clúster por individuos.
A continuación se realizará una descripción de alguno de los algoritmos más impor-
tantes que existen acerca de clustering.
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2.2.2.1. K-Medias
El algoritmo K-Medias (en inglés k-means) trata de separar los datos de entrada en n
grupos de igual varianza, minimizando un criterio conocido como inercia. Este algoritmo
trabaja bien con un número amplio de muestras y es utilizado en un gran numero de
aplicaciones y en numerosos campos.
K-Medias divide un conjunto de N muestras X en K distintos clusters C, cada uno
descrito por su centroide. El algoritmo trata de encontrar centroides que minimicen la
inercia:
n∑
i=0
mı´n
µjC
(‖xj − µi‖2)
La inercia puede ser entendida como una medida de la coherencia interna de los clus-
ters. Esto tiene varios inconvenientes:
La inercia hace la suposición de que los clusters son convexos e isótropos, lo que
no siempre es cierto. De acuerdo con ello, no responderá bien a clusters anisótropos
(con formas irregulares) o a clusters alargados.
La inercia no es una medida normalizada: solo sabemos que los valores mas bajos
son mejores y que el cero es el óptimo. Pero en espacios de varias dimensiones, las
distancias euclídeas tienden a ser grandes.
En términos generales, el algoritmo consta de tres pasos.
Tomar los K primeros casos como clusters unitarios
Asignar cada uno de los m-K individuos restantes al cluster con el centroide más
próximo. Después de cada asignación, recalcular el centroide del cluster obtenido.
Tras la asignación de todos los individuos en el paso segundo, tomar los centroides
de los clusters existentes como puntos ﬁjos y hacer una pasada más sobre los datos
asignando cada dato al punto más cercano.
Dando el suﬁciente tiempo, K-Medias siempre converge. Sin embargo, puede hacerlo
hasta un mínimo local. Esto depende fuertemente de dónde se sitúen los centroides ini-
ciales. Por ello, la computación se realiza varias veces, con diferentes inicializaciones de
los centroides.
2.2.2.2. Mini Lote K-Medias
El algoritmo Mini Lote K-Medias es una variante del K-Medias que usa lotes pa-
ra reducir el tiempo de computación. Los lotes son subgrupos de los datos de entrada,
escogidos en cada iteración, y reducen de manera drástica el conjunto de computación
requerido para converger a una solución local.
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Itera entre dos pasos. En el primero, b muestras son cogidas de manera aleatoria del
conjunto, para formar un lote (un batch). Estos son asignados al centroide más cercano.
En el segundo paso, los centroides son actualizados.
Mini-lote k-medias converge de manera más rápida que K-Medias, pero la calidad de
los resultados es reducida. En la ﬁgura 2.3 se puede ver una comparativa entre K-Medias
y Mini-Lote K-Medias
Figura 2.3: Comparativa entre K-Medias y Mini-Lote K-Medias
2.2.2.3. Propagación de aﬁnidad
Este algoritmo crea clusters enviando mensajes entre pares de muestras hasta la con-
vergencia. Dado un conjunto de puntos y una medida de sililaridad entre ellos, proprociona
grupos de puntos similares y además para cada grupo da un ejemplar representativo.
Descripción del algoritmo: los mensajes enviados pertenecen a una de dos cate-
gorías. La primera es la responsabilidad r(i,k), que es la evidencia acumulada de que la
muestra k debe ser el ejemplo de la muestra i. La segunda es la disponibilidad a(i,k) que
es la evidencia acumulada de que la muestra i debe elegir la muestra k como su ejemplo.
De un modo más formal:
r(i, k)← s(i, k)−mx[a(i, k´) + s(i, k´)∀k´ 6= k]
y
a(i, k)← mn[0, r(k, k) +
∑
i´s.t.´i 6∈i,k
r(´i, k)]
Para empezar, todos los valores de r y a se ponen a cero y el cálculo de cada uno itera
hasta la convergencia.
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2.2.2.4. Cambio Medio (Mean Shift)
El propósito de el algoritmo Cambio Medio es, dado un conjunto muy denso de mues-
tras, conseguir encontrar globos o conjuntos de datos. Al igual que en los anteriores casos,
este algoritmo también esta basado en centroides, y va actualizando los candidatos a cen-
troides para que sean la media de los puntos dentro de una región dada. Estos candidatos
se ﬁltran entonces en una etapa de post-procesamiento para eliminar duplicados con el
objetivo de formar el conjunto ﬁnal de centroides. En la ﬁgura 2.4 se puede ver un ejemplo
de este tipo de algoritmo.
Dado un posible centroide, xi tras la iteración t, este candidato es actualizado de
acuerdo a la siguiente ecuación:
xt+1i = x
t
i +m(x
t
i)
Donde N(xi) son los puntos cercanos a xi (dentro de una distancia dada) y m es el
vector del cambio medio, que se calcula para cada centroide que corresponde a la región del
máximo aumento en la densidad de puntos. Esto se calcula usando la siguiente ecuación:
m(xi) =
∑
xjN(xi)
K(xj − xi)xj∑
xjN(xi)
K(xj − xi)
El algoritmo deja de iterar cuando el cambio en centroides es pequeño, aunque en
principio está programada para converger. El etiquetado de una nueva muestra se realiza
mediante la búsqueda del centroide más cercano para una muestra dada.
Figura 2.4: Ejemplo de clústering mediante cambio medio
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2.2.2.5. Clustering jerárquico
El clustering jerárquico es una familia de algoritmos que busca construir, como su
propio nombre indica, una jerarquía de grupos. Se trata de crear grupos anidados fusio-
nándolos o dividiéndolos sucesivamete. Esta jerarquía de clusters se representa como un
árbol (dendograma). La raíz del árbol es el único cúmulo que reúne todas las muestras,
siendo las hojas cúmulos con una sola muestra. Las principales estrategias para este tipo
de clustering son:
Aglomerativas: un acercamiento ascendente, es decir, cada observación comienza
en su propio grupo, y los pares de grupos son mezclados mientras uno sube en la
jerarquía.
Divisivas: un acercamiento descendente, es decir, todas las observaciones comienzan
en un grupo, y se realizan divisiones mientras uno baja en la jerarquía.
El algoritmo empleado en este caso es de clustering aglomerativo, cada observación
empieza en su propio cluster y los clusters se fusionan sucesivamente. Los criterios de
vinculación determinan la métrica utilizada para la estrategia de combinación. Así, ward
minimiza la suma de las diferencias cuadráticas dentro de todos los grupos; el enlace
máximo o completo minimiza la distancia máxima entre observaciones de pares se
racimos. La vinculación media minimiza el promedio de las distancias entre todas las
observaciones de pares de racimos
2.2.2.6. DBSCAN
El agrupamiento espacial basado en densidad de aplicaciones con ruido (DBSCAN por
sus siglas en inglés) es un algoritmo de agrupamiento de datos basado en dnsidad porque
encuentra un número de grupos comenzando por una estimación de la distribución de
densidad de los nodos correspondientes.
Este algoritmo ve los clusters como áreas de alta densidad separadas por áreas de
baja densidad. Debido a esta visión bastante genérica, los conglomerados encontrados
DBSCAN pueden ser de cualquier forma, en oposición al algoritmo K-Medias que asume
que los conglomerados son convexos (como ya se comentó anteriormente). El componente
central del DBSCAN es el concepto de muestras de núcleo, que son muestras que están en
áreas de alta densidad. Por lo tanto, un grupo es un conjunto de muestras de núcluo, cada
una cerca de la otra (medida por alguna medida de distancia) y un conjunto de muestras
no nocleares que están cerca de una muestra central (pero no son muestras de núcleo).
2.2.3. K Vecinos más próximos
La clasiﬁcación basada en los k vecinos más cercanos (k-nearest neighbors en inglés)
es un método de clasiﬁcación supervisada que no intenta construir un modelo interno
general, sino que simplemente almacena instancias de los datos de entrenamiento. Es un
método de clasiﬁcación no paramétrico, que estima el valor de la función de densidad de
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probabilidad, o directamente la probabilidad a posteriori de que un elemento x pertenezca
a la clase Cj a partir de la información proporcionada por el conjunto de prototipos. En
el proceso de aprendizaje no se hace ninguna suposición acerca de la distribución de las
variables predictoras. En el reconocimiento de patrones, este algoritmo es usado como
método de clasiﬁcación de objetos (elementos) basado en un entrenamiento mediante
ejemplos cercanos en el espacio de los elementos.
Asume que todas las instancias corresponden a puntos que se encuentran en un espacio
de dimension n. El vecino más cercano de una instancia es deﬁnido en términos de la
distancia euclidiana estándar:
d(X, Y ) =
√√√√ n∑
i=1
(xi − yi)2
Alguna de las aplicaciones de este algoritmo son el escalamiento de gráﬁcos evitando
la menor pérdida de píxeles, en los sitemas de GPS actuales, y normalmente está enfocado
al reconocimiento de rostros.
2.2.4. Descenso del Gradiente
El algoritmo del Descenso del Gradiente reduce el cálculo de un mínimo local a una
secuencia de problemas de búsqueda lineal (o búsqueda unidimensional). Consta de dos
pasos principales:
El cálculo de una dirección de descenso. Esta dada por el negativo del gradiente de
la función objetivo evaluado en el punto de partida o en de la k-ésima iteración.
Obtener la magnitud del paso α que determina cuánto se avanza en una determi-
nada dirección de descenso. Esto se logra generando una función unidimensional en
términos de este parámetro.
Este algoritmo presenta las ventajas de que es eﬁciente y fácil de implementar, pero
en contrapartida, es sensible al escalado de las variables.
2.2.5. Bosques Aleatorios
Bosques Aleatorios, también conocido en inglés como Random Forest es una combi-
nación de árboles predictores en el que cada árbol depende de los valores de un vector
aleatorio probado independientemente y con la misma distribución para cada uno de ellos.
Este algoritmo mejora la precisión en la clasiﬁcación mediante la incorporación de
aleatoriedad en la construcción de cada clasiﬁcador individual. Esta aleatorización puede
introducirse en la partición del espacio así como en la muestra de entrenamiento.
Se basa en, dada una muestra de entrenamiento X = x1, ..., xn con respuestas Y =
y1, ..., yn, al sacar muestras repetidamente (B veces) selecciona una muestra aleatoria con
la sustitución del conjunto de entrenamiento y se adapta a los árboles a estas muestras:
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Para b = 1, ..., B :
Se reemplazan el ejemplo de las B muestras, y se las llama XB, Yb
Se crea un árbol de decisión fb para Xb, Yb
Después del entrenamiento, las predicciones para las muestras ocultas x' se hacen
tomando la mayoría de votos.
2.2.6. Árboles de decisión
Son unos métodos no paramétricos de aprendizaje supervisado usados para clasiﬁ-
cación y regresión. El objetivo es crear un modelo que prediga el valor de una entrada
variable aprendiendo reglas simples de decisión basadas en los elementos de entrada.
Utiliza un árbol de decisión como un modelo predictivo que mapea observaciones sobre
un artículo a conclusiones sobre el valor objetivo del artículo.
2.2.7. Clasiﬁcador de Bayes Ingenuo
Se trata de un clasiﬁcador probabilístico fundamentado en el teorema de Bayes y
algunas hipótesis simpliﬁcadoras adicionales.
En términos generales, un clasiﬁcador de Bayes ingenuo asume que la presencia o
ausencia de una característica particular no está relacionada con la presencia o ausencia
de cualquier otra característica, dada la clase variable.
En muchas aplicaciones prácticas, la estimación de parámetros para los modelos Bayes
ingenuo utiliza el método de máxima verosimilitud, en otras palabras, se puede trabajar
con el modelo ingenuo de Bayes sin aceptar probabilidad bayesiana o cualquiera de los
métodos bayesanos.
El modelo de probabilidad para un clasiﬁcador es:
p(y|x1, ..., xn)
sobre una variable dependiente y, con un pequeño número de resultados. Esta variable
está condicionada por varias variables independientes desde x1 a xn. El problema es que si
el número n de variables independientes es elevado, entonces basar este modelo en tablas
de probabilidad se vuelve imposible. El modelo se reformula para hacerlo más manejable:
Usando el teorema de Bayes:
p(y|x1, ..., xn) = p(C)p(F1, ..., Fn|C)
p(F1, ..., Fn)
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Asumiendo la independencia de Naive:
P (xi|y, x1, ..., xi−1, xi+1, ..., xn) = P (xi|y),∀i
que se puede simpliﬁcar como:
P (y|x1, ..., xn) =
P (y)
n∏
i=1
P (xi|y)
P (x1, ..., xn)
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Capítulo 3
Representación paramétrica de las
trayectorias de peatones
En este capítulo se enumeran y se deﬁnen brevemente los parámetros elegidos para el
vector de entrada que se utilizará en cada uno de los algoritmos de Machine Learning.
Estos parámetros se pueden dividir en dos grupos: parámetros descriptivos y parámetros
estadísticos.
3.1. Parámetros descriptivos
Estos parámetros podemos obtenerlos directamente de la información recibida del
simulador, y los hemos escogido en función de la naturaleza de nuestro problema y los
resultados a los que queremos llegar.
El simulador escogido nos ofrece los valores de las coordenadas x, y y z en cada instante
de tiempo (cada 0,2823 segundos) así como la velocidad y el tiempo de simulación. Con
estos valores podemos calcular los siguientes parámetros:
Velocidad máxima: Conocer este valor nos aporta información relevante, sobre
todo en la comparativa del valor máximo de un peatón con el de otro. El comporta-
miento anómalo asociado podría ser un peatón que lleva una velocidad muy grande
en comparación con los demás, o muy pequeña.
Velocidad mínima: Al igual que en el caso anterior, este parámetro puede ofrecer
una información relevante en la comparativa con otros peatones. El comportamiento
anómalo asociado es el mismo que en el caso anterior.
Velocidad media: Este valor nos indica el ritmo medio que ha llevado el peatón.
Máxima variación de la velocidad (en un segundo o un tiempo preﬁjado): Este
parámetro nos ofrece información acerca d elos cambios de ritmo del peatón, como
por ejemplo si se pone a correr, o si se queda parado.
Aceleración máxima: Parámetro importante para estudiar comportamientos anó-
malos; nos aporta conocer si un peatón tiene un cambio de ritmo pronunciado en
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un momento dado. La aceleración es fácilmente calculable teniendo los datos de la
velocidad y el tiempo de la simulación.
a =
v(t2)− v(t1)
t2 − t1
Aceleración mínima: Nos ofrece información de si un peatón lleva velocidad cons-
tante en un determinado momento.
Aceleración media: Parámetro que nos ofrece información del conjunto de la tra-
yectoria del peatón, de todo el tiempo de la simulación.
Mínima distancia a un objeto: Al ofrecernos el simulador la opción de poner los
obstáculos en el lugar que deseemos, y conocer la posición de los peatones en cada
momento, calcular la distancia entre estos es sencillo, y nos ofrece información de si
un peatón se acerca demasiado a las paredes, o evita acercase demasiado.
Máxima distancia a un objeto: De igual manera que en el caso anterior, nos
ofrece información de si un individuo evita acercarse demasiado a los obstáculos,
como las paredes, etc.
Media de la distancia a un obstáculo: Este parámetro nos ofrece una visión
más global de este valor.
Número de veces que el peatón tiene velocidad nula: Al ofrecernos el simu-
lador el valor de la velocidad en cada momento, podemos obtener este parámetro
de manera inmediata, ﬁjado un tiempo determinado, es decir, obtenemos el número
de veces que el peatón tiene velocidad nula durante un tiempo superior a uno es-
tablecido. Nos da información acerca de si un peatón se ha quedado parado en un
momento, o ha estado parado bastante tiempo o en bastantes ocasiones.
3.2. Parámetros estadísticos
Trabajar con datos estadísticos nos permite crear un modelo de la realidad, ya que
el estudio de una gran cantidad de datos individuales puede ser farragoso e inoperativo,
por lo que se hace necesario realizar un resumen que permita tener una idea global de la
población, compararla con otras, comprobar su ajuste a un modelo ideal, realizar estima-
ciones sobre datos desconocidos de la misma, y en deﬁnitiva, tomar decisiones. A estas
tareas contribuyen de modo esencial los parámetros estadísticos.
Por todo ello, estos parámetros nos pueden dar una información relevante acerca de
nuestro problema aunque a priori no sepamos identiﬁcarla.
Los parámetros elegidos, junto con su fórmula se describen a continuación, y cada uno
de ellos se calculará para la velocidad y para la aceleración.
Rango: Diferencia entre el valor máximo y el mínimo.
Rango = max−min
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Desviación media respecto de la media:
DMm =
n∑
i=1
| xi − x¯ |
n
Con xi valores de la variable determinada, m la media de esos valores, y n el número
de datos.
Varianza:
σ2 =
n∑
i=1
(xi − x¯)2
n
Es decir, es la media de los cuadrados de las desviaciones respecto de la media. La
desviación típica, σ, es la raíz cuadrada de ese valor:
σ =
√
σ2
Coeﬁciente de variación de Pearson:
Cv =
σ
x¯
Se interpreta como el número de veces que la desviación típica está contenida en la
media.
Coeﬁciente de apertura:
mx(CA) = mx(
mx(xi)
mn(xi)
), i = 1, 2, ..., n
Curtosis:
γ2 =
n∑
i=1
(xi − x¯)4
nσ4
Momentos de orden k:
µk =
n∑
i=1
(xi − x¯)4
n
Los momentos son una forma de generalizar toda la teoría relativa a los parámetros
estadísticos y guardan relación con una buena parte de ellos.
El momento de orden 0 es 1, de orden 1 es 0, de orden 2 es la varianza, y también
se cumple que:
γ1 =
µ3
µ
3/2
2
; γ2 =
µ4
µ22
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Se deﬁne momento no centrado de orden k a la siguiente expresión:
mk =
n∑
i=1
(xi)
k
n
Moda: Valor que más se repite (se redondean los valores de velocidad y aceleración
a un entero).
Mediana: La mediana es un valor de la variable que deja por debajo de sí a la
mitad de los datos, una vez que estos están ordenados de menor a mayor.
Cuartiles: Primer valor que supera el 25% de los datos y el 75%.
Con todos ellos, se obtiene un vector de 36 parámetros, 11 descriptivos y 25 estadís-
ticos.
La siguiente cuestión es cómo vamos a ser capaces de obtener estos parámetros en
la vida real, cuando queramos llevar el sistema aquí propuesto a un entorno real, con
personas reales. El modo en que se puedan extraer trayectorias así como datos asociados
a ellas ha sido ampliamente estudiado [8]. Mediante el uso de cámaras y sensores se podría
detectar a las personas y obtener su posición, y contando con el tiempo obtendríamos de
igual manera su velocidad y aceleración. La gran parte de los parámetros aquí descritos
se pueden calcular en función de esos valores.
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Capítulo 4
Herramientas de trabajo
Se detallan aquí las herramientas que se han empleado para realizar el proyecto. Se
explicará qué son y por qué se utilizan.
4.1. Scikit Learn
Scikit Learn es una librería para la minería y el análisis de datos construida sobre
NumPy, SciPy y MatplotLib, es de código abierto y comercialmente usable, al dispo-
ner de la licencia BSD[9]. Esta librería ofrece una serie de algoritmos de clasiﬁcación y
regresión implementados de manera muy eﬁciente en C++. De igual modo, también in-
cluye funciones para preservar nuestro clasiﬁcador o regresor dentro del paquete joblib,
mediante las funciones joblib.dump (para guardar el clasiﬁcador o regresor) y joblib.load
(para cargarlo). Adicionalmente, Scikit Learn incluye el paquete feature_selection para
la selección de características:
Eliminación de características con baja varianza.
Selección de características univariable.
Eliminación recursiva de características: eliminación progresiva de características
seleccionando conjuntos cada vez más pequeños.
Selección de características mediante SelectFromModel : selección de estadísticas en
estimadores que produzcan información sobre la cualidad de los atributos. Un ejem-
plo es el uso de árboles.
Para seleccionar el modelo, ScikitLearn también ofrece tests automatizados para encon-
trar el mejor modelo dentro de un algoritmo. Por ejemplo, para SVM con funciones kernel
gaussianas hay dos parámetros: C y γ. Scikit Learn permite realizar un barrido de estos
dos parámetros que encuentre el modelo de mejor rendimiento de acuerdo a una métrica
establecida.
Por último, ScikitLearn ofrece herramientas que facilitan el empleo de técnicas de
validación cruzada.
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NOMBRE AÑO DESARROLLO COMPATIBILIDAD
Oasys 2011 Windows, MacOS, Linux
Micro-PedSim 2003 Windows
STEPS 2014 Windows, Linux
AnyLogic 2000 Windows, MacOS, Linux
SimWalk 1997 Windows
Tabla 4.1: Simuladores de peatones
Figura 4.1: Permite la importación de geometrías y simular un número elevado de peato-
nes.
4.2. MassMotion - Oasys versión 9.0
Para la elección del simulador de peatones se inició un proceso de búsqueda y descarte,
eligiendo en última instancia el que mejor satisfacía nuestras necesidades tras hacer una
comparativa de todos con los que contábamos. Tras un estudio exhaustivo, los simuladores
que comparamos se mencionan en la tabla 4.1. Se estudió que información nos ofrecía cada
uno, hasta qué punto eran reales las trayectorias simuladas, etc.
El que se escogió ﬁnalmente fue MassMotion, en su versión 9.0[10].
MassMotion es un software avanzado para la simulación de peatones y análisis de
multitudes que se incluye dentro de Oasys, desarrollador de software de la empresa Arup,
la cual crea herramientas tanto para la empresa madre como para la industria en general.
Es una herramienta construida en Softimage, que permite visualizar y calcular un
número muy elevado de peatones individuales que interactúan con su entorno en tiempo
real. Esta característica es importante para el objetivo de este proyecto, ya que necesitamos
que el simulador sea capaz de adaptarse al entorno, ser capaz de interactuar unos peatones
con otros, etc.
Los modelos pueden contener eventos, ya incluidos, como escaleras, ascensores o torni-
quetes (como los de la entrada al metro). Estos eventos inﬂuyen en el ﬂujo de multitudes.
Es posible usar como entorno geometrías tales como como ediﬁcios, que pueden ser
importadas. Un ejemplo de ello se muestra en la ﬁgura 4.1
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El hecho de poder crear trayectorias realistas, que podrían darse en la vida real fue un
punto clave para la elección de este simulador. Permite simular cualquier escenario (tanto
en 2D como en 3D), de igual modo, a los peatones se les pueden asociar propiedades
especíﬁcas tales como destinos ﬁnales o incluso la sensación de hambre, lo que les induce
a buscar puntos de venta de alimentos. En deﬁnitiva, nos da la seguridad de que las
trayectorias generadas se asemejan enormemente a las que podrían ocurrir en un entorno
real, con unas condiciones reales.
4.3. Microsoft Excel
Microsoft Excel es la conocida aplicación de hojas de cálculo que forma parte de la
suite de oﬁcina Microsoft Oﬃce. Se trata de una aplicación utilizada en tareas ﬁnancieras
y contables, con fórmulas, gráﬁcos y un lenguaje de programación.
La posibilidad de exportación de los datos desde el simulador mediante archivos .xls
ha facilitado el manejo de los datos mediante esta herramienta, poniendo de un modo
rápido y bien organizado los mismos.
La librería de Python openpyxl ha permitido tanto exportar e importar archivos de
este tipo, como trabajar con los datos ofrecidos, y escribir y modiﬁcar las diferentes hojas
de cálculo con las que contábamos.
4.4. Matriz de confusión
La matriz de confusión es una herramienta empleada en Machine Learning, especíﬁca-
mente en los problemas de clasiﬁcación, para visualizar el funcionamiento de un algoritmo.
Cada ﬁla de la matriz representa instancias en una clase predicha por el clasiﬁcador,
mientras que cada columna representa las instancias de una clase actual (aunque también
puede deﬁnirse al revés). El número que se encuentra el elemento (i, j) de la matriz es el
porcentaje de los vectores de clase i que se clasiﬁcan como clase j.
Si en los datos de entrada el número de muestras de clases diferentes cambia mucho
la tasa de error del clasiﬁcador no es representativa de lo bien que realiza la tarea el
clasiﬁcador.
Si lo representamos en una tabla, y para ejempliﬁcar un experimento que podría ser
llevado a cabo en nuestro proyecto, quedaría una tabla como la mostrada en la parte
izquierda de la ﬁgura 4.2. En la parte superior izquierda se muestra el número de tra-
yectorias buenas que nuestro algoritmo ha dado por buenas; el cuadrado situado en la
parte superior derecha indica el número de trayectorias buenas que el algoritmo ha dado
por malas; y de igual manera en la parte inferior, pero con las trayectorias malas, de tal
manera que echando un simple vistazo a esa tabla, podemos saber si el algoritmo es ﬁable
para nuestro ﬁn o no.
Estas tablas suelen darse normalizadas, como en la en la parte derecha de la ﬁgura
4.2.
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Figura 4.2: Matrices de confusión sin normalizar (izquierda) y normalizada (derecha)
De igual modo, estas matrices pueden usarse utilizando más variables, generándose
más cuadrados en función del número de ellas.
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Capítulo 5
Estructura de la solución propuesta
5.1. Introducción
En este capítulo se explicará la arquitectura general que tiene la solución propuesta.
Se dispone de un simulador de peatones cuyo objetivo es permitir simular trayectorias
que consideraremos normales, así como trayectorias que consideraremos anómalas por
alguna o algunas de sus características.
El proceso se inicia con la simulación y la recogida de datos, para posteriormente
recoger esa información en un programa realizado en Python. Este programa consta de
tres partes diferenciadas:
Una primera parte en la que se importan los datos creados en el simulador que están
recogidos en un archivo Excel.
Una segunda parte en la que esos datos son llevados a un conjunto de funciones
que se encargan de calcular todas los parámetros que necesitamos y que que ya
han sido explicados en el capítulo 3 (Representación paramétrica de las trayectorias
de peatones). Asimismo, se crea tanto una lista de vectores que serán los inputs
de nuestros algoritmos, como el vector de etiquetas con los valores discretos (por
tratarse de un problema de clasiﬁcación) 0 para etiquetar las trayectorías que
vamos a considerar buenas, y 1 para las malas.
Por último, los algoritmos de Machine Learning. Esta es la parte más importante,
ya que será la que generará nuestros resultados, pero es imprescindible que las otras
dos se realicen correctamente, porque de ellas dependerá que estos resultados sean
ﬁables o no lo sean.
A partir de aquí, comienza nuestro sistema, el cual ha de ser desarrollado en una
primera etapa en la que se analizan los datos de los que disponemos, se generan pruebas
y se alimentan los algoritmos con los ejemplos sacados del simulador. Esta es la etapa de
desarrollo. Nuestro propósito con esta etapa es que sea lo más larga y exhaustiva posible
con el ﬁn de que el programa tenga los resultados más ﬁables y con menos errores.
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Figura 5.1: Diagrama del procedimiento seguido
Posteriormente se analizan los datos en una etapa de análisis y estudio.
Por otro lado, y una vez acabados estos puntos, hay una etapa posterior de despliegue
para que el programa funcione en un sistema real. Se recoge aquí como se imagina esta
etapa, que queda fuera del alcance del proyecto.
Para entender mejor la estructura propuesta, se ha realizado el diagrama de la ﬁgu-
ra 5.1.
Se describen a continuación las etapas de la solución propuesta, indicando al ﬁnal de
cada una de ellas la importancia de su realización.
5.2. Etapa de desarrollo del sistema
Durante la etapa de desarrollo del sistema, el objetivo es obtener el programa que
posteriormente se desplegará. Para ello, se analizan las diferentes posibilidades para el sis-
tema: qué características nos permite generar el simulador, qué características seleccionar,
qué algoritmos de Machine Learning emplear, qué número de muestras de entrenamiento
son necesarias, etc.
5.2.1. Fase de obtención de características
El simulador de peatones seleccionado, MassMotion R© , nos permite tanto crear el
entorno en el que los peatones se moverán, realizando una trayectoria determinada, como
elegir diferentes parámetros: número de peatones, velocidad de cada uno de ellos, tiempo
que dura la simulación, etc. De igual modo, y una vez obtenidas las trayectorias de cada
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peatón simulado, nos permite exportar los siguientes datos:
ID del peatón considerado: es un número único para cada peatón que permite
distinguir a este de cualquier otro, y para cada valor de este ID, se tendrán en cada
momento los demás parámetros.
Posición: para cada instante de tiempo se ofrece la posición (x, y, z) de cada peatón.
Para nuestro programa solo se han utilizado la x y la z debido a que hemos creado
un problema en 2 dimensiones, y por tanto no tiene sentido la tercera variable.
Velocidad: nos ofrece este valor y cada uno de los restantes cada 0,2823 segundos.
Con este parámetro y con el tiempo de simulación se obtendrá la aceleración en
cada instante.
Tiempo de simulación: para cada peatón, tenemos el tiempo en el que opera, es
decir, el tiempo en el que tiene cada valor de velocidad, lo que permitirá, como se
ha explicado anteriormente, obtener la aceleración en cada punto.
Debido a que uno de los comportamientos anómalos que plantea este trabajo es la
posibilidad de que un transeúnte se acerque demasiado a obstáculos del entorno, tales
como paredes, fuentes, etc. se generan de igual modo ciertos obstáculos. Teniendo la
posición de estos y la posición de cada peatón, podemos obtener la distancia de cada uno
de ellos a los obstáculos generados.
Para cada escenario creado, el simulador puede estar continuamente generando tra-
yectorias, debido a que solo es necesario decirle cuántos peatones queremos que haya en
la simulación y arrancarla.
Valor de esta etapa
El hecho de poder generar cientos de trayectorias en apenas unos segundos, se traduce
en un ahorro considerable de tiempo en comparación a si esto fuera realizado de otros
modos, como ir estudiando una a una cada trayectoria que obtenemos en la calle o en un
entorno determinado.
Asimismo, debido a que se puede crear cualquier escenario (también con escaleras,
corredores, pasillos, obstáculos, etc.) se pueden prever los comportamientos de las personas
en cualquier contexto físico, y casi con cualquier barrera.
5.2.2. Exportación
Una vez generadas todas las trayectorias, y obtenidos los parámetros que nos ofrece
el simulador, estos son exportados a un documento de Excel, en el que cada uno de
los parámetros mencionados anteriormente quedan recogidos en diferentes columnas. Es
importante que en cada generación de características y exportación de estas se recojan los
resultados de igual manera y en las mismas columnas debido a que el programa creado
opera con ciertas columnas del documento Excel. Obtenemos un documento similar al
que se muestra en la tabla 5.1
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Tabla 5.1: Datos importados desde el simulador a Excel
En este documento es en el que se calculará el valor de la aceleración para cada instante
de tiempo y para cada agente.
Valor de esta etapa
Gracias a la exportación en Excel podemos tener los datos recogidos con los que
trabajaremos posteriormente y agrupados en los diferentes parámetros.
La librería de Python Openpyxl nos permite trabajar con documentos Excel de forma
que podemos utilizar los datos exportados del simulador con facilidad, así como escribir
en el mismo documento con el mismo programa.
5.2.3. Fase de entrenamiento
Los algoritmos de Machine Learning necesitan ser entrenados con ejemplos; en este
proyecto lo conseguimos a partir de los vectores de características obtenidas con la función
creada en Python y de las etiquetas asignadas a cada vector de características.
Durante esta fase, se prueban diferentes algoritmos de Machine Learning, y se estudia
cuál de ellos posee mejor rendimiento.
Valor de la etapa
La fase de entrenamiento asegura que los resultados sean ﬁables. Además debemos
tener en cuenta que cuanto mayor y más exhaustiva sea esta etapa, mayores rendimientos
se obtendrán.
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5.3. Etapa de análisis y validación
Una vez se dispone de los resultados de cada uno de los algoritmos de Machine Lear-
ning, se ha de validar su funcionamiento.
Un método común para validar el funcionamiento de un algoritmo deMachine Learning
consiste en dividir los datos en dos subconjuntos, uno llamado de entrenamiento, que es
empleado durante la fase con el mismo nombre, y otro llamado de validación, con el resto
de los datos, que es utilizado para validar el funcionamiento del algoritmo. Las métricas
de calidad de cada uno de los algoritmos se deﬁnen en función de la relación entre las
etiquetas de los datos del set de validación y el output producido por los algoritmos.
Este método presenta un problema fundamental: se acaba sobreajustando el algoritmo
a los datos utilizados para validarlo, por lo que las métricas obtenidas no son una medida
ﬁel del rendimiento del algoritmo al presentarlo a datos desconocidos. La solución es
emplear técnicas de validación cruzada, en las que se divide el dataset en k bolsas. Para
cada bolsa, se entrena un algoritmo con los datos de esta, y se valida con los datos de
fuera de ella. En este proyecto, inicialmente se realiza el análisis haciendo una métrica de
calidad de cada uno de los algoritmos, para ﬁnalmente realizar un experimento en el que
se cruzan los datos para obtener un mejor análisis de los algoritmos seleccionados para el
propósito que nos ocupa.
Valor de esta etapa
La importancia de esta etapa se asienta en que permite medir la capacidad predictora
del algoritmo obtenido en la etapa de entrenamiento. Esto nos dará la posibilidad de de-
cidir qué conﬁguraciones (tamaños de intervalo, características generadas y seleccionadas,
algoritmos y modelos empleados, etc) son mejores.
Para entender mejor esta etapa, se ha realizado un diagrama que se puede ver en la
ﬁgura [insertar la referencia]. Este esta dividido en las partes tal y tal.
5.4. Etapa de despliegue
Una vez se dispone de los algoritmos, hay una última etapa de despliegue para que
estos funcionen en un sistema real. Como se comentó anteriormente, esta etapa está fuera
del alcance del proyecto. El motivo de ello se explica a continuación.
La obtención de trayectorias a partir de transeúntes aleatorios hubiera permitido pro-
bar estos algoritmos en sistemas reales actuales. Sin embargo, esta tarea es bastante
complicada por dos motivos fundamentalmente: por un lado, se necesitan cámaras y dis-
positivos que nos permitan obtener los datos necesarios de las trayectorias, hecho que es
claramente más lento y costoso que con la ayuda del simulador y, por otro lado, para que
estos datos sean reales y ﬁables, las personas no deben saber que se les está grabando, y
eso pasa por una complicación de derechos de imagen difícil de solventar.
Por estos motivos, no se ha realizado la etapa de despliegue. Aquí se expone brevemente
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cómo se realizaría de cara a la comprensión optima de lo que se pretende conseguir con
este proyecto en la línea de investigación.
5.4.1. Fase de obtención de características
Una cámara graba diferentes trayectorias, y con ayuda de diferentes sensores se podrán
obtener características durante la etapa de desarrollo del algoritmo.
Una vez se tienen las características buscadas (las mismas que nos ofrece el simula-
dor) se generan los parámetros requeridos para alimentar nuestros algoritmos de Machine
Learning.
5.4.2. Fase de entrenamiento
Esta fase es idéntica a la que sucede en la etapa de desarrollo: a partir de los vectores
de características generadas en el programa y de las etiquetas asignadas a cada vector de
características con los resultados correctos según un análisis, se entrena los algoritmos.
La diferencia radica en que, mientras en la etapa de desarrollo las trayectorias estaban
etiquetadas en normales o anómalas, ahora se necesita guardar un número considerable
de ellas y posteriormente analizarlas.
Por tanto, este entrenamiento es obviamente oine (el sistema no puede funcionar
mientras está siendo entrenado).
5.4.3. Fase de funcionamiento
Una vez entrenado, el sistema funciona en línea, es decir, recibe un vector de caracte-
rísticas de trayectorias y predice el porcentaje de normales y anómalas.
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Capítulo 6
Experimentación y resultados
6.1. Consideraciones previas
En este capítulo se exponen los resultados generados tras realizar las simulaciones
y analizar los datos obtenidos para cada uno de los algoritmos de Machine Learning
empleados.
En lo sucesivo, serán consideradas conductas buenas aquellas que hemos catalogado
como normales, y conductas malas aquellas que hemos catalogado como anómalas.
Para entender la solución propuesta, cabe destacar que los experimentos que se han
realizado se pueden dividir en:
Experimentos unitarios, alimentando cada algoritmo con un único comporta-
miento anómalo. Se alimenta el programa con trayectorias buenas y con trayecto-
rias que consideramos malas solo por un comportamiento, es decir, por un patrón
anómalo que siempre será el mismo, y le pedimos que prediga unas nuevas trayec-
torias cuyos datos corresponden al mismo comportamiento anómalo con el que se
alimentó.
Experimentos integrados, alimentando cada algoritmo con varios comportamien-
tos anómalos indiscriminadamente, sin distinción. Posteriormente introducimos tra-
yectorias anómalas que sean consideradas como tal por tener datos asociados a
cualquiera de los casos anómalos.
De acuerdo con lo anterior, se especiﬁcan los resultados asociados a cada uno de estos
ensayos para cada algoritmo, y posteriormente compararlos y decidir cuál de todos ellos
se adaptará mejor a las necesidades a las que intentamos dar respuesta con este trabajo.
Para poder analizar los datos obtenidos de los diferentes algoritmos, el programa creado
exporta los resultados al ﬁchero Excel del cual recibe los datos, de tal manera que quedan
en una nueva hoja, lo que optimiza el trabajo de análisis.
Para estudiar la validez de la solución propuesta, se realizarán dos escenarios y se
cruzarán los resultados obtenidos en cada uno de ellos, de tal manera que sacaremos
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estadísticas de gran interés en la comparación de los resultados de un escenario con el
otro.
El primer escenario que se estudió se muestra en la ﬁgura 6.1. Se trata de dos suelos
unidos mediante un enlace.
Figura 6.1: Simulación en el primer escenario
Para este escenario se realizaron simulaciones cambiando varios parámetros en cada
ocasión: el número de peatones, el tiempo de simulación, etc.
Finalmente, para analizar los resultados, se crea una matriz de confusión para ca-
da experimento. El funcionamiento de estas matrices quedó explicado en el capítulo 4
(Herramientas de trabajo).
6.2. Experimentos unitarios
Debido a los datos y parámetros que nos ofrece el simulador y con los que hemos estado
trabajando, las trayectorias anómalas que se estudian en este trabajo están relacionadas
con: velocidad, aceleración, distancia a obstáculos, y distancias en general para cada
peatón.
Se han estudiado las siguientes:
Asociadas con la velocidad: el peatón se para con frecuencia; el peatón tiene
muchos cambios de ritmo.
Asociadas con la distancia: el peatón se acerca mucho a determinados obstáculos.
6.2.1. Velocidad
El primer comportamiento anómalo a estudiar es el caso en el que el peatón se pare
demasiadas veces, lo que se corresponde con que su velocidad sea nula en varios puntos
de la trayectoria.
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Al ser una prueba unitaria, se alimentaron los algoritmos con trayectorias buenas
en las que los peatones se movían con normalidad sin pararse hasta llegar al punto de
destino, y posteriormente se alimentaron con datos correspondientes a trayectorias en las
que peatones se paraban con frecuencia, por lo que los datos modiﬁcados serán tanto la
velocidad como la aceleración, pero no la distancia.
Figura 6.2: Simulación en curso
Para hacer este experimento se alimentaron los diferentes algoritmos con 300 trayecto-
rias correctas, en las que los peatones no realizaban paradas y 300 trayectorias anómalas
en las que los peatones se paraban de 2 a 5 veces en el recorrido. Una vez hecho esto, se
insta a predecir 100 trayectorias anómalas por este mismo motivo y 100 correctas.
Para cada uno de los algoritmos se realiza un estudio de los resultados y se crea su
correspondiente matriz de confusión. Con estas obtenemos una comparación de cada uno
de los algoritmos que se muestra en la ﬁgura 6.4.
A modo de ilustración se presenta la matriz de confusión normalizada del algoritmo
de las máquinas de soporte de vectores en la ﬁgura 6.3.
El siguiente experimento corresponde al caso en el que el peatón se desplace cambiando
varias veces de ritmo, no necesariamente parándose.
De igual manera que en el experimento anterior, se alimentan los algoritmos con 300
trayectorias buenas, en las que los peatones se mueven con una velocidad sin cambios de
ritmo exagerados, que se caracterizan por una aceleración pequeña, e incluso cero en varios
periodos de su trayectoria; y con 300 anómalas, donde el peatón tiene de 2 a 5 cambios
de ritmo. Se le pide a cada algoritmo que prediga asimismo 100 trayectorias anómalas y
100 correctas, presentándose los resultados obtenidos a continuación, mediante el gráﬁco
obtenido a partir de las matrices de confusión como en el caso anterior, que puede verse
para este experimento en la ﬁgura 6.5.
Análisis de resultados
Del estudio de los dos experimentos y las matrices de confusión para cada uno de ellos,
se sacan las siguientes conclusiones:
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Figura 6.3: Matriz confusión Bosques Aleatorios
Figura 6.4: Porcentaje de acierto para cada algoritmo del comportamiento anómalo rela-
cionado con muchas paradas.
Figura 6.5: Porcentaje de acierto para cada algoritmo del comportamiento anómalo rela-
cionado con la velocidad: muchos cambios de ritmo
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Se obtienen mejores resultados cuando se predicen trayectorias malas, especialmente
para el caso de los cambios de ritmo. En este punto cabe hacer la siguiente reﬂexión:
hasta qué punto una trayectoria puede ser considerada anómala por el hecho de
que el peatón se pare mucho durante la misma, o porque tenga cambios de ritmo.
Podría darse el caso de que un peatón se pare demasiadas veces por causas que
no entran dentro de lo que podemos considerar peligroso. Este pensamiento se ha
tenido en cuenta a lo largo del proyecto, pero lo que se ha pretendido encontrar y
de algún modo dar respuesta es al hecho de encontrar a potenciales sospechosos, e
inevitablemente esto pasa por encontrar tanto falsos positivos como falsos negativos
para cada uno de los experimentos. El objetivo ﬁnal, por tanto, es contar con los
suﬁcientes datos para que los resultados sean lo mas precisos y ﬁables posible.
Para el caso de que el peatón tenga cambios de ritmo frecuentes, los resultados
son muy dispares dependiendo del algoritmo; así, tenemos por ejemplo el caso del
algoritmo de K Vecinos Próximos, cuyo porcentaje de acierto es casi el 100% para
ambos casos; como el caso de Árboles de Decisión, que posee tan solo un 3% de
acierto en trayectorias buenas. De estos resultados llegamos a la conclusión de que
no todos los algoritmos serán buenos para todos los experimentos, cosa del todo
normal, porque cada uno se basa en unas cosas para predecir estos resultados. Tras
un análisis de los mismos, y como se puede ver en la ﬁgura 6.5, el algoritmo que nos
ofrece los mejores resultados en este caso es Clasiﬁcador de Bayes.
Para el caso en el que el peatón se pare con frecuencia, los resultados son más
favorables, ya que, en el peor de los casos, como se puede ver en las ﬁguras 6.3 y
6.4, el porcentaje de acierto en las buenas ronda el 70%.
En las siguientes ﬁguras se puede ver una comparativa de cada uno de los algoritmos
para ambos experimentos.
6.2.2. Distancia
Los experimentos realizados trabajando con el parámetro distancia, a su vez se dividen
en dos subgrupos: distancias entre objetos y paredes, y distancias entre peatones.
El primero de ellos es aquel en el que consideramos trayectorias anómalas aquellas en
las que el peatón se acerca mucho a los diferentes obstáculos, así como a las paredes. En
el capítulo 3 (Parámetros utilizados para los algoritmos de Machine Learning) se puede
observar que los que tienen que ver con la distancia incluyen la máxima distancia, la míni-
ma y la media. De acuerdo con ello, jugando con estos valores podemos crear trayectorias
cuya distancia mínima y la media sean más reducidas que en los casos que consideramos
normales, ya que la máxima, en el caso del escenario que creamos inicialmente, el cual
puede verse en la ﬁgura 6.1, será la correspondiente a cuando el peatón está saliendo del
escenario estudiado.
Para obtener los resultados, los algoritmos fueron alimentados por 300 trayectorias
correctas y 300 trayectorias anómalas, en las que la distancia era pequeña entre el peatón
y el obstáculo propuesto. Se le pidió posteriormente predecir qué trayectorias eran buenas
y cuáles malas metiéndole 100 malas y 100 buenas, las resultados fueron los expuestos en
la ﬁgura 6.6.
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Figura 6.6: Porcentaje de acierto para cada algoritmo del comportamiento anómalo rela-
cionado con la distancia
Como puede observarse, todos los resultados de este experimento parecen ser 100%
ﬁables. Al tratarse de algoritmos de predicción, haber obtenido dichos resultados puede
hacer pensar que los datos con los que hemos trabajado no son los que mejor se ajustan
a situaciones reales, o que hay overﬁtting1
Por esta razón, se hizo un experimento en el que se mezclaron las trayectorias malas
debidas a la velocidad con las trayectorias malas debidas a la distancia, para observar si
los datos obtenidos con la velocidad se veían afectados por este hecho. El resultado fue el
siguiente, tras alimentar los algoritmos con 200 buenas, 100 malas debido a que el peatón
se para con frecuencia, y 100 malas por distancia con obstáculos bastante reducida; y
pedirle que predijera el valor de 200 buenas y 200 malas, también divididas en esos dos
grupos. Los resultados quedan resumidos en la ﬁgura 6.8
Análisis de resultados
Se puede observar que si introducimos datos correspondientes a trayectorias malas
por diferentes motivos, los resultados son menos satisfactorios que cada uno de ellos por
separado, aunque no en todos los algoritmos.
El resultado obtenido con los algoritmos de Clasiﬁcador de Bayes y del Descenso del
Gradiente, lo que nos hace descartarlos para este tipo de experimentos ya que práctica-
mente llegan (el descenso del gradiente superando) a un 50% de error.
De manera contraria pasa con Bosques Aleatorios, que mantiene su porcentaje de
100% de acierto como en los casos por separado.
1En aprendizaje automático, el overﬁtting o sobreajuste es el efecto de sobreentrenar un algoritmo de
aprendizaje con unos ciertos datos para los que se conoce el resultado deseado.
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Figura 6.7: Matriz de confusión del algoritmo Descenso del Gradiente para comporta-
miento anómalo de velocidad y distancia
Figura 6.8: Porcentaje de acierto para cada algoritmo del comportamiento anómalo rela-
cionado con la distancia y la velocidad
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6.3. Experimentos integrados
En este apartado se realizará el análisis de los resultados obtenidos cuando se ali-
mentan los algoritmos con datos de trayectorias buenas y con datos de trayectorias que
consideramos anómalas por todos los motivos expuestos anteriormente. A su vez hemos
dividido estos experimentos en diferentes grupos, introduciendo paulatinamente datos
de trayectorias malas para poder hacer una mejor comparativa. Por ello, se hicieron los
siguientes casos:
Introducir datos de trayectorias en las que la velocidad es anómala tanto por pre-
sentar cambios de ritmo, como por pararse en varias ocasiones
Introducir datos de trayectorias en las que la distancia y la velocidad es anómala
Introducir datos de trayectorias en las que tanto la velocidad, como la aceleración y
la distancia son anómalas, es decir, introducir datos de todos los experimentos que
se habían estudiado por separado.
6.3.1. Velocidad
Tras realizar la simulación de las trayectorias en las que alguno de los peatones pre-
sentaba valores de velocidad anómalo, se sacaron las siguientes matrices de confusión:
MCSVM =
(
0,69 0,31
0,07 0,93
)
MCKV ecinos =
(
0,985 0,015
0,0 1,0
)
MCGradienteDescenso =
(
0,475 0,525
0,12 0,88
)
MCBayes =
(
0,55 0,45
0,0 1,0
)
MCDecisionTree =
(
0,93 0,07
0,0 1,0
)
MCBosquesAleatorios =
(
1,0 0,0
0,0 1,0
)
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6.3.2. Distancia y velocidades
Tras realizar la simulación de las trayectorias en las que alguno de los peatones pre-
sentaba valores de velocidad y distancias anómalo, se sacaron los siguientes resultados:
MCSVM =
(
0,455 0,545
0,01 0,99
)
MCKV ecinos =
(
0,96 0,04
0,013 0,987
)
MCGradienteDescenso =
(
0,055 0,945
0,043 0,957
)
MCBayes =
(
0,985 0,015
0,35 0,65
)
MCDecisionTree =
(
0,025 0,975
0,0 1,0
)
MCBosquesAleatorios =
(
0,445 0,555
0,01 0,99
)
Para poder analizar mejor los algoritmos para este caso, que engloba todos los expe-
rimentos, se ha realizado asimismo uno que cuenta con un número de peatones igual a
1000, y se ha dividido en dos secciones:
La alimentación de los algoritmos se realiza con un número de muestras pequeño
en comparación al número con el que contamos. Concretamente se le meten 300
trayectorias buenas y 300 malas de cada tipo (900 trayectorias malas en total) y se
le pide que prediga las restantes, lo que equivale a 700 buenas y 2100 malas. Las
matrices de confusión son las siquientes:
MCSVM =
(
0,58 0,42
0,00 1,00
)
MCKV ecinos =
(
0,99 0,01
0,00 1,00
)
MCGradienteDescenso =
(
0,73 0,27
0,05 0,95
)
MCBayes =
(
0,99 0,01
0,34 0,65
)
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MCDecisionTree =
(
0,68 0,32
0,00 1,00
)
MCBosquesAleatorios =
(
0,94 0,06
0,00 1,0
)
La alimentación de los algoritmos se realiza con un número elevado de muestras,
700 datos de trayectorias buenas y 700 datos de cada tipo de trayectorias malas, lo
que equivale a que los algoritmos contarán con una alimentación total de 2800, de
las cuales 700 son buenas y 2100 malas. Las matrices de confusión en este caso son
las siguientes:
MCSVM =
(
0,79 0,21
0,00 1,00
)
MCKV ecinos =
(
0,99 0,01
0,00 1,00
)
MCGradienteDescenso =
(
0,05 0,95
0,27 0,73
)
MCBayes =
(
1,0 0,0
1,0 0,0
)
MCDecisionTree =
(
0,93 0,07
0,0 1,0
)
MCBosquesAleatorios =
(
0,995 0,005
0,000 1,000
)
Análisis de resultados
Como cambía esperar para este caso, los resultados no son tan satisfactorios como en
los experimentos unitarios, ya que se están englobando todos los casos y las trayectorias
malas con las que alimentamos los algoritmos tienen datos muy dispares, perteneciendo
algunos de ellos a cada caso particular que se estudió anteriormente.
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Figura 6.9: Comparación de algoritmos, 1000 muestras alimentando con 700
Figura 6.10: Comparación de algoritmos, 1000 muestras alimentando con 300
Figura 6.11: Comparación de algoritmos, experimento integrado
Una vez sacados los datos, y a la vista de las ﬁguras 6.9, 6.10 y 6.11, podemos sacar
las siguientes conclusiones:
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Se obtienen resultados mucho más dispersos que en los casos unitarios, lo que nos
hace más fácil la elección de un algoritmo que mejor satisfaga nuestras necesidades
para este proyecto.
Continúa la tendencia de obtener un porcentaje mayor de acierto en los casos de
las trayectorias malas, este hecho se da en todos los algoritmos y para todos los
experimentos realizados.
El algoritmo K Vecinos Próximos es el que mejor resultados ofrece, tanto en tra-
yectorias normales como en las anómalas, no bajando su porcentaje de acierto del
96%.
Los algoritmos que nos ofrecen los peores resultados y que por tanto, quedan descar-
tados de poder ser utilizados para el ﬁn que nos atañe, son: Clasiﬁcador de Bayes, el
cual tiene incluso una tendencia de hacer justo lo contrario a lo que esperaría para el
caso de alimentar con un número elevado de datos; Árboles de Decisión y Descenso
del Grandiente, por presentar valores muy bajos en la predicción de trayectorias
buenas, y las Máquinas de Soporte de Vectores, ya que su tendencia es la misma
que estos, aunque su porcentaje de acierto en malas supera a las dos anteriores.
6.4. Validación cruzada
Como se comentó en el capítulo 5 (Estructura de la Solución Propuesta), si nuestro
análisis solo consiste en validar la relación entre las etiquetas de los datos del set de
validación y el output producido por los algoritmos, podría presentarse un problema: el
sobreajuste del algoritmo a los datos utilizados para validarlo, por lo que las métricas
obtenidas no son una medida ﬁel del rendimiento del algoritmo al presentarlo a datos
desconocidos.
Como solución a lo anterior se realizan técnicas de validación cruzada. En nuestro caso,
esto consistirá en alimentar a los algoritmos con datos de las trayectorias que se encuentren
dentro del primer escenario (el que ya se ha expuesto), y pedirle que prediga cuáles son
las normales y las anómalas dentro de otro escenario que se describirá a continuación.
Posteriormente se realizará lo mismo pero a la inversa, es decir, alimentar los algoritmos
con los datos del segundo escenario y pedirle que prediga que trayectorias son anómalas de
un conjunto obtenido del primer escenario. Esto evita el problema del sobreajuste y nos
da una idea más ﬁel de la calidad de la solución propuesta y la validez de los algoritmos
elegidos.
El segundo escenario que se ha creado es más complejo que el primero. Consta de cinco
suelos, cada uno de ellos con su correspondiente entrada o salida, y dos de ellos cuentan
también con un obstáculo. Se puede observar este en la ﬁgura 6.12
Debido a que en el escenario dos hay más obstáculos, las trayectorias malas por distan-
cia pequeña a los mismos no se pueden cruzar con las del primero, porque los parámetros
asociados este hecho son mínima distancia, máxima y la media. Por ello, los experimentos
que se han cruzado han sido los relativos a la velocidad.
De acuerdo con lo anterior, se alimentaron los algoritmos con 300 trayectorias buenas y
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Figura 6.12: Comparación de algoritmos, experimento integrado
Figura 6.13: Comparación de algoritmos, alimentación con el escenario 1, predicción del
escenario 2
300 malas pertenecientes al primer escenario, y se les pidió que predijera 300 trayectorias
del segundo escenario, de las cuales 300 de ellas son buenas y 300 malas. El resultado de
este ensayo se puede observar en la ﬁgura 6.13
Se puede concluir que estos resultados no son los esperados, sobre todo cuando se trata
de predecir las trayectorias buenas. Para tener una comparativa más amplia y poder sacar
mejores conclusiones, se realizaron asimismo los experimentos unitarios de velocidad, y los
resultados fueron mejores, aunque todavía algunos algoritmos daban mucho porcentaje
de error. Se exponen en las ﬁguras 6.15 y 6.14 los resultados obtenidos para el caso en el
que el peatón se pare mucho, y para el caso en el que el peatón tenga muchos cambios de
ritmo respectivamente.
Una vez realizados estos experimentos, se procedió a hacer lo mismo pero al revés.
Se alimentaron los algoritmos con 300 trayectorias correspondientes al segundo escenario
(300 buenas y 300 malas) y se le pidieron que predijeran otras 300 pertenecientes al primer
escenario, cuyos resultados fueron los mostrados en la ﬁgura 6.16.
Se puede observar que estos resultados son mejores que los que obtuvimos en la vali-
dación cruzada anterior.
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Figura 6.14: Comparación de algoritmos, alimentación con el escenario 1, predicción del
escenario 2, solo cambios de ritmo
Figura 6.15: Comparación de algoritmos, alimentación con el escenario 1, predicción del
escenario 2, solo velocidades nulas
Figura 6.16: Comparación de algoritmos, alimentación con el escenario 2, predicción del
escenario 1, solo velocidades nulas
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Análisis de los resultados
Tras la obtención de todos los resultados anteriores, podemos destacar los siguientes
aspectos:
Los resultados obtenidos tras la validación cruzada son peores que los que obtuvimos
en las pruebas del primer escenario por separado. Aunque hay algunos algoritmos
que presentan un porcentaje de acierto prometedor, lo cierto es que como norma
general, todos ellos presentan un intervalo de predicción inferior al que se obtiene
en el primer paso.
Se obtienen mejores resultados en la validación cruzada en la que se alimentan los
algoritmos con datos del segundo escenario y se predicen trayectorias con datos co-
rrespondientes al segundo escenario. Esto puede ser debido a que el primer escenario
era más simple.
En la validación cruzada que se realizó en primer lugar había tres experimentos,
uno con pruebas integradas y dos con pruebas unitarias. Como se pudo ver en
los resultados obtenidos, son mejores los resultados de las pruebas unitarias por
separado que los de la prueba integrada.
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Capítulo 7
Conclusiones y líneas futuras
7.1. Conclusiones
En este Trabajo Fin de Grado se ha propuesto un sistema para la detección de compor-
tamientos anómalos en peatones mediante la utilización de ciertos algoritmos de Machine
Learning supervisado, siguiendo la línea de investigación del proyecto PRIC (Protección
Robotizada de Infraestructuras Críticas; DPI2014-56985-R).
Se han seleccionado parámetros y características de trayectorias para alimentar los
algoritmos que, tras la implementación de un programa que actúa de soporte de estos
algoritmos y de generación de resultados, nos han ofrecido unos datos favorables tras las
técnicas de métrica y validación cruzada.
Los algoritmos que mejor resultado dieron con estos parámetros y características es-
cogidos han sido K Vecinos Próximos y Random Forest. Ambos poseen buenos resultados
tanto para la predicción de trayectorias correctas, como para la de extrañas según los
datos introducidos. Siguiendo esta tendencia también en las pruebas integradas y en la
validación cruzada. El éxito del planteamiento se debe a la relevancia de los parámetros
escogidos, que capturan casi toda la información relativa a las comportamientos buscados.
Cabe destacar, no obstante, que dependiendo de la prueba realizada, los algoritmos
han dado un resultado mejor o peor, lo que lleva a pensar que en función de lo que se quiera
conseguir, se deberá seleccionar uno u otro atendiendo a los experimentos realizados.
Por último, la validez cruzada indica que se obtienen mejores resultados si se alimentan
los algoritmos con datos procedentes del mismo escenario al que se pide que prediga, por
lo que es importante analizar el entorno, y alimentar los algoritmos con características
pertenecientes al mismo.
7.2. Líneas futuras
Los resultados aquí obtenidos parten de unas trayectorias que nos ofrece un simulador
de peatones. Por tanto, es inmediato pensar que el siguiente paso a dar siguiendo la línea
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de este proyecto es llevar el sistema aquí implementado a un entorno real, con personas
reales. Las características del citado simulador nos permiten ser optimistas con este paso
ya que se trata de un software muy potente que permite simular cualquier escenario (tanto
en 2D como en 3D), en el que a los agentes se les pueden asociar propiedades especíﬁcas
tales como destinos ﬁnales o incluso la sensación de hambre, lo que les induce a buscar
puntos de venta de alimentos.
Por otra parte, se podría profundizar en lo realizado en este proyecto:
El empleo de otras variables como las propuestas en [2], que siguen siendo parámetros
físicos. De igual modo, se podría aumentar el vector de características mediante el
uso de variables que no sean físicas sino que dependan de parámetros vinculados
con las fuerzas sociales como se propone en [11].
Probar con nuevos algoritmos de clasiﬁcación, especialmente los basados en redes
neuronales. Con una complejidad suﬁciente, las características adecuadas y un or-
denador potente, sus posibilidades son muy prometedoras.
60 Escuela Técnica Superior de Ingenieros Industriales (UPM)
Capítulo 8
Planiﬁcación temporal y presupuesto
En este capítulo se detallan los componentes relacionados con el aspecto de la gestión
del proyecto. Se incluye la Estructura de Descomposición del Proyecto (EDP), la plani-
ﬁcación del proyecto acompañada de un Diagrama de Gantt y el presupuesto necesario
para realizar este proyecto.
8.1. Estructura de Descomposición del Proyecto (EDP)
La Estructura de Descomposición del Proyecto, EDP, es una representación esquemá-
tica de la jerarquía que han de tener las diferentes partes que conforman un proyecto, se
trata de una estructura tipo árbol exhaustiva y jerárquica de los componentes que forman
un entregable del proyecto, distribuidos con una relación todo-parte.
El proyecto se divide en cuatro bloques principales: Dirección del Proyecto, Estudios
Previos y Aprendizaje, Diseño y Desarrollo del Software y Pruebas y Ensayos. De manera
global, se puede ver la Estructura de Descomposición del Proyecto en la ﬁgura 8.1.
8.2. Diagrama de Gantt
El diagrama de Gantt es una herramienta gráﬁca que tiene como objetivo exponer el
tiempo previsto de dedicación para las diferentes tareas de las que consta un proyecto a
lo largo de su tiempo de vida, o un tiempo total determinado.
Está formado por unidades mínimas de trabajo, el elemento de trabajo más pequeño
e indivisible utilizado para planiﬁcar el proyecto.
En el diagrama de la ﬁgura 8.3 se ha decidido establecer un periodo no laboral desde el
día 29 de diciembre hasta el 2 de febrero por tratarse del periodo de exámenes y vacaciones
de Navidad de la Escuela Técnica Superior de Ingenieros Industriales de la Universidad
Politécnica de Madrid. En el periodo laboral se han establecido como días laborables de
lunes a viernes con una jornada de cuatro horas diarias. Lo que equivale a un total de
unas 360 horas a lo largo de todo el curso académico.
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Figura 8.1: Estructura de Descomposición del Proyecto
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Figura 8.2: Tareas del Diagrama de Gantt representado en la ﬁgura 8.3
En la tabla de la ﬁgura 8.2 se muestran las diferentes tareas y subtareas del diagrama
de Gantt de la ﬁgra 8.3, así como su duración, su comienzo y su ﬁn. Esta representa de
una manera ﬁel el desarrollo ﬁnal del proyecto.
8.3. Presupuesto
Se va a presentar a continuación cuál ha sido el presupuesto de este proyecto.
Se parte de la suposición de que el proyecto ha sido elaborado en una situación de
trabajo de becario en una empresa, por ser estas las condiciones que se tendrán una
vez incorporado al mercado laboral un alumno recién titulado en el Grado en Ingeniería
en Tecnologías Industriales. El sueldo medio de un becario recién titulado, en régimen de
media jornada, que son 20 horas semanales, es de aproximadamente 600 euros. De acuerdo
con ello, el salario de un becario estándar es de 7.5 euros la hora.
Por lo tanto, según las horas programadas, que se aproximan al número de horas
empleadas, el salario que se ha establecido para el proyecto es de: 7.5 e/hora · 360 horas
= 2700 e. Se excluyen aquí las horas - hombre del tutor o de terceras personas que han
contribuido en el proyecto
A esto hay que sumarle los recursos materiales necesarios para realizar el proyecto. El
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Figura 8.3: Representación del diagrama de Gantt del TFG, creado con Microsoft Project
gasto en estos recursos se detalla en la tabla 8.1. El coste del ordenador empleado es de
650 e, y su amortización es de 4 años.
Concepto Coste
Software MassMotion Licencia gratuita
Ordenador ASUS K555L (Amortización) 162,5 e
Sistema Operativo Windows 8 Incluido
Python Incluido
Tabla 8.1: Costes de material.
De acuerdo con todo lo anterior, el presupuesto del proyecto es de 2862,5 e.
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