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  Resum 
The Squad és un projecte d’animació amb la intenció de crear un curtmetratge d’animació 
per ordinador complert, és a dir, passant per tots els seus processos, des de la concepció 
d’una idea fins el renderitzat final per tal de poder descobrir els entremats de cadascuna de 
les parts que composen una “pipeline” de producció professional (fulx de treball). No 
només això el treball pretén dur tot aquest aprenentatge a la pràctica i acabar amb la 
realització d’una peça audiovisual sencera. 
Resumen 
The Squad es un proyecto de animación con la intención de crear un cortometraje de 
animación por ordenador completo, es decir, pasando a través de todos los procesos que 
este conlleva, desde la concepción de su idea hasta el renderizado final, con tal de poder 
descubrir los entresijos de cada una de las partes que component una “pipeline” de 
producción professional (flujo de trabajo). No solo con eso, el trabajo pretende también 
llevar todo este aprendizaje a la practica y acabar con la realización de una pieza 
audiovisual completa.  
Abstract 
The squad is an animation project which has the goal of create a full animated short film 
going through all the processes that it has, since the idea’s conception to the final 
rendering, trying to discover all the intrinsic parts of a professional production pipeline 
(work flow). Apart of that, this project also tries to put all this knowledge in practice 
creating a full media piece. 
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Objectives 1 
1. Objectives. 
1.1. Purpose. 
The purpose of that project is to discover, understand and put in practice all the different 
parts of the production of an animated short film, trying at same time to get at less a media 
piece of animation created by computer. 
1.2. Finality. 
Understand all the workflow of a professional animated pipeline and put in practice with 
the production of an animated short film. 
1.3. Object. 
The Squad is an animated short film fully created by computer. 
1.4. Scope. 
In first instance, the scope of this project was the creation of an animated short film made 
with CGI (computer graphics imagery) ready to be shown and presented to festivals and 
special events of the animation and VFX industry.  Although this project has served to 
understand, put in practice and discover all different steps and jobs inside the production of 
a CGI animation.  
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2. Preproduction. 
This chapter is going to go through all the preproduction work done for The Squad 
animated short film. Preproduction is understood as all the previous and necessary work to 
do before to start working properly on the 3D software. 
Preproduction is, essentially, the most important step on the whole pipeline of the short 
film due that on this part of the process all the creation, design and develop of the idea is 
done. Before to start with the 3D work and the properly production of the piece, the 
preproduction has to be closed and finished, what it means is that the script has to be 
almost finished with its proper storyboard and animatic and everything that is going to 
appear or be mentioned on the short has to be designed.  
2.1. Research and references. 
Before to start with the designs and the script, a very important step is the research of ideas 
and references. That research helps a lot of having an idea or the first approximations to 
the piece that is going to be created.  
Even that, it is important to keep on mind every time that those references are that, 
references. Not guides. This is a very important rule to follow due that it is very easy to 
mix references and finish copying it. The plagiarism is not the way, so references have to 
be only a help to make our ideas more visual. In no case that references can be copied 
because if that happens, the project will have to start from zero again.  
2.1.2. Short films references and video references. 
The first references that were searched for The Squad were video references. Others short 
films, movies or single videos without structure that allowed to see an orientation for the 
design of the characters, the style of animation to use and the final look that was going to 
be used. In that way, the most important reference was Rosa Animated short film (2012) by 
Jesús Orellana, a full CGI short film made by a Spanish guy who close himself at home 
for one year and created a perfect and amazing short film. After that, R’Ha Animated short 
film (2012) by Kaleb Lechowski, another CGI short film made only by one person. Both 
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short films were used as references and examples to follow during all the production. The 
principal goal of The Squad was to achieve a final piece similar in professionalism like 
them.  
About render style (or final look), the most important references were Mac ‘n’ Cheese CGI 
animated by Colorbleed Animation Studios (2012) and Meet buck by a team of French 
animators (2011). The principal characteristic between both short films is the hand painted 
textures, similar to the cell shading style that the project had at the end. 
Apart of that a lot of videos were searched, including demo reels of professional artists, 
video tests, breakdowns of existing films and personal works founded on forums and blogs 
on internet.  
2.1.2. Still images and style of rendering.  
About still images, the research was very long and extensive. Using some of the most 
important and popular forums and blogs about 3D on internet, like 
www.zbrushcentral.com, www.cgpersia.com, www.cgforums.com and www.3Dtotal.com a 
lot of still images were founded. Not only images of 3D work, also concept arts and 2d 
paintings were used to get an approximation of the final look for the short film.  
At the end of the research, the style of the short film was decided to be in a kind of cell 
shading style (comic style) with a realistic design for characters, scenarios and props.  
2.2. Script. 
The script is the first step that starts the production of the short film. It consists on the story 
that is going to be told. The narrative of the short film. 
2.2.1. Concept. First approximation to the story. 
The concept was the first approximation of the final story for The Squad. That first 
concept, originally, was a paragraph written on a paper. After thinking a lot of different 
ideas and possibilities to orient the story without copy the references, this was the first 
approximation to the final script: 
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<<”The time was running. During a lot of time humanity had been using up all natural 
resources of a planet where could barely breath. Everything started three years ago when 
some of the best geologists and scientists of the world started some researches next to the 
centre of the Antarctic.  We started to drill on 13th march of 2647 next to the 64,497º South, 
137.684 East coordinates. An inhospitable place where nobody drilled or explored before. 
Here the weather can ends with any kind of life.  
 
We had some hundreds of kilometres of iced surface drilled when things changed. The 
density and resistance of the ice and stones decreased drastically and our machines started 
to detect interferences. Then we decided to use our geographic scanners and it was when 
we discovered it. A giant place under the ice completely abandoned and buried. A cavity of 
hundreds of height where time and life seemed to be stopped and only that monstrous 
tower broke the harmony of the place.  
 
With the punching machine stopped we were observing that for some seconds. We thought 
that the best option would be equipped with our suits to go down to investigate. On that 
moment, just when we put our feet on the deeper and ancestral ice, some intense lights 
started to bright. That lights came from the base of that tower like if it was a kind of 
reactor. Then our radioactivity scanners indicate us a very elevated levels of gamma 
radiation trespassing even our personal shields.  Then we knew that we never going to 
leave that place alive. Once with the lights turned on <a giant bridge which connects with 
that tower appeared in front of us. 
 
Taking care, Mark, Jason and I started to cross the bridge with tens of meters long while 
Victor and Aleksei were waiting our connection with the exterior. When we finally arrived 
at the end of the bridge one big and metallic door with strange inscriptions and signs 
stopped us. We passed our graphic detection cameras and we discovered something more 
perturbing. Those signs and inscriptions did not correspond with any language known by 
man. Neither modern or ancient.  We stopped to take a look to find any kind of way to open 
that door so we discovered a strange upper device next to the door’s side.  
 
As a leader of the investigation I took the responsibility of explore that kind of panel. I 
tried to do a visual test but it did not work so I decided to touch it. When I did it, the device 
turned on and more signs and inscriptions like the others started to be displayed. Neither I 
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or the other investigators did not understand anything on this strange language but there 
was something that everyone understood. A kind of DNA sequence was displayed on the 
screen and after the entire device turned off again.  
 
We three remained careful looking to any new event when a little earthquake shook our 
feet. We depart of the bridge when the metallic door, covered by ice, started to open. Once 
the door was completely opened we could see what was behind it. Its internal structure was 
circular, on its centre, another tower full of cabins or cubicles. Each one with its own 
inscription. In front of us and connected with that other tower there was another bridge. 
On the entire height of the tower and connected to the exterior walls, something similar to 
mechanic arms filled the space. It was perturbing.  
Any of us were able to do nothing more than observe that mysterious place which seemed 
to be made by other kind of life. Then while we were taking a look  a voice started to sound 
on the entire tower. It was metallic but natural and fluid. We thank that it could be a kind 
of central computer. When the voice finally disappeared, all the mechanic arms started to 
move like if it were investigating that strange and smallest tower.  
 
Mark and John asked me to leave the place but I, as a leader of the team ordered them to 
be quiet.  I was wanting to know what that place was. After some seconds observing the 
mechanic arms working, all of them stopped. Then all arms went back at its initial position 
except from one, which remained quiet in front of a cabin. On that moment, the strange 
voice sounded again and then the cabin was opened. The arm goes into the cubicle and 
took out of it a kind of figure. 
 
It seemed to be a human figure but distance and darkness did not allow us to see clearly 
that object. The arm went down quickly from the cabin to the bridge and it left there that 
object.  With a naked eye it seemed to be a kind of hominid machine, covered by a lot of 
metallic pieces like a kind of armour. Once the arm went back to its initial position, the 
creature raises his head and all pieces fell down leaving the creature completely naked. 
We could not believe what we were looking for. It was a human, completely naked, 
completely perfect. None of us had courage to approach at the figure so we remained quiet 
just looking. In some moment, the creature released a little movement with his head and 
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then he opened his cold and almost white eyes. We were astonished but then the creature 
did something more strangely. He inhaled air and breath.” >> 
 As it could be seen there is no too much matching between this idea and the final script of 
the short film. Even that this was the first approximation to the idea and some concepts 
were kept like the inhospitable and frozen place, the mysterious end of the story, the name 
of one of the characters and others. Having that, this concept was sent to a storyteller who 
helped with the construction of the final story.  
2.2.2. First draft. First version of the script. 
After some weeks of work, the writer sent the first draft of the script. Due that this project 
is about 3D animation and not about storytelling properly, it was required the presence of a 
storyteller or writer for that part of the production.  
With the first draft almost done, it started the process of refining the idea, connecting 
things of the context, building the universe behind the story that was going to be told. 
Everything had to have a sense on the story. Working together with the storyteller, some 
aspects started to be defined as the scenarios, the length of the acts and scenes, some 
details as names of the characters, age on the time were the story happens, etcetera.  
When all these details were more or less defined, the writer started to work on the final 
script, adjusting the dialogues with the characters and updating all the things that were 
changed from the first draft.  
2.2.3. Final draft. Finishing the script.  
 
This time the final script took just some days to be done and finally the writer sent the final 
draft or the final version of the short film. In this final version, apart of the proper content 
of the story that is told on the short film, all the universe of The Squad was almost 
designed, everything was connected and contextualized on the time.  
At the end, the short film was contextualized on the 60’s decade and connected with some 
real facts of the history to get a better and most interesting context for the story. It 
simplified a little bit the task of design due that finally it was not contextualized on the 
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future, which it would be much more complicated in terms of design. With that final 
version, the short film got a realistic point of view for the audience at same time that keeps 
the sci-fi style.  
2.3. Concept art. Design.  
With the final version of the script most of the tings of the short film were already 
designed. To optimize the time of the production, when the first draft was almost done all 
the objects that were not going to be changed on the final version started to be designed. 
That paragraph is going to take a look on the design part, separating it on characters 
design, scenarios design and props’ design.  
2.3.1. Characters’ design. 
The character design is the part where the characters are designed, their faces, anatomy, 
skin colours, details, clothes, everything concern to the characters is designed on that 
section.  
Having the idea of creating the short film with a realistic style for models and elements, the 
first work to do was to get a realistic anatomy for the characters. For that reason, the first 
sketches done were about anatomy.  
Males’ anatomy 
For the design of the male’s anatomy some real references were used to get a correct 
proportion of the arms, legs, torso and head, and also for the good place of muscles and 
small details. All models, as can be seen on the short film has a right anatomy, al muscles 
are real placed, not exaggerated, with real proportions and connections.  
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Fig.	  2.1.	  An	  example	  of	  the	  mentioned	  design	  for	  male	  characters.	  That	  concept	  draw	  was	  
posteriorly	  used	  for	  the	  modelling.	  
Females’ anatomy 
For the design of the anatomy for the female character, the workflow was the same that 
used for the males. First some references of real women were founded and then used as a 
guide to build a realistic anatomy for the character without copying any of the references.  
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Fig.	  2.2.	  An	  example	  of	  the	  mentioned	  design	  for	  female	  characters.	  That	  concept	  draw	  was	  
posteriorly	  used	  for	  the	  modelling.	  
Design of faces and expressions  
For the design and conception of the faces of the characters, the process was the same that 
the used for the anatomy of their bodies but applied to heads. Some real references were 
searched to take the good and real proportions of eyes, mouth, noose and ears and place 
them at the right point to make the characters’ faces as more realistic as possible.  
Aleksei 
Aleksei is the main character of the short film and one of the two males characters. Due 
that Aleksei is originally from Russia, as it is supposed on the short film, some real 
references of Russian males were searched. Those references were after opened in Adobe 
Photoshop and mixed to get a kind of “personal” anatomy and proportions for its face. 
With that proportions the concept was printed and used as guide for the sketches made 
initially by hand and transferred after to Photoshop.  
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Fig	  2.3.	  An	  example	  of	  the	  anatomy	  designed	  using	  real	  references	  for	  Aleksei’s	  face.	  
Sy 
Sy is the female character. Originally she was conceived as an U.S.A citizen so, using the 
same method that the one used for the Aleksei’s design, the first step was to search and 
recollect some references of real women from U.S.A. Then the references were imported 
onto Photoshop and mixed for being a guide for the final design.  
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Fig.	  2.4.	  An	  example	  of	  the	  anatomy	  designed	  using	  real	  references	  for	  Sy’s	  face.	  
Cecil 
Cecil is the other male character. For the design of his face the method changed a little bit. 
For he no references were used because the intention was to be pretty similar to Aleksei, its 
age, its anatomical structure, and etcetera. For that reason, Cecil was designed directly on 
the 3D sculpting software, Autodesk Mudbox. Using some of its tools, first the proportions 
were a little bit changed and then refined to make sure that he could be differentiated from 
Aleksei.  
Clothes design. The suits.  
For the design of the clothes and suits the first thing to do was to think about what was the 
utility of that suits. So due that the atmospheric conditions of the place where the short film 
occurs, the characters had to wear appropriated suits to make sure they survive. Apart of 
that, the suits had to be flexible and not weighted to guarantee the right movement of the 
characters on a place where anything can happens. That suits had to allow the characters to 
jump freely, to run, to sit on the floor, etcetera. But at same time had to protect them from 
the cold and atmosphere conditions.  
For that reason and due that it is a sci-fi short film, the references needed were very hard to 
find. Even that, in that case the best way to start to define the concept of that suits were to 
start drawing directly on Photoshop using the references of the anatomy.  
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Fig.	  2.5.	  An	  example	  of	  the	  first	  attempt	  of	  the	  design	  of	  the	  suits.	  
With that first approximation and using some references that allowed refining the idea and 
the functionality of each part or component of the suit, it proceeded to make some quick 
sculpting tests directly on Mudbox just to take a look at the functionality of the suit.  
 
Fig.	  2.6.	  First	  attempts	  for	  the	  design	  of	  the	  final	  suit.	  
Looking at the Fig. 2.6. It can be seen that this first design was still too hard for what that 
suit had to do. For that and using some conceptual ideas extracted from that first design, it 
came the second attempt, which was the last one and the final design used for the short 
film. 
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Fig	  2.7.	  Final	  design	  for	  the	  character’s	  suits.	  
Although that on Fig 2.7. a helmet can be appreciated, that helmet was posteriorly 
designed. The first idea was to create and design a helmet that protects the characters from 
the exterior atmosphere, due that, following the script, with the glaciation and the years 
passed, the composition of the air changed during the years and turned non breathable for 
humans.  
For that reason and also for the reflections of the sunlight (as it happens when people goes 
to make ski or snowboard) it was necessary to design a kind of  “glass protector” for eyes.  
 
  
 
 
 
 
 
 
 
Fig. 2.8. First concept for the helmet’s design 
Even that, the final helmets were designed a little bit different. That’s because with the 
breather that covers the mouth and the viewer that covers the eyes, the characters were 
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going to have no facial expressions on the short film, which can produce a kind of 
impersonal feeling to the audience. For that and for giving more expression to the short 
film, the final design of the helmet was done with a more transparent viewer, making the 
breather bigger.  
2.3.2. Props design  
	  
Wen talks about props design its making reference to all the objects that are directly used 
for the characters but that has no personality on the short film. That is what props are. So 
for the reason why that objects are directly used for the characters, its design is very 
important and have to be carefully.  
SUV car 
This was the first and most important prop designed for the short film. Even that it is 
catalogued as prop, it can be considered also an scenario due that more than a half of the 
short film develops inside those cars.  
The first thing before the design was to define the usability of those cars. It was important 
to know that the cars had to be big, and special prepared for running through the ice and 
the desert. That implies big wheels and elevated cars. Also, the cars had to have a pick up 
and a kind of truck to carry other elements that the characters use like the elevator or the 
driller to drill the ice.  
For that reason and knowing a little bit of cars, the best possible references used were 
Hummer cars. Real cars originally designed for military purposes, which had that 
characteristics. Also, other examples like Ford, Chevrolet and Nissan were used as 
references. After some tests and concepts, the final concept of the cars was almost done.  
 
16 The Squad animated short film- Memòria 
 
Fig.	  2.8.	  An	  example	  of	  the	  blueprint	  design	  used	  for	  the	  cars.	  
 
Elevator 
That was the other important prop to design. The elevator which characters use to go 
through the hole that they previously drill. That elevator was designed with a sci-fi look 
but accomplishing some characteristics. The first one was the portability of it that has to 
allow the characters to transport those elevators with the cars across the places where they 
are. Another important characteristic was to make it modular, because it had to be 
disassembled for that portability. For that reason, the first concept made was a little bit 
exaggerated and does not correspond with the final design appreciated on the short film. 
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Fig.	  2.9.	  An	  example	  of	  the	  concept	  design	  used	  initially	  for	  the	  elevator.	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Others 
As is mentioned on the first paragraph of that chapter, everything that appears or is part of 
the short film has to be designed to guarantee a good preproduction and to avoid possible 
troubles during the production. 
Even that the objects explained on that section finally do not appeared on the short film, 
they had to be at less conceptualized due that they are part of the final story. That two 
elements are the mechanic arms that support the elevator while this is going down the hole 
with the characters and the driller that they use to create the hole on the iced surface.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.	  2.10	  An	  example	  of	  the	  concept	  of	  the	  driller	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Fig.	  2.11	  An	  example	  of	  the	  concept	  design	  of	  the	  mechanic	  ams	  
 
2.3.3. Scenarios.  
Once the characters and the scenarios were designed, the last things to design were the 
scenarios. Those scenarios are more or less important depending on the part of the short 
film. For example, the first scenarios or environments like the desert or exterior and the 
hole that the characters find at the end, which is the last one, the bunker. 
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For that reason, the firsts has no previous design so they were directly sculpted on Mudbox 
according to the movement and proper specifications of the animations on each particular 
case.  
For the second scenario, which is the bunker, a previous design was needed to know how 
to focus it. For that reason the first thing to do was to study how that scenario was to be. 
Due that the script specifications, it had to be a very big place, with a central tower inside 
and that tower had to contain a lot f cabins used as cubicles to accommodate the supposed 
persons inside.  
That scenario also had to be closed and well conserved to guarantee the security of the 
persons inside, for that reason one important characteristic was that this scenario had to 
look impeccable on the inside. At the beginning it was a good idea to place computers, 
screens and a lot of cables and pieces inside of it but at the end was decided to avoid all 
that details because had no sense if the scenario is supposed to be special designed for not 
being used for a long time. So at the end it was simplified at maximum to keep only the 
central tower and focus the attention of the audience where it has to be.  
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Fig.	  2.12.	  An	  example	  of	  the	  concept	  art	  for	  the	  frozen	  desert.	  	  
 
 
Fig	  2.13.	  An	  example	  of	  the	  concept	  art	  for	  the	  final	  scenario,	  the	  bunker.	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2.4. Storyboard and animatic.  
Once the script is almost finished and closed and everything that had to be designed is 
almost conceptualized in paper, there is time to start making the storyboard.  
Storyboard is understood as the process where the script is illustrated trying to represent in 
vignettes the exact cameras that we are going to use, representing the angles, the points of 
view and, if it is necessary, the travelling or movement that the camera has to perform. In 
technical words, a storyboard is a visual representation of the technical script, which 
contains all the shots of the short film explained.  
To make that it is important to have at less the characters and principal scenarios designed 
to represent with accuracy what we want, then using a simple draw style (it is not 
necessary to have a perfect draws with a lot of small details) illustrate the shot. Another 
resource used sometimes is to paint them with grey scale to know more or less the focal 
length or the elements where the attention of the audience had to be focused. White 
represents the maximum and black is the minimum.  
One normal storyboard for a project like this, about 3 or 4 minutes of video, can contain 
maybe more than 50 different shots, what means that we have to do 50 different draws to 
represent different shots. Even that, storyboard is just a guide that we have to try to follow 
as maximum as possible, but it is not strictly, so if it is required, we can change some shots 
or some angles or some movements during the production.  
Once the storyboard is finished another important step is to make it in movement, for that 
the option used on that project was to import the images into Adobe After Effects and, 
using layers, animate that layers to represent conceptually talking, different movements 
and, what animatic is about, the length of the shots. Animatic is used to see more or les if 
the short film works, the length and the rhythm of the animations.  
The full storyboard can be found on the annex of the project. Here it will be just two 
examples of a single shot and a page of the storyboard due that the extension of it.  
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Fig 2.14. An example of a single shot represented for the storyboard. 
 
 
Fig 2.15. An example of a piece of the storyboard. 
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3. Production. 
The production is the process where the short film starts to be made. What it means is that 
when the production properly starts its time to open the 3D software and start creating 
everything. As the name says, production is the process of the pipeline where the final 
piece is produced, created.  
In that particular project, there are different software used for the production. Every one 
has its functionality. For all 3D work, the software used was Autodesk Maya (modelling, 
shading, animation and rendering) and Autodesk Mudbox (sculpting and texturing). There 
are a lot of different 3D software like 3D Studio Max, Lightwave, Softimage XSI, Cinema 
4D, Blender and others. The election of the software, on a personal production like this, 
depends only from the license and the background knowledge of the artist or technicians.  
About sculpting, there are two possible ways in general (there are other minority software, 
but the two best are Zbrush and Mudbox). The reason why Mudbox was selected against 
Zbrush (professionally used on a lot of productions and, according with users, better than 
Mudbox), is because the last one offered much more interaction with the main software, 
Maya, and that simplified a lot the process of converting files and transferring models or 
textures from one software to another.  
Out of the 3D work, other software used were Photoshop, for textures and painting, 
Premiere Pro, for video montage, Audition for audio montage and After Effects for VFX.  
3.1. Modelling. 
Modelling is the process where everything on the 3D is created. It’s about to modelling 
things on the software. There are two different big types of modelling, the first one called 
hard surface modelling, which is about modelling inorganic objects with hard surfaces, and 
the other which is organic modelling and consists about modelling organic objects, with 
complex and “natural” surfaces like characters about all different types, for example. 
In first instance, it is necessary to have at less two different draws or representations of the 
object to create in two different angles of view. That two angles used to be Front view and 
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Side view and are used to get the exact references of the proportions and forms on the 3D 
software. That helps to get an accuracy representation of the concept previously drawn.  
After that, it starts the polygonal or face-to-face modelling. Polygonal modelling is the 
modelling that starts with a basic form provided by the 3D software, which can be, 
generally, a Box, a Cylinder or a Sphere. Each software has another kind of shapes but In 
major cases that three are the only needed to create whatever object. Face to face 
modelling is the technique that starts creating just a plane and then, extruding (adding more 
edges and vertices) and placing that extrudes on the right ways, creates the basic surfaces.  
With the basic form created, it is time to add details. For that, we have to repeat the same 
techniques (polygonal or face to face) and start adding major details as possible, trying to 
respect the rules of modelling (every polygon has to be composed with faces of four 
vertices). 
At the end, and if it is necessary, that object almost modelled is exported to external 
software of sculpting, like Zbrush or Mudbox to add some small details that can not be 
placed or created with the traditional techniques of modelling.  
That workflow used for modelling uses to be the same in each case, the only thing that 
differentiates one type from other are the techniques used for the final result of the piece 
and the distribution of the mesh. Some sections below you’ll see an explanation of those 
techniques. This chapter is going to be disaggregated in three big parts, Character’s 
modelling, Props’ modelling and Scenario’s modelling.  
3.1.1. Character’s modelling.  
Character’s modelling is, as it is mentioned above, also called organic modelling. The 
workflow for that process is almost the same, in essence, that the used for hard surface 
modelling, even that, there are parts where the techniques diverge.  
That section is not going to explain detailed how to modelling a character like the ones 
who appears on the short film. Is going to explain, more or less, the workflow to modelling 
a character, in general. Those concepts can be applied and used to modelling whatever 
possible character.  
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General workflow 
The first step is to place on the 3D software the front and side image references. Then, with 
that references the polygonal or face-to-face modelling starts. Generally, in organic 
modelling is better and easy to start with face to face, but can be also done with polygonal.  
 
 
Fig	  3.1.	  and	  Fig	  3.2.	  Examples	  of	  results	  obtained	  with	  polygonal	  modelling.	  Base	  mesh	  of	  one	  of	  
the	  characters	  (SY).	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With that base mesh it is time to start adding small details like skin pours, muscles or 
things like this. Due that it is impossible to start adding that small details directly on Maya 
Software (we do not have the number of subdivisions of the model needed and also we are 
on organic, it is very complex to get natural shapes with that techniques), the base model 
was exported directly to Mudbox.  
Once in Mudbox, the first thing to do is to think about the exact details that the model 
needs sand, especially in that case, what is the result searched. On that production, the suits 
of the characters were directly modelled with the mesh of the body, so are not separated 
objects. For that, the first thing was to start subdividing so many times the base mesh. 
Then, using different tools and brushes from Mudbox for sculpting, details basic forms of 
the suit and face were changed and added and then with a higher subdivision level details 
were sculpted.  
 
Fig	  3.3.	  An	  example	  of	  the	  final	  result	  with	  all	  details	  added	  to	  the	  mesh.	  Sculpting	  done	  in	  
Mudbx.	  Final	  modelling	  of	  Sy.	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Fig.	  3.4.	  An	  example	  of	  the	  final	  result	  with	  all	  details	  added	  to	  the	  mesh.	  Side	  view.	  
With that model sculpted a proxy can be exported (low polygonal version of the model) to 
use it after on animation process due that with the high polygonal, can be a little bit 
difficult except if we have a super computer. That model finished and with all details, was 
about 15M polygons.  
3.1.2. Props Modelling  
Props modelling, in major cases and if the final look has to be realistic, is placed into the 
hard surface techniques. Even that the process or general workflow is the same that the 
used with organic, it diverges in some techniques. For that reason that section will not 
explain again the workflow and will focus only on the techniques that makes that technique 
different from organic modelling.  
Starting on the point where the general workflow finishes (with the basic mesh created), it 
is time to start adding details. On that case, and due that details on hard surface are hard 
edged, that process is done directly on Maya.  
In difference with the sculpting process, on the hard surface only the parts of the model 
that are needed to be detailed are subdivided, all the extra parts that has not to be detailed 
are not subdivided, in difference with the organic that subdivides the entire model. For that 
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reason, hard surface models, even that can be very weighted in polygon number, never are 
as weighed as organic models.  
The second difference is where the meshes and edge loops (rings of edges across the 
model) are placed, due that it is a hard surface model and its made in general to be 
smoothed for the final rendering, all edges that had to be hard had to be extra multiplied to 
guarantee a good look on the render. The different tools used for that kind of modelling are 
the same that the used for the creation of the base mesh. Those tools, generally, are: 
• Extrude 
• Bevel  
• Interactive split tool 
• Split polygon tool 
• Extract 
• Insert edge tool loop 
Using that techniques and combining different tools, all possible results can be obtained. 
Here below are some examples of hard surface modelling.  
 
Fig	  3.5.	  An	  example	  of	  the	  mesh	  used	  for	  the	  car.	  A	  modelling	  created	  using	  hard	  surface	  
techniques.	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Fig	  3.6.	  An	  example	  of	  the	  same	  car,	  showing	  the	  final	  result.	  
 
Fig	  3.7.	  Another	  example	  of	  hard	  surface	  modelling.	  In	  that	  case	  for	  the	  elevator.	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Fig	  3.8.	  Same	  example	  of	  the	  elevator	  with	  shadings.	  Final	  result.	  
 
3.3. Scenario’s modelling  
For the modelling of scenarios, the general workflow explained was broken. Due that there 
was no previous concept of any of the scenarios, all them, including the final one, were 
directly created on the 3D software.  
About the deserts and iced places, the process was to sculpt directly on Mudbox a high 
poly version of the scenario that was posteriorly imported into Autodesk Maya. For the 
final scenario, that is more about hard surface, was directly created on Maya using hard 
surface techniques.  
3.2. Texturing. 3D painting.  
Texturing is the process that takes all the models created on the modelling process and 
applies them colours and textures. Using a system of coordinates called UV, every 
software applies a number of coordinates to each vertex of the polygon that after 
corresponds with a map of UV that can be exported to other external software to be 
painted. Then, if a texture is uploaded, the pixel colour information from a U,V concrete 
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coordinate is visualized on the model. But, if the topology (mesh distribution) of the object 
is changed, the texture is badly represented and that forces to create the UV map again. For 
that reason it is very important to get the final model with the final version before the UV 
workflow.  
3.2.1. UV Unwrapping. 
Traditionally and since the 3D technology was created from Pixar Studios for Toy Story, 
the method used for texturing is the same. Once the model is finished, all polygons are 
represented with a bad texture on external screens from the software like UV Editor (as 
that window is named on Maya). So, to get a good representation of the textures on our 
models, it is necessary to unfold or pelt those textures.  
To do that, the general workflow is to select concrete edge loops from our model and make 
it seems (cuts) so, when we select all faces and press the button to pelt that faces and relax 
them, that seems are the parts where the texture is pushed. If seems are not made, the 
unfold does not work and the texture is not displayed. A very basic example:  
 
 
 
 
 
 
 
 
 
 
 
	  
Fig	  3.9.	  An	  example	  of	  traditional	  UV	  Unwrapping.	  Human	  Model	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As can be appreciated on the example, this image corresponds to the UV extracted from a 
human model. So the model has been cut down the arms and the back in general and then 
that UV had been unfolded or pelts. That is used after to paint more easily on Photoshop.  
Even that, this process uses to be very slow, takes too many efforts and it is not good in all 
cases. So sometimes can be very difficult to place the textures exactly as it is necessary for 
the model. For that reasons, on the lasts 5 years, some other methods had been developed 
and that methods accelerates a lot the process making it more artistic and likeable. On that 
projects traditional UV unwrapping method was not used due to the time that it could took. 
3.2.2. PTEX 
PTEX is the future of texturing workflows. Originally, PTEX was a texturing method 
developed by Pixar and Disney studios on their companies to accelerate their processes of 
texturing and, since three years ago, they commercialized that method to other external 
software out of Pixar. One of the software that implemented that method was Autodesk 
Mudbox.  
The workflow of that method is very easy. While UV mapping forces you to extract 
manually all different faces and vertices information into a UV map to export it after, 
PTEX automatizes that process making that you can have your UV map in just 1 minute.  
PTEX basically separates all different faces from a model and places it separated on a UV 
model, then, when the painting on 3D starts, each pixel information is directly placed on 
the UV map according where the face had been placed. The result of that process is a UV 
map like this:  
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Fig.	  2.10.	  An	  example	  of	  UV	  from	  PTEX	  file.	  Human	  model.	  
As can be seen on the figure 2.10. PTEX files are practically impossible to read, so it is 
very difficult to know, for example, what faces corresponds with a concrete part of the 
model. For that reason, PTEX UV mapping uses a particular file extension, which is .ptx. 
Due that the impossibility of reading PTEX files, that method is only available for software 
or pipelines that uses 3D painting (process where textures are directly painted on the 3D 
model, not on Photoshop). But it simplifies and accelerates a lot the process of texturing.  
Another problem of PTEX is that, due that it is a very recent method, it is not still 
optimized for all software in all possible ways, so, in case of Autodesk Maya, PTEX are 
not able to be viewed directly on viewport and need special nodes and shaders to be 
rendered. Even that, it is much more easy to use than traditional UV. Ptex was the method 
used for texturing on The Squad.  
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3.3. Rigging. 
Rigging is the process that makes the characters and models in general able to move and be 
animated. It consists on apply a series of bones called joints and controllers to our 
characters that, connected with the correct hierarchy, makes the models ready for 
animation. From all the pipeline of a production of a short film, rigging is maybe the less 
artistic and more technical process.  
Let’s take a quick look at the process of rigging a character, what are the different parts to 
do and how was done in The Squad.  
3.3.1. Rigging. Joints and bones.  
The first thing to do when starting rigging is adding the main skeleton to the character or 
model. That process consists on adding different points, called Joints on 3D, that, 
connected with an specific hierarchy makes the character ready to move.  
Rigging is a very technical process and changes a lot depending on the type of character 
that is being rigged. For example, the rigging for a dog will be different that the rigging for 
a human than the rigging for a monster.  
The workflow is always the same, the first thing to do is to locate the master joint or the 
joint that controls all other bones of the character. In case of humans, these are the hips. 
So, if we move the hips, all other bones of the character are moving. Following that 
structure, hips will be the first joints and after that, all other joints will be connected. Legs 
are directly connected to hips, foots are connected first to the legs and then to the hips. The 
process is the same with all other bones.  
Rigging is a process that, due to its technical requirements, needs a very accurate 
knowledge of anatomy. Even that sometimes riggings can be reused for other similar 
models, in most of cases that riggings are particular for each model depending on the 
anatomy or the kind of movements that the model is made about. All different parts of a 
model that had to be animated had to have its particular bones. Including faces (jaws and 
also eyebrows). Advanced riggings can also contain muscles, to control exactly the way 
that some parts of the model move.  
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Fig	  2.11.	  An	  example	  of	  human	  rigging	  hierarchy	  
3.3.2. Skinning 
With the rigging done and locked, some times it is necessary to do the skinning. Skinning 
is the process where we indicate to each bones the influence that each one has with the 
surface of the model.  
That is especially useful for cases where the automatic skinning that 3D software provides 
does not work. On the case of rigging used for The Squad, for example, some joints of the 
arms had, initially, influences on the thorax and stomach surface of the character, what 
means that when they moved their arms, some vertices of the stomach and thorax moved. 
That is not the desired result, and for that reason skinning is always needed. At last, using 
rigging with a little bit of imagination and ever that the model is set up for that, some 
muscles deformation can be simulated, even that, if we want to make muscles, the muscles 
tools will be needed to be used.  
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3.3.3. Human IK 
Human IK is a special tool from Maya to create riggings for human characters. What it 
means is that models had to have a head, two legs, two arms and a spine. If the character 
requires another kind of anatomy, that tool is not useful.  
In the Squad, this was the tool used for the rigging. So, Human IK provides a good rigging 
with a good hierarchy ready to be “attached” to the surface. Even that sometimes then 
requires doing some changes on the skinning, it is a very good tool that accelerates a lot the 
process of rigging.  
At last, the best thing about that tool is that it has automatic controllers for each bone with 
correct IK. Ik is the way to name Inverse Kinematics which makes the characters move 
with a good and trustable animation, for example, if we want to move the arm of the 
character, if that character has Inverse Kinematics on the arm, just moving the joint of the 
hand the rest of joints of the arm will move being connected on the inverse way. In theory 
the upper arm controls the hand, but with inverse kinematics, the arm is what moves the 
arm.  
Another good option of Human Ik is that this tool allows to transfer animations very easily 
from one model to another and specially on The Squad where motion capture was used, 
that tool allowed to connect and transfer that motion capture previously shot to the 
characters on Maya without having to use any other software. 
3.4. Animation.  
Animation is one of the more slowly and tedious processes of the pipeline of a short film, 
and as it is logic, is the process where the characters are moved to make them alive on the 
software, performing the movements that they have to do for the animation.  
3.4.1. Traditional animation on CGI 
Talking about CGI, traditional animation is the animation made with interpolations of 
frame by frame. It consists on taking every different joint on every different frame of the 
animation and places it correctly for the movement.  
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The general workflow for an animation using that method is in first instance to take 
references, it is not obligatory, but all animators around the world uses to record 
themselves performing the movement to use after that videos as references for the 
movements. That allows having, principally, references about the timing of the animations.  
With those references, the first to do is the blocking of the animation, what consists on 
select the most important frames of the animation (called keyframes) and place on that 
frames the bones where they have to be. With that blocking done, then it comes the part 
where all extra frames are added, due that only with that keyframes and the default 
interpolation that the software gives, animations are not trustable at all.  
After adding all extra movement on all extra frames starts the more complex and difficult 
part, the polishing. Polishing is the process where all curves of movement are taken and 
started to refine. To make that, specially on Autodesk Maya, there are special tools like the 
Graph editor. Graph editor is a displayer that allows to see the curve of movement for each 
possible characteristic on each possible joint, so, for example in the case of taking the 
controller or joint of the hand, that editor displays one single curve for all translations and 
rotations (x,y,z) and also, if it is required, for scales too.  
Then, adjusting the forms and ways of that curves the animation is cleaned and polished to 
get the more trustable result as possible. It is a very slowly process and, in most of cases, 
an animation of one second (just 24 frames) can take more than 5 hours to be blocked, 
animated and polished.  
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Fig	  3.12.	  An	  example	  of	  the	  graph	  editor	  displaying	  all	  curves	  for	  one	  controller	  or	  joint..	  On	  that	  
case	  the	  animation	  was	  directly	  done	  on	  the	  object	  called	  “ball”.	  
 3.4.2. IPI Software and Motion Capture  
Motion Capture, or MoCap as this term is usually abbreviated, refers to the process in 
which the movement of a performer (human, animal or even inorganic) is captured with 
technology to be imported into a computer, post-produced or edited and applied finally into 
a 3D model or character which will acts just like the real performer did. Also it can be just 
saved for study or others.  
Initially, Motion Capture (as we know nowadays) was created for military and medical 
interests and purposes even that MoCap is actually used in a lot of areas. From the research 
or study of physically limited people to the costumer reactions in front of some apps 
designs. MoCap is used every day for creation, art, medicine, design, war or whatever, but 
probably, the most visual, notable and famous application of these systems is on game and 
cinema productions.   
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Motion Capture systems are very expensive to rent and for that in The Squad it was used a 
marker less motion capture system provided by Ipi Software. That uses different cameras 
from play station and, combining with special algorithms, is able to capture and translate 
that capture to movement.  
That capture is then post produced and exported on Maya or other software. In case of 
Maya, thanks to the Human IK set up, was very easy and automatic to transplant that 
movement from the default Ipi rig to the character’s rigging. When the movement was put, 
it comes the hardest part, the polishing.  
Due that it is a marker less motion capture and it is “free” or cheapest than other systems, 
the clean up work and polishing is much more hard to do than motion capture from other 
systems. So, as it is explained on the section above, the polishing was done.  
Even that, not all animations on the short film were captured with Ipi and there are some 
animations and movements that had to be done using the traditional method. Apart of that, 
in some cases Ipi data was used more as reference than the final animation due that the 
animation extracted from the software was too dirty and hard to clean and it was quickly to 
redo from zero than clean all troubles from the motion capture.  
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4. Shading. 
Shading is the last process before to start the rendering and is understood as the part where 
the materials are created. What it means is that, by default, if we render a scene on any 3D 
software without any shading work, materials will look the same on every object, 
depending maybe from the colour. Shading is the process where that materials are created 
due that any different material on the world has different properties.  
For example, a material of wood will have different properties than a material of metal. 
The reflection, the kind of reflection, the glossy of that reflection, the colour, the texture, 
the roughness of the map, everything is different and particular depending on the type of 
material being created.  
In general, shading can be catalogued in two big groups. The first one is the Photorealistic 
shading (PR) that has the goal of reproduce with accuracy on the 3D software the materials 
of the reality with the maximum realism as possible. The other type is the Non 
photorealistic shading (NPR) and, as the name indicates, is the shading that does not tries 
to reproduce the real materials, that style, in major cases is also called “cell shading”.  
It is essential to know, before the shading, the style of render that is going to be used. That 
is because, depending on the render style (PR or NPR), shaders will change. So, it is 
important to know the render style and, if the default render from the main 3D software is 
not going to be used, it is also important to know the render engine due that every render 
engine has its own shaders for rendering.  
4.1. Photorealistic shading PR.  
Photorealistic shading, as is explained above tries to reproduce with accuracy the materials 
and its properties on the 3D software. To do that, all different render engines has its own 
materials and shaders and, even that sometimes basic materials are put as default, for major 
cases is necessary to customize all materials.  
Initially on The Squad, the intention was to use a Photorealistic style for the short film, the 
problem was that, working with that kind of materials, render time increases a lot and at 
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the end, one single shot of the short film could took more than 24 hours to be full rendered. 
In front of that problem, and going back to the first idea, a NPR style was used.  
To create Photorealistic materials, it is necessary in first instance to know the real 
properties of the material that is going to be created, the reflection of that material, glossy, 
refraction, everything. There are a lot of possible ways and options to configure to achieve 
a PR. Also it is not only about materials and properties, its about connecting extra nodes to 
that materials what makes the PR shading difficult and complex.  
 
Fig	  4.1.	  An	  example	  of	  one	  of	  the	  characters	  rendered	  with	  Photorealistic	  style.	  
On that particular case, for example, that render took around 03:00 minutes, which is a too 
much time just for a render like this. That is because the meshes of the characters were too 
big and applying PR shaders the render time increases a lot. For that reason it is important 
to optimize meshes and objects on a scene when using PR shaders.  
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Fig	  4.2.	  An	  example	  of	  other	  character	  rendered	  with	  PR	  style.	  
Even that at the end The Squad was rendered entire with NPR shaders, all objects and 
props were initially configured with PR shaders. Some sections above there are other 
examples of the car and the elevator also with PR.  
4.2. Non Photorealistic Style NPR 
Non photorealistic style is all that render styles that do not try to reproduce the reality on 
the 3D software. For that, sometimes apart of the properly shader configuration, the 
textures of every material are hand painted to simulate or reproduce that comic style.  
All different render engines has its own shaders specially designed for cell shading or NPR 
style, but, even that these shaders are sometimes too planar and, to get a good and personal 
cell shading its necessary to investigate and test a few times before.  
On the particular case of The Squad, the final style applied to the short film was not a pure 
Cell shading, it was a kind of mix between PR and NPR. The configuration or process to 
get the style used for this project is a little bit tedious and it requires a little bit of patience, 
even that, the result was pretty good.  
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In first instance, the render engine used for The Squad was Mental Ray, the render engine 
provided by Autodesk with Maya or other software. In the case of Mental Ray, there are 
different options that simplifies a little bit the process of getting a cell shading style. 
After testing so many times with a lot of different shaders of mental ray, it was impossible 
to automatize the process of getting the cell shading what it means that the final render was 
decomposed on three different render passes. That three render passes are, Diffuse, Cell 
shading and Global illum.  
Two first passes were created using a simple shader material from Mental ray, called 
Surface shader. That shader is designed to be a specific pass of the render without any kind 
of lights or shadows. It is just the flatten image, the plannar image to display all colours. 
Due to that it has no “details” on meshes, there was not necessary to use any kind of 
displacement map on that shader.   
Displacement map is a kind of texture map that, applied to shaders makes variations on the 
mesh of the objects. Technically talking is a map that gives information to the software 
about to move the vertices on the surface of the material and its used in cases when the 
base mesh of a material is too weighted. When that happens, a low res mesh is exported 
and then a displacement map is applied to makes the final render looks like the high res 
mesh, applying all small details that makes the mesh be weighted. So, all different 
characters had its own displacement map connected to its own shaders.  
Diffuse pass 
Diffuse pas is the more easy pas to configure, it is made with a simple and basic shader of 
Maya called Surface Shader. Surface shader is a specific material provided by Maya that is 
not affected by lights or shadows.  
Because of that, the configuration of the diffuse pass was very easy. Just a series of Surface 
Shader materials with different textures applied to each one and then applied to the meshes 
and surfaces.  
 
 
Production 47 
Cell shading 
Cell shading pass was a little bit more complex to configure. Cell shading pass was a 
specific pass designed to display the kind of “shadows” that are traditionally painted on 
comics. That shadows are hard edged and uses to have a kind of gradient that goes from 
black to white.  
To create that shader, the basic shader was another surface shader material from Maya, 
with a simple ramp node connected to the diffuse channel. That ramp was displayed with 
none gradient and, depending on the object, more or less number of colours going from 
white to black.  
But, there was a problem, how to create a shader that displays shadows on a material that is 
no affected by lights. To do that thing, it was necessary to use another extra node 
connected to the ramp texture. That node is called “Sampler Info” on Maya and its function 
is to extract the information of the faces of the object that are facing to the camera. What it 
means is that, all faces that are facing to the camera will appear with white and all faces 
that are not facing to the camera will appear on black. In-between that two points, all extra 
colours applied on the ramp shader. The sampler info node was connected to the u and v 
coordinates of the ramp what makes that the colours are displayed based on the facing of 
the camera.  
Global illumination 
The global illumination shaders were very basic to configure. They consist only on a 
Mia_material (mental ray basic shader) with a white colour as diffuse applied on the entire 
scene. That material, in difference with other two is affected by lights and was used after 
on the compo to make all images more deep in volume.  
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Fig.	  4.3.	  an	  example	  of	  the	  diffuse	  pass.	  Just	  color,	  no	  lights	  and	  shadows.	  
	  
Fig	  4.4.	  An	  example	  of	  the	  cell	  pass,	  shadows	  in	  cell	  shading	  style.	  Facing	  objects	  to	  the	  camera	  
are	  white	  and	  no	  facing	  objects	  black.	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Fig	  4.5.	  An	  example	  of	  the	  global	  illum	  pass.	  Lights	  and	  shadows	  to	  obtain	  more	  volume	  and	  deep.	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5. Lighting and Rendering. 
Lighting and rendering are the two last steps to do on 3D before to finish the work on the 
3D software. Lighting is the process of adding lights to the scene and rendering is the pass 
of converting the images into real things, to extract the frames from the 3D software.  
5.1. Lighting 
Lighting is the process of adding lights on the scene. Usually it is a very complex and hard 
process because lighting a scene on a 3D software is no the same that making it on real. On 
the particular case of The Squad, there was only one scene with lights applied and, due that 
it is only with the same shader, it was easy to illuminate.  
The problem comes when different shaders with reflections and things like this are on the 
same scene and the illumination comes much more hard. On The Squad lighting can be 
separated in two types, Exterior and Interior.  
Exterior lighting was easy to do and a default pre-set from Mental ray was used. It is called 
Physical sun and sky. What it does is to create a light on the scene that reproduces the light 
and environment colours of the sun on the 3D software so, the only thing to do is to place 
that sun on the direction desired and adjust some things like the intensity or the colour.  
Interior lighting was hardest to do due that it is difficult to illuminate a scene with a lot of 
details homogeneously. To do that it uses to be necessary to create different lights and 
place it strategically to simulate the more realism as possible. On the case of the interior 
scenes on the squad, some of the scenarios were illuminated using default lights from 
Maya and self illuminated materials that make materials emitters of light.  
5.2. Rendering. 
Rendering is the last step to do before having the final result or media piece. The process 
that the 3D software uses to create the final images. When we are working on the 3D 
software, images are not finished, so lights and final shaders are not displayed. During the 
render, the software reads all objects, lights, bounce lights, displacement maps and 
animations to get the final image that posteriorly is used.  
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Rendering, in most of cases, uses to be the longest part or process on the entire pipeline of 
a short film. That is because one frame, with, for example, PR style, can take between 10 
to 30 minutes to be rendered. Just one frame. The calculation of lights, bounces and others 
sometimes are very complex, specially if there are more than one light on the same scene, 
so rendering, even that it is not the hardest part, is the longest.  
But, rendering does not consist on pressing a button and getting the images. Rendering is 
something that have to be configured according to the desired result. The first thing to 
think about is the settings called “global illumination” that is the option that allows the 
render engine to calculate all light bounces derived from other objects, and that is what 
makes images more trustable. Depending on the render engine used for each project, the 
settings and configurations will change.  
5.2.1. Render Passes 
Render passes are all the images that render is able to extract from one single rendered 
image. What it means is that, for example, if an image with transparent objects, reflections, 
refractions and shadows is being rendered, render engines allows to separate all that 
objects into different layers. That way, we obtain the final image and then one image for all 
single properties (reflections, refractions, etc).  
This is a very useful tool when the project needs some postproduction, due that it is more 
flexible to control all diferent properties of the image.  
5.2.2. Render Layers.  
Render layers are different from render passes even that sometimes it can be confused. 
Render layers are the option of separating objects on the same scene to be rendered 
separated. What it means is that, for example, on a scene with the characters and the car, 
the car can be rendered in one layer and the characters on other layer, that is usefull also 
for compositing after the images and get more control. And at last, every render layer can 
have its own render passes so, render passes are independent from render layers.  
In the particular case of The Squad, no render passes were used because of the simplicity 
of the images. In first instance, it was tried to render the short film using render layers and, 
from the same scene, extract all different channels (diffuse, cell shading and global). The 
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problem was that duplicating three times all objects on the same scene increased a lot the 
weight of the scene and made it practically impossible to move on Maya. For that reason, 
every scene was saved independently three times and on each one, one render pass was 
configured.  
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6. Postproduction. 
	  
Postproduction is the process that starts after the production and is understood as the 
process where images extracted from the 3D software are mounted and edited. In the 
particular case of 3D productions, render layers are composed and then, if its necessary, 
VFX are applied on the images to make them look better for the final piece.  
Postproduction also includes the grading, which are the final colour corrections and 
adjustments to the images, all credits and final montage of images and audio.  
6.1. Blending mode. Composing render passes.  
The first thing to do when working on a 3D production and specially on The Squad was to 
take all different render passes (Diffuse, Cell shading and Global) and composes it to get 
the final image.  
The software used for the compositing process on The Squad was After Effects and the 
workflow is very simple. In first instance it is important to separate and check that all 
different shots are exactly the same in number, then it consists on import the files as image 
sequences into after effects and compose it using blending modes. Blending modes are the 
different ways to overlay images on the software. There are a lot of different ways to make 
that and every one has one result.  
To get the final result there is a fixed order to compose the images. The first layer and base 
is the Diffuse color, that aports all information about colour of objects. Above Diffuse 
colour the next layer is the Global Illumination pass, that aports the volume and shadows 
of lights to the image. The blending mode selected for that case was Multiply. What 
blending mode does is to take all colours from the source layer and multiply by the colours 
of the target layer, and divides them by 255 to get the final result. On the case of The 
Squad, due that the source layer is set up as grey scale, what basically does is to add dark 
and lighter parts to the image giving it a little bit of volume. Then, it comes the last layer, 
the Cell shading. Cell shading pass is applied with the same blending mode to get the same 
result but, due that black on cell shading is pure and too hard, it was necessary to shut 
down a little bit the opacity of the layer to make it look better. 
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Here is an example of the different render passes put in order from first to last and the final 
result obtained blending them with multiply mode.  
 
 Fig 6.1. An example of the base layer, diffuse.  
 
 
Fig 6.2. An example of the second layer, global in blending mode.  
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Fig 6.3. An example of the third layer, cell shading in blending mode.  
 
6.2. Digital Visual Effects VFX.  
	  
Digital Visual Effects are all the extra effects applied to the images using CGI. Effects like 
flares, glows, blurs, particles and others. In other words, all that effects that are applied 
once the images are “finished”.  
Those special effects help to make the images look better and finished and sometimes 
apports extra elements that are necessary for the story. In the particular case of The Squad, 
special effects like the snow or clouds from the sky or particles of dust are essential to 
finish the images and it was much mor easy to do in VFX than inside Maya using particles 
or things like this.  
Even that, VFX are not the same for all different shots of the short film so each one could 
need particular effects or things, what makes VFX work a little bit slow. Even that, VFX 
are limited so the amount of things that can be done on a single shot is limited. An excess 
of VFX on an image will make look it artificial. In conclusion, even that VFX had to be 
made carefully even that it is a very powerfull tool.  
58	   The Squad animated short film– Memòria 
 
 
Fig 6.4. An example of the final image with render passes composed and VFX.  
 
 
 
 
 
 
 
 
 
 
  
 
Conclusions 59 
7. Conclusions. 
The principal objective of that project was to know all different parts and proceses of the 
pipeline of an animated short film’s production. At the end of the production, the objective 
was achieved successfully. It is very hard when starting on that world to imagine the 
amount of work behind animation projects and thanks to that production it has been 
possible to understand all diferent works inside the pipeline of a short film.  
How all proceses are connected between them, the delicated structure of the pipeline and 
the problems that occurs when that pipeline is broken are maybe one of the more important 
things learned from that project. But maybe, another important learned thing is that, for 
just one person, it is practically impossible to produce an animated short film in just one 
year. There is an unveliable amount of work behind every single shot or animation and 
sometimes the work can result frustrant. 
For that reason, the most important thing learned is that, at less, it had to be one specialized 
person working on every single step of the pipeline. One person for animation, one for 
modelling, another for texturing, etcetera. It is not rentable to make it all by one person due 
that it is impossible to being good at all. Even that, the project allowed to see that the 
animation’s world is where I want to focus for the future, and that is the most and unique 
important thing that serves. 
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1. Costs and benefits 3 
1. Costs and benefits. 
 
In reference with the costs and benefits of this project, the main thing to consider is that 
this is a student and non-commercial project and for that reason, the aim of the short film is 
to not to have benefits with it. By the other way this project includes a few costs related 
with the material that had to be explained. This material is discomposed in four categories: 
• Hardware  
• Software  
• Human resources 
• Indirect costs 
Hardware means a computer or a machine to work and software means the programs that 
are going to be used for the short film’s preproduction, production and postproduction. For 
human resources are all the “supposed” costs related of hiring professionals. At last, for 
indirect costs are all the costs indirectly derived from the production those were not 
calculated at the beginning.  
1.1. Hardware. 
	  
The principal and most important thing needed for that project’s production was a 
powerful computer to shoot the renders and work with high 3D files and meshes. This 
computer has allowed to reduce the render times to a third party more or less and thereby 
improve the whole pipeline giving more time to other workflow parts such as modelling, 
rigging or animation. In this way, this computer helped to work with weight 3D files, 
which needs professional graphics cards to be played because of his meshes, which can 
contains millions of polygons in only one object with his own high resolution texture files. 
After an accurate search across all the possible fabricators like Hewlett Packard, Dell, 
Compaq, Apple, Packard bell and others, the “most powerful” computer that this 
independent companies offers in each case, were too much expensive. For this reason it 
was decided to buy the computer piece by piece and built it after. This option is cheaper 
than the other one and brings a better computer than buying it done. The principal 
inconvenient is that doing on that way there is no guarantee or any “technical support” that 
companies normally offers when buying one of their machines.   The components of a 
professional computer: 
 
Component Model Price 
 
 
Processor Intel Core i7-4770 3.4 Ghz Box - Pro 269€ 
Motherboard Gigabyte Z87-D3HP 120€ 
Hard Disk (Principal) Samsung 840 EVO SSD 250GB SATA3 145€ 
Hard Disk (Storage 
only) 
Western Digital NAS Red – 2TB SATA3 99€ 
Graphics Gigabyte GeForce GTX 760 OC 4GB GDDR5 292€ 
Ram Memory Kingston HyperX Beast DDR3 2x8GB CL9  164€ 
Box Zalman Z11 Plus 59.95€ 
Refrigeration Scythe Katana 4 23€ 
And now the price counting all components 
 
Description Amount Unitary price (€) Total (€) 
Processor 1 269 269 
Motherboard 1 120 120 
Hard Disk 2 145 145 
Graphics 1 292 292 
Ram Memory 2 164 228 
Box 1 59.95 59.95 
Refrigeration 2 23 46 
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Cables and others - 50 50 
TOTAL HARDWARE COST 1.209,95 
 
 
1.2. Human resources.  
Concept Hours Price/Hour (€) Total (€) 
Modeller (Senior modeller) 50 50 2.500 
Modeller (Junior modeller) 120 10 1.200 
3D Painter (Senior texturing) 100 20 2.000 
Rigger (Medium) 40 20 800 
Animator (Medium) 200 30 6.000 
Lighter and render 30 30 900 
Compositor of VFX (medium) 100 25 1.250 
Audio technic 200 30 600 
Montage technic 20 20 400 
TOTAL HUMAN RESOURCES 15.650 
 
1.2. Software costs. 
	  
The other important way to consider where about costs of money is the different licenses 
of the programs that were used for the preproduction, production and postproduction 
processes. All this programs are very expensive but the major part of them has “student 
licenses” which are cheaper than normal or professional licenses. The problem is that these 
licenses usually include some limitations according to his characteristics.  One example is 
Autodesk Maya 2013 student license, which not allows you to use your “works” for 
commercial goals.  
According to this, the first thing to do is a list of all the software that needed for the 
project. Here below you can see a table with the software with the normal license price and 
the students price. 
Program License Student License 
 
Adobe Photoshop 24,95€/month (*12=299,4€) 19.99€/month both 
programmes (*12=239,88€) Adobe After Effects 24,95€/month (*12=299,4€) 
Final Cut PRO X 270,00€ Non educational license 
Autodesk Maya 3.9000€ Free 
Autodesk Mudbox 825€ Free 
  
And here below is a table of the “supposed” price of using stand alone and full licenses for 
every software.  
Equip utilitzat Hours of use Price per year Total 
Equips i programari informàtic 
Adobe Photoshop CS6 200 
24,95€/month	  (*12=299,4€)	   100 
Adobe After Effects CS6 200 
24,95€/month	  (*12=299,4€)	   130 
Final Cut PRO X 30 
270,00€	  
40 
Autodesk Maya 720 
3.9000€	  
50 
Autodesk Mudbox 250 825 5 
TOTAL COST OF LICENSES 5.044,9 
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1.4. Indirect costs. 
	  
Indirect costs are understood as all different costs that appeared during the production and 
which were not calculated at the beginning of the project. In general, on the particular case 
of The Squad, there were two big costs. One for hardware and another for “render 
services”.  
About hardware, when the production started, the computer used was pretty good for 
making everything but when the production passed to be serious with very weighted 
meshes and files, it was necessary to adquire a new Graphics card, a Nvidia GeForce GTX 
760 as the explained on the hardware section.  
The second costs derived from that short were about rendering services. The initial idea, 
was to render the entire short film using the same computer, but on practice, it was 
impossible due the amount of time that it took. For that, it was necessary to hire the 
services for a external company to render some shots of the short film.  
That company is www.rebusfarm.com and is specialized on rendering. After shooting a 
total of 12 shots on that on-line service, the amount of money spent was around 150 €. It is 
impossible to make a detailed list of the costs due that the service works per frame 
rendered, what it means is that one frame has one cost different maybe than the next frame.  
1.5. Total costs. 
	  
Hardware 1.209.95 
Software 5.044,9  
Human Resources  15.650 
Subtotal 21.904,85 € 
Indirect costs  420 
TOTAL 22.324,85 € 
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Annex I. Concepts and References for Preproduction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1.1. Cecil’s character concept 
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Fig 1.2. Sy’s character concept 
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Fig 1.3 and 1.4. First concepts of Elevator and Driller props 
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Fig 1.5. Anatomy concepts for female character 
 
 
 
Fig 1.6. Anatomy concepts for male character 
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Fig 1.7. Facial anatomy for female character. 
 
 
 
 
Fig 1.8. Facial anatomy for male character. 
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Storyboard 
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Annex III. Production, images of work in progress. 
 
 
 
Fig 3.1. 3.2. and 3.3. Progression of work for character’s modelling 
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Fig 3.4, 3.5. Texture tests for character’s suits.  
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Fig 3.6. and 3.7. Progression of work on character’s modelling. 
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Annex IV. Final rendered images. 
 
 
 
 
 
 
Fig. 4.1. Final Sy render. 
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Fig 4.2. Final Aleksei render 
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Fig 4.3. Final Cecil render 
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Fig 4.4. and 4.5. Final renders for car 
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Fig 4.6. and 4.7. Final renders for elevator 
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Fig 4.8. Final shot composed 
 
 
Fig 4.9. Final shot composed  
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Fig 4.10. Final shot composed  
 
 
Fig 4.11. Final shot composed   
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Fig 4.12. Final shot composed 
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1.	  Introduction	  
	  
Motion	  Capture,	  or	  MoCap	  as	  this	  term	  is	  usually	  abbreviated,	  refers	  to	  the	  process	  in	  
which	   the	  movement	   of	   a	   performer	   (human,	   animal	   or	   even	   inorganic)	   is	   captured	  
with	  technology	  to	  be	  imported	  into	  a	  computer,	  post-­‐produced	  or	  edited	  and	  applied	  
finally	  into	  a	  3D	  model	  or	  character	  which	  will	  acts	  just	  like	  the	  real	  performer	  did.	  Also	  
it	  can	  be	  just	  saved	  for	  study	  or	  others.	  	  
	  
Initially,	  Motion	  Capture	  (as	  we	  know	  nowadays)	  was	  created	  for	  military	  and	  medical	  
interests	   and	  purposes	  even	   that	  MoCap	   is	   actually	  used	   in	   a	   lot	  of	   areas.	   From	   the	  
research	   or	   study	   of	   physically	   limited	   people	   to	   the	   costumer	   reactions	   in	   front	   of	  
some	  apps	  designs.	  MoCap	  is	  used	  every	  day	  for	  creation,	  art,	  medicine,	  design,	  war	  or	  
whatever,	   but	   probably,	   the	   most	   visual,	   notable	   and	   famous	   application	   of	   these	  
systems	  is	  on	  game	  and	  cinema	  productions.	  	  	  
	  
In	   the	   last	   two	  years	  and	   thanks	   to	   the	   technological	   advances,	   is	  possible	   to	   create	  
homemade	  or	   low	  cost	  Motion	  Capture	  systems,	  perfectly	  made	   for	  amateur	  people	  
with	  no	  much	  economical	  resources.	  Due	  to	  that,	  this	  project	  is	  going	  to	  take	  a	  look	  on	  
what	  Motion	  Capture	  is,	  how	  it	  works	  detailed,	  what	  types	  of	  MoCap	  are	  actually	  used	  
and	  finally	  is	  going	  to	  test	  and	  demonstrate	  the	  viability	  of	  the	  creation	  and	  uses	  of	  a	  
homemade	  MoCap	  system	  built	  with	  low	  cost	  products.	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2.	  History	  of	  Motion	  Capture.	  Origins	  and	  evolution.	  	  
	  
Before	   to	   start	   to	  explain	  and	   talk	  detailed	  about	  Motion	  Capture,	   it	   is	   important	   to	  
know	  where	  it	  comes	  from,	  who	  were	  their	  creators	  and	  precursors	  and	  how	  Motion	  
Capture	  evolved	  from	  a	  visionary	  idea	  in	  XIX	  century	  from	  a	  reality	  in	  XXI	  century.	  	  
	  
The	   first	   precursor	   known	   in	   the	   capture	   of	   movements	   was	   Eadweard	   Muybridge	  
(1830-­‐1904)	  who	  was	  the	  first	  person	  in	  capture	  and	  represent	  the	  human	  and	  animal	  
movements	  using	  sequences	  of	  pictures.	  To	  do	  that	  he	  used	  a	  lot	  of	  cameras	  taking	  too	  
many	  photos	  so	  he	   invented	  the	  zoopraxiscope,	  a	  machine	  which	  displays	  sequential	  
images	   in	   rapid	   succession.	   Finished	   his	   studies,	   he	   published	   a	   book	   with	   all	  
sequences	   and	   images	   about	  movements	   that	  he	  did	  during	  his	   career.	  Actually	   this	  
book	  is	  considered	  for	  too	  many	  animators	  the	  bible	  of	  the	  animation.	  	  
	  
Étienne-­‐Jules	   Marey	   worked	   more	   or	   less	   in	   the	   same	   period	   and	   years	   that	  
Muybridge.	   Marey,	   inspired	   by	   Eadweard	   work	   invented	   a	   machine	   which	   exposes	  
multiple	   images	   on	   a	   film.	   This	  machine	   is	   known	   as	   the	   chronophotographic	   fixed-­‐
plate.	   In	   difference	   with	   his	   mentor,	   Marey	   used	   only	   one	   camera.	   All	   videos	   and	  
images	  taken	  from	  Marey	  were	  and	  are	  actually	  used	  in	  study	  of	  human’s	  movement	  
and	  physiologist.	  	  
	  
Just	   after	   Marey	   and	   Muybridge	   passed	   away,	   Harold	   Edgerton	   invented	   the	  
stroboscope,	  a	  machine	  which	  freezes	  the	  fast	  movements	  of	  objects	  and	  capture	  it	  for	  
filming.	  Due	  to	  this,	  Edgerton	  was	  also	  a	  precursor	  of	  high-­‐speed	  footage.	  Thanks	  to	  his	  
invent,	   it	  was	  possible	  to	  analyse	  and	  study	  fast	  movements	  of	  humans,	  animals	  and	  
inorganic	  objects.	  	  
	  
After	  Edgertone,	  was	  Max	  Fleischer	  who	  innovates	  with	  the	  creation	  of	  the	  rotoscope.	  
Fleischer	  was	  the	  first	  person	  of	  creates	  a	  hand-­‐drawn	  animation	  based	  on	  live	  action.	  
He	  finally	  obtained	  the	  patent	  of	  the	  rotoscope	  and	  he	  created	  Fleischer	  Studios	  with	  
two	  principal	  characters,	  Koko	  the	  clown	  and	  Fitz	  the	  dog.	  At	  same	  time	  that	  Fleischer	  
started	  doing	  his	  firsts	  animations,	  Walt	  Disney	  started	  his	  company.	  Finally,	  with	  the	  
union	  of	  both	  animators	  and	  using	  Fleischer’s	  techniques,	  Disney	  created	  Snow	  White	  
and	  seven	  dwarfs	  and	  Bambi	  which	  were	  the	  first	  full	  films	  made	  with	  live	  action	  parts	  
trespassed	  to	  artificial	  characters.	  	  
	  
The	  properly	  beginning	  of	  digital	  Motion	  Capture,	  as	  we	  understand	  the	  concept,	  do	  
not	  started	  since	  1880	  approximately.	  At	  the	  begging	  it	  was	  a	  very	  frustrating	  process	  
due	   to	   the	   slow	   and	   poor	   technology	   used	   (we	   are	   talking	   about	   monochrome	  
monitors,	  floppy	  disks	  and	  calligraphic	  displays).	  Finally,	  after	  a	  lot	  of	  research,	  in	  1985,	  
Robert	  Abel	  and	  Associates	  produced	  the	  first	  successful	  animation	  video	  with	  MoCap,	  
“Brilliance”	  (Also	  known	  as	  “Sexy	  Robot”)	  which	  is	  a	  spot	  emitted	  during	  the	  85	  Super	  
Bowl	   final.	   To	   do	   that	   the	   company	   created	   their	   own	   techniques	   and	   methods	   to	  
record	  the	  live	  action	  using	  18	  black	  dots	  put	  on	  strategic	  female	  joints.	  With	  a	  lot	  of	  
postproduction	   finally	   they	   extracted	   successfully	   all	   data	   from	   the	   live	   action	   and	  
created	   the	   first	   animation	   using	   authentic	  motion	   capture.	   	   The	   final	   boom	   of	   the	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mocap	   systems	  was	   in	   1995	  with	   FX	   Figther,	   the	   first	   real-­‐time	   game	  made	  with	   3d	  
characters	  in	  3d	  environments.	  	  
3.	  Process	  of	  Motion	  Capture	  
	  
Motion	  Capture	   is	   the	  process	   in	  which	  the	  movement	  of	  an	  animal,	  human	  or	  even	  
inorganic	  object	  is	  captured	  using	  technology	  to	  be	  imported	  after	  into	  a	  3D	  model	  or	  
studied	  for	  other	  applications.	  But	  the	  question	  is,	  ¿How	  it	  works?	  
	  
To	  explain	  how	  MoCap	  works	  firstly	  is	  necessary	  to	  know	  what	  parts	  compose	  one	  of	  
these	  capture	  motion	  systems	  and	  how	  each	  part	  works	  and	  what	  they	  do.	  	  
3.1.	  Parts	  and	  elements	  of	  a	  MoCap	  System	  
3.1.1.	  Receptors	  
	  
Receptors	   are	   the	   part	   of	   the	   Motion	   Capture	  
which	   has	   the	   function	   of	   capturing	   and	  
recording	  the	  performed	  movement	  of	  an	  actor.	  
There	  are	  different	  kinds	  of	  receptors	  depending	  
on	   the	   type	   of	   MoCap	   system	   used.	   These	  
receptors	   can	   be	   cameras,	  magnetic	   sensors	   or	  
even	  a	  computer.	  	  
	  
These	   receptors	   in	   major	   cases	   serves	   to	   build	  
what	   is	   known	   as	   “Space	   volume”,	   that	   is	   the	  
space	   where	   the	   movements	   are	   done.	   This	  
volume	   corresponds	   to	   a	   3D	   representation	   of	  
the	  area	  that	  receptors	  covers	  more	  or	   less	  and	  
it	   is	   very	   important	  how	  you	   set	   all	   these	   receptors	   to	   cover	   a	   space	  because	  a	  bad	  
disposition	  will	  damage	  your	  MoCap	  data.	  Also	  there	  are	  types	  of	  Motion	  Capture	  that	  
does	  not	  need	  receptors.	  	  
3.1.2.	  Emitters	  
	  
Emitters	  are	  the	  part	  of	  the	  Motion	  Capture	  which	  
has	  the	  function	  of	  emitting	  and	  storage	  real-­‐time	  
information	   about	   the	  movement	   to	   a	   receptor.	  
This	   information	   will	   serve	   to	   know	   exactly	   the	  
position	   and	   rotation	   of	   every	   emitter	   during	   a	  
movement.	   Usually	   these	   emitters	   are	   known	   as	  
markers	  and,	  as	  happens	  with	  receptors	  there	  are	  
different	  kinds	  of	  emitters	  depending	  on	  the	  type	  
of	   Motion	   Capture	   that	   we	   are	   using.	   These	  
receptors	   can	   be	   light	   emitters,	   light	   reflectors,	  
magnetic	   transmitters,	   rods,	   inertial	   sensors	   or	  
ultrasonic	  reflectors.	  	  
Optical	  camera	  Prime	  41	  by	  OptiTrack	  
www.naturalpoint.com/optitrack/produc
ts/prime-­‐41/	  
Emitters	  or	  “Markers”.	  Marker	  set	  41	  
optical	  by	  Optitrack	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A	  very	  important	  part	  of	  these	  elements	  of	  the	  Motion	  Capture	  is	  the	  set	  or	  disposition	  
of	   these	   emitters.	   Too	   many	   emitters	   will	   go	   to	   data	   problems	   about	   occlusion	   or	  
emitters	  data	  overlap	  and	  very	  few	  emitters	  will	  go	  to	  poor	  data	  and	  lost	  information.	  
Due	  to	  that	   is	  very	   important	  the	  number	  of	  emitters	  that	  we	  are	  using,	  but	   it	   is	  not	  
even	  the	  most	  important	  part.	  	  
	  
The	  most	  important	  aspect	  of	  emitters	  is	  where	  you	  put	  each	  emitter.	  Logically,	  every	  
emitter	  has	   to	  be	  put	  exactly	  on	  different	   joints	  of	   the	  body	  or	  element	   that	  we	  are	  
capturing.	  But,	  taking	  care	  of	  the	  number	  of	  emitters,	   is	  obvious	  that	  we	  have	  to	  use	  
only	  markers	  with	  necessary	   joints	   to	  build	  a	   skeleton	  as	  accurate	  as	  possible	   to	  get	  
the	  best	  data	  information	  possible.	  	  
	  
The	   last	   aspect	   to	   know	  about	   these	   emitters	   is	   that	   in	   case	   of	   optical	   emitters	   like	  
light	  or	  reflectors	  it	  is	  important	  the	  size	  of	  each	  marker.	  If	  you	  use	  very	  small	  markers	  
you	   can	   put	   a	   largest	   number	   and	   get	   an	   accurate	   information	   that	   also	   can	   give	  
occlusion,	  overlap	  and	  excess	  of	  information	  but	  if	  you	  use	  bigger	  markers	  you	  will	  be	  
limited	  on	  using	  fewer	  number,	  having	  a	  lower	  data	  information	  and	  also	  you	  can	  have	  
occlusion	  problems	  too.	  For	  that	  reason	  is	  very	   important	  to	  do	  a	  planning	  and	  think	  
about	   the	   production	   and	   production’s	   requirements	   to	   know	   exactly	   what	   kind	   of	  
markers	  are	  you	  going	  to	  use,	  the	  size	  of	  it	  and	  where	  you	  put	  each	  one.	  	  
	  
3.1.3.	  Processor	  	  
	  
The	  processor	  is	  the	  last	  element	  that	  intervenes	  in	  the	  Motion	  Capture	  system.	  This	  is	  
the	  part	  that	  analyses,	  storage	  and	  displays	  in	  real	  time	  all	  data	  information	  received	  
from	  receptors	  and	  emitters.	  So	  we	  can	  talk	  about	  “Software”.	  	  
	  
In	   most	   cases,	   softwares	   are	   directly	   connected	   to	   the	   Motion	   Capture	   system	   to	  
display	   and	   show	   in	   real-­‐time	   the	   movements	   performed	   by	   the	   actors.	   This	  
visualization	   can	   be	   shown	   using	   points	   (into	   a	   3d	   space	   that	   corresponds	  with	   the	  
space	  volume	  created	  by	  receptors),	  using	  joint	  skeletons	  that	  represents	  a	  kind	  of	  rig	  
that	  will	  be	  used	  with	  the	  3d	  characters	  or	  directly	  can	  be	  applied	  in	  real-­‐time	  to	  a	  3d	  
character	   completely	   done.	   As	   it	   happens	   with	   emitters	   and	   receptors,	   the	   kind	   of	  
visualization	   that	   we	   would	   use	   depends	   directly	   from	   the	   production	   on	   we	   are	  
working.	  	  
	  
But,	   this	   visualization	   not	   depends	   only	   on	   the	   software,	   it	   depends	   also	   on	   the	  
hardware	   that	   we	   have.	   As	   more	   powerful	   computer	   we	   could	   have,	   a	   better	  
visualization	  because	  in	  some	  cases,	  if	  we	  are	  trying	  to	  see	  in	  real-­‐time	  the	  movements	  
on	  a	  3d	  character	   (high	  or	   low	  poly)	  we	  will	  need	  a	  powerful	  graphics	  to	  display	  and	  
interpret	  all	  data.	  	  
	  
Actually	   there	   are	   a	   lot	   of	   different	   softwares	   available.	   From	   amateur	   or	   low	   cost	  
softwares	  with	  cheaper	  licenses	  to	  a	  professional	  softwares.	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3.2.	  Motion	  Capture	  Pipeline	  
	  
Once	   we	   know	   what	   parts	   composes	   a	   MoCap	   system	   it	   is	   necessary	   to	   know	   the	  
pipeline	  of	   this	  process.	  This	   thread	   is	  going	  to	   take	  a	   look	  on	  a	  basic	  pipeline	  about	  
Motion	  Capture	  process	  trying	  to	  explain	  different	  and	  important	  steps	  before,	  during	  
and	  after	  the	  capture	  of	  movements.	  	  
	  
3.2.1.	  Preproduction	  
	  
The	  preproduction	  is	  a	  very	  important	  process	  that	  saves	  problems	  and	  allows	  us	  to	  
have	  a	  better	  Motion	  Capture	  experience.	  A	  bad	  or	  inexistent	  preproduction	  could	  be	  
the	  same	  as	  bad	  data	  capturing,	  lost	  of	  time	  and	  problems.	  	  
	  
There	   are	   too	   different	   things	   to	   consider	   during	   the	   preproduction	   of	   a	   Motion	  
Capture	  session.	  The	  first	  one	  is	  the	  talent	  understood	  as	  the	  capacity	  and	  skills	  of	  an	  
actor	  or	  actress	  to	  perform	  the	  movements	  with	  the	  maximum	  quality	  as	  possible.	  Due	  
to	  that	  it	   is	   indispensable	  to	  find	  exactly	  a	  professional	  about	  what	  we	  are	  capturing,	  
for	   example,	   if	   we	   are	   trying	   to	   capture	   football	   movements	   we	   have	   to	   use	   a	  
professional	  football	  player	  to	  guarantee	  realism	  and	  credibility.	  	  
	  
Other	   thing	   to	   think	  about	   system	  calibration	   is	   the	  marker	   set	   that	  we	  are	  going	   to	  
use	   during	   the	   capture.	  We	   have	   to	   consider	   detailed	   everything	   about	  markers	   or	  
sensors,	  the	  size	  of	  each	  one,	  position,	  orientation,	  what	  type	  of	  marker	  is,	  etcetera.	  It	  
is	   very	   important	   to	   think	   as	   accurate	   as	   possible	   what	   kind	   of	  movements	   are	   we	  
going	   to	   capture	   because	   depending	   on	   it	   maybe	   we	   will	   find	   some	   problems	   or	  
limitations	  in	  front	  of	  other	  possible	  marker	  sets.	  Also	  the	  type	  of	  system	  that	  we	  are	  
using	  plays	  a	  very	   important	  role	  because	   it	  can	   limit	  different	  properties	  of	  markers	  
and	  in	  consequence	  the	  entire	  marker	  set.	  Another	  thing	  to	  consider	  with	  the	  marker’s	  
set	   preproduction	   is	   the	   anatomy	  of	   the	   character	   to	   capture.	  We	  have	   to	  put	   each	  
marker	   in	  concrete	  positions	   (usually	   joints)	   so	   it	   is	   important	   to	  know	  the	  anatomy,	  
how	  bones	  are	  connected,	  different	  joints,	  muscles	  movements	  and	  everything.	  	  
	  
As	  the	  same	  as	  the	  anatomy	  of	  the	  character	  to	  perform,	  we	  have	  to	  stop	  and	  evaluate	  
the	   different	   props	   to	   use	   during	   the	   capture.	   For	   that	   props	   that	  will	   interact	  with	  
character’s	  movement	  we	   have	   to	   consider	   the	   possibility	   of	   using	   also	  markers	   for	  
them.	   That	   is	   because	   these	   props	   are	   going	   to	   be	   moved	   in	   connection	   with	   the	  
characters	  so	  it	  can	  be	  a	  good	  idea	  to	  record	  separately	  their	  movement	  giving	  more	  
realism	  to	  the	  whole	  animation.	  	  
	  
3.2.2.	  Capture	  
	  
During	   the	   production	   or	   capture	   process	   properly	   there	   is	   one	   crucial	   step	   to	   do	  
before	   start	   the	   capture.	   This	   is	   the	   calibration.	   There	   are	   two	   different	   types	   of	  
calibrations.	  The	  first	  one	  is	  the	  system	  calibration,	  understood	  as	  the	  process	  where	  
we	   calibrate	   the	   system	   adjusting	   every	   property	   and	   variable.	   That	   calibration	   is	  
specially	   needed	   in	   case	   of	   using	   optical	   MoCap	   systems	   (we	   will	   take	   a	   look	   on	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chapter	   3)	   because	   if	   we	   are	   using	   visual	   cameras	   we	   have	   to	   indicate	   to	   these	  
cameras	  and	  the	  software	  exactly	  where	  are	  they	  working	  (the	  space)	  composing	  a	  3d	  
model	  using	  2d	  plane	  images	  and	  also	  we	  have	  to	  indicate	  to	  the	  software	  the	  element	  
to	   capture	   (animal,	   human,	   inorganic	   or	   whatever).	   Other	   things	   to	   indicate	   and	  
calibrate	   are	   the	   number	   of	   markers	   used,	   the	   number	   of	   characters	   (in	   case	   of	  
multiple),	  the	  dimensions	  of	  the	  space,	  the	  separation	  between	  cameras	  or	  the	  DOF	  of	  
each	   camera	   (lenses,	   ISO	   and	   visual	   properties).	   	   So	   calibration	   is	   the	   process	   that	  
allows	  us	  to	  work	  and	  capture	  correctly	  all	  data,	  setting	  everything	  and	  guaranteeing	  
the	  quality	  of	  the	  capture.	  	  
	  
This	  process	  sometimes	  uses	  to	  be	  very	  slow	  and	  tedious.	  In	  most	  cases	  can	  take	  more	  
than	  half	  an	  hour	  to	  be	  completely	  done	  and	  depending	  on	  the	  amount	  of	  capture	  that	  
we	  have	  maybe	  we	  will	  have	  to	  do	  more	  than	  three	  calibrations	  per	  day	  so,	  having	  our	  
capture	   schedules	   we	   have	   to	   programme	   the	   calibrations	   specially	   on	   breaks	   or	  
inactive	   hours	   to	   optimize	   the	   time.	   The	   first	   calibration	   has	   to	   be	   done	   specially	  
before	  the	  first	  capture	  session,	  maybe	  on	  the	  morning.	  	  
	  
Also	   the	   place	   where	   we	   put	   the	   cameras	   can	   be	   determinant	   for	   a	   good	   capture	  
session.	  We	  have	  to	  put	  the	  cameras	  especially	  on	  safe	  places	  out	  of	  possible	  accidents	  
or	  movements	  because	  if	  we	  move	  only	  a	  little	  any	  camera	  we	  will	  have	  problems	  if	  we	  
do	  not	  do	  the	  calibration	  again.	  Some	  tricks	  can	  be	  to	  put	  the	  cameras	  separated	  from	  
walls	  and	  doors	  and	  stand	  barriers	  around	  it	  to	  avoid	  possible	  accidentally	  hits.	  	  
	  
The	  other	  necessary	  calibration	  that	  we	  have	  to	  do	  before	  the	  capture	   is	   the	  subject	  
calibration.	  This	  process	  allows	  us	  to	  indicate	  to	  our	  software	  what	  kind	  of	  subject	  we	  
are	   capturing	   and	   in	   consequence	   were	   are	   put	   the	   markers,	   the	   “name”	   of	   each	  
marker,	  the	  hierarchy	  between	  them	  and	  everything.	  So	  talking	  about	  human	  capture,	  
sometimes	  every	  capture	  starts	  with	  a	  “initial	  pose”	  known	  as	  “T-­‐Pose”.	  This	  pose	   is	  
where	  the	  subject	  stands	  facing	  down	  an	  axis	  of	  the	  MoCap	  space	  volume	  (can	  be	  any	  
axis	  but	  sometimes	  it	  uses	  to	  be	  the	  positive	  z-­‐axis).	  The	  feet	  are	  exactly	  aligned	  with	  
shoulders	   and	   faced	   as	   forward	   as	   possible.	   The	   head	   have	   to	   be	   facing	   perfectly	  
forward.	   So,	   as	   it	   name	   indicates,	   the	   body	   resemble	   a	   T.	   Every	   capture	   done	  with	  
humans	  start	  with	  this	  initial	  pose	  but	  obviously	  it	  will	  be	  deleted	  after	  on	  the	  main	  3D	  
software.	  In	  conclusion,	  this	  T-­‐Pose	  is	  necessary	  for	  the	  software	  to	  know	  exactly	  the	  
position	  of	  each	  marker,	  the	  separation,	  the	  number	  and	  the	  orientation.	  It	  serves	  to	  
indicate	  the	  software	  the	  “origin	  position”.	  	  
	  
3.2.3.	  Editing	  
	  
The	  editing	  process	  of	  a	  Motion	  Capture	  session	   is	   the	  part	  where	  we	  have	  our	  data	  
correctly	  captured	  and	  we	  want	   to	  do	   two	  possible	   things,	   clean	  and	  edit.	  The	  clean	  
process	  is	  the	  part	  where	  we	  delete	  all	  unnecessary	  information	  from	  our	  data	  and	  all	  
possible	  noise	  captured	  by	  cameras,	  computer	  or	  sensors.	  The	  editing	  data	  is	  the	  part	  
where	  we	   adjust	   possible	   troubles	  with	   data	   such	   as	   unwanted	  marker	  movements,	  
wrong	   translations	   or	   strange	   things	   that	   occasionally	   can	   happen	   during	   a	   capture	  
session.	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The	  MoCap	   software	   sometimes	   does	   the	   cleaning	   data	   process	   automatically	   even	  
that	  in	  some	  cases	  it	  can	  be	  a	  little	  problematic.	  The	  true	  work	  comes	  with	  the	  editing	  
data	  which	   can	   takes	  hours	   and	  hours	  of	  work,	   too	  many	  efforts	   an	   can	   result	   even	  
frustrating.	   About	   editing	   process,	   there	   are	   two	   possible	   data	   to	   edit.	   One	   is	   the	  
marker	  data,	  understood	  as	  the	  data	  of	  the	  different	  markers	  or	  joints	  captured	  during	  
the	  session	  and	  the	  other	  one	  is	  the	  skeletal	  data	  which	  contains	  the	  data	  of	  each	  joint	  
of	  the	  supposed	  skeleton	  that	  we	  have	  created	  for	  our	  character’s	  rig.	  Both	  data	  are	  
very	  different.	  	  
	  
Marker	  data	  sometimes	  is	  easiest	  to	  edit	  because	  of	  his	  hierarchy	  which	  is	  “linear”.	  All	  
markers	  are	  controlled	  from	  one	  only	  marker	  called	  “root”	  and	  each	  marker	  properties	  
are	  independent	  from	  the	  rest	  so	  we	  can	  edit	  for	  example	  de	  x	  axis	  of	  a	  concrete	  joint	  
without	  moving	   the	   rest.	   So	   these	  data	   can	  be	  edited	  only	   in	   translational	  property.	  
Skeleton	  data	  has	  a	  alternative	  hierarchy	  where	  there	  are	  not	  only	  one	  root,	  there	  are	  
different	  roots	  depending	  on	  the	  part	  of	  the	  skeleton.	  For	  example,	  hands,	  lower	  arm	  
and	  upper	  arm	  are	  depending	  from	  the	  shoulder	  and	  shoulder	  depends	  from	  the	  spine	  
which	  depends	  from	  the	  hip,	  etc.	  Usually	  in	  skeleton	  data	  the	  main	  roof	  are	  the	  hips.	  
Skeletal	  data	  can	  be	  edited	   in	   translational	  and	   rotational	  properties.	  One	   trick	  used	  
with	  the	  editing	   is	   the	  creation	  of	  a	   reference	  node	  for	   the	  entire	  skeletal	  or	  marker	  
data	  especially	  useful	   for	  translations	  that	  have	  to	  affect	  the	  properties	  of	  the	  entire	  
data.	  	  
	  
Once	  we	  have	  all	  data	  edited	  and	  cleaned	  it	   is	  time	  to	   import	   it	  to	  our	  3D	  character.	  
There	   are	   two	   possible	   ways	   to	   do	   that.	   The	   first	   one	   is	   importing	   directly	   to	   the	  
character	  using	  for	  example	  Maya,	   importing	  data	  and	  retargeting	  directly	  on	  the	  3D	  
rig.	   The	   other	   possibility	   is	   making	   it	   indirectly,	   importing	   firstly	   the	   data	   to	   a	  
intermediate	  skeleton	  in	  MotionBuilder	  and	  after	  importing	  it	  to	  Maya	  or	  whatever.	  	  
	  
4.	  Types	  of	  Motion	  Capture	  systems	  	  
	  
Once	  we	   know	  how	   the	  process	  of	   capture	   real	  motion	  works	  detailed,	   it	   is	   time	   to	  
take	   a	   look	  on	   the	  different	   types	  of	   systems	   are	   actually	   available	   on	   this	   industry.	  
Even	  that	  there	  are	  a	  lot	  of	  different	  experiments	  and	  possibilities,	  there	  are	  four	  basic	  
types	  where	  every	  Motion	  Capture	  system	  can	  be	  catalogued.	  	  
	  
4.1.	  Optical	  MoCap	  Systems	  
	  
Optical	   systems	   are	   the	   systems	   that	   work	   using	   visual	   cameras	   (optical)	   which	  
captures	   the	  movement	  of	   some	  markers	  attached	  with	  Velcro	   to	  a	   suit	  of	  an	  actor.	  
Maybe	  this	   is	  the	  most	  used	  system	  due	  to	  its	  properties	   in	  data	  capturing	  even	  that	  
sometimes	  it	  is	  more	  expensive	  than	  the	  rest	  of	  systems.	  About	  optical	  there	  are	  two	  
possible	   systems	  depending	  on	   the	   type	  of	  markers	   that	  we	  use.	  Active	  and	  passive.	  
Both	  systems	  are	  characterized	  for	  using	  light	  emitting	  diodes	  (LED).	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4.1.1.	  Active	  Systems	  
	  
Active	  systems	  are	  these	  systems	  that	  uses	  the	  markers	  as	  a	  directly	  emitters	  of	  light.	  
Each	  marker	  emits	  a	  light	  that	  is	  captured	  by	  the	  camera.	  To	  differentiate	  each	  marker,	  
using	  the	  software	  we	  can	  indicate	  and	  change	  the	  frequency	  of	  the	  light	  and	  due	  to	  
that	  the	  software	  is	  able	  to	  separate	  each	  marker	  on	  each	  position.	  	  
	  
4.1.2.	  Passive	  Systems	  
	  
	  
Student	  Intern	  Wolf	  displayed	  in	  real	  time	  on	  the	  Vicon	  motion	  capture	  system	  by	  Vitcon	  motion	  capture.	  
Passive	  systems	  are	  these	  systems	  that	  uses	  the	  markers	   indirectly,	  as	  a	  reflectors	  of	  
light.	  In	  that	  case	  the	  light	  is	  emitted	  by	  the	  camera	  which	  is	  equipped	  with	  a	  ring	  full	  
of	  LED	  lights	  at	  the	  top	  of	  the	  optics.	  In	  that	  case,	  the	  potency	  of	  the	  reflection	  serves	  
to	  the	  software	  to	  differentiate	  each	  marker	  an	  its	  position	  in	  the	  3D	  space.	  	  
	  
Even	  that	  there	  are	  two	  different	  types	  of	  optical	  MoCap	  systems,	  their	  primarily	  work	  
is	   the	  same.	  Both	  systems	  what	  really	  do	   is	  capture	  the	  movement	  of	  some	  markers	  
into	  a	  3D	  space	  volume	  composed	  by	  the	  combination	  of	  2D	  image	  planes.	  To	  do	  that	  
we	  need	  more	  than	  four	  cameras	  to	  get	  a	  minimum	  quality	  and	  after	  the	  software	  that	  
interprets	  the	  cameras’	   information	  uses	  each	  2D	  plane	  from	  each	  camera	  to	  build	  a	  
3D	  representation	  of	  the	  place	  where	  the	  actors	  has	  to	  move.	  This	  process	   is	  usually	  
made	   before	   the	   capture	   but	   in	   come	   cases	   can	   be	   done	   after	   even	   that	   it	   not	  
guarantees	   any	   possible	   result.	   As	   it	   is	   logically,	   all	   cameras	   have	   to	   be	   disposed	  
around	  the	  space	  volume	  that	  we	  want	  to	  capture.	  	  Normally	  4	  to	  32	  different	  cameras	  
compose	  Optical	  Motion	  Capture	  systems.	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Advantages	   of	  Optical	   Systems:	   Very	   accurate	   system,	   allows	   us	   to	   capture	  multiple	  
subjects	   simultaneously,	   allows	   to	   see	   in	   real-­‐time	   the	   performed	   actions,	   easiest	  
system	  to	  configure	  and	  change	  and	  finally	  is	  the	  system	  that	  gives	  more	  freely	  to	  the	  
actors.	  	  
	  
Disadvantages	  of	  Optical	  Systems:	  Needs	  a	  very	  tedious	  post	  production	  to	  clean	  data,	  
sometimes	  the	  rotational	  information	  of	  the	  data	  is	  problematic	  or	  wrong,	  two	  closest	  
markers	  can	  be	  captured	  as	  one	  so	  there	  are	  occlusion	  problems,	  even	  that	  this	  system	  
has	   real-­‐time	   visualizations,	   this	   real-­‐time	   is	   very	   limited	   in	   comparison	   with	   other	  
systems.	  This	  is	  the	  more	  expensive	  system.	  	  
	  
4.2.	  Magnetic	  MoCap	  Systems	  
	  
Magnetic	  Motion	  Capture	  are	  the	  systems	  that	  works	  using	  magnetic	  transmitters	  as	  a	  
markers	  to	  emit	  spatial	  relationships	  based	  on	  magnetic	  forces	  to	  some	  sensors	  which	  
capture	   the	   data.	  Magnetic	  works	   like	   optical	  more	   or	   less,	   both	   use	   some	  markers	  
that	   emits	   data	   to	   a	   sensor	   which	   captures	   to	   send	   it	   after	   to	   a	   computer.	   In	   that	  
system	   you	   also	   have	   a	   space	   volume	   delimited	   by	   the	   sensors	  which	   allows	   to	   the	  
computer	   to	   create	  a	  3d	   representation	  based	  on	   the	   received	  data.	  Due	   to	   that,	  as	  
more	   sensors	   you	   have,	   better	   data	   and	   space	   volume.	   This	   system	   usually	   needs	  
about	  12	  to	  20	  tracking	  sensors.	  	  
	  
Some	   of	   the	  most	   famous	   problems	   about	   this	   system	   are	   firstly	   the	   occlusion	   and	  
possible	  interferences	  if	  we	  have	  electrical	  or	  magnetic	  or	  metallic	  objects	  in	  our	  space	  
which	   can	   give	   us	   problems	   with	   the	   data	   and	   the	   other	   one	   are	   the	   limits	   of	   the	  
batteries	  and	  the	  limitation	  of	  batteries	  wires.	  	  
	  
Magnetic	  systems	  also	  can	  be	  divided	  in	  two	  groups	  but	  in	  that	  case	  depending	  on	  the	  
current	   that	   it	   uses.	   The	   first	   type	   is	   direct	   current	   (DC)	   and	   the	   other	   is	   alternate	  
current	  (AC).	  	  	  
	  
Advantages	  of	  magnetic	   systems:	   good	   and	   real	   position	   and	  orientation	  of	  markers	  
and	  joints	  without	  any	  postproduction,	  truth	  and	  accurate	  real	  time	  representation,	  no	  
occlusion	  by	  non-­‐metallic	  objects.	  Allows	  to	  capture	  multiple	  objects	  and	  performers	  
and	  finally	  it	  is	  a	  less	  expensive	  system	  than	  optical.	  	  
	  
Disadvantages	  of	  magnetic	   systems:	  Magnetic	   and	  electrical	   interferences	   caused	  by	  
phones,	  watches	  or	  even	   the	  batteries.	  The	  wires	  and	  charge	  of	   those	  batteries	  also	  
can	  limit	  the	  time	  and	  movements	  of	  our	  performers.	  In	  that	  case	  and	  even	  that	  we	  do	  
not	   need	   post	   production	   this	   system	   has	   a	   lot	   of	   noisy	   on	   data	   information.	   The	  
configuration	  of	  markers	  and	  the	  whole	  system	  is	  more	  difficult	  to	  change	  and	  finally	  
the	  space	  volumes	  of	  magnetic	  systems	  are	  smaller	  than	  optical.	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4.3.	  Mechanical	  MoCap	  Systems	  
	  
Mechanical	  systems	  do	  not	  use	  any	  sensor	  or	  emitter.	  These	  systems	  consist	  basically	  
to	   a	   exo-­‐skeletal	   suit	   full	   of	   potentiometers	   that	  measures	   joint	   angles	   of	   a	   capture	  
subject.	   Obviously	   this	   device	   is	   full	   articulated	   to	   allow	   as	  maximum	  movement	   as	  
possible.	  	  
	  
Some	   of	   the	   advantages	   of	   these	   systems	  
are	   that	   all	   of	   them	   are	   relatively	  
inexpensive,	  portables	  and	   free	  of	  any	   type	  
of	   occlusion	   problems	   or	   interferences	  
giving	   large	   capture	   volumes.	   The	   problem	  
with	  that	  kind	  of	  systems	  is	  that	  they	  do	  not	  
measure	  well	  the	  translations	  and	  they	  slide	  
and	   slip	   a	   little	   due	   to	   the	   use	   of	  
accelerometers.	   	   For	   that	   reason	   these	  
systems	   are	   not	   recommended	   for	   actions	  
or	  scenes	  where	  the	  actor	  has	  to	  jump,	  fly	  or	  
even	   move	   up	   stairs	   or	   things	   like	   this.	  	  
Another	  problem	  comes	  when	  the	  actor	  has	  
to	  perform	  movements	  like	  roll	  around	  on	  a	  
floor	  because	   the	  exo-­‐skeletal	   can	   limit	   the	  
movements	  and	  can	  breaks	  so	  this	  system	  is	  
good	  just	  for	  some	  kind	  of	  actions.	  	  
	  
	  
	  
	  
	  
	  
	  
4.4.	  Inertial	  MoCap	  Systems	  	  
	  
Inertial	  systems	  are	  based	  on	  inertial	  sensors	  and	  fusion	  algorithms.	  The	  data	  of	  each	  
inertial	  sensor	  is	  transmitted	  to	  a	  computer	  via	  wireless	  and	  after	  this	  computer	  allows	  
us	  to	  see	  it	  in	  real-­‐time.	  Just	  like	  the	  other	  types	  of	  systems,	  as	  more	  inertial	  sensors,	  
more	  natural	  the	  data.	  Just	   like	  mechanical,	  these	  systems	  does	  not	  need	  of	  external	  
cameras,	  markers	   or	   emitters,	   just	   the	   set	   of	   inertial	   sensors.	   	   Inertial	   systems	   give	  
large	   capture	   areas	   and	   are	   very	   portable	   but	   these	   systems	   has	   the	   same	  
disadvantages	  that	  mechanical,	  specially	  when	  the	  character	  has	  to	  float	  or	  leave	  the	  
floor.	  Because	  of	   its	   very	  easy	   set	  and	  configuration,	   these	   systems	  are	  very	  used	   in	  
games	  (Wii,	  Play	  Station	  move).	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5.	  The	  future	  of	  Motion	  Capture.	  Markrless	  systems.	  	  
	  
Thanks	   to	   the	   last	   advances	   of	   technology	   in	   the	   last	   years	   some	   new	   mocap	  
techniques	   emerged.	   About	   all	   this	   new	   methods	   (most	   of	   them	   still	   in	  
experimentation)	   the	   one	   that	   gives	   better	   results	   is	   known	   as	   “Markerless	   system”	  
and	   it	   is	  being	  more	  famous	  every	  day	  specially	   for	  amateur	  or	   low	  cost	  productions	  
thanks	  to	  the	  properties	  of	  this	  new	  system.	  	  
	  
Talking	  about	  this	  new	  system	  of	  movements	  capture,	  we	  can	  say	  that	  this	  is	  properly	  
an	  Optical	  system	  in	  fact	  that	  it	  uses	  visual	  cameras	  to	  capture	  the	  movement	  but,	  as	  
its	  name	   indicates,	  with	  markerless	  we	  do	  not	  need	  markers,	   suits,	   exo-­‐skeletons	  or	  
other	   devices.	   	   All	   these	   systems	   were	   developed	   at	   Stanford	   University	   in	  
collaboration	  with	  University	  of	  Maryland,	  the	  MIT	  and	  the	  Max	  Planck	  Institute.	  The	  
way	   that	   these	   systems	   works	   is	   very	   simple,	   using	   different	   but	   very	   complex	  
algorithms	  allows	  the	  software	   to	  use	  different	   image	  planes	   from	  different	  cameras	  
connected	   to	   a	   computer	   to	   create	   a	   3D	   space	   and,	   with	   that	   special	   computer	  
algorithms,	  the	  software	  is	  able	  to	  differentiate	  human	  figures	  from	  the	  background	  so	  
when	   an	   actor	   performs	   any	  movement	   on	   that	   space	   the	   computer	   separates	   him	  
from	  the	  background	  tracking	  it	  and	  extracting	  the	  data	  from	  the	  movement	  to	  import	  
it	  after	  into	  a	  3D	  software.	  The	  main	  problem	  with	  that	  system	  is	  that	  actually	  it	  is	  not	  
allowed	   to	   show	   in	   real-­‐time	   the	   movements	   on	   3D	   so	   we	   need	   to	   postproduce	   it	  
firstly	  to	  see	  it	  after	  on	  a	  3D	  model.	  	  
	  
5.1.	  Basic	  pipeline	  for	  markerless	  system	  
	  
The	  different	  steps	  for	  using	  these	  systems	  are	  pretty	  similar	  to	  the	  “basic”	  but	  there	  
are	   some	   things	   that	   are	   not	   necessary	   to	   do	   due	   to	   the	   fact	   that	   we	   do	   not	   use	  
markers	  on	  this	  system.	  	  
	  
Firstly	  we	  have	   to	  do	   the	  preproduction.	  We	  have	   to	   stop	  and	   think	  about	  what	  we	  
want	  to	  capture	  and	  take	  a	  look	  if	  markerless	  is	  the	  best	  system	  for	  our	  requirements.	  
Then	  we	  have	  to	  think	  about	  the	  character	  that	  we	  want	  to	  capture,	  by	  the	  moment	  
markerless	  motion	   capture	   systems	   are	   only	   allowed	   to	   capture	   human	  movements	  
because	   there	   still	   not	   are	   algorithms	   for	   other	   “animal”	   figures.	  We	  have	   to	   assess	  
that	  in	  difference	  with	  the	  mechanical	  or	  inertial,	  markerless	  is	  able	  to	  capture	  “flying”	  
humans	  or	   jump	  movements	  and	  the	  only	   limitation	  that	   it	  has	   is	   that	  because	  of	   its	  
lack	  of	  markers	  the	  data	  of	  this	  system	  uses	  to	  be	  noisy	  and	  in	  some	  times	  uses	  to	  be	  
wrong	   in	   translation	   or	   orientation	   in	   some	   joints	   so	   it	   needs	   an	   accurate	  
postproduction.	  	  
	  
For	  the	  production	  the	  first	  thing	  that	  we	  have	  to	  do	  is	  the	  calibration,	  in	  that	  case	  and	  
due	   to	   that	   it	   do	   not	   uses	  markers	   the	   calibration	   process	   takes	  more	   time,	  maybe	  
forty	   five	   minutes	   or	   more.	   By	   other	   way	   here	   we	   do	   not	   have	   to	   do	   any	   subject	  
calibration	  so	  we	  can	  save	  time.	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Finally	  it	  comes	  the	  cleaning	  and	  data	  editing.	  Due	  to	  the	  properties	  of	  that	  system	  this	  
process	   can	  be	   tedious	   even	   that	   softwares	   for	  markerless	   systems	   are	   allowed	   and	  
specially	  made	  for	  making	  as	  more	  editing	  and	  data	  automatically	  as	  possible.	  Here	  we	  
do	   not	   have	   two	   possible	   data	   information	   (marker	   or	   skeletal)	   if	   we	   do	   not	   have	  
markers	   we	   do	   not	   have	   marker	   data	   so	   the	   only	   information	   extracted	   from	   the	  
capture	  by	  the	  software	  corresponds	  to	  skeletal	  information.	  Important	  to	  remember	  
that	   hierarchy	   of	   skeletal	   is	   different	   and	   properties	   of	   each	   “joint”	   (translation	   and	  
orientation)	  are	  not	  independent	  from	  other	  joints.	  	  
	  
5.2.	  Testing	  a	  homemade	  markerless	  MoCap	  system	  	  
	  
After	   studying	   and	   reading	   a	   lot	   of	   information	   about	   these	   systems	   on	   Internet,	   a	  
friend	  of	  the	  University,	  Ramon	  and	  I	  decided	  to	  try	  to	  build	  our	  own	  Motion	  Capture	  
system	   using	   the	   markerless	   system	   built	   with	   low	   cost	   products.	   	   To	   do	   that	   we	  
decided	   to	   use	   iPi	   Motion	   Capture,	   the	   only	   markerless	   software	   for	   capture	  
movements	  available	  actually	  but	   instead	  of	  buying	   its	   license	   that	   is	   very	  expensive	  
we	  decided	  to	  use	  the	  free	  30	  days	  trial	  version	  just	  to	  check	  if	  the	  software	  works	  and	  
what	  is	  more	  important,	  if	  it	  can	  serves	  to	  us	  for	  our	  projects.	  
	  
5.2.1.	  Parts	  or	  elements	  
	  
To	  built	  the	  system	  the	  first	  thing	  we	  did	  after	  reading	  information	  was	  to	  make	  a	  list	  
of	   all	   elements	   or	   parts	   that	   we	   would	   need	   for	   our	   system.	   Due	   to	   that	   it	   is	   a	  
markerless	  MoCap	   system,	   the	  only	   things	   that	  we	  need	  was	   some	  cameras,	   cables,	  
tripods,	  the	  computer	  and	  a	  place	  to	  do	  it.	  Here	  below	  you	  have	  a	  “detailed”	  list	  of	  all	  
elements:	  
	  
• Three	  cameras	  	  
	  
• Three	  tripods	  	  
	  
• Three	  usb	  cables	  to	  connect	  cameras	  to	  computer	  
	  
• PS	  Move	  
	  
• External	  HDD	  
	  
• One	  computer	  	  
	  
• One	  external	  screen	  
	  
• One	  HDMI	  cable	  for	  connects	  the	  external	  screen	  to	  computer	  
	  
• iPi	  Software	  for	  Markerless	  Motion	  Capture	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For	   the	   cameras,	   searching	   information	  we	   found	   other	   people	  who	  made	   it	   before	  
using	  kinect	  cameras	  from	  Xbox	  due	  to	  that	   iPi	  Software	  (the	  only	  available	  software	  
for	  markerless	  MoCap)	  only	  supports	  kinect	  cameras	  or	  Play	  station	  eye	  cameras.	  The	  
problem	  is	  that	  this	  software	  is	  made	  to	  support	  from	  1	  to	  3	  kinect	  cameras	  or	  3	  to	  8	  
Play	  Station	  eyes.	  As	  it	  is	  obviously,	  as	  more	  cameras	  you	  use,	  more	  accurate	  the	  data	  
so	  we	  decided	  to	  use	  the	  system	  with	  Play	  Station	  eye	  to	  connect	  four	  cameras	  (which	  
is	  a	  right	  number	  of	  cameras	  to	  get	  a	  minimum	  of	  quality).	  Knowing	  it	  we	  bought	  the	  
three	  PS	  eyes	  by	  amazon	  with	  each	  USB	  cables.	  	  
	  
	  
	  
Then	   we	   needed	   to	   buy	   an	  
external	   HDD	   (Hard	   Disk)	   to	  
storage	  the	  videos	  recorded	  with	  
the	   cameras	   because	   the	   main	  
HDD	   of	   the	   computer	   cannot	  
work	   simultaneously	   receiving	  
and	  processing	   information	   from	  
cameras	   and	   saving	   it	   at	   same	  
time	  in	  a	  root.	  	  
	  
Once	   we	   had	   all	   this	   elements	  
the	   last	   thing	   to	  bought	  was	   the	  
Play	   Station	   Move	   which	   is	   a	  
controller	   for	   the	   Play	   Station	  
that	   allows	   the	   customer	   to	  
move	   elements	   on	   the	   screen	  
thanks	   to	  a	   light	  on	   the	   top	   that	  
cameras	  captures.	  In	  that	  process,	  the	  Play	  Station	  Move	  serves	  to	  do	  the	  calibration	  
but	  it	  also	  serves	  a	  normal	  lantern	  with	  the	  top	  cover	  put	  out.	  	  
	  
Finally	  and	  even	  that	  it	  is	  not	  obligatory	  we	  decided	  to	  use	  an	  external	  screen	  from	  the	  
University.	   This	   screen	   is	   used	   for	   the	   actor.	   The	   screen	   is	   put	   in	   orientation	   to	   the	  
actor	  who	  performs	  just	  to	  help	  him	  to	  see	  in	  real	  time	  what	  cameras	  are	  capturing.	  As	  
I	  said	  it	  is	  not	  obligatory	  but	  it	  helps	  a	  lot	  because	  acting	  without	  elements	  just	  like	  a	  
“mime”	  can	  be	  very	  difficult	  sometimes.	  	  
	  
5.2.2.	  Building	  and	  testing	  the	  system	  
	  
With	  all	  elements	  bought	  we	  met	  one	  day	  at	  university	   to	  built	  and	   test	  our	  MoCap	  
system.	  The	  first	  thing	  we	  did	  once	  we	  were	  at	  the	  studio	  was	  the	  configuration	  of	  the	  
cameras.	  Using	  some	  indications	  of	  the	  official	  page	  of	  iPi	  software	  we	  put	  the	  cameras	  
in	  the	  right	  disposition,	  creating	  a	  triangle	  with	  120	  to	  150	  angles	  on	  the	  base.	  The	  two	  
cameras	   of	   each	   extreme	   have	   to	   be	   exactly	   at	   1.50	   height	  meters	   and	   the	   “front”	  
camera	  at	  2.00	  meters.	  	  
	  
PS	  eye	  and	  PS	  move	  bought	  on	  amazon.	  Image	  by	  
amazon.co.uk	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Then	  we	   connect	   every	   camera	   to	   the	   computer,	   the	   external	   HDD	   and	   the	   screen.	  
Once	   we	   had	   connected	   and	   put	   we	   opened	   the	   software	   and	   started	   the	  
configuration.	   The	   first	   thing	   to	   do	   is	   the	   calibration,	   to	   do	   that	   we	   followed	   the	  
instructions	  from	  the	  software	  provider	  doing	  exactly	  the	  same	  steps.	  To	  indicate	  the	  
software	  what	  is	  the	  space	  or	  capture	  volume	  what	  we	  had	  to	  do	  was	  to	  take	  the	  PS	  
Move	  with	   the	   light	   facing	   to	   the	   roof	   and	  move	   it	   from	   the	   centre	   of	   the	   capture	  
volume	  to	  each	  extreme	  of	   this	  capture	  volume	  and	   finally	  do	  a	  kind	  of	   spiral	   in	   the	  
centre.	  The	  software	  captures	  the	  light,	  tracks	  it	  and	  using	  the	  2D	  image	  plane	  of	  each	  
camera	  builds	  or	  reconstructs	  the	  3D	  space.	  This	  step	  is	  the	  longest	  and	  can	  take	  more	  
than	  forty-­‐five	  minutes	  to	  be	  completed.	  We	  need	  more	  than	  fifty	  minutes.	  	  
	  
After	  the	  calibration	  finally	  we	  started	  doing	  some	  videos	  about	  ourselves	  performing	  
basic	  movements	  on	  the	  cameras.	  As	  I	  mentioned	  before	  this	  system	  does	  not	  allows	  
us	  to	  see	  in	  real	  time	  the	  movements	  applied	  to	  a	  3D	  character	  so	  we	  recorded	  firstly	  
the	  videos	  and	  after,	  with	  the	   iPi	   software	  and	  using	  the	  preset	  cleaning	  settings	  we	  
cleaned	   the	   data.	   Without	   any	   editing	   we	   moved	   the	   data	   to	   Maya	   and	   we	   finally	  
applied	  it	  to	  a	  basic	  3D	  human	  mesh	  with	  a	  rig	  made	  with	  HumanIK	  (a	  tool	  from	  Maya	  
that	   builds	   a	   basic	   human	   rig	   automatically).	   Once	   we	   did	   it	   we	   checked	   that	   this	  
system	   works	   and	   even	   that	   it	   is	   not	   as	   accurate	   as	   we	   want	   it	   is	   usable	   for	   our	  
personal	  projects	  and	  will	  help	  us	  with	  the	  animations	  that	  can	  be	  too	  much	  difficult	  to	  
do	  using	  the	  Key-­‐frame	  technique.	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