In this short note, we consider a system of two rotors, one of which interacts with a Langevin heat bath. We show that the system relaxes to its invariant measure (steady state) no faster than a stretched exponential exp(−ct 1/2 ). This indicates that the exponent 1/2 obtained earlier by the present authors and J.-P. Eckmann for short chains of rotors is optimal.
Introduction and main result
When Hamiltonian chains interact with stochastic heat baths, the rate of relaxation to the steady state (if there is one) is known to depend on the model. For some chains of oscillators with strong interactions, exponential convergence has been proved in [1, 6, 7, 12] . On the other hand, chains of oscillators where the pinning dominates the interactions can exhibit strictly subgeometric rates, as proved in [9] . In fact, the convergence rate can be very sensitive to the parameters of the model, as nicely illustrated in [8] for a system of two oscillators with two heat baths, one of which has "infinite temperature". Other energyexchange models where subgeometric convergence rates have been observed include [10, 11, 13, 14] .
It has been shown by the present authors and J.-P. Eckmann that chains of three and four rotors, interacting with Langevin heat baths at both ends, relax to their invariant measure at least as fast as a stretched exponential exp(−ct 1/2 ) [3, 4] . We address in this note the question of whether the exponent 1/2 is optimal 1 . We consider a chain of two rotors interacting with only one heat bath (see Figure 1 ). This simple system can be seen as "one half" of the chains of length three and four considered in [3, 4] , and we show, using techniques introduced in [8] , that the convergence indeed happens no faster than the stretched exponential mentioned above (up to the value of the constant c).
The model is as follows. Each rotor has a position (angle) q i ∈ T = R/2πZ and a momentum p i ∈ R, i = 1, 2. The phase space is thus Ω = T 2 × R 2 , and we write x = (q, p) = (q 1 , q 2 , p 1 , p 2 ). The first rotor is coupled to a Langevin-type heat bath at temperature T > 0, with a coupling constant γ > 0. The second rotor interacts with the first one through a smooth potential W (q 2 − q 1 ), and is not coupled to any heat bath. We apply no other external force to the system, and we take no pinning (on-site) potential. The Hamiltonian is
and we consider the stochastic differential equation
, dp 1 (t) = w q 2 (t) − q 1 (t) dt − γp 1 (t) dt + 2γT dB t , dp 2 (t) = −w q 2 (t) − q 1 (t) dt ,
where we have introduced the derivative w of W , and where B t is a standard Wiener process. Without loss of generality, we choose the additive constant in W such that 2π 0 W (s)ds = 0. Since the coefficients of (1.1) are globally Lipschitz, the process is non-explosive. We denote by P t (x, · ) the transition probabilities, by E x the expectation with respect to the process started at x ∈ Ω, and we introduce the generator
The physical picture is essentially the same as with three and four rotors (see [3, 4] ): the second rotor decouples when its energy is large, and the crux is to obtain an effective dynamics in this regime. Since there is only one temperature at hand, the invariant measure π is simply the Gibbs measure, i.e.,
where Z is a normalization constant. By making minor adaptations to the proof in [4] (actually, by simply omitting the third rotor), one obtains that the invariant measure π is unique, and that there exist a constant c > 0 and a function h : Ω → R + such that
for all x ∈ Ω and t ≥ 0. Here, · TV denotes the total variation norm, but the result also holds for some stronger norms. For these stronger norms, the constant c and the function h(x) change, but the power of t in the exponential remains 1/2 (see [4, Theorem 1.3] ). We now formulate the main result, which gives a lower bound on P t (x, · ) − π TV . Theorem 1.1. There exist a constant c * > 0 and a function h * : Ω → R + such that for each initial condition x ∈ Ω, there is a sequence (t n ) n≥0 increasing to infinity such that
Proof. In Proposition 2.3 below, we will construct a test function
, and such that for some A > 0 and all x ∈ Ω,
The desired result then follows from [8, Theorem 3.6 and Corollary 3.7] . For completeness, we give here an explicit adaptation of the proof to the present case.
We fix x ∈ Ω and write ν t = P t (x, · ). The result follows from comparing an upper bound on the tail of ν t with a lower bound on the tail of π.
• By (1.3) and Markov's inequality, we have for all w > 0 the upper bound
. As a consequence, we have for each n ≥ 0 the inequality
By (1.4), (1.5) and the definition of the total variation norm, we have for all n that
w n .
n , we obtain
with c * = (
ε . This completes the proof.
Construction of the test function
We now construct a function F that has the properties needed in the proof of Theorem 1.1. This function F will grow fast enough along the p 2 -axis so that π(F 1−ε ) = ∞ for all small enough ε. Moreover, F will satisfy a relation of the kind LF F/ log F , which implies (1.3) as we will show. The test function is basically built by averaging the rapid oscillations of the second rotor (see also [2] for a related approach in a different setup).
We start by approximating the dynamics of p 2 by an "averaged" variablep 2 in the regime where p 2 is very large. In this regime, p 2 undergoes small and fast oscillations, and as in [4] and §2 of [3] , we will remove step by step the oscillatory terms from its dynamics by adding well-chosen counter-terms to the variable p 2 . To obtain the desired result, we will need some control on the dynamics also when p 1 scales linearly with p 2 (see Proposition 2.3), and thus we cannot simply use an expansion in negative powers of p 2 as in [3, 4] . We instead consider negative powers of p 2 − p 1 , with the following more refined notion of order (see also Remark 2.4). Definition 2.1. For any continuous function f : T 2 → R and any choice of integers k, ≥ 0 and m ∈ Z, we say that
is of order k + m − . We denote by R(j) a generic remainder of order at most j, i.e., a finite sum of terms of order up to j.
The usual rules apply, in particular R(j) + R(k) = R(max(j, k)), and R(j)R(k) = R(j + k). The aim now is to introduce a new variablep 2 = p 2 + R(−1), which is defined when p 2 = p 1 , and which satisfies dp 2 = R(−3)dt + R(−2)dB t .
(2.1)
The remainders R(−3) and R(−2) above need not be computed explicitly. We start with dp 2 = −w(
We then introduce a first correction
and obtain by Itô's formula dp
The counter-term in (2.3) was chosen precisely so as to cancel the right-hand side of (2.2), up to the higher order terms appearing in (2.4) (see also §3.3 of [4] for more explanations). Since 2π 0 W (s)ds = 0, there exists an indefinite integral W [1] of W on T, which we choose so that 2π 0 W [1] (s)ds = 0. In turn, we introduce an indefinite integral W [2] of W [1] . By construction, we have W [1] = W and W [2] = W [1] . We then set
and obtain dp (2)
We finally obtain (2.1) by lettinḡ
In order to construct the test function F , we now introduce some positive parameters β − , β + and δ satisfying 5) and consider the partition of Ω (see Figure 2) given by
We immediately have Lemma 2.2. There are constants C 1 and C 2 such that on the set Ω 2 ∪ Ω 3 , we have the two inequalities
Proof. Observe that for all k, ≥ 0 and m ∈ Z, there is a constant C such that on the set
This implies that any remainder R(j) is bounded in absolute value by some constant times |p 2 | j on
, we obtain that (2.6) holds on Ω 2 ∪ Ω 3 for some appropriate C 1 .
In order to prove (2.7), we write f (s) = e β + 2 s 2 and obtain by Itô's formula
We thus find, since f (p 2 ) = R(1)e β + 2p 
Now, on the set Ω 2 ∪ Ω 3 , the R(−2) above is bounded by C 2 p −2 2 for some C 2 > 0, and thus (2.7) holds.
We next introduce a smooth cutoff function : R 2 → [0, 1] such that (p) = 1 on Ω 3 and (p) = 0 on Ω 1 , with some transition on Ω 2 . More precisely, let χ : [0, ∞] → R be a smooth function such that χ(s) = 1 when s ≥ 1 + 2δ, and χ(s) = 0 when s ≤ 1 + δ. On Ω \ Ω 0 , we let
and we freely choose on Ω 0 so that it is smooth on all of Ω.
We now define the function F : Ω → [1, ∞) by 8) for some β − , β + , δ satisfying (2.5). Observe that while F resembles the Lyapunov function V of [4] , it grows much faster along the p 2 -axis.
Proposition 2.3. Let F be as defined in (2.8) . Then, π(F 1−ε ) = ∞ for small enough ε, and (1.3) holds for large enough A.
Proof. Let Γ = {x : |p 1 | ≤ 1} ∩ Ω 3 . Using (2.6) and the definition of H, we find
for some c 0 > 0. Provided that we pick ε small enough so that 1 T < β + (1 − ε), which is possible by (2.5), the last integral in (2.9) is infinite, and thus π(F 1−ε ) = ∞.
We now prove the second assertion. As in [4] , we introduce the concave and increasing function ϕ : [1, ∞) → (0, ∞) defined by ϕ(s) = As 2 + log s for some A > 0. We will show that if A is large enough, 10) which implies the desired result. Indeed, assume that (2.10) holds. Let (C n ) n≥0 be an increasing sequence of compact sets such that C n ↑ Ω, and consider the corresponding first exit times τ n = inf{t ≥ 0 : x t / ∈ C n }. We have τ n → ∞ almost surely, since the process is non-explosive. By Dynkin's formula, we find
where the last inequality comes from Fubini's theorem and Jensen's inequality (since ϕ is concave). In other words, g(t) ≡ E x F (x t∧τn ) satisfies the integral inequality g(t) ≤ g(0) + where we have used that √ · is subadditive. By comparison, we thus obtain that E x F (x t∧τn ) ≤ F (x) exp( √ 2At). Taking the limit n → ∞ and using Fatou's lemma gives (1.3). Thus, it only remains to prove (2.10). Below, the constants c 1 , c 2 , . . . are positive, and may depend on the parameters at hand, but not on the point in Ω.
First, observe that there is a polynomial z(p 1 , p 2 ) such that 
