Due to limited bandwidth, how to decrease routing overhead is an important issue in mobile ad hoc networks. Several multipath routing protocols have been proposed to reduce the frequency of route discovery. However, in rapidly changed network topologies, some backup paths may be broken before a host uses them. Additionally, to obtain multiple loop-free paths, some protocols only select backup paths that are equal or shorter than the first found path. Longer routing paths are discarded even if they can stay available longer than the primary path. This paper presents a dynamic route switching protocol (DRSP) to locate more useful and long-lived routing paths. The protocol not only considers node mobility but energy consumption. Based on the prediction, invalid backup paths are erased automatically so the possibility of unsuccessful delivery can be reduced.
Introduction
A mobile ad hoc network is one type of wireless network that has no assistance of communication infrastructures, such as wireless access points and base stations. Instead of communicating via a centralized infrastructure, each host acts as a router to forward packets for other nodes. When a source node sends data packets to a destination node that is not within the source's transmission range, the packets must be forwarded by its neighbors. The neighbors forward the packets to the destination hop by hop. Therefore, it is important to establish routes between hosts in mobile ad hoc networks. Previous routing protocols for ad hoc networks can be roughly categorized as table-driven and on-demand.
Destination Sequenced Distance Vector routing protocol (DSDV), one of the table-driven protocols, was based on Bellman-Ford routing algorithm [1] . Each host maintains all possible routes in its routing table. Each node needs to broadcast routing table advertisements in a period of time. When the topology of networks is changed, each node has to forward update information to maintain table consistency. The frequent updates may cause network congestion. With on-demand routing protocols, such as Dynamic Source Routing (DSR) protocol, Ad Hoc On-demand Distance Vector routing (AODV) protocol, source nodes build routes only when they need to communicate with destination nodes [2] [3] . The on-demand scheme can reduce the control overhead compared to the table-driven approach.
Frequent route discovery in dynamic networks arises the routing overhead and end-to-end delay.
Several multipath protocols have been proposed to alleviate routing overhead and reduce transmission time. These protocols maintain several potential paths between hosts that are found in the route discovery phase. Previous multipath protocols have several drawbacks. First, a host selects a primary path to forward packets. When the primary path is broken, it uses a backup path for transmission. However, backup paths may be broken before a host uses them to forward packets. Switching to a backup path may cause more packet loss. Besides, some protocols only maintain backup paths that are equal or shorter than the primary path to avoid routing loops. The scheme forbids a host accepting longer paths even if they will stay available longer than the primary path. For example, the route A-C-D-E-B will be discarded if the route A-F-B is found first (see Figure 1 ). In addition, power consumption is an essential topic in mobile ad hoc networks. The transmission power is typically fixed during transmission. When a receiver moves closer to a sender, the used transmission power will be more than needed. The transmission power should be adjusted based on the distance between two nodes. This paper presents a dynamic route switching protocol (DRSP) for mobile ad hoc networks.
A mobility prediction method is adopted to calculate route expiration time (RET). Based on the information, a loop-free route update scheme is used to obtain backup paths that are longer-lived than the primary path. Each mobile node measures its battery expiration time at regular intervals . If the node expiration time is lower than the threshold, a source node will not select routes containing the node in route discovery phase. A route maintenance mechanism removes stall backup paths according to the route expiration time. A host that is going to run out of battery forwards route error packets to notify its upstream nodes. The source nodes thus can eliminate invalid paths immediately before they are broken. With the DRSP, the distance between two nodes can be estimated so a host can use appropriate transmission power to deliver packets.
Related Work
On-demand routing protocols do not maintain or constantly update routing tables for the latest network topology. Both DSR and AODV are popular on-demand routing protocols [2] [3] . They typically contain two major processes: route discovery and route maintenance. When a host wishes to establish a route, it will initiate a route discovery process. Route request (RREQ) packets issued by the source are flooded to the network. Intermediate nodes receiving the RREQs build several reverse paths to the source. When the destination receives an RREQ, it generates a route reply (RREP) packet and sends the packet via the reverse paths. As the RREPs are received by intermediate nodes, forward paths to the destination are established. After the route discovery process, the source find out all possible routes and it will determine a route to forward data packets. When a link failure is detected, a route maintenance process will be initiated. The host sends route error (RERR) packets to its upstream nodes, and then they forward the packets back to all source nodes using the broken link. The source receiving an RERR removes the broken route. If the source still needs to send packets, another route discovery will be proceeded.
AODV-BR, a protocol based on AODV, establishes multiple paths without transmitting any extra routing packet [4] . The primary path and backup paths form a mesh structure that is similar to a fish bone. AOMDV is an extension of AODV that has multiple loop-free and link-disjoint paths [5] . In Split Multipath Routing protocol (SMR), an extension of DSR, there are two routes for a destination in a host's routing table [6] . Data packets are split into the two paths so some network congestion can be avoided. To obtain multiple loop-free paths, AOMDV and SMR only accept backup paths that are equal or shorter than the primary path. However, the first found path is typically the shortest so some useful (loop-free) paths are discarded.
In mobile ad hoc networks, determining the stability of links is an essential issue for improving routing performance. A mobility prediction mechanism uses location information to calculate the disconnection time of routes [7] . Location information provided by the GPS is piggybacked in routing packets. With coordinates, velocity, movement direction of two nodes, the link expiration time (LET) can be computed. A preemptive routing protocol uses the signal power strength to predict the link stability [8] . When a node moves into the preemptive region, a warning packet is sent to upstream nodes for route discovery. There are also several methods using probability models for determining the link availability [9] [10].
Several energy-aware routing protocols were proposed to consume power efficiently and maximize lifetime for mobile hosts. The essence of the protocols is to distribute power consumption evenly.
Minimum Total Transmission Power Routing (MTPR) is one of the protocols that use a formula to derive total transmission power for routes [11] . With the information, a source can obtain a route with minimum total transmission power from all possible routes. Minimum Battery Cost Routing (MBCR) utilizes the remaining battery capacity of each host to select routes [12] . Min-Max Battery Costing
Routing (MMBCR) considers that the node's remaining battery is greater than a threshold [13] . The
Minimum Drain Rate (MDR) uses both energy drain rate and remaining battery power to determine routes for communication [14] . In order to reduce the transmission power, Power Control Routing (PCR) divides transmission power into N levels [15] . A host can choose suitable transmission power for sending packets. A power control protocol can also be implemented in MAC layer [16] . Moreover, the routing overhead can be distributed among mobile nodes by adopting a load balancing scheme [17] .
Dynamic Route Switching Protocol
Dynamic route switching protocol (DRSP) is both location-aware and power-aware. A mobility prediction method is used to predict the route expiration time (RET) [7] . Power information is utilized to measure the node expiration time. A power control method is also designed to reduce transmission energy.
Prediction for Power Expiration Time
The power expiration time can be estimated by the future power drain rate and the remaining battery capacity. The future power drain rate could be predicted as an exponential average of the previous power drain rate. D t+1 is the predicted value for future power drain rate and D t represents the previous average power drain rate from beginning to t th second. In order to save memory space, a host only stores the information from (t − j) th to t th seconds. The corresponding prediction function can be defined as:
In the formula, D i can be derived like this:
C i is the remaining battery capacity at i th second, C 0 is the initial battery capacity, and t i represents the interval from beginning to i th sec. In formula (1), D t+1 is composed by the recent and past power drain rates, and parameter α is related with weight of the recent and past information. When α becomes larger, the recent history's weight becomes higher. On the contrary, the past history's weight becomes higher. Let C now be the current remaining battery capacity, and the formula can be derived:
In the DRSP, each host should keep track of its power information periodically.
Power Control Method
In most existing wireless networks, the transmission power is set as a constant. Like Lucent's WaveLAN, the radio propagation range is defined as 250 meters. Nevertheless, the constant transmission power may cause waste of the battery capacity. To save energy consumption, a mobile host should change its transmission power adaptively according to the distance to the receiver. Assume that d is the distance to a neighbor and P D is the needed energy for maximum transmission range D. P adjusted represents the adjusted transmitted signal power and φ is a parameter to increase the predicted distance to neighbor.
is more than D, it will be replaced by D.
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Assumptions
Each host in the mobile ad hoc networks is equipped with GPS. Location information is piggybacked in routing and data packets. To predict power expiration time, each host should have the ability to read the remaining battery capacity from the power management components.
Data Structure
In the DRSP, each mobile host maintains five data structures: a multiple path routing table, a neighbor 
Calculate Multiple Loop-free Paths
Duplicate route request (RREQ) packets are discarded in single path on-demand routing protocols. In order to obtain all potential paths, all RREQ copies should be processed. However, it could generate routing paths with loops. The DRSP includes a new route update scheme to avoid routing loops. The scheme allows a host to accept backup paths that are longer than the primary path. The value "maximum route expiration time" (described in Section 3.3.2) is set to zero in the beginning. When a path with longer route expiration time is found, the maximum route expiration time is updated. Two rules are used for determining if the route needs update. First, a host keeps only routes with the highest destination sequence number. Second, for the same sequence number, a host accepts a route if the route has a smaller hop count or a larger route expiration time. A path with loops has a larger hop count than the correspondent loop-free path. Moreover, the value of RET in the RREQ becomes smaller due to the LET decreasing during flooding. Therefore, a route containing loops will not be accepted by the DRSP for the same route request. The route update strategy is described in Figure 2 .
Route Discovery
In route discovery process, both mobility prediction and power failure prediction are applied to select backup paths. The route discovery process has two major phases: route request phase and route reply phase. The route discovery process will be initiated when a route is requested by a source node and there is no information about the route in its routing continue to broadcast the packet. When an intermediate node receives the RREQ, it will perform following procedures (detailed algorithm shown in Figure 3 ).
1. The node measures its node expiration time (NET) first. If the NET is lower than threshold, the host will discard the RREQ. The node will run out of battery soon so the routes should not contain the node.
2. The node determines whether the RREQ is redundant or not by checking the tuple (source address, broadcast ID). If the RREQ is not redundant, the node will refresh the location information of the RREQ and forward the packet to neighboring nodes. On the other hand, it will drop the RREQ.
3. The node decreases TTL of the RREQ by one. If the TTL is smaller than zero, the host will drop the RREQ.
The node calculates the link expiration time (LET) to the previous node. If the LET is smaller
than the route expiration time (RET) stored in the RREQ, it will replace the RET by LET.
5. To transmit route reply packets to the source, the node builds a reverse path to the source based on the route update rule mentioned in Section 3.3.3.
When the destination receives the route request packet, it will send route reply (RREP) packet to the source along the reverse paths created previously. The RREP contains source address, destination address, hop count, destination sequence number, location information, and RET. The RREPs is delivered to the source through the reverse paths. Each intermediate node, forwarding the RREP, performs following operations:
1. The node determines whether the RREP is redundant or not by checking the tuple (destination address, source address, and destination sequence number). If the RREP is not redundant, the node will refresh the location information of the RREP. On the other hand, it will drop the RREP.
2. The node calculates the LET for the sender based on the RREP's location information. If the LET is smaller than the RET stored in the RREP, the LET will replace the RET.
Definitions:
rt: the route entry to the source S seqno: the sequence number in the routing 3. If the path conforms to the route update rule, the node will insert the path to its forward path list.
If not, the node will ignore the path and discard the RREP.
4. The node creates or updates the entry of neighbor table based on the location information and timestamp.
5. The node forwards the RREP to next nodes of reverse paths.
After the above process, multiple routing paths are obtained. The DRSP selects the shortest one as the primary path. If there are more than one shortest paths, a source will select the path found first.
When the primary path is broken, a host switches data traffics to the shortest backup path. During data transmitting, a host measures the distance to the next hop using the location information stored in its neighbor table. The host can adjust the transmission power dynamically. Additionally, to improve the availability of backup paths, a host periodically removes the stale backup paths based on the predicted lifetime.
Route Maintenance Strategy
Link failures in the ad hoc networks are caused by mobility, congestion, packet collisions, node failures, and so on. In the DRSP, the link layer feedback from IEEE 802.11 is utilized to detect link failures.
If a node sends packets along the broken link, it will receive a link layer feedback. When a node detects a link break, it broadcasts a route error (RERR) packet with an unreachable destination array to its neighbors. After a node receives the RERR, it will remove every entry in its routing table that uses the broken link, and then rebroadcast the RERR. On the other hand, if the node does not use the broken link, it just discards the packet. Unlike AODV, the route error packets contain not only about the primary path but also the backup paths. When the source node receives the RERRs, it removes all broken routing entries and uses the shortest available backup paths as its primary path. The source node will initiate a route discovery process if all backup paths are broken.
A link failure can be predicted by another way with the DRSP. When a host receives a data packet from its neighbor, it computes the LET of the link. If the host finds that the value of LET is lower than threshold, the host will send RERRs to the source nodes because the link between the host and its neighbor will break soon. Additionally, each host calculates its power expiration time periodically.
When the value of node expiration time is lower than threshold, the host will send RERRs to notify its neighbors. Therefore, a host can remove the invalid backup paths preemptively and reduce packet loss.
Performance Evaluation
Simulation Environment
The DRSP was evaluated using the ns-2 simulator version 2.1b9a [18] with the CMU's multi-hop wireless extensions. The IEEE 802.11 distributed coordination function (DCF) was used as the medium access control protocol. The physical radio characteristics were based on Lucent's WaveLAN. Wave-LAN was direct spread spectrum radio and the channel had radio propagation range of 250 meters and capacity of 2 Mb/sec.
The DSR, AODV, AOMDV, and DRSP were compared in the simulation. The simulation model was consisted of 50 mobile nodes randomly distributed in an 1500*300 rectangular area. The traffic pattern consists of 30 constant bit rate (CBR) sources sending 512-byte packets at a constant rate 4 packets per second. The random waypoint model was used for node movement. Each node selected a random destination and moved to the position with a specified speed. When a node arrived the destination, it stopped for a predefined pause time. In the simulation, the pause time was modelled as normal distribution and the mean value was 60 seconds. Besides, the velocity of each node was also normal distributed. The movement patterns were generated by using 6 different average velocities: 0, 2.5, 5, 10, 15, 20 m/s. The total simulation time was 900 seconds.
Simulation Results
The following metrics were used to evaluate the routing protocols:
• Average number of paths: The average number of paths found in each route discovery process.
• Successful rate of backup paths: This metric is defined as a probability of successful switching data to backup paths.
• Packet delivery ratio: The number of data packets delivered to the destinations to the number of data packets sent by the sources.
• Normalized routing load: The number of routing packets transmitted per data packets delivered.
• End-to-end delay: Average time between data packets received by the destinations and data packets sent by CBR sources. The data were collected only for successfully delivered packets.
• Throughput: The total size of data packets that are received in CBR destinations per second.
• Normalized energy consumption: The value of energy consumption per data packets delivered. Power failure was not considered in the first set of simulations. Every node functioned correctly during the simulation. Table 1 shows the average number of paths and the successful rates of backup paths for both AOMDV and DRSP. The DRSP had more routing paths in each situation. Moreover, the successful rates of backup paths in DRSP were higher than AOMDV in each scenario because DRSP removed stale backup paths periodically. The results proved that DRSP provided more useful paths than AOMDV. Figure 4 compares the packet delivery ratios for the four protocols. Though AOMDV provided backup routing paths, the packet delivery ratio of AOMDV was lower than AODV and DSR.
Without Node Failures
AOMDV did not update available backup routing paths so the hosts may switch data traffics to broken routes. With DRSP, the mobility prediction method was used to build backup paths and the dynamic route maintenance also helped to erase invalid backup routes. Therefore, the packet delivery rates with DRSP were higher than AOMDV.
Both multipath protocols had smaller normalized routing loads (shown in Figure 5 ). The DRSP provided more useful backup paths so its normalized routing load was better than AOMDV. Figure 6 shows the advantage of multipath routing protocols for reducing end-to-end delay. Instead of initiating a new route discovery, using backup paths eliminated the overhead and delay of the route discovery process. The DRSP performed better than other protocols due to more reliable backup paths. The AOMDV did not perform stably and had larger delay than AODV and DSR when moving speed was low. Broken backup paths led to local repair process for building a new route from the intermediate nodes to the destinations so the end-to-end delay for AOMDV was affected. Figure 7 is a comparison for the throughput of the protocols. Due to smaller number of routing packets and the lower end-toend delay, the DRSP transmitted more data packets than other protocols during the simulation time. routing packets so the normalized energy consumption was further enhanced. The initial energy for each node was modelled using normal distribution and the mean value was 30 joules. Based on the Lucent IEEE 802.11 WaveLAN's specification, the linear power consumption model coefficients for data sending and receiving are shown in Table 2 . In the end of the simulation, about ten nodes produced power failure.
With Node Failures
In Table 3 , the average number of paths for each protocol was smaller than the results without node failures. Node failures decreased the density of mobile hosts so less nodes could help to establish multiple routing paths. However, the successful rates of DRSP were almost the same compared to prior results. In Figure 9 , the packet delivery ratio for AODV, DSR, and AOMDV decreased compared to the previous results. On the other hand, due to node failure prediction method and dynamic route maintenance, the packet delivery ratio of DRSP was better than other protocols. The performance of the DRSP was not much affected by the faulty nodes. The AOMDV had better routing load than AODV and DSR (see Figure 10 ). With node failure prediction, DRSP outperformed other protocols in all varying speeds. A source node could avoid selecting a path with nodes that were going to run out of energy. In Figure 11 , DRSP had the best end-to-end delay with all different speed settings because some local repair processes were avoided.
AOMDV did not always perform better than both AODV and DSR due to some useless backup routing paths. Figure 12 illustrates that DRSP had the best throughput among the protocols. As shown in Figure 13 , the DRSP saved more energy than other protocols. 
Conclusion
The DRSP was developed for providing more useful backup paths for data transmission in mobile ad hoc networks. The DRSP utilizes both mobility prediction and power failure prediction to select longer-lived backup paths. The dynamic route maintenance scheme also removes invalid backup routes at regular intervals. Therefore, the better reliability of the backup paths improves routing performance.
Moreover, the DRSP uses power control method to reduce required transmission energy.
Simulation results showed that the DRSP can locate more effective backup paths than the AOMDV.
The successful delivery rates of the DRSP were about 30% higher than AOMDV. The routing load of the DRSP was also smaller than AODV, DSR, and AOMDV. For the end-to-end delay, the DRSP performed 30% faster than AODV and DSR, and 20% faster than AOMDV. Due to the less number of routing packets and the smaller end-to-end delay, the DRSP achieved the best throughput. The DRSP also reduced 20% energy consumption compared to other routing protocols. 
