Abstract. This paper studies the rate of convergence of an appropriate discretization scheme of the solution of the Mc Kean -Vlasov equation introduced by Bossy and Talay. More speci cally, we consider approximations of the distribution and of the density of the solution of the stochastic di erential equation associated to the Mc Kean -Vlasov equation. The scheme adopted here is a mixed one: Euler/weakly interacting particle system. If n is the number of weakly interacting particles and h is the uniform step in the time discretization, we prove that the rate of convergence of the distribution functions of the approximating sequence in the L 1 ( R) norm and in the sup norm is of the order of 1 p n +h, while for the densities is of the order h + 1 p nh . This result is obtained by carefully employing techniques of Malliavin Calculus.
Introduction
In a series of recent articles (see BT1] , BT2], T]), Bossy and Talay study the numerical approximation of the solutions to the McKean -Vlasov equation and to the Burgers equation. The McKean -Vlasov equation is obtained as the di usive limit of a particle system, describing the behaviour of a high density gas. Its solution is a probability law/density and it can be represented as the law of the solution of an associated nonlinear stochastic di erential equation (for further details we refer the reader to G]).
In their paper, Bossy and Talay choose to approximate the McKean -Vlasov limit by replicating the behaviour with a system of n weakly interacting particles, each following a sde discretized in time with step h 2 (0; 1]. In BT1] it is proved that when n ! 1 and h ! 0, then the empirical distribution function of these n particles converges towards the solution of the McKean -Vlasov limit with a rate at least of the order 1 p n + p h. Through some simulations it can be clearly seen that the rate in n is optimal but that the rate in h is probably better than p h. In this article, we prove that the rate of convergence of the scheme constructed by Bossy and Talay is actually at least of the order 1 p n + h, as they also suspected on the basis of some numerical simulations they ran.
To make our introduction more precise, we recall that the McKean -Vlasov equation can be described by means of four Lipschitz kernels a(x; y), b(x; y), f(x; y) and g(x; y) from R 2 to R and of a di erential operator, acting on the probability measures, de ned by where 0 is an initial probability measure. Applications and a general discussion about the above equation can be found in G artner ( G] ).
By associating a martingale problem to the operator L, t can also be characterized through the stochastic di erential equation ( where t denotes the law of the solution X t , while W is a Wiener process on an extended space, so that the natural ltration is extended with an initial independent sigma algebra G 0 , to make an F 0 -measurable random variable with law 0 . As shown by G artner, under appropriate conditions on the coe cients, there exists a unique strong solution of (1.2), X t , and its law, t satis es (1.1).
As we mentioned before, sde (1.2) is sometimes called non-linear, since its coe cients involve at the same time X s and its law. In BT1], it is suggested that the numerical approximation of (1.2) must act on two levels. On one, the usual time discretization (see KP] ) is needed, based on simulations of the increments of the driving process W. On the other, it is necessary to use some empirical measure in order to approximate the measures s that appear in the coe cients. To this purpose, the simulation scheme is expanded introducing n independent driving Wiener processes, each generating a particle through an equation that approximates (1.2) (for details see Section 3). These particles, denoted by X i , i = 1; :::; n, will interact with each other through their empirical measure, viewed as an approximation of s . By some kind of law of large numbers (or propagation of chaos as it is better known), this interaction tends to disappear as n ! 1. Bossy and Talay prove that the empirical distribution generated by the X i converges to the law of X and therefore give a method to approximate the solution of the McKean -Vlasov equation (1.1). More exactly they prove the following result, which we report here for the reader's convenience, since we will comparatively refer to it. Theorem 1.1: Let a(x; y) = b(x; y) = y and assume (H-1) there exists a strictly positive constant c such that g(x; y) c > 0; 8(x; y) 2 R 2 ; (H-2) the functions f and g are uniformly bounded on R 2 ; f is globally Lipschitz and g has uniformly bounded rst partial derivatives; (H-3) the initial law 0 satis es one of the following (i) 0 is a Dirac measure at x 0 (ii) 0 has a continuous density p 0 so that there exist constants M; > 0, 0 such that p 0 (x) exp(? x 2 2 ) for jxj > M (if = 0, 0 has compact support).
Furthermore, if u(t; ) is the distribution function of X t and u(t; ) the empirical distribution function of the sequence X i t for i = 1; :::; n, then for any xed t 2 0; T] (1.3) Eku(t; ) ? u(t; )k L 1 (R) C( 1 p n + p h):
If we substitute (H-2) and (H-3) with the stronger conditions (H-2') f 2 C 2 b (R 2 ) and g 2 C 3 b (R 2 ).
(H-3') The initial law 0 has a strictly positive density p 0 2 C 2 (R) and there exist constants M; ; > 0 such that p 0 + jp 0 0 (x)j + jp 00 0 (x)j exp(? x 2 2 ) for jxj > M, then t has a density, denoted by p t ( ), and where (z) = e ? z 2 2 p 2 . The goal of our work is to prove that the rate in (1.3) is actually 1 p n +h under conditions comparable to (H-1), (H-2) and (H-3). We will rst establish the result for the densities showing that the optimal rate in (1.4) is of the order 1 p nh + h, when = h, rather than h + 1 p nh + p h + 1.
Our e orts clearly drew inspiration from the remarks made by Bossy and Talay (see  BT1] and BT2]), who gave numerical evidence that suggested the rate of convergence was faster than what they proved.
Here we are able to achieve this better rate, by using completely di erent techniques from those in BT1]. Indeed, we carefully employ Malliavin Calculus techniques together with some ideas brought to light in a recent work by Kohatsu and Ogawa ( KO] ).
Malliavin Calculus allows to establish when the marginal densities of the solution of a sde exist and are regular, so it is indeed very apt to deal with equations, whose coe cients involve probability densities. The introduction of these techniques in this setting enabled us also to weaken the hypotheses on the coe cients as well as those on the initial density function. We establish this result in Section 2 and it is quite related to similar ones obtained by Florchinger (see F] ), who was interested in an application of Malliavin Calculus to ltering theory, which required the study of the smoothness of densities for time dependent systems.
The main di erence between Florchinger's results and ours is that we do not require any boundedness for the coe cients, since we show that a global H older property in t is indeed su cient. This property is in fact satis ed by the coe cients of (1.2), so we can apply the same results of existence and smoothness of the densities to the process under study. Another di erence is the introduction of an initial random variable. If one were to introduce an uniform H ormander type condition on the coe cients, this di erence would be minor. But applications force the study of the case when the initial random variable is supported on the whole real line. Therefore such an uniform H ormander type condition would be very restrictive. Here we only require some tail conditions on the initial random variable. In order to carry out the proof in this case one needs to study carefully the behaviour of all the bounds with respect to the initial random variable.
In Section 3 we study the approximation errors of the particle method used to approximate the solution of (1.2), this analysis relies on a technique very di erent from the one used by Bossy and Talay. We try to avoid as much as possible any L p estimates in order to obtain the rate h instead of p h in (1.3). This is obtained via an approximation method which is brie y explained at the end of Theorem 3.7.
The basic idea is as follows: Consider formally the quantity
The second term is about the order 1 p n (some correlation structure between the X j has to be studied). The rst is a term of the same kind that arises in classical weak approximation procedures, except that in our case discretization both in time and in space (measure discretization) is used. By analyzing separately the two discretizations one gets a rate of convergence of the order of h + 1 p n . To carry out this idea is not as easy as explained above. It presents some extra complications with respect to the classical case of di usions. But it is essential for our method to work, that we run a separate study of the time and space discretizations.
The results for approximations of the distribution function of X t are obtained with similar techniques as those used for the density functions. For this reason we decided to explain in detail this second case, technically more demanding, and to sketch the proofs for the rst.
We hope the methods exposed here will help develop similar results also for the Burgers equation and in general, for non-linear equations.
Our results can be easily written in the multidimensional case, but to keep notations and proofs simple, we decided to restrict ourselves to only one dimension.
The paper is subdivided as follows. In Section 2, we give the preliminary results that enable to conclude the existence and smoothness of the densities of the solution of (1.2). This is where we modify Florchinger's results to our needs. In Section 3 we establish our results for densities, while in section 4 we summarize those and we derive the distribution function case.
As usual we adopt the convention of writing the same letter (usually C) for a constant even if it changes from line to line. This constant is always independent of h, n and the partition of the time interval. Unless otherwise stated we will also assume without loss of generality that all constants are bigger than 1. ?! R are all smooth with bounded derivatives, let us call M the common constant dominating these all. This set of hypotheses will hold throughout the paper and we refer to it as (H0). We are going to study the existence and smoothness of the density of the solution of (2.1). From now on, for ease of writing, we will call a(t; x) = a(x; F(x; t )) and b(t; x) = b(x; G(x; t )). Next, we introduce a series of hypotheses that we need for our goal. (H2) The function b is bounded, let us say by the same constant M as in (H0).
Preliminary results
(H3) has a density u 0 for which there exist positive constants , , and such that u 0 (x) exp(? x ) for jxj :
With this notation, the hypothesis corresponding to (H-1) in Theorem 1.1 should be b(0; x) c > 0, for all x 2 R and it is clear that (H1) requires much less than this.
Hypothesis (H2) is similar to (H-2') in Theorem 1.1, note that the smoothness in the coe cients is needed here to be able to study the smoothness of the density. Finally, (H3) is slightly weaker than the corresponding (H-3').
Another di erence is given by the fact that in Theorem 1.1 all three conditions are assumed, while we are going to show, by means of Malliavin Calculus techniques, that is necessary to assume only (H1) and either (H2) or (H3).
Since all the results in the paper rely heavily on Malliavin Calculus, we want to introduce here some of its terminology very brie y. We are now able to state and prove the main result of this section about the marginal densities of X. We remind the reader that, from now on, we will assume all our quantities to be one dimensional and we will use the multidimensional notation for Malliavin Calculus only later on, when needed. In this setting the Malliavin covariance matrix clearly reduces to F = jjDFjj 2 L 2 (T ) . The rst di erence lies in the fact that Florchinger considers both coe cients to be bounded, while here we are taking only the di usion one as such. By examining carefully his proof, it can be realized that the boundedness of the coe cients is required in order to de ne a certain constant, denoted K X in inequality (1.17) of page 208 K X = sup r2f0;:::;mg sup (t;x)2 0;T ] R (jX r (t; x)j + jDX r (t; x)j; where X 0 is the drift coe cient, while X 1 ; : : : ; X m are the di usion ones. In truth, the hypothesis on the drift coe cient is redundant, in fact the proof involves only the di usion ones, therefore it is holds if we simply drop the requirement for r = 0. In our case this amounts to using the constant
which is certainly bounded, by virtue of (H2).
When b is bounded the second di erence becomes minor. This di erence consists of changing the initial condition in F] from a deterministic to a random one, the same argument goes through, thanks to the integrability of . One then proceeds along the same lines and proves the smoothness of the densities of the solution.
Let us now assume (H3). Here the fact that is random creates a signi cant problem as b is not bounded anymore. In fact bounds for will show up in almost all the expressions (through the presence of ) when using the Lipschitz property of b. This argument is somewhat involved, although the basic idea may be simple. As quite a few changes are required, we explain the technique more at length.
In this case a and b may be not bounded, but we are able to compensate this drawback by the fact that they are H older uniformly on the whole space, while in F] this property is satis ed only locally.
Let t denote the derivative of the stochastic ow associated with equation (2.2) In order to do so, we divide this probability into two parts, by xing 2 R + P(
Clearly for p 2 we will use hypothesis (H3), which gives P(j j > ) C exp(? ) for
. At the end of the proof, we will specify how to choose to have (2.3) satis ed.
As for p 1 , we rst note that, given (H1) and j j , one also has that for some universal constant c. Let us x the quantities r = R=2 and t 0 = R 2 =2; clearly, without loss of generality, we can assume that t 0 t, moreover we de ne the stopping time = inffs : jX s ? j r or j ?1 s ( ) ? 1j 1 2 g^t 0 . To subdivide further p 1 , we take a partition 0 = t 0 < t 1 < ::: < t N = t 0 with mesh jt i+1 ? t i j < := 4 and N = t 0 ] + 1, so that we can write 
Recalling that N < t 0 + < 2t 0 , we can dominate the above by and choosing = O(j log( q= )j 1= ) the result follows.
From the previous theorem we know that there exists a unique solution to (2.1) with smooth density, which we denote by p t (x), that we are eventually interested in approximating.
In order to relate the unique solution of (2.1) to the McKean-Vlasov equation we recall that, under appropriate conditions (see G]), the distribution function of X t , denoted by u(t; x), satis es the equation Therefore, it becomes of interest to approximate both the distribution and density function of X t for xed t > 0. In order to do this, in the next section we introduce a particle method described in Bossy and Talay BT1] and BT2] and we evaluate the rate of convergence of this method to the solution.
Particle method
In this section we describe the actual particle method that we use to approximate p t (x), the density of the solution of (2.1).
In order to do so, we proceed by steps.
( with C a positive constant that depends only on M, q; n and T.
By virtue of this Lemma, we can prove the following result about the Malliavin covariance matrix that, later on, will help us establish the convergence rate of the approximations towards the solution.
In the rest of the article we will assume that (H0), (H1) are satis ed and that either one of (H2) or (H3) Consequently we obtain (3.9).
Step 3: Let us consider the set A = fj X t + ; where in the last passage we used Fubini's theorem. In order to prove all the statements involving a random midpoint one uses this exchange of integrals to work with speci c processes rather than random midpoints.
Following N2], for any two random variables M; N 2 D 1 , so that M 2 \ p>1 L p and f 2 C 1 p , the following integration by parts formula holds In order to assure the interchange between the limit and the integral in the fourth passage, we are going to show that the family of functions is uniformly integrable. This will conclude the proof of (3.11).
Uniform square integrability su ces, so we want to prove that sup a2 We can pass to the second step of our procedure. This is rather more complicated than the rst one and it will need several lemmas for its proof. Here we introduce the rst one Lemma 3.5: Let W andW be two independent Brownian motions, so that equations (2.1) and (3.1), de ning X and Y , are driven by W, while the independent copies of those, X andỸ , are driven byW. E 00 = E Ẽ denotes the expectation on the canonical product space ~ . Let V h ; Z h be two sequences of processes adapted to the ltration generated by W, such that Proof: We will prove (3.18) only when j 1 = 1; j 2 = 1, which is computationally the most cumbersome case, all the others can be treated similarly by applying the integration by parts once or twice less. Later we will specialize the calculations for = To prove the second result in the statement, with (p) h 2 in place of , we restrict to the case j 1 = 2; j 2 = 1 (also to give an idea on how to deal with a di erent case) and we denote by Z ; W only of the rst term, as the proof is the same for both.
If and we may proceed as before.
Another point that we would like to remark is that in the previous proof one might assume a lower degree of integrability in (3.16), provided one chooses to penalize more the other terms, when apllying H older's inequality.
The main result for the second step is summarized in the following Theorem 3.7: Under the same hypotheses as in Let us remark that, due to the regularity of the kernels f and g, the coe cients F; G result di erentiable, hence adding and subtracting the proper terms in the above expression and applying the mean value theorem on each of the di erences we obtain respectively applied to Y (s) and (Y (s) ;Ỹ (s) ; Y s ;Ỹ s ), verify condition (3.17), with bound C 2 = 2 2(i+1) M 2(i+2) for the derivatives of order i, in the worst of cases. Besides E t and its inverse are solutions to SDE's with smooth initial condition and coe cients with bounded spatial derivatives. Therefore it is not di cult to prove that they satisfy for n = 0; By the previous lemma, the rst term in the right hand side of the inequality is certainly less than or equal to Aht, hence let us focus our attention on the other two terms.
First of all let us rewrite the above inequality, by using the midpoint notation (3. having chosen R 0 = max(A; CC 1 ), which is independent of t; x and h. Similarly as in Lemma 3.8 one proves that for a random function u :
R 2 ! R with derivatives bounded by M uniformly in R 2 one has that jẼ(u(Ỹ t ;X t )Ẽ tŨ1 (t))j h(R 1 t + R 2 1 t 2 2 ) where R 1 only depends on M and C appearing in Lemma 3.2. Taking R = max(R 0 ; R 1 ) the proof for k = 1 nishes noting that R only depends on M and C of Lemma 3.2. Now that the step k = 1 is proven, it is clear that the same proof, without changing the constants, goes through substituting U 1 and U 0 respectively with U k and U k?1 . This concludes the proof.
We now want to establish the same result as Theorem 3.7, for the L 1 norm. This nishes the proof of (3.3). For (3.5) the proof is similar to the one for (3.4).
Conclusions
In this work, we have analyzed the rate of convergence of a particle method introduced by Bossy and Talay in order to approximate the solution to the Mc Kean-Vlasov equation and we showed that the rate of convergence is faster than the rate obtained by the authors in their article. On the other hand, the rate of convergence obtained here seems to match their simulations run in the particular case of the Burgers equation.
We also analyzed the rate of convergence when approximating the marginal densities of the solution. In order to carry out the necessary calculations we had to study the existence and smoothness of these densities.
The problem of obtaining the optimal rate of convergence for the Burgers equations is still open and the authors hope the method developed here might apply, if properly adapted, also to this case.
Some straightforward generalizations of the above results were not included in our exposition for reasons of space. For instance, it is not di cult to consider the case when also the initial random variable has to be approximated or when the measurements of the error is done through the variances (i.e. L 2 ( )) rather than through the expectations. Yet another generalization is to consider approximations of the type rather than h ; if = O(h r ) for some r > 0 a similar analysis can be carried out.
Finally we remark that the condition n = O( 1 h ) k for some k > 0 in Theorem 3.1 (used to obtain Lemma 3.13) is merely technical rather than restrictive, since k can be chosen freely.
