PROBABILISTIC FAULT DIAGNOSIS AND PROGNOSIS IN PRECOGNITIVE MAINTENANCE FOR HIGH-PERFORMANCE MANUFACTURING INDUSTRIES by YAN HENGCHAO





NATIONAL UNIVERSITY OF SINGAPORE
2016





(B.Eng., East China University of Science and Technology, 2012)
A DISSERTATION SUBMITTED
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING
NATIONAL UNIVERSITY OF SINGAPORE
2016
Declaration
I hereby declare that this thesis is my original work and it has
been written by me in its entirety. I have duly
acknowledged all the sources of information which have
been used in the thesis.






Pursuing Ph.D. degree is the most challenging in the twenty-six years
of my life. Looking back this four years Ph.D. journey with the best
and worst memories at the Department of Electrical and Computer
Engineering (ECE), National University of Singapore (NUS) has taught me
to Be Humble, Be Dedicated, & Be Perseverant. I cherish every delightful
and frustrating moment during my Ph.D. study. I believe that not only
research skills and technical expertise, but also personal characteristics I
learnt from my supervisor and many other role models in NUS will benefit
my future career and life very much. Writing this Ph.D. dissertation would
not have been possible without the help, support, and encouragement from
a number of nice people around me. I will take this opportunity to give
sincere thanks to every important person alongside me in this journey.
First and foremost, I would like to express my heartfelt gratitude to
my Ph.D. supervisor, Prof. Pang Chee Khiang, Justin for his excellent
supervision, invaluable motivation, and constant patience throughout my
four years Ph.D. study. I am indebted not only to his immense knowledge
and persistent help in gaining insights to my research topic, but also to
his professionalism, enthusiasm, and diligence that inspired me to move
forward. I truly admire his dedication for conducting the world-class
ii
research, which has always been a source of academic inspiration to me. I
am also indeed thankful to Prof. Pang for his invaluable contribution of
time, research ideas, and financial funding that made my Ph.D. experience
productive and passionate. Time flies, while I still have fresh memory
about every single lesson he has taught. Furthermore, I sincerely thank
Prof. Pang for his numerous discussions on my research work, mathematic
rigorousness, technical writing, etc. In particular, I am grateful for his
presence and support during my oral presentation in Proceedings of the
2015 IEEE IECON. I am extremely fortunate to know and work with such
a great advisor and brilliant teacher.
Special thanks must go to Dr. Zhou Junhong of A*STAR Singapore
Institute of Manufacturing Technology (SIMTech) for her patient guidance
on my research work. Her abundant technical expertise and industrial
experience have opened up many opportunities for me to work closely with
realistic engineering systems and various industry fields. I am grateful for
her warm concern, kind encouragement, and never-ending care, especially
during the tough times in my Ph.D. pursuit. I would like to thank Prof.
Pang and Dr. Zhou for their attendance and insightful ideas on my research
progresses in our monthly research discussion. Special thanks also go
to my Thesis Advisory Committee, for their guidance and constructive
suggestions. Without them, this dissertation would not have been possible.
I would like to thank Dr. Chan Hian Leng, Dr. Luo Ming, Dr. Li Xiang,
Dr. Geramifard Omid, and Dr. Le Tung from A*STAR SIMTech for their
hospitality and support during my research attachment. Members of the
research group deserve my cordial gratitude for their friendly assistance
and stimulating discussion. I would like to thank all staffs and students
iii
in Advanced Control Technology Lab. This group has been a source of
friendship. I am especially thankful to Dr. Tan Yan Zhi, Dr. Yan Weili,
Mr. Zhu Haiyue, Mr. Mathew Josey, Mr. Hu Bin, as well as Mr. Yip
Chun Ming, Tommy for their warm help and encouragement.
I sincerely acknowledge the Department of ECE, NUS for giving me
financial support in the form of NUS Research Scholarship and A*STAR
SIMTech for providing me the opportunity of research student attachment
programme.
I am truly indebted to my parents Mr. Yan Long and Mrs. Wang
Qingli for their love, nurture, inspiration, and support. I must thank them
for accompanying me to experience every setback and encouraging me to
keep strong during times of frustration I nearly wanted to give up. Their
continued love has always been my driving force, which never makes me
feel alone to pursue my dreams. Best wishes for them with good health
and happiness. I hope this work could make you proud, my parents.
Last but not least, I must express my thanks to Mr. Wang Zhongzheng,
Mr. Hou Yuxin, Mr. Tian Xu, Mr. Su Ye, and all my close friends in China,
Singapore, and other parts of world, who have my back and are always my
courage source. I have to say it is great to know and have all of you. Cheers
to our friendship lasting ever and forever.
iv
Abbreviations
AIC Akaike Information Criterion
ANN Artificial Neural Network
ARMA AutoRegressive Moving Average
ARMAX AutoRegressive Moving Average with eXogenous inputs
BFGS Broyden-Fletcher-Goldfarb-Shanno
BPNN Back-Propagation Neural Network
CBM Condition-Based Maintenance
CD Contrastive Divergence
CDF Cumulative Distribution Function
CM Condition Monitoring
CNC Computer Numerical Control
DBN Deep Belief Network
DFI Dominant Feature Identification
EHI Equipment Health Index
ELM Extreme Learning Machine
EM Expectation Maximization
EPF Enhanced Particle Filter
GMM Gaussian Mixture Model
IG Inverse Gaussian
v
LSE Least Square Error
MLE Maximum Likelihood Estimation
OM Opportunistic Maintenance
PAC Portable Analyser Console
PD Partial Discharge
PDF Probability Density Function
PF Particle Filter
R&D Research and Development
RBM Restricted Boltzmann Machine
RMSE Root-Mean-Square-Error
RTF Run to Failure
RUL Remaining Useful Life
SMOTE Synthetic Minority Over-Sampling Technique
SOM Self-Organizing Map
SVM Support Vector Machine






Table of Contents vii
Summary xi
List of Tables xiv
List of Figures xvii
List of Symbols xx
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Literature Survey on State-of-Art Techniques . . . . . . . . . 5
1.2.1 Fault Diagnosis . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Prognosis . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.3 Inspection and Replacement Strategy . . . . . . . . . 11
1.3 Motivation of Dissertation . . . . . . . . . . . . . . . . . . . 12
vii
1.4 Contributions and Organization . . . . . . . . . . . . . . . . 14
Part I Fault Diagnosis: Classification 18
2 Gaussian Mixture Model for New Categories Using Bal-
anced Data 19
2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Mathematical Preliminaries . . . . . . . . . . . . . . . . . . 21
2.2.1 Gaussian Mixture Model (GMM) . . . . . . . . . . . 21
2.2.2 Semi-Supervised Learning . . . . . . . . . . . . . . . 22
2.3 Proposed GMM Diagnosis Framework for New Data Cate-
gories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 Auto-Selection Strategy on GMM Component Number 26
2.3.2 Framework Flowchart . . . . . . . . . . . . . . . . . . 29
2.4 Industrial Case Studies . . . . . . . . . . . . . . . . . . . . . 32
2.4.1 Industrial Fault Simulator of Rotary Machine . . . . 33
2.4.2 PD Measurement of Electronic and Power Equipment 43
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Deep Learning Techniques Using Imbalanced Data 48
3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Deep Learning Techniques . . . . . . . . . . . . . . . . . . . 50
3.3 Industrial Case Study . . . . . . . . . . . . . . . . . . . . . . 52
3.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . 52
3.3.2 Fault Diagnosis Results Under Imbalanced Data . . . 55
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Part II Prognosis: Degradation PDF and RUL Prediction 64
viii
4 Enhanced Particle Filters for Periodic Inspection 65
4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2 Mathematical Preliminaries . . . . . . . . . . . . . . . . . . 66
4.2.1 Bayesian Estimation . . . . . . . . . . . . . . . . . . 67
4.2.2 Particle Filters . . . . . . . . . . . . . . . . . . . . . 68
4.3 Proposed EPF Prognosis Framework . . . . . . . . . . . . . 69
4.3.1 Transition-Based ARMA Model . . . . . . . . . . . . 70
4.3.2 Enhanced Particle Filters (EPFs) . . . . . . . . . . . 74
4.4 Industrial Case Study . . . . . . . . . . . . . . . . . . . . . . 77
4.4.1 Experimental Setup . . . . . . . . . . . . . . . . . . . 78
4.4.2 Probabilistic Prognosis Results . . . . . . . . . . . . 81
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5 Gamma Process for Aperiodic Inspection 95
5.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Mathematical Preliminaries . . . . . . . . . . . . . . . . . . 96
5.2.1 Gamma Process . . . . . . . . . . . . . . . . . . . . . 97
5.2.2 Aperiodic Inspection Strategy . . . . . . . . . . . . . 99
5.2.3 Recursive MLE Algorithm . . . . . . . . . . . . . . . 101
5.3 Proposed Gamma Process Prognosis Framework . . . . . . . 105
5.4 Industrial Case Study . . . . . . . . . . . . . . . . . . . . . . 109
5.4.1 Examples of Recursive Parameter Updates . . . . . . 110
5.4.2 Wear PDF Prediction Under Aperiodic Inspection . . 110
5.4.3 Comparison Results . . . . . . . . . . . . . . . . . . . 116
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6 Optimization of Non-Fixed Periodic Inspection 123
ix
6.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.2 Proposed Inspection Strategy for a Multi-Stage System . . . 124
6.2.1 Strategy Description . . . . . . . . . . . . . . . . . . 125
6.2.2 Multi-Stage Degradation Modeling . . . . . . . . . . 129
6.3 Construction of Overall Repair Cost Functions . . . . . . . . 130
6.3.1 Cost Function in Stage k for k = 1, 2, ..., K − 1 . . . . 131
6.3.2 Cost Function in Final Stage K . . . . . . . . . . . . 134
6.4 Industrial Case Study . . . . . . . . . . . . . . . . . . . . . . 143
6.4.1 Optimal Solutions of Non-Fixed Periodic Inspection
Intervals . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.4.2 Inspection and Replacement for Unobservable Degra-
dation Process . . . . . . . . . . . . . . . . . . . . . . 147
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7 Conclusion and Future Works 154
Bibliography 160
List of Publications 187
x
Summary
In an era of intensive competition where the manufacturing efficiency
must be maximized, unexpected downtime and breakdown failures are
more expensive than before. To improve weaknesses existing in reactive,
preventive, and condition-based maintenance, precognitive maintenance is
actively pursued in high-performance manufacturing industries nowadays.
It targets to use the mixed time-/condition-based monitoring information
for probabilistic assessment of machinery health condition under aperiodic
inspection. This dissertation incudes two parts for fault diagnosis and prog-
nosis, where novel frameworks and algorithms are proposed in precognitive
maintenance to improve the performances of fault diagnosis with balanced
and imbalanced data, probabilistic diagnosis under periodic and aperiodic
inspection, and inspection strategy optimization.
After a brief introduction about traditional maintenance management,
state-of-art condition monitoring techniques are surveyed. Motivation and
organization of this dissertation are also detailed.
One limitation of conventional diagnosis approaches is that they
misclassify data samples from new types of faults into the existing types
defined from training. A probabilistic fault diagnosis framework is explored
to detect new types of faults with balanced data. Gaussian Mixture
xi
Model (GMM) using the semi-supervised learning is developed to obtain
probabilistic classification results, which are used to improve the overall
diagnosis strategy. For testing, above framework categorizes new types of
faults via two steps.
As a statistical approach, GMM usually requires sufficient training
data to capture the underlying characteristics. In reality, imbalanced data
frequently occurs in industrial systems. Owing to the strong capability of
nonlinear pattern recognition, deep learning techniques including restricted
Boltzmann machine and deep belief network are individually investigated
for fault diagnosis using imbalanced data.
Fault diagnosis belongs to a posterior event analysis, while prognosis
is a prior event forecast. Next, a novel Enhanced Particle Filter (EPF)
prognosis framework is proposed to predict the degradation Probability
Density Function (PDF) and remaining useful life under periodic inspec-
tion. A transition-based ARMA model is designed as the state-space model.
Conventional particle filter is enhanced for degradation PDF prediction,
whose monotonic prediction is guaranteed and the number of particles is
time-varying to save computation time.
In general, EPF has issues including expensive computation cost, im-
precise PDF approximation, and sequentially fixed prediction step of time-
series regression models. Next, my prognosis framework is extended for
the degradation PDF prediction under aperiodic inspection. Degradation
PDF is mathematically calculated via a stage-based Gamma process, where
a recursive maximum likelihood estimation algorithm online updates model
parameters to better capture degradation gradients.
Finally, a novel non-fixed periodic inspection strategy is formulated and
xii
optimized for a multi-stage degradation process, where non-fixed periodic
inspections are applied at different stages to save overall maintenance cost
and provide safely running condition. The overall cost function of each
degradation stage is mathematically constructed, and optimal solutions of
above inspection intervals are obtained by minimizing the corresponding
cost function.
To fulfill the safety and efficiency demands from high-performance
manufacturing industries, this dissertation presents novel probabilistic
diagnosis and prognosis techniques leading to optimal inspection strategy
in precognitive maintenance. The effectiveness of my proposed frameworks
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In an era of intensive global competition where the manufacturing cost
has to be minimized and operation efficiency must be maximized, the
unexpected downtime due to machinery breakdown has been more costly
and unacceptable than before. To improve the manufacturing profitability
and productivity, a lot of manufacturing industries are paying more and
more attentions on proper maintenance management nowadays. Although
the impressive improvements on inspection and maintenance technologies
have been achieved in the past two decades, breakdown failure, safety
hazard, as well as inferior product quality could be further prevented sig-
nificantly during operation, if one novel maintenance management is going
to be effectively proposed and applied in high-performance manufacturing
industries.
1.1 Background
The desire and need for various equipment health monitoring along with
effective maintenance have been around since human beings invented
1
and operated complex manufacturing systems after the Industrial Revo-
lution. Without appropriate maintenance management, severe machinery
degradation and equipment fault may cause expensive economic losses
and operating risks in industry. The economic consequences from an
unexpected one-day downtime could be as high as up to e100,000 to
e200,000 nowadays [1]. As such, the demand for effective monitoring
technologies and maintenance strategies is increasing especially in high-
performance manufacturing industries, which aims to provide an early
warning for an imminent equipment failure. For instance, in the field
of wind turbine, the replacement prior to failure can allow for an up-
tower repair with total cost of US$50, 000 versus a down-tower repair
in which the generator or gearbox have to be dropped, repaired, and
reinstalled with cost including new gearbox of US$250, 000 plus crane rental
of US$150, 000 [2, 3]. To maximize facility availability with less cost as well
as guarantee continuous manufacturing with less downtime, maintenance
management has been developed under extensively academic and industrial
progresses in last two decades.
As a traditional but non-heuristic strategy, reactive maintenance will
passively execute the repair actions only after failures or faults occur [4–6].
As operating systems will be repaired under the “as-needed” situation,
it is easy to evaluate the repairing moment and investigate the faulted
components, while reactive maintenance leads to the inevitable downtime,
repair delay, and loss of equipment. It is low efficient and unacceptable
especially for zero-downtime systems such as aviation industry, nuclear
power plant, etc.
To reduce adverse consequences from reactive maintenance, main-
2
tenance management is transferred into preventive maintenance, which
depends on the historical logged information to schedule the machinery
inspection and trigger repairing alarms before fault or failure happens.
Preventive maintenance targets to periodically overhaul the equipment,
whose life distribution is statistically approximated based on the expert
knowledge and historical event information such as average operating
duration, average failure moment, total failure times, etc. In preventive
maintenance, the repair has to be executed under constant intervals to
achieve a compromise between the short interval’s cost and long interval’s
risk. Liu et al. [7] optimized a maintenance threshold for continuously
monitored degradation with multiple failure modes. Zhang et al. [8]
integrated a burn-in process into an inspection-replacement policy, and
similar concerns were also in [9]. Periodic maintenance schedule on a multi-
component system was proposed subject to hidden failures in [10] as well.
Opportunistic Maintenance (OM) [11–13] is a systematic combination
of reactive and preventive maintenance to reduce the operation downtime
and improve its efficiency. It will utilize an opportunity of system
shutdown or reactive maintenance on one machinery component to perform
preventive maintenance on other potential components required in an
immediate future. OM is usually scheduled for a multi-component system,
in which either perfect or imperfect preventive repair can be applied to
optimize the total maintenance cost with a required reliability [14–17].
Zhou et al. [18] proposed an OM scheduling algorithm for the multi-unit
series system based on the dynamic programming. Genetic algorithm can
be also implemented to obtain the optimal OM solutions [19]. Tambe et
al. [20] considered an OM model with a constraint of resource availability
3
requirement. Decision-maker’s preferences were considered into OM in [21]
for the sugar cane field in reality. In addition, OM can be proposed for
many other industrial fields [22], which has been surveyed in details in [23].
Although there are many pioneer works on OM for the multi-component
system, OM also holds a premise similar to above preventive maintenance
that the component residue time is identical following a known distribution
like Possion and Weibull distributions [20–22]. Implementation of a general
statistical distribution could basically describe the whole life cycle of similar
processes and make OM optimization tractable, while it is worth noting
that perhaps it is too rough to precisely fit all individuals due to their
internal diversity and external uncertainty [24–26]. In addition, without
properly considering the real-time operating and monitoring information,
both preventive maintenance and OM may be still conservative to cause
unnecessary asset wastes in industry.
As another popular maintenance management applied nowadays,
Condition-Based Maintenance (CBM) relies on the Condition Monitor-
ing (CM) information [7, 10, 27–29]. It targets to effectively monitor the
equipment health condition and improve the repair efficiency, compared to
above time-based maintenance technologies. Since CM data contains real-
time operating information, CBM could plan out a “tailor made” inspection
and repair strategy for each individual component during one operation
cycle, rather than for a multi-component system like in OM. Especially
in last decade, extensive research works on CBM have appeared including
its theoretical analysis and practical implementation. Actually, several
literature articles have reviewed the CBM Research and Development
(R&D) in details [1, 2, 5, 25, 30–32].
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Without the self-repairing ability, machinery degradation gradually de-
teriorates along with the operating time, which must be strictly monotonic
increasing. In reality, any machinery degradation will not be infinite
and will break down after it exceeds a certain failure threshold. As
such, degradation process can be regarded as a class-K function [33].
For current degradation inspection and replacement, it is worth noting
that either time-based monitoring information is applied to estimate a
reliability model in preventive maintenance, or condition-based monitoring
information is applied to fit a deterministic model in CBM nowadays. Due
to complexities and inherent nonlinearities of realistic engineering systems,
a single deterministic model may not be able to achieve good performances.
As such, precognitive maintenance is actively pursued in industry
currently [34–39], which targets to use the mixed time-/condition-based
monitoring information for the probabilistic assessment of equipment
health condition under aperiodic inspection. In consideration of un-
certainty and randomness in reality, this dissertation mainly focuses on
the investigation and exploration of precognitive maintenance for high-
performance manufacturing industries.
1.2 Literature Survey on State-of-Art Tech-
niques
With advanced development on sensor, computing, and communication
technologies, CBM has been designed for many industrial fields [40–43].
Similar to overall structure of CBM, precognitive maintenance consists
of four functional blocks, namely, data acquisition, data processing, fault
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diagnosis and prognosis, as well as inspection and replacement strategy, as
shown in Figure 1.1.
Data Acquisition 
 
• Sensor implementation 




• Periodic inspection strategy 
• Aperiodic inspection strategy 
• Inspection strategy optimization 
Data Processing 
 
• Feature extraction 
• Dimension reduction 
Fault Diagnosis and Prognosis 
 
• Fault detection, location, diagnosis 
• Machinery degradation prediction 






Beginning time Current time 
Fault Diagnosis Prognosis 






• Physics-based modeling 
• Data-driven modeling 
Figure 1.1: A typical precognitive maintenance framework.
Data acquisition logs both historical time-event and real-time CM
information from manufacturing industries. The realistic systems can be
indirectly monitored under electrical and electronic instruments by other
physical quantities such as force, acoustic emission, vibration, curren-
t etc. [44–49]. Since various sensors have their corresponding advantages,
the fused CM data with multiple sensors is able to provide a complementary
manner and adequate information to enhance the comprehensiveness [50].
Raw CM data logged from sensors is required to be processed for re-
moval of redundant or irrelevant information. Both feature extraction and
dimension reduction are necessary. For feature extraction, time-domain,
frequency-domain, as well as event-based processing techniques can be
implemented to extract representative features from raw sensor signals [5,
51]. For dimension reduction, in order to improve calculation efficiency
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without information loss, the feature dimensionality and complicity can
be effectively reduced via principal component analysis [52, 53], principal
feature analysis [54], Dominant Feature Identification (DFI) [55–57], etc.
Traditionally, diagnosis and prognosis are two terms commonly used in
medical domain. Diagnosis being the identification of diseases through the
symptom observation, while prognosis is the prediction of various outcomes
of the illness. With the introduction of these concepts to the engineering
field, fault diagnosis aims to identify the equipment fault or anomaly
through observation of sensor signals, while prognosis is interpreted as
the prediction of machinery degradation and expected deterioration trend
in future [58]. As two vital objectives, fault diagnosis and prognosis are
for purpose of the pattern recognition from the high-dimensional space of
CM sensor information to the low-dimensional space of machinery health
condition.
1.2.1 Fault Diagnosis
Fault diagnosis contains the fault detection, fault location, and fault
investigation. Mission of fault detection is to check whether fault has
occurred or not, the fault location aims to find out faulted parts or
components, and task of fault investigation is to identify reasons causing
failure or faults.
Methodologies implemented in fault diagnosis [1, 5, 59–61] can be
classified into two main categories, namely, physics-based and data-
driven methodologies. Physics-based methodologies target to analyze
machinery structures for the explicit mathematic modeling to diagnose
the corresponding faults [62, 63]. Typically, the fatigue crack growth
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can be analyzed via physics-based model. Paris et al. [64] pioneered
the Paris’ Law, which uses the intensity factor to characterize the crack
rate during the crack propagation. Pugno et al. [65] reviewed R&D of
Paris’ law and generalized Paris’ law for the fatigue crack growth. Similar
applications were also mentioned in [66, 67]. Although fault diagnosis could
be effective and precise based on a well-designed physics-based model, due
to structure complexities in reality, physics-based methodologies may be
too complicated to be widely applied in many realistic engineering systems.
As such, with less requirements on sophisticate expertise, the data-driven
methodologies are explored, developed, and implemented in industry.
Data-driven methodology includes statistical approaches such as
Gaussian Mixture Model (GMM) [68–70], K-means, Bayesian frame-
work etc. [71–73] as well as machine learning techniques [37, 74–79].
Although they have been applied in many industrial fields, most of them
execute the hard assignment, which classifies each testing data sample
into a certain fault category. In realistic engineering systems especially
with multiple components, different machinery health conditions may still
share some similar characteristics. In this case, the hard assignment is not
sufficient to fully reflect realistic situations. To overcome above drawback,
soft assignment can better diagnose the machinery faults associated with
the probabilistic information such as classification confidence. As a popular
soft assignment approach, GMM [69] depends on the Gaussian components
to calculate classification probabilities of one testing data sample into each
fault category and use above confidence scores in deriving its probabilistic
classification results. As such, maintenance engineers may rely on the
probabilistic fault diagnosis to better investigate, confirm, and overhaul
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the faulted components.
It is also worth noting that statistical approaches usually require enough
training data in order to capture the statistical characteristics of the
monitored system. They may not be well-fitted if the number of training
data samples is seriously imbalanced or data samples from some categories
are not large enough. In realistic manufacturing industries, the imbalanced
CM data would happen especially under faulty conditions. Unlike the
statistical approaches, deep learning techniques [80–83] are also commonly
applied for classification issues as well. According to the probabilistic
training, they can better extract the underlying characteristics and mimic
the source distributions even with the imbalanced data and nonlinear
complexity.
1.2.2 Prognosis
Prognosis aims to predict the machinery health condition, future de-
terioration trend, Remaining Useful Life (RUL), and Time to Failure
(TTF) [84–87]. As such, above fault diagnosis belongs to posterior event
analysis, while prognosis is regarded as a prior event forecast.
Similar to fault diagnosis, methodologies applied for prognosis are also
divided into physics-based, machine learning, and statistical approaches.
As a black-box structure with the high-order nonlinearity, machine learning
techniques mainly include neuron fuzzy system [45, 88, 89], Artificial Neural
Network (ANN) [90–93], Support Vector Machine (SVM) [94–96], and
Bayesian network [71, 97–99]. In particular, many types and structures of
ANN have been developed in last two decades [100–102]. Neural network
and fuzzy system can be also integrated as a complementary tool for
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prognosis [103].
Statistical approaches are also popular for prognosis, whose internal
structures could be easily explainable compared to machine learning
techniques’. Time-series regression models mainly analyze the autocor-
relation and cross-correlation information [104]. Based on above time-
series regression as state-space models, the filtering-based approaches use
the Bayesian forecasting theory [105] to estimate the posterior states and
predict the prior states. Kalman filter was employed in [106–108] to assess
the damage states and predict the RUL of realistic systems. However, due
to the assumptions on the linear system and Guassian noises, Kalman
filter has its limitations. Particle Filters (PFs) as a sequential Monte
Carlo approach [35, 109–114] can handle a robust framework of long-
term ahead prediction for nonlinear systems under non-Gaussian noise.
Orchard et al. [115] applied the PF for prediction of the crack growth
process. Similar applications were also mentioned in [116, 117].
Besides the above Bayesian forecasting approaches, stochastic pro-
cess [30, 118–121] can be also applied for the system identification and
state prediction. Owing to the monotonic increment property and explicit
distribution definition, Gamma process [36, 122, 123] is widely employed
to model the strictly monotonic degradation. Lawless and Crowder [124]
integrated the tractable Gamma process to fit the crack growth degrada-
tion. Similar application was mentioned in [125]. Kuniewski et al. [126]
also employed the Gamma process with a Poisson process for inspecting
a large vessel suffering pitting corrosion. However, it is worth noting that
many research works only implement a single Gamma process to fit the
whole degradation process, which may not fully capture all underlying
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characteristics of a realistic system.
1.2.3 Inspection and Replacement Strategy
Effective fault diagnosis and prognosis can assist to schedule the inspection
and replacement strategy. Engineer decision is a feedback from computa-
tion space to physical space, which supervises the manufacturing industries
effectively yet efficiently by maintenance engineers. According to timely
results of fault diagnosis and prognosis, an inspection and replacement
strategy for the monitored system should be scheduled, optimized, and
executed by engineers.
The conventionally periodic and aperiodic inspection strategies are
commonly applied in industry. Currently, most of their inspection intervals
are predetermined according to industrial experience and senior expertise.
To better shrink overall inspection cost and prevent unexpected breakdown,
it is ideal to optimize either periodic or aperiodic inspection strategy based
on the machinery health condition for realistic systems [38]. Many research
works have proposed and optimized the systematic periodic inspection
strategies for a single-component system under one cycle operation [127–
132]. For instances, Huynh et al. [133] proposed a condition-based periodic
inspection and repair policy for overall cost optimization. Lu et al. [134]
scheduled an optimal imperfect periodic inspection schedule with the time-
varying environment. Periodic inspection optimization was also discussed
in [135]. In addition, interval optimization of aperiodic inspections
under the predetermined function patterns was explored in [136–138].
Van [122] summarized some periodic inspection and repair schedules with
a probabilistic model.
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As such, one generic inspection and replacement strategy based on
effective results of machinery diagnosis and prognosis can be formulated,
oﬄine optimized, and online applied for similar manufacturing industries,
whose optimal solutions are feedback for engineers to execute inspection
properly and make replacement decision timely.
1.3 Motivation of Dissertation
Depending on the mixed time-/condition-based monitoring information,
precognitive maintenance is occupying a prominent position in current
maintenance management of realistic engineering systems, which is more
comprehensive and precise than CBM. After the review on latest technolo-
gies of fault diagnosis, prognosis, as well as inspection and replacement
strategy in Section 1.2, it can be obviously found out that precognitive
maintenance as a pioneer research direction could be further developed
and improved.
In general, besides hard assignment’s weakness on lack of probabilistic
classification results, another major limitation in current diagnosis ap-
proaches also needs to be overcome, which could only detect the existing
types of faults, while not be able to detect new types of faults. It is
difficult to know in advance all fault types and new types of faults may
occur in industry. In this case, diagnosis approaches cannot capture the
total number of fault types in advance for training, which may misclassify
new types of faults into existing categories defined from training. As such,
detection and classification on new types of faults are crucial in practice.
In addition, statistical approaches like GMM usually require enough CM
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data for training. Thus the Run to Failure (RTF) experiments have to be
repeatedly conducted, resulting in a high economic spending and operating
damages. It may be a tough task to obtain abundant data especially under
faulty conditions from the aviation industry, nuclear plants, etc. Except
either over-sampling the minority or under-sampling the majority to pre-
process original data before training, effective fault diagnosis algorithm for
the complicated systems with imbalanced data should be explored as well.
Uncertainties are always intrinsic to any prognostic work, which arise
from various factors including internal modeling, external environment,
sensor measurement, etc. [24, 139, 140]. For instances, modeling errors,
sensor noise, information loss, and environment change are all common
elements for the prognosis uncertainty. Instead of a scalar degradation
prediction with the limited information, probabilistic prognosis in pre-
cognitive maintenance is able to provide the probabilistic assessment on
RUL and the probability confidence on breakdown time for engineers to
flexibly schedule future repair actions. Probabilistic models to predict
the degradation Probability Density Function (PDF) can be also used
for the reliability analysis of the corresponding manufacturing industries.
In addition, periodic and aperiodic inspection strategies are commonly
conducted in industry. Since sample points obtained from aperiodic
inspection are irregular, it will contain less monitoring information and
enhance the difficulties of both modeling and prediction. As such, the
probabilistic prognosis under both periodic and aperiodic inspection is
necessary to be considered.
For degradation inspection and replacement, only one fixed interval
is used to inspect the whole degradation process under conventional
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periodic inspection strategy. In reality, a long inspection interval may miss
failure events occurring between two successive inspections, which causes
expensive consequences on the equipment damage and safety risks. If the
inspection interval is shorter than necessary, additional inspection costs and
overheads are also incurred on the end user. Since breakdown risk increases
along with the operation time, inspection intervals applied could be flexible
and non-fixed for one degradation process. A long inspection interval can
be used at the beginning to reduce the overall inspection times and costs,
and then interval is shortened to reduce risks in missing the breakdown.
Compared to the conventional periodic inspection strategy, which always
exists above trade-off, precognitive maintenance prefers to implement one
novel non-fixed periodic inspection strategy formulated based on actual
machinery health condition. It targets to better shrink production costs,
economic losses, and breakdown hazards in industry.
1.4 Contributions and Organization
By following motivations discussed in Section 1.3, this dissertation concen-
trates on the study and development of probabilistic fault diagnosis and
prognosis in precognitive maintenance for high-performance manufacturing
industries. Technically, I shall focus on the fault diagnosis with balanced
data from new categories and imbalanced data from complicated systems,
probabilistic prognosis about degradation PDF and RUL prediction under
periodic and aperiodic inspection, as well as inspection strategy optimiza-
tion.
The original contributions of this dissertation are as follow:
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1. Develops a novel probabilistic fault diagnosis framework for new
categories using balanced data. GMM is applied for the probabilistic
classification, while its training procedure is improved to the novel
semi-supervised learning. The component number in GMM is auto-
selected for training. During online testing, probabilistic results
from GMM’s soft assignment improve the diagnosis framework to
classify new types of faults via two steps. Compared to benchmark
approaches, its practicability is justified on industrial fault simulator
of rotary machine and partial discharge measurement of high-voltage
electronic equipment;
2. Investigates the deep learning techniques for fault diagnosis in order
to handle the complicated systems with imbalanced data. As basic
but effective methodologies under probabilistic training, restricted
Boltzmann machine and deep belief network are applied individually.
Compared to above diagnosis framework, the applicability is vali-
dated with extensive computation on an imbalanced dataset logged
from a wafer fabrication plant in the semiconductor manufacturing
industry;
3. Proposes an Enhanced Particle Filter (EPF) prognosis framework to
predict the degradation PDF and RUL under periodic inspection.
Depending on mixed time-/condition-based monitoring information,
a transition-based ARMA fits as the state-space model, which has
multiple stages to capture system nonlinearities. Next, an EPF
predicts the degradation PDF via the Monte-Carlo computation and
also guarantees the result monotonicity under a higher computation
efficiency. To testify the effectiveness of proposed framework, com-
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parative studies with one benchmark approach, namely conventional
PF are evaluated on the tool wear experiments of a high speed milling
machine;
4. Extends above prognosis framework to overcome EPF’s limitations
in the probabilistic prognosis under aperiodic inspection. A stage-
based Gamma process is designed to predict the degradation PDF
under aperiodic inspection, where a recursive Maximum Likelihood
Estimation (MLE) algorithm is mathematically deduced from con-
ventional MLE to online update model parameters. The framework
feasibility is verified on the same wear experiments and compared to
benchmark approaches;
5. Formulates a novel cost-optimal non-fixed periodic inspection strat-
egy according to overall machinery degradation. On account of a
multi-stage system, the non-fixed inspection intervals applied at each
degradation stage can be individually scheduled and oﬄine optimized
based on realistic cost and risk concerns. Due to high breakdown risk
in the final stage, two additional inspection intervals are applied,
correspondingly. Its applicability is validated and compared with the
conventional periodic strategy in current literature.
The rest of this dissertation is organized as follow:
• Chapter 2 derives the novel semi-supervised learning for GMM
training, whose probabilistic results are used to improve the diagnosis
framework for new types of faults classification via two steps;
• Chapter 3 individually investigates two deep learning techniques to
classify the equipment health condition of a complicated system with
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imbalanced data;
• Chapter 4 enhances the conventional PF for the probabilistic prog-
nosis about degradation PDF and RUL prediction under periodic
inspection;
• Chapter 5 considers EPF’s limitations and extends its prognosis
framework via stage-based Gamma process to online update param-
eters and predict degradation PDF under aperiodic inspection;
• Chapter 6 optimizes a novel non-fixed periodic strategy for machinery
degradation inspection and replacement in order to further improve
the manufacturing safety and efficiency;
• Chapter 7 summarizes the findings and results of this dissertation,







Gaussian Mixture Model for
New Categories Using
Balanced Data
Fault diagnosis plays a vital role in industry to monitor equipment health
condition and prevent operational hazards. As highlighted in Chapter 1,
to further overcome limitations of conventional diagnosis approach, a novel
probabilistic diagnosis framework will be proposed in this chapter for effec-
tive detection on new data categories. Gaussian Mixture Model (GMM) is
still applied for pattern recognition, while its training procedure is improved
from conventional unsupervised learning to novel semi-supervised learning.
Even with unlabelled training data, component number in my GMM
can be auto-selected based on the Akaike Information Criterion (AIC)
instead of predetermined. For online testing, the probabilistic classification
results from GMM’s soft assignment target to improve overall diagnosis
framework, which is able to firstly detect whether new types of faults
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occur, and further categorize them in details via GMM update. To justify
the practicality of my diagnosis framework, an industrial fault simulator
of rotary machine and the Partial Discharge (PD) measurement of various
high-voltage electronic equipment are used for experiments.
2.1 Background
Even as a popular soft assignment approach, conventional GMM still
exists three limitations for practical applications, namely, inflexible un-
supervised learning, the component number predetermined for training,
and inability to detect new types of faults. According to Expectation
Maximization (EM) algorithm [69, 141–143] and unlabelled data, the
unsupervised learning is commonly chosen to train GMM. In reality, a
limited number of labelled data could be also obtained from the historical
operation. However, unsupervised learning has to discard its observation
information about fault categories. Conventionally, the number of Gaussian
components in GMM has to be predetermined based on the experience and
expertise before training. An inappropriate selection may weaken or even
block the training procedure. Due to the existence of unlabelled training
data, it is difficult to determine a proper component number in reality. In
addition, many diagnosis approaches just classify each testing data sample
into existing data categories defined from training, which are incapable of
detecting new types of faults if happened. There exists a few pioneering
works to handle new types of faults detection in current literature [144–147],
while most of them are from the view of signal processing to find out signal
differences for new category detection. As such, each of them was limited
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to the specific fields. In consideration of above three challenges, a novel
probabilistic fault diagnosis framework for new categories using balanced
data is proposed in this chapter.
2.2 Mathematical Preliminaries
GMM is briefly reviewed in this section. Next, its semi-supervised learning
is mathematically deduced from conventional supervised and unsupervised
learning.
2.2.1 Gaussian Mixture Model (GMM)
GMM is a weighted linear sum of K component Gaussian densities to
provide a richer class of density models [69]. For any D-dimensional






where pik is the weight of the k










(x− µk)TΣ−1k (x− µk)], (2.2)
where µk is the mean vector of the k
th Gaussian component and Σk is its
corresponding covariance matrix under the invertible constraint.
Since GMM executes the soft assignment to handle classification issues,
for a GMM with K Gaussian components, the original confidence score of
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input x classified into Category k is defined as
Pr(yk = 1|x) = pikN (x;µk,Σk). (2.3)
After the probability normalization, the final confidence score, namely
the normalized classification probability, into Category k will be Pr(yk=1|x)
Pr(x)
for k = 1, 2, · · · , K.
As such, GMM uses the final confidence score in deriving classification
result of y = [y1, y2, · · · , yK ]T , in which yk = 1 is with k = arg max Pr(yk =
1|x) and the classification probability of Pr(yk=1|x)
Pr(x)
. For simplicity without
loss of rationality, the resting terms are equal to zero.
2.2.2 Semi-Supervised Learning
To fully utilize all training information from both labelled and unlabelled
data, semi-supervised learning has been explored in current literature [148–
150]. For instance, the semi-supervised learning was transferred into a
convex optimization problem about the likelihood of training data and
cluster purity in [151]. However, they mainly focus on semi-supervised
learning for machine learning techniques, one semi-supervised learning
specific for GMM should be further discussed.
In general, the unsupervised learning via EM algorithm [69, 141–143]
is commonly applied for the GMM training. Based on both labelled and
unlabelled data, one novel semi-supervised learning via EM algorithm is
proposed for GMM in this section.
Theorem 2.1. For one unlabelled training data of U = [u1,u2, · · · ,uN ]
and one labelled training data of X = [x1,x2, · · · ,xM ] with its correspond-
22
ing observation Y = [y1,y2, · · · ,yM ], a semi-supervised coefficient φ is
introduced under 0 ≤ φ ≤ 1 [148]. It targets to weighted integrate the
supervised and unsupervised learning for parameter estimation. In my
proposed semi-supervised learning, GMM parameters will be obtained via
EM algorithm in four steps:
Step 1): Initialize pik, µk, and Σk in the corresponding Gaussian
densities for k = 1, 2, · · · , K;







for n = 1, 2, · · · , N ;













































for m = 1, 2, · · · ,M where each observation is ym = [ym1 , ym2 , · · · , ymK ]T ;
Step 4): By using the EM algorithm [69, 141–143], repeat Step 2) and
Step 3) until all pik, µk, as well as Σk are converged for k = 1, 2, · · · , K,
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or the maximum iteration times is met if applicable.
Proof. The following are mathematical derivations of (2.5)–(2.7). With
support of a semi-supervised coefficient φ, the corresponding likelihood
function on U, X, and Y is defined as
L(pi,µ,Σ) = L(U;pi,µ,Σ)1−φL(X,Y;pi,µ,Σ)φ. (2.8)














It is worth noting that (2.8) is the unsupervised learning when φ = 0,
while (2.8) is supervised learning when φ = 1.
The log-likelihood function of (2.8) is rewritten as

















pik = 1 in GMM, two Lagrange multipliers λ and η [141,
152] are introduced into (2.9). According to the Maximum Likelihood
Estimation (MLE) algorithm for parameter estimation, the first partial
derivative of (2.9) with λ and η respect to pik should be equal to zero,
which is obtained as
∂
∂pik


















+ η] = 0,
(2.10)
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for k = 1, 2, · · · , K.






pik η) = 0. To make use of constraint
K∑
k=1
pik = 1 under
both the supervised learning of φ = 1 and the unsupervised learning of
φ = 0, it can be found that λ = −N and η = −M .
Next, according to MLE algorithm for parameter estimation, pik can be























= Ab + ATb with one square matrix A and vector b, to
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According to MLE algorithm for parameter estimation to solve Σk, the
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ymk [Σk − (xm − µk)(xm − µk)T ] = 0.
(2.14)


















As such, this completes the derivation of (2.5)–(2.7) for the semi-
supervised learning of GMM in this section.
2.3 Proposed GMM Diagnosis Framework
for New Data Categories
In this section, an auto-selection strategy on component number is applied
for GMM training. For testing, overall diagnosis framework is improved
based on original confidence scores from GMM to detect and classify new
data categories via two steps.
2.3.1 Auto-Selection Strategy on GMM Component
Number
In general, the number of Gaussian components, namely, total fault
category should be predetermined before training. For the supervised
learning, component number is easily decided from the labelled training
data. However, for unsupervised or semi-supervised learning, engineers
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have to specify the component number based on expertise and trials before
fitting to training data. It may be difficult in reality to find out an
appropriate number of components due to existence of the unlabelled data.
Although Y can provide a rough range on component number, it is still
misleading to set component number as same as Y’s. U may include data
samples from another new categories. As such, an auto-selection strategy
on GMM component number should be explored to relax the constraint of
prior settings on K. Some research literature has discussed this issue. The
concept of hierarchical clustering was applied in [153] to reduce a large
Gaussian mixture into a smaller mixture. Component number selection
and online parameter estimation were discussed in [154–156]. However,
requirements on large-scale data and heavy computation cost are two
common weaknesses. In this chapter, my motivation is to seek an easy but
effective way, which can evaluate the modeling fitness of multiple GMMs
with varying components and output the best one as well-trained GMM
via the semi-supervised learning. AIC is used as one evaluation criterion
for GMM, which is defined as
AIC = 2 Nln L + 2V, (2.16)
where Nln L is the value of negative log-likelihood function based on the
training data and V is the total number of parameters to be estimated.
With the AIC implementation, my auto-selection strategy on GMM
component number is summarized in Figure 2.1.
In Figure 2.1, semi-supervised learning coefficient φ is calculated by
the number of data samples in X over the total number of training data





Determine maximum component 
number J and initialize j 
Semi-supervised learning 
(2.4)–(2.7) 
Calculate AICj under varying 




                            for j=1,2,…,J arg min jK AIC=
Output GMM with above 
component number K 
END 
j+1 
No. of  Samples in 
No. of  Samples in 
Fig. 1 R2 for thesis 
YES 
NO 
No. of samples in =
No. of samples in  and 
φ X
X U
Figure 2.1: Auto-selection strategy on GMM component number during
training.
category information from Y, while it must be larger than total category
number in Y. An undue large J may incur the heavy computation cost and
singular covariance matrix in GMM. Next, a While loop will be conducted
for j = 1, 2, · · · , J , in which multiple GMMs under j Gaussian components
can be individually trained via (2.4)–(2.7) and their AICs are calculated
correspondingly. When j is equal to J , the training procedure is completed
and all multiple GMMs are checked. In this study, GMM with minimum
AICj is output as the well-trained model, where the component number
is K = arg minAICj for j = 1, 2, · · · , J .
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My auto-selection strategy uses the AIC statistic to choose the best-
fitted GMM over varying component numbers during training. Next, GMM
with minimum AIC is applied for the online testing of probabilistic fault
diagnosis.
2.3.2 Framework Flowchart
Conventional GMM depends on feature inputs of each testing data sample
for probabilistic fault diagnosis. It is worth noting for online testing that
new types of faults may occur and their data samples are generated in
reality. If so, conventional GMM is incapable of detecting new types of
faults. To overcome this limitation, the diagnosis stage should be improved,
which targets to detect new types of faults and categorize them in details.
Figure 2.2 presents the overall flowchart of my proposed framework.
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START 
Feature inputs x 
Gaussian mixture model 
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Figure 2.2: GMM diagnosis framework for new types of faults.
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By the semi-supervised learning with auto-selection strategy on com-
ponent number, GMM with K Gaussian components is applied for testing.
For one testing data sample x, its feature inputs will be fed into GMM,
which is able to calculate the original confidence score into all existing K
categories, namely, Pr(yk = 1|x) = pikN (x;µk,Σk) for k = 1, 2, . . . , K.
Instead of normalizing all original confidence score to Pr(yk=1|x)
Pr(x)
for
conventional probabilistic classification, two decision blocks are introduced
in my framework for classifying new types of faults. As such, the proposed
probabilistic diagnosis framework consists of two main steps, where the
first step is to detect if data sample x is from new category or not, and the
second step is to further categorize it in details.
In the first decision block, the most likely category of input x is found
out with the original confidence score of Pr(yk = 1|x) = pikN (x;µk,Σk).
Next, max Pr(yk = 1|x) will be compared with a predetermined probability
threshold θ. If max Pr(yk = 1|x) is smaller than θ, x will be classified as one
new Category K+1; vice-versa. The underlying motivation of this decision
block is if x does not share enough statistical characteristics close to its most
likely fault category, it should be considered as from one new CategoryK+1
and required to be further investigated. An appropriate selection of θ
is crucial, and the labelled training data of {X,Y} is used again for θ
calculation. Data samples in {X,Y} are fed into previously trained GMM,
where the original confidence score of xm to its corresponding category
from ym is calculated and recorded for m = 1, 2, . . . ,M . θ is obtained as
the mean of all above original confidence scores recorded.
After the first decision block, if x is not classified into new data category,
namely, max Pr(yk = 1|x) > θ, the trained GMM normalizes all Pr(yk =
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1|x) for k = 1, 2, . . . , K to sum up as one, and outputs the probabilistic
classification result of
y = [y1, y2, · · · , yK ]T (2.17)
where yk = 1 is with k = arg max Pr(yk = 1|x) and the corresponding
classification probability of Pr(yk=1|x)
Pr(x)
.
Otherwise, x as one sample from new category is temporarily stored
into dataset Z of new Category K + 1. Since testing samples in Z may
come from different and new categories, it is not precise enough to classify
all of them into one new Category K + 1. By integrating all training and
previous testing data, the proposed framework aims at updating GMM to
classify the category details of testing samples stored in Z.
Each component in GMM is one Gaussian distribution, whose mean vec-
tor and covariance matrix cannot be obtained unless enough corresponding
data samples exist. From the statistic view, if the number of data samples
is less than the number of feature inputs, the covariance matrix is singular.
As such, the second decision block is introduced to check whether the
number of data samples in Z is enough for the GMM update. If number
of data samples is not as many as $, data samples stored in Z have to be
classified into new Category K + 1 only with the scalar result of
y = [y1, y2, · · · , yK , yK+1]T (2.18)
in which yK+1 = 1 is the hard assignment and the rest of terms are equal
to zero.
On the other hand, when the sample number in Z is larger than $,
GMM is going to be retrained and updated, accordingly. As shown in
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Figure 2.2, all previous testing samples should be integrated with training
data samples for model update. Since testing samples stored in Z may come
from various new categories, they are still regarded as unlabelled data to
update into U. The rest of previous testing samples classified into existing
data categories are regarded as labelled data to update into {X,Y},
correspondingly. Next, GMM can be updated using Figure 2.1, where j
could be initialized as previous K + 1 to reduce unnecessary computation
trials. Auto-selection strategy is executed to determine the component
number during training. It is worth noting that $ is predetermined case
by case according to expertise and realistic situations.
After GMM training with the updated number of Gaussian components,
namely K, testing samples stored in Z are fed into again to reclassify their
category details with the probabilistic output. In all, for online testing,
the proposed probabilistic framework is able to detect whether new data
category occurs or not in the first step and further diagnose them via GMM
update in the second step, which is more flexible and tailored in industry.
2.4 Industrial Case Studies
Effective detection and diagnosis on new types of faults are able to improve
the diagnosis applicability and performance in realistic manufacturing
industries. To testify the effectiveness of my probabilistic diagnosis
framework, two industrial case studies on fault simulator of rotary machine
as well as PD measurement of high-voltage electronic and power equipment
are individually investigated in this chapter.
32
2.4.1 Industrial Fault Simulator of Rotary Machine
Figure 2.3 displays the experimental setup of fault simulator, in which
rotary machine consists of the rotor, bearing ball, belt drive, motor, etc.
The machine fault simulator by SpectraQuest is designed to study the
significance of common machinery faults such as the bearing fall fault,
imbalance, bearing outer race fault, as well as two simultaneous faults with
the loose belt.
Figure 2.3: Experimental setup of fault simulator.
During experiments, 272 data samples from six fault categories are
balanced generated. Table 2.1 details all fault categories and digitalizes
them from Equipment Health Index One (EHI1) to EHI6. Each EHI
has 272 data samples, respectively.
In this experimental setup, eight sensors are installed inside the rotary
machine for the condition monitoring, namely, three current clamp meters
for the current measurement of motor line, one Futek torque sensor placed
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Table 2.1: Summary on Rotary Machinery Fault
Category No. Rotary Machinery Fault
EHI1 Normal
EHI2 Bearing ball fault
EHI3 Imbalance
EHI4 Bearing outer race fault
EHI5 Bearing outer race with loose belt
EHI6 Imbalance with loose belt
on the shaft between the motor and first bearing to measure the torque
generated, and four Kistler vibration sensors are placed near two bearings
to measure the vibration levels generated. Each sensor has a corresponding
channel on the data acquisition module. In the experiments, the sensitivity
of the accelerometer is 100 mV/g and the clamp meter’s sensitivity is
100 mV/A.
Based on the logged sensor signals, the demodulation and signal pro-
cessing are necessary for feature extraction. Statistical features calculated
from time domain are implemented for current, torque, and vibration signal
analysis. Feature calculations are also conducted in the frequency domain.
The first, second, and third harmonics of different frequencies are extracted
to analyze the corresponding faults such as rotating imbalance, ball defect,
and outer race defect. In total, there are 120 original features extracted
from all eight sensors. Dominant feature identification approach [56] selects
thirteen dominant features from only four sensors in this case study, which
will not only improve the computation speed with less feature inputs, but
also save costs on the sensor installment and signal processing in practice.
For brevity, more details on sensor feature extraction and selection are
omitted here, which can be referred to [56].
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2.4.1.1 Diagnosis Results for New Data Categories
After the feature extraction and selection, this experimental dataset from
the machinery fault simulator is a 1632 × 14 matrix, whose last column
is information about the digitalized fault category. The whole dataset
is randomly split into training and testing partitions. To testify the
effectiveness of auto-selection strategy and classification improvement on
new types of faults, both labelled and unlabelled data samples from
different categories are combined in one arbitrary permutation for training,
where the category number from unlabelled data is purposely selected
more than labelled data’s. Two diagnosis results for two and three new
machinery categories are presented as follows. It is worth noting that
the category corresponding to the maximum classification probability is
regarded as the final classification result here for accuracy calculation.
Example of Two New Categories
EHI5 and EHI6 are selected as two new data categories. Table 2.2 displays
the number of samples from each EHI into training and testing, where
labelled training data consists of data samples arbitrarily selected from
EHI1 to EHI3, while unlabelled training data contains samples arbitrarily
selected from EHI1–EHI4.






No. of Training Samples
Labelled Unlabelled
EHI1 75 143 54
EHI2 62 131 79
EHI3 67 134 71
EHI4 68 - 204
EHI5 272 - -
EHI6 272 - -
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It can be calculated from Table 2.2 that the percentage of training data
over the whole dataset is 50.0% and the semi-supervised learning ratio is
also φ = 50.0%. J = 5 and $ = 200 are properly selected from observations
on both sample number and category number of the whole training data.
In addition, the maximum iteration times is chosen as 170 in my proposed
semi-supervised learning algorithm. During training, j = 3 is initialized
instead of j = 1 to reduce redundant computation. Figure 2.4(a) presents
AIC outputs of multiple GMMs with different component number during
training. Finally, GMM with four Gaussian components is output as the
best-fitted model, which is consistent to total number of training categories
in Table 2.2.
For online testing, when sample number in Z surpasses $, the former
trained GMM should be updated. During update, j = 4 and J = 7 are
chosen again without loss of generality. Figure 2.4(b) presents AIC outputs
of the updated GMMs under different component number during update.
GMM component number is updated to six and the corresponding Gaussian
components are re-calculated.
Table 2.3 summarizes the classification results of testing samples from
all six EHIs.







Into EHI1 Into EHI2 Into EHI3 Into EHI4 Into EHI5 Into EHI6 Into EHI7 Accuracy
EHI1 75 74 1 - - - - - 98.8%
EHI2 62 - 61 - - - - 1 98.4%
EHI3 67 - - 67 - - - - 100.0%
EHI4 68 - - - 68 - - - 100.0%
EHI5 272 - - - - 270 2 - 99.3%
EHI6 272 - - - - 44 227 1 83.5%
Besides individual accuracies in Table 2.3, the overall diagnosis accuracy
is calculated as 94.0%. Samples from existing data categories like EHI1–
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(a) AIC output during GMM training














(b) AIC output during GMM update
Figure 2.4: AIC outputs with different component number under two new
machinery categories.
EHI4 can be diagnosed correctly, and most of data samples from new
categories like EHI5 and EHI6 can be also classified well. However, it
is observed that 44 data samples from EHI6 are misclassified into EHI5.
Since GMM is able to provide the confidence scores, their classification
probabilities into EHI5 and EHI6 are displayed in Figure 2.5, respectively.
Example of Three New Categories
In addition, EHI4, EHI5, and EHI6 are selected as three new data categories
for testing. Similar to Table 2.2, Table 2.4 summarizes the number of
samples from each EHI randomly split into training and testing.
As calculated from Table 2.4, the percentage of training data over the
whole dataset is 33.3% and the semi-supervised learning ratio is φ = 33.3%.

























Figure 2.5: Probabilities of misclassified data samples under two new
machinery categories.






No. of Training Samples
Labelled Unlabelled
EHI1 96 89 87
EHI2 85 92 95
EHI3 91 - 181
EHI4 272 - -
EHI5 272 - -
EHI6 272 - -
j = 2 is initialized based on the labelling training data, and the AIC
outputs are plotted in Figure 2.6(a). As such, GMM with three Gaussian
components is output as the best model, which is also consistent to training
data in Table 2.4.
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For the testing, GMM will be also updated again once sample number
of Z surpasses $. During update, j = 3 and J = 7 are chosen, and
Figure 2.6(b) presents AIC outputs. GMM with six Gaussian components
is retained as model output.













(a) AIC output during GMM training













(b) AIC output during GMM update
Figure 2.6: AIC outputs with different component number under three new
machinery categories.
Table 2.5 summarizes the classification results of testing data samples
from all six EHIs.







Into EHI1 Into EHI2 Into EHI3 Into EHI4 Into EHI5 Into EHI6 Into EHI7 Accuracy
EHI1 96 95 1 - - - - - 99.0%
EHI2 85 - 84 - - - - 1 98.8%
EHI3 91 - - 90 - - - 1 98.9%
EHI4 272 - - - 271 - - 1 99.6%
EHI5 272 - - - - 271 1 - 99.6%
EHI6 272 - - - - 39 232 1 85.3%
Besides individual diagnosis accuracy of each category, it is calculated
from Table 2.5 that the overall diagnosis accuracy is 95.8%. Most of
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testing data samples are classified correctly, while 39 data samples from
EHI6 are still misclassified into EHI5. According to the probabilistic fault
diagnosis from GMM, their final confidence scores into EHI5 as well as
into EHI6 are also summarized in Figure 2.7. Similar to Figure 2.5, some
misclassified data samples still keep the classification probability into EHI6.
With support of diagnosis results, maintenance engineers may focus on all























Figure 2.7: Probabilities of misclassified data samples under three new
machinery categories.
To sum up, observations from above two diagnosis results are as follows:
1. My auto-selection strategy on GMM component number works well in
both training and update, where appropriate K can be auto-selected.
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As observed from Figures 2.4 and 2.6, there also exists an AIC drop at
a crucial value. After it, AIC does not change much even along with
component number increases. In general, this crucial value should be
empirically selected since the proportions of additional components
are almost close to zero even if component number further increases;
2. Less information is provided under three new categories than two
new categories, which may increase the training difficulty. However,
it can be observed from Tables 2.3 and 2.5 that diagnosis results
under three new categories are slightly better than them under two
new categories, which may result from the arbitrary training data
split and random GMM initialization;
3. As observed from Tables 2.3 and 2.5, a few data samples from existing
EHIs are misclassified into EHI7, which does not exist in reality.
My framework does not have the prior knowledge about the total
number of data categories. By checking original confidence scores
in the first decision block, the proposed framework misclassifies the
corresponding data samples from existing EHIs into another new
category, namely, EHI7 in Tables 2.3 and 2.5 and;
4. Most of testing data samples from new categories are diagnosed well.
However, from above two diagnosis results, around forty samples from
EHI6 are misclassified into EHI5. One main reason is that EHI5 and
EHI6 are multiple faults with loose belt, which share some similar
characteristics. While unlike the hard assignment, the probabilistic
fault diagnosis provides classification probabilities, which support
further investigation and inspection for engineers.
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2.4.1.2 Comparison Results
My proposed framework is also compared with benchmark approaches
to validate the performance improvement. Since conventional diagnosis
approaches are incapable of detecting new types of faults, which only
classify all testing data samples into existing categories from training,
two additional diagnosis studies with and without new data categories are
carried out individually.
Self-Organizing Map (SOM) [157], Back-Propagation Neural Net-
work (BPNN) [100], and Extreme Learning Machine (ELM) [74] are chosen
as benchmark approaches in this chapter. My proposed framework has
been well-trained based on trials and observations of training data. For
purpose of fair comparison, all SOM, BPNN, and ELM are also well trained
based on trails and observations of training data to achieve acceptable
classification accuracy. During simulation, two For loops are programmed
to repeated train models under varying structures. Finally, the model
structure corresponding to the best training accuracy is selected in this
study. Simulation details are summarized as follows. SOM has eight
neurons, BPNN has three layers with ten hidden neurons, and ELM has
twenty hidden neurons, respectively. In addition, similar to Table 2.2 but
with training percentage of 36.7%, EHI5 and EHI6 are still selected as new
machinery categories for testing. Their diagnosis results are summarized
in Table 2.6.
It can be observed from Table 2.6 that my proposed framework is
able to achieve as good performances as three benchmark approaches
for conventional diagnosis work without new data categories. Owing to
the good initialization, my proposed framework even achieves the best
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Table 2.6: Comparison on Diagnosis Accuracy with Benchmark Approaches
Approaches
Diagnosis Accuracy




Proposed Framework 97.9% 93.5%
diagnosis accuracy in this case study. For diagnosis work with new
data categories, my proposed framework outperforms than other three
benchmark approaches, which can classify most of data samples from new
data categories correctly via GMM update.
2.4.2 PD Measurement of Electronic and Power E-
quipment
Besides above industrial fault simulator of rotary machine, another dataset
from the PD measurement of various high-voltage electronic equipment is
applied to further testify the effectiveness and applicability of my proposed
framework in practice.
Material erosion, production defects, and overvoltage result in the insu-
lation damage for electronic and power equipment, which leads to the PD
occurrence in reality. Severe equipment PD may cause the self-breakdown,
damages to the neighbouring equipment, and even failures of the whole
plant. PD engineers can use PD Portable Analyser Console (PAC) to
measure the average PD magnitude and the number of PD pulses for
the high voltage equipment in the field such as transformer, generator,
motor, cable, etc. The corresponding operating temperature, humidity,
and loading are also logged as the associated CM information. As such,
each logged data sample has five CM feature inputs in total.
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With support of expert knowledge and experience, all PD measurement
data is divided and labelled into five EHIs, as detailed in Table 2.7. It
is worth noting that the original PD measurement dataset is imbalanced,
whose minorities have been oversampled via [158]. In this chapter, 500 data
samples in each EHI are arbitrarily picked up from the oversampled dataset
and combined together. The PD measurement dataset here is a 2500 × 6
matrix, whose last column is the corresponding EHI information.
Table 2.7: Summary of PD Health Condition
Category No. PD Health Condition Inspection and Repair Advices
EHI1 Normal 1 year inspection
EHI2 Borderline 3-4 months inspection
EHI3 Borderline with trending 7 days continuous inspection
EHI4 Minor Service soon
EHI5 Significant Service immediately
Similar to Table 2.2 of the machinery fault simulator, two new PD
categories, namely EHI4 and EHI5, are selected in this case study. Table 2.8
displays the number of data samples from each EHI into training and
testing, which are also arbitrarily selected and combined.





No. of Training Samples
Labelled Unlabelled
EHI1 120 260 120
EHI2 125 - 375
EHI3 130 240 130
EHI4 500 - -
EHI5 500 - -
As calculated from Table 2.8, the percentage of training data over the
whole dataset is 45.0% and φ is equal to 44.4%. Table 2.9 summarizes the
PD diagnosis results of testing samples from all five EHIs. In addition, the
overall diagnosis accuracy is calculated as 86.3%.
It can be also observed from Table 2.9 that most of testing samples
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Into EHI1 Into EHI2 Into EHI3 Into EHI4 Into EHI5 Accuracy
EHI1 120 100 11 8 1 - 83.3%
EHI2 125 3 32 90 - - 72.0%
EHI3 130 2 117 11 - - 90.0%
EHI4 500 101 1 - 381 17 76.2%
EHI5 500 2 - - - 498 99.6%
from new PD categories, namely EHI4 and EHI5, are classified well with
an average accuracy of 87.9%, while its overall accuracy is not as high as
the first case study of machinery fault simulator. I investigate the feature
signals among all five EHIs and find out some heavy overlaps exist in PD
magnitude and PD pulse count between EHIs1 and 2, EHIs1 and 4, as well
as EHIs2 and 3. Data samples from different EHIs still share some similar
characteristics, which result in above misclassification cases of both the
existing and new data categories in Table 2.9. However, it is worth noting
from view of PD engineers that the overall accuracy is still acceptable for
this tough industry field.
It is concluded from results of above two industrial case studies that
GMM using novel semi-supervised learning is a good candidate to improve
probabilistic diagnosis framework for new data categories. It not only
has as good diagnosis performance as existing diagnosis approaches in
Table 2.6, but also is good at classifying new data categories if occurred
like in Tables 2.3, 2.5, and 2.9.
2.5 Summary
In this chapter, a novel framework was proposed for the probabilistic
fault diagnosis especially on new data categories. GMM was applied as
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the pattern recognition algorithm, while its training was improved from
conventional unsupervised learning to novel semi-supervised learning. Due
to unlabelled training data existed, an auto-selection strategy on GMM
component number was implemented. For testing, my proposed framework
depended on the probabilistic classification results from GMM to firstly
detect whether new categories occur or not, and further category them in
details. The practicality of my diagnosis framework was justified on an
industrial fault simulator of rotary machine and the PD measurement of
high-voltage electronic equipment. It was compared to three benchmark
approaches, where the proposed framework not only could achieve overall
accuracy of 97.9% for fault diagnosis without new data categories, but also
was able to effectively classify new types of faults with overall accuracy of
at least 86.3%.
However, as a statistical diagnosis approach, GMM may not be well-
fitted if the number of training data samples is severely imbalanced or data
samples from each category are rare. From the statistic view, if the number
of data samples is less than the number of feature inputs, the corresponding
covariance matrix in GMM will be singular. For instance as in this
chapter, the experiments of each rotary machine fault have to be repeatedly
simulated to collect sufficient and balanced data for training. However, this
strategy will result in high asset loss and operational hazard for realistic
manufacturing industries, where the insufficient and imbalanced CM data
often occurs especially under faulty conditions. In addition, statistical
diagnosis approaches rely on a premise that the statistical characteristics
of monitored systems can be directly captured from original feature space.
Since many engineering systems are complicated in reality, the nonlinear
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mapping from CM feature space to the fault space may better recognize
the underlying patterns for fault diagnosis.
To effectively diagnose the equipment faults of the complicated systems
with imbalanced data, the deep learning techniques under probabilistic
training are applied in next chapter. Different from the case study in this
chapter, to increase the diagnosis difficulty, one imbalanced dataset from a





As discussed in Chapter 2, to better address some realistic engineering
systems with complicated mapping patterns and imbalanced data, deep
learning techniques will be further applied for fault diagnosis in this
chapter. As two basic but popular methodologies under probabilistic
training, Restricted Boltzmann Machine (RBM) and Deep Belief Net-
work (DBN) are individually investigated for the training and testing
procedures of fault diagnosis using imbalanced data. Next, the applicability
of deep learning techniques is validated with extensive computation and
experimental results of a wafer fabrication plant in the semiconductor
manufacturing industry for its contamination level classification.
3.1 Background
Fault diagnosis using insufficient and imbalanced data is more difficulty
than that using sufficient and balanced data such as in Chapter 2. As
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another challenging research topic, fault diagnosis with imbalanced data
will be highlighted in this chapter. In general, pre-processing on original
data and/or implementation of powerful pattern recognition algorithms
could be explored to properly handle this issue. From view of imbalanced
data preprocessing, there exist several techniques to either over-sample
the minority or under-sample the majority. Besides pre-processing the
original data before training, deep learning algorithms will be considered
in this chapter to address the complicated underlying patterns existed in
imbalanced data.
For fault diagnosis, it has to be assumed in statistical approaches such as
Gaussian Mixture Model (GMM) in Chapter 2 that the monitored systems
hold obvious mapping patterns and their statistical characteristics are not
time-variant under similar operation conditions. Statistical approach tries
to find out the best model structure to fit the training data, while it
may be only suitable for some realistic systems with linear or straight-
forward mapping patterns. The applicability of statistical approaches
may be heavily weakened for fault diagnosis of the high-order degree
nonlinear systems with rare and imbalanced data. Unlike the statistical
approaches, deep learning techniques are good at extracting the underlying
characteristics and probabilistically mimicking the source distributions.
They have also been proven to better address the complicated processes
with ultra large-scale datasets [81]. With the fast development, more
complicated deep learning algorithms may achieve better results, while
also result in higher computation cost. In consideration of this trade-
off, my motivation on algorithm selection starts from basic deep learning
algorithms including RBM and DBN. In this chapter, they are individually
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applied and investigated for the fault diagnosis of a complicated engineering
system with imbalanced data.
3.2 Deep Learning Techniques
As popular deep learning techniques under probabilistic training, RBM and
DBN have been widely applied for fault diagnosis owing to their capability
in effectively capturing complicated mapping patterns. Their theoretical
preliminaries are briefly revisited in this section.
Firstly proposed by Ackley et al. [80] and Hinton et al. [81], RBM and
DBN have the increasing popularity and attention in machine learning field
ever since. Owing to their inductive learning abilities, RBM and DBN can
be employed for many practical applications [159, 160].
RBM is an energy-based parallel constraint network, which consists of
a layer of binary hidden units and a layer of binary visible units without
interconnections between both visible-visible and hidden-hidden units. In
addition, hidden units are conditionally independent under visible units,
and structure of a general RBM is shown in Figure 3.1.
Figure 3.1: Structure of a general RBM.
For the binary units v ∈ {0, 1}D and h ∈ {0, 1}P where D is the number
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where W is the matrix of weights connecting visible and hidden units,
and b and c represent the biases in visible and hidden layers, respectively.
The conditional distributions over hidden and visible units of RBM are
given by
Pr(vi = 1|h) = sig(bi + Wih), (3.2)
Pr(hj = 1|v) = sig(cj + WjTv), (3.3)
where sig(x) = 1
1+e−x is the Sigomid function, Wi is the i
th row vector
of W, and Wj
T is the jth column vector of W.
Parameters of RBM are estimated via Contrastive Divergence (CD)
algorithm [81], which is an estimator of the log-likelihood gradient. The
updating rules of CD algorithm during the training procedure can be
represented by
∆Wij ∝ (< vihj>d− < vihj>r), (3.4)
∆bi ∝ (< vi>d− < vi>r), (3.5)
∆cj ∝ (< hj>d− < hj>r), (3.6)
where < · >d is the expected sufficient statistics of the data distribution
and < · >r is the expected sufficient statistics of k-step reconstruction
distribution captured via a Monte Carlo Markov chain with alternate Gibbs
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sampling.
DBN is a multi-layer directed networks with one visible layer. RBMs
can be stacked to construct a DBN, which will also be effectively trained
via the CD algorithm to learn all hidden layers one by one. For brevity but
without loss of generality, more principles about the CD algorithm, RBM,
as well as DBN are detailed described in [161, 162].
3.3 Industrial Case Study
To testify the effectiveness of RBM and DBN for fault diagnosis, an
imbalanced dataset logged from the specific equipment in an industrial
semiconductor wafer fabrication plant is chosen in this chapter. The basic
information of this industrial system is described, while the specific domain
of detailed application is not provided due to the confidentiality of actual
manufacturing process and industrial data with company.
3.3.1 Experimental Setup
In a semiconductor device fabrication processing, etching is a crucial phase
where unwanted layers deposited on top of the silicon wafers are removed.
Nowadays, the most popular method of etching is dry/plasma etching
where plasma of a mixture of gases is implemented to remove the unwanted
layers deposited on top of the wafers. A schematic diagram of a plasma
etching tool is shown in Figure 3.2.
In reality, the plasma etching process is often contaminated by particles
and this contamination accumulates with processing time (RF hour). It is











Figure 3.2: Schematic diagram of a plasma etching tool.
predefined threshold, as it indicates the contamination level in the chamber
is high and the quality of wafer produced will be affected. To prevent the
severe contamination, a plasma etching chamber should be periodically
subjected to the wet cleaning, which can remove the contamination in the
chamber and revert it to normal level. However, a high mix of recipes
used in these tools leads to irregular contamination levels, which affects
the wafer etching production. As such, deep learning techniques in this
chapter target to timely classify the contamination level before the failure
occurrence.
One inspection measurement from the wafer pass test is selected to indi-
cate the contamination level after an operation process in a plasma etching
chamber. There are 315 inspection measurement samples corresponding
to actual etching processes with various recipes, where the minimum and
maximum measurements are 0 and 114, respectively. According to the
expert knowledge and different measurement ranges, contamination levels
of the plasma etching chamber and the corresponding sample number are
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defined in Table 3.1.
Table 3.1: Summary on Contamination Level and Data Samples
Level No. Inspection Measurement No. of Samples
Level 1 ≤ 15.00 227
Level 2 15.01 – 30.00 61
Level 3 30.00 – 51.00 18
Level 4 ≥ 51.01 9
When contamination level varies from Level 1 to Level 4, it represents
an increasing tendency of the equipment degradation from enough health
to serious contamination. The field engineers will report a particle failure
when Level 4 is reached. Since the contamination level is hidden inside
equipment, it cannot be frequently inspected during the manufacturing
process. As such, ten Condition Monitoring (CM) features including power
reading, pressure reading, temperature reading, processing time, inputs and
outputs, and event time stamp etc. are logged, accordingly. As this indus-
trial dataset is under non-disclose agreement with company, its detailed
specification and interpolation are not fully provided. Although different
etching processes serve different roles and have different requirements, it
is worth noting that deep learning techniques as data-driven approaches
should still work under different manufacturing requirements as long as
a certain number of historical data is obtained for model retraining and
updating. Due to the system complexity in practice, major challenges for
the contamination level classification are summarized as follows:
1. Complicated mapping patterns exist from the logged feature inputs
to level output;
2. There is an severe phenomenon of data imbalance under healthy and
contaminated conditions and;
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3. The logged dataset is noisy with outliers during data collection.
3.3.2 Fault Diagnosis Results Under Imbalanced Da-
ta
In this case study, it is assumed that the logged features are independent
with each other, and the inspection measurement is correlated with them.
Next, deep learning techniques are implemented, where RBM and DBN are
individually investigated for the contamination level classification. Since
they normally process data under the binary format, the binary conversion
should be conducted in the data formatting step, and every value under
decimal format from the logged dataset is converted to equivalent binary
format.
3.3.2.1 Restricted Boltzmann Machine
RBM with certain visible units in the visible layer and varying number of
hidden units in the hidden layer is applied. The number of selected input
elements is certain during training, and thus the visible layer consists of
the certain corresponding converted binary units and four softmax labeling
units. Various number of hidden units (> 10) and epochs (> 100) are
set during training to seek out the good-fitted structure by comparing
differences of classification accuracy. During simulation, two For loops are
programmed to vary the number of hidden units and the number of epochs.
RBM’s training and testing accuracies on contamination level classification
are shown in Figure 3.3, respectively.
Next, model structures corresponding to the highest training and testing























































Figure 3.3: Classification accuracies of RBM.
selected to achieve a good training accuracy in this chapter. However,
how to automatically select the best model structure requires to be further
explored. The maximum training and testing accuracies of RBM are
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97.4% and 73.2%, respectively. It can be observed in Figure 3.3 that
training accuracy decreases along with the number of epochs and number
of hidden units increase. In addition, reduction in reconstruction error is
also complemented with the improvement in training accuracy during the
training procedure.
RBM’s reconstruction procedure can be also selected to address the
regression issues. Original data is fed into hidden layer from visible layer,
and then hidden units recreate binary values of visible units based on the
original input. The reconstruction procedure for regression estimation is
detailed as follows:
Step 1) All decimal values of training data including the actual
inspection measurement are converted into equivalent binary ones;
Step 2) RBM is trained based on the above converted binary training
data;
Step 3) Binary conversion is conducted for the testing data, where
these binary units representing the inspection measurement are arbitrarily
selected;
Step 4) Binary testing data is recreated via the RBM reconstruction.
After reconstructed, the corresponding binary units in Step 3) is the
estimated value.
The regression performance is validated by plotting the moving averages
of the original and reconstructed data points. Each data point and its ten
future reconstructed points are used for the moving average calculation.
Figure 3.4 displays the moving averages of training and testing data plotted.
It can be concluded from Figures 3.4(a) and 3.4(b) that the original
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Figure 3.4: RBM’s reconstruction for regression estimation.
and estimated moving average curves agree with each other and overall
behaviours of the moving average are captured and matched. As shown
in Figure 3.4, the estimated moving average basically follows the original
moving average except for the data points with the small processing. Even
in those regions, their different values estimated can still indicate the same
level according to Table 3.1.
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RBM’s reconstruction is able to output the estimated value of each
inspection measurement, while the moving averages rather than direct com-
parison between estimated and actual values are presented and discussed
here. It has to be assumed that future reconstructed points should be
known in advance for calculating the moving average. At current stage,
the regression performance of value estimation is still not good enough,
in which some non-negligible estimation errors exist especially for testing.
In addition, according to results in Figure 3.4, the convergence on moving
averages could not be guaranteed by either theoretical proof or numerical
simulation so far. It is possible to further explore the regression issues via
RBM’s reconstruction to achieve an acceptable performance.
3.3.2.2 Deep Belief Network
DBN can be also employed for contamination level classification after the
data formatting step, where DBN with two stacked RBMs is constructed.
Based on the same dataset, the number of visible units in lowermost RBM
of DBN is certain and same as the above RBM’s. There are still four
softmax labeling units to the topmost RBM, and the number of hidden
units in two RBMs is kept the same at any time.
Similar to RBM, the number of hidden units and epochs are varying
to check diagnosis accuracies of DBN. Multiple hidden units and epochs
are running, and then the DBN’s training and testing accuracies on
contamination level classification are displayed in Figure 3.5.
Similar to RBM, DBN’s structures corresponding to the highest training
and testing accuracies are highlighted. For this industrial case study,


























































Figure 3.5: Classification accuracies of DBN.
74.1%, respectively. Training accuracy can be improved along with the
number of hidden units and epochs increases like in RBM. The increasing
training accuracy indicates model can capture the strong and appropriate
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interpretations of training data under corresponding parameter settings.
However, the testing accuracies in both RBM and DBN do not always
increase along with the number of hidden units and epochs increases during
training. One possible reason for this observation is the phenomenon of
overfitting on the limited size of training data.
In addition, to verify the diagnose improvement from statistical ap-
proaches to deep learning techniques, my GMM diagnosis framework
proposed in Chapter 2 is also applied in this chapter to classify the
contamination level with imbalanced data. Different from sufficient and
balanced data in Chapter 2, the number of samples in Level 4 is only
nine, as shown in Table 3.1, which is too scarce to train the corresponding
Gaussian component under ten feature inputs. As such, Level 4 has to be
regarded as one new data category only for testing. After training, the
testing accuracy of GMM diagnosis framework is listed in Table 3.2 for
comparison with RBM and DBN.
Table 3.2: Comparison on Diagnosis Accuracy Under Imbalanced Data
Approaches Testing Accuracy
Framework in Chapter 2 62.9%
RBM 73.2%
DBN 74.1%
As observed in Table 3.2, the testing accuracy of GMM diagnosis
framework proposed in Chapter 2 is the lowest compared to deep learning
techniques. One major interpretation for this result is that the complexity
of industry background and logged imbalanced data give rise to high-order
degree nonlinear mapping patterns. Statistical approach is likely to be
trapped when handling such complicated systems with imbalanced data.
Under this situation, the diagnosis strategy should transfer to deep learning
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techniques for deeper investigation. Due to the complicated structure, DBN
stacked with two RBM has a stronger learning capability and outperforms
to a single RBM for the contamination level classification.
3.4 Summary
Furthering my GMM diagnosis framework in Chapter 2, deep learning
techniques were developed in this chapter for fault diagnosis of industrial
systems with complicated mapping patterns and imbalanced data. Owing
to strong capabilities of nonlinear pattern recognition, RBM and DBN
under probabilistic training were investigated individually. Their applica-
bility was testified with an imbalanced data about the contamination level
in a semiconductor wafer fabrication plant, which achieved experimental
results of the best testing accuracy more than 74.1%. In addition, for
fault diagnosis with imbalanced data, deep learning techniques could also
outperform to statistical approaches such as GMM in Chapter 2 with the
accuracy improvement of more than 10%.
Fault diagnosis with balanced data and imbalanced data has been
explored in Chapters 2 and 3, respectively. Statistical approaches have
advantages of fast computation, probabilistic classification output, and
good generalization especially on statistical characteristics, while they
may be limited to some stationary systems with sufficient and balanced
data in practice. Although the probabilistic fault diagnosis has been
achieved in Chapter 2, the diagnosis performance requires to be improved
for complicated systems with imbalanced data. On the other hand, deep
learning techniques in this chapter usually consumes more training time,
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which may be not suitable for some other realistic systems with strict
requirements on computation time and cost.
As such, by considering the realistic requirements and respective merits
of above two diagnosis approaches, my proposed strategy for fault diagnosis
in this dissertation starts from GMM to deep learning techniques. RBM
and DBN are applied as the backup to deal with the complex engineering
system with imbalanced data in case of GMM fails. In this chapter, the
increasing accuracies from GMM to RBM and DBN have also verified the
design rationality and applicability of fault diagnosis for different realistic
engineering systems. To sum up, my fault diagnosis strategy proposed in
precognitive maintenance could be more flexible and tailored in industry.
Fault diagnosis targets to detect, locate, and investigate faults based
on the real-time CM information, which is a posterior event analysis.
By integrating both the real-time and historical CM information, the
major objectives of probabilistic prognosis are to predict the machinery
health condition and assess the remaining useful life/time to failure of
the monitored system. As such, prognosis is regarded as a prior event




Degradation PDF and RUL Prediction
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Chapter 4
Enhanced Particle Filters for
Periodic Inspection
Probabilistic machinery prognosis is crucial to reduce unexpected down-
time, production costs, and safety hazards in high-performance manufac-
turing industries. In consideration of internal, external, and measurement
uncertainties, the Probability Density Function (PDF) prediction of un-
observable degradation is able to provide more statistical information for
maintenance engineers to evaluate the operation reliability and breakdown
probability. In this chapter, a novel framework is proposed for the
degradation PDF and Remaining Useful Life (RUL) prediction. A
transition-based AutoRegressive Moving Average (ARMA) model and an
Enhanced Particle Filter (EPF) are developed at the prognosis part to
predict the degradation PDF, where its monotonic result is ensured by
executing a monotonic resampling scheme proposed in EPF and the number
of particles is chosen to be time-varying in order to save computation cost.
The framework effectiveness is testified on tool wear experiments of a high
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speeding Computer Numerical Control (CNC) milling machine.
4.1 Background
Even though conventional Particle Filter (PF) as a sequential Monte Carlo
approach is effective in addressing estimation and prediction issues of
nonlinear systems, several challenges still exist for its practical applications.
When using PFs, a large number of particles are usually required to obtain a
good probability approximation, which also leads to high calculation costs.
After compromising between the approximation precision and computation
overheads, the number of particles used in conventional PFs has to be
constant during implementation. In addition, degradation observations
are not always available but are required for the particle important
sampling. While these observations can be measured directly in some
instances [111], most of them have to be calculated from other measured
performance indexes indirectly [112]. As such, an effective approach for
the wear prediction followed by the breakdown time evaluation is still a
research question needs to be addressed. This chapter aims to predict the
degradation PDF and breakdown time of unobservable degradation under
periodic inspection.
4.2 Mathematical Preliminaries
The Bayesian estimation algorithm and basic principles of the conventional
PF are briefly introduced in this section.
66
4.2.1 Bayesian Estimation
The Bayesian estimation algorithm predicts the prior PDF and estimates
the posterior PDF based on the likelihood of updating sequential online
observations. Consider a time-series system whose state is x(t) at time
stamp of t, where time stamp is defined as a sample in the discrete-time or
sampled-data system to log its event information by digital devices. This
system can be represented by following state-space model
x(t) = g(x(t− 1), γ(t)), (4.1)
y(t) = p(x(t), v(t)), (4.2)
where y(t) is the model output, g(·) is the state transition function, and p(·)
is the observation function. γ(t) and v(t) are assumed to be uncorrelated
noises.
Posterior state estimation in the Bayesian estimation algorithm can be
obtained in two recursive steps, namely, predicting step and updating step.
In the predicting step, the prior PDF of state x(t) at time stamp of t is




where the transition PDF of f(xt|xt−1) is defined in (4.1).
After a new observation on y(t) is available at time stamp of t, the









and the likelihood PDF function f(yt|xt) is defined in (4.2). A relationship
of the prior prediction and posterior estimation between noisy observations
and system states is set up via (4.3) and (4.4).
4.2.2 Particle Filters
Except for linear systems with Gaussian noises where the Kalman filter
could be directly applied, the recursive computation of (4.3) and (4.4) is
more conceptual than practical.
Assume that a set of particles xit−1 for i = 1, 2, · · · , N represents the
state of each particle at time stamp of t − 1, and the posterior PDF of




ωit−1δ(xt−1 − xit−1), (4.6)
whereN is the total number of particles, ωit−1 is the weight of the i
th particle




4.2.2.1 Importance Sampling Scheme
All particles in the PF are sampled by following the importance density






The prior PDF f(xt|y1:t−1) and the posterior PDF f(xt|y1:t) at time
stamp of t are obtained based on (4.1), (4.2), (4.6), and (4.7).
4.2.2.2 Resampling Scheme
It is a common degeneracy problem that the variance of particle weights
increases along as the operating time increases. The importance sampling
density distribution will be seriously skewed, and the resampling scheme
is executed in order to solve this problem. The inverse Cumulative
Distribution Function (CDF) approach can be applied in the PF to
resample particles at each time stamp [116].
4.3 Proposed EPF Prognosis Framework
In this section, an EPF prognosis framework is proposed to predict PDF
and breakdown time of the unobservable industrial wear, and its overall
structure is displayed in Figure 4.1. There are two parts in my proposed
framework, namely, a diagnosis part and a prognosis part.
In the diagnosis part, Dominant Feature Identification (DFI) [55, 57]
is applied to select feature inputs from original features u(t) to dominant
features uˆ(t) for the computation efficiency. Next, the Support Vector
Machine (SVM)-based AutoRegressive Moving Average with eXogenous
inputs (ARMAX) model [34] is used to estimate unobservable wear based
on uˆ(t). It is assumed that a nonlinear degradation process can be
divided into K degradation stages, and K individual ARMAX models [100]
are constructed in the corresponding stage k for k = 1, 2, · · · , K, and
multiplexed to estimate yˆ(t) at time stamp of t after stage identification
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Figure 4.1: EPF prognosis framework for degradation PDF and RUL
prediction.
via a trained SVM classifier. Details of the above-mentioned SVM-based
ARMAX models are omitted here for brevity, and interested readers can
refer to [34].
In prognosis part, historical observations are required for the state
initialization and particle importance sampling. In the absence of the
exogenous inputs, ARMAX models cannot effectively work for the state
prediction. As such, a transition-based ARMA model and an EPF are
used to predict future states via (4.3) as well as update real-time states
via (4.4), when the corresponding observations are available.
4.3.1 Transition-Based ARMA Model
The stage and state combination model is able to achieve a better modeling
performance on account of the high nonlinearities in reality. At the
prognosis part, a transition-based ARMA model is constructed where its
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model stages are transferred with the support of an introduced transition
confidence.
4.3.1.1 Stage Transition Confidence
Although stages of the SVM-based ARMAX model are transferred via
the trained SVM classifier, this classifier cannot work anymore during the
prediction period due to the absence of feature inputs. As such, a transition
confidence 0 < θ ≤ 100% is introduced at the prognosis part and its value
should be predetermined. For a h-step ahead PDF prediction fY (t+h)(y),
the corresponding predicted degradation y
θ
(t + h) to check future stage
transition is obtained via the following three steps:
Step 1) The CDF FY (t+h)(y) at prediction time stamp of t + h is
calculated via
FY (t+h)(y) = Pr[Y (t+ h) ≤ y] =
∫ y
−∞
fY (t+h)(u) du; (4.8)
Step 2) The complementary CDF is derived as
Pr[Y (t+ h) > y] = 1− Pr[Y (t+ h) ≤ y] = 1− FY (t+h)(y); (4.9)
Step 3) y
θ
(t+ h) is the maximum solution of the following inequality
Pr[Y (t+ h) > y
θ
(t+ h)] ≥ θ. (4.10)
Based on knowledge of the wear process as a priori, each stage of
an industrial degradation process can be labeled with empirical upper
and low boundaries [34]. Currently, boundaries of the corresponding
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stages are all determined by expert knowledge, experience, and observation
on degradation gradients. Although each time stamp has different
degradation gradient, they could still be clustered together based on the
gradient similarity. By clustering time stamps with similar gradients, the
corresponding stage boundary can be manually selected. Next, a h-step




1, 0 < y
θ
(t+ h− w) ≤ γ1,
...
k, γk−1 < yθ(t+ h− w) ≤ γk,
...
K, γK−1 < yθ(t+ h− w) ≤ γK ,
(4.11)
where γk−1 and γk are the labeled lower and upper boundaries at the
corresponding degradation stage k for k = 1, 2, · · · , K, and y
θ
(t + h − w)
under transition confidence θ is calculated via (4.8) and (4.10) at previous
prediction time stamp of t+ h− w.
To allow model stage transition in the prognosis part, a stage switching




1, `(t+ h) = k,
0, others,
(4.12)
where k = 1, 2, · · · , K.
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4.3.1.2 ARMA Models
As feature inputs are not available during the prognosis part, ARMA
models are used instead based on past wear estimation from the diagnosis
part. By combining K(k) in (4.12), K individual ARMA models at the
corresponding stage k for k = 1, 2, · · · , K are trained and grouped as the
state transition equation (4.1) by





















−wk+· · ·cnckk z−wk·nck)·K(k),
(4.15)
and ε(t) is a white noise. nak and nck are the orders of matrices Ak and
Ck at the corresponding stage k, respectively. z
−w is the backward shift
operator where w = wk is the fixed time interval between two consecutive
prediction time stamps at each stage k.
To compensate the modeling errors, an error equation based on the
random walk model is derived as
e(t) = ρ e(t− w) + ϕ(t), (4.16)
where e(t) is the error variable at time stamp of t, ρ ≈ 1 is an unknown
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parameter, and ϕ(t) is a zero mean Gaussian noise. It is worth noting
that the initial error variable for prediction is set as the difference between
model output and its indirect observation. The observation equation (4.2)
in my designed state-space model is chosen as
y(t) = x(t) + e(t), (4.17)
where y(t) is the model output at time stamp of t.
During the prediction period, (4.11) and (4.12) are applied in (4.13)
to transfer the model stages, and (4.3) is to predict the PDF of Y (t + h)
at prediction time stamp of t + h. Next, degradation PDF results can be
used for breakdown time RUL prediction. The details will be presented in
Section 4.4.
4.3.2 Enhanced Particle Filters (EPFs)
In consideration of the existing limitations of PFs, an EPF is developed
and employed at the prognosis part to guarantee the monotonicity of the
prediction result and improve the calculation efficiency.
4.3.2.1 Monotonic Resampling Scheme in PFs
In conventional PF, the monotonicity cannot be ensured for every particle
at each time stamp due to the noise distribution and stochastic nature of
sequential Monte Carlo approaches. A monotonic resampling scheme can
be executed during the prediction period to ensure its strict monotonicity.
The monotonic resampling scheme is realized based on a threshold function
to adjust weights of particles. Motivated by the activation functions of
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neurons in artificial neural network, the threshold function used in the
monotonic resampling scheme is defined as
ωi(t+ h) =

ωi(t+ h), yi(t+ h) > b(t+ h),
0, yi(t+ h) ≤ b(t+ h),
(4.18)
where yi(t + h) is the predicted output of the ith particle, ωi(t + h) is its
weight, and b(t+ h) is a chosen bias at prediction time stamp of t+ h.
For the application, the minimum value of y(t + h − w) at previous
prediction time stamp of t + h − w is used as b(t + h) in the monotonic
algorithm scheme. The detailed procedure is summarized by the flowchart
in Figure 4.2.
Update the weight of each particle  
using (4.18) and normalize weights 
   Check the     particle’s weight  
( ) 0?i t hω + =
Resampling among particles whose 









thi ( )i t hω +
Figure 4.2: Flowchart of the monotonic resampling scheme.
It is worth noting that implementation of the designed monotonic
resampling scheme changes the original probability distributions predicted
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from conventional PFs. By executing the monotonic resampling scheme,
the mean of monotonic prediction result is increased, and its variance is
decreased as compared with the results of conventional PF at the same
time stamp.
4.3.2.2 PFs with Time-Varying Number of Particles
Sequential Monte Carlo methods apply the repeated random sampling to
generate numerical results for the PDF approximation. In PF, the number
of particles is regarded as the repeated sampling times. More particles used
make the approximated PDF closer to theoretical one from the Bayesian
estimation algorithm.
The number of initial particles can be chosen to be relatively low to meet
the prediction accuracy and save calculation time. As the prediction length
increases, the uncertainty is aggravated which requires more particles for a
closer approximation. The number of particles used is then increased along
with increments of the prediction length. As such, the EPF with time-
varying number of particles is developed where the number of particles is
linearly increasing according to
N(t+ h) = q +N(t+ h− w), (4.19)
where N(t + h) is the number of particles at prediction time stamp of
t + h and N(t + h − w) is the number at previous prediction time stamp.
q ∈ Z+ is the increasing rate. Based on (4.19), q new particles are generated
by randomly sampling among former particles at previous prediction time
stamp before conducting the next prediction. The additional resembles
that of conventional PFs. In order to reduce extensive computational costs,
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the number of particles in the developed EPF will keep constant when it
reaches a predefined threshold according to requirements of the prediction
accuracy.
In all, (4.13) and (4.17) are the state transition and observation
equations of my constructed state-space model, respectively. The inherent
nonlinearities existed in realistic manufacturing industries will be captured
by the transition-based ARMA model. EPF with time-varying number of
particles is able to predict and update the states of degradation using (4.3)
and (4.4). The EPF with time-varying number of particles can not only save
the computation cost compared to the conventional PF, but also guarantee
the strictly monotonic increasing behaviour, which is consistent with the
actual degradation phenomenon. It is worth noting that my proposed
framework is valid for the PDF prediction of general degradation processes
in industry, and the corresponding breakdown time and RUL can also be
predicted for precognitive maintenance.
4.4 Industrial Case Study
In the industrial cutting and milling machines, tool wear may lead to
the dimension inaccuracy of finished parts, loss in surface finish, even
destruction of expensive machineries. Approaches to effectively predict
the tool wear are crucial in improving the productivity and safety of
manufacturing industries. In this chapter, an industry application related
to the tool wear experiments of CNC milling machine is selected to testify
the effectiveness of my proposed framework in Figure 4.1.
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4.4.1 Experimental Setup
The schematic diagram of experimental setup is displayed in Figure 4.3,
where a Makino CNC milling machine with Fanuc controller was used as the
test bed, and the experimental cutters were EGD 4440R cutters with A30N
inserts. Cutting process was performed with the ASSAB718HH work piece
material of dimensions 179 mm × 43 mm × 106 mm, and Kistler 5019A
dynamometer logged the cutting forces along the x, y, and z axes in the form
of charges, which were converted to voltages by a Kistler charge amplifier.
A PCI 1200 board sampled the voltage signal at the sampling frequency of
2000 Hz. The flank wear of each individual tooth of the cutting tool was






Figure 4.3: Experimental setup of CNC milling machine.
In the industrial experiments, there are five experimental cutters, which
were run to failure under the similar milling conditions with spindle speed
of 800 rpm, feed rate of 32 mm/min, and cut depth of 140 mm. Since
78
cutter is installed inside CNC machine, it is still not possible to measure
real tool wear at each time stamp. As such, it has to be measured under
microscope after every particular run pass. In the experiments, cutting time
per run pass is four minutes. After every four minutes, the cutting process is
suspended and cutter is taken out from CNC milling machine for tool wear
measurement. Next, difference between previous microscope measurement
and current microscope measurement is used to linearly calculate the tool
wear value at each time stamp within the corresponding run pass. It is
worth noting that all five cutters do not have the same number of total
run passes, while each one roughly has twenty run passes during one
operation cycle. After re-sampling on sensor signals to reduce unnecessary
computation cost, each run pass is corresponding to 32 data samples here,
namely, 32 time stamps are set as one particular run pass. As such, during
one cutter operation circle, tool wear at each time stamp can be either
directly measured or indirectly calculated based on measurement difference.
An example of Cutter 1’s tool wear measurement is shown in Figure 4.4,
which displays the real tool wear, stage boundaries, and continuous wear
estimation [34]. The unit of tool wear is 10−3 meter.















Figure 4.4: Typical tool wear measurement.
In Figure 4.4, stage boundary is depicted by dashed lines, real tool wear
is depicted by solid line, and continuous wear estimation is depicted by
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dashed-dot, respectively. Four obvious characteristics can be summarized
from a tool wear process as follows:
1. A typical cutter wear gradually increases from initial, middle, to
serious degradation stages, which is highly nonlinear;
2. Due to the mechanical complicity of the milling machining tool wear,
it is too difficult to construct the corresponding physics-based model;
3. It is not feasible to frequently stop the manufacturing process for the
actual tool wear observations in practice and;
4. Tool wear is strictly monotonic increasing as a class-K function [33],
and its monotonicity should be observed during prediction.
Since tool wear is unobservable in reality, force signals from dy-
namometer are applied for the degradation condition monitoring. For
signal processing, sixteen original features [164] are extracted from the
force signals in the tool wear process, namely, residual error (re), first-
order differencing (fod), second-order differencing (sod), maximum force
level (fm), total amplitude of cutting force (fa), combined incremental
force changes (df), amplitude ratio (ra), standard deviation of the force
components (fstd), sum of the squares of residual errors (sre), peak rate
of cutting forces (kpr), total harmonic power (thp), average force (fca),
variable force (vf), standard deviation (std), skew, and kurtosis (kts).
Among them. fm, ra, sre, thp, fca, and vf are selected as the dominant
features via DFI to reduce the calculation complexity and cost.
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4.4.2 Probabilistic Prognosis Results
Above six dominant features are used as inputs of the SVMs-based ARMAX
model to identify the wear stage and estimate current tool wear in
preparation for PDF prediction, where K = 3 is chosen since a typical
tool wear process can be divided into initial, middle, and serious wear
stages [34]. Among above five experimental cutters, one is chosen to oﬄine
train models and the rest is used to testify the framework effectiveness. In
this case study, Cutter 1 is randomly selected as the training cutter, and
remaining Cutters 2 to 5 are chosen as the testing cutters.
4.4.2.1 Prediction Evaluation Criteria
In this chapter, five criteria are defined and employed for evaluation purpose
of prediction performance.
Criterion A is defined as the percentage between the number of
prediction times where actual tool wear is within the range between the
predicted upper and lower bounds, over the number of all prediction times.
Criterion B is defined as the percentage between the number of
prediction times where actual tool wear is less than the predicted upper
bound, over the number of all prediction times.
Criterion C is defined as the percentage between the number of
prediction times where actual tool wear is larger than the predicted lower
bound, over the number of all prediction times.
Criterion D is calculated the average of relative distances between the
actual tool wear and the predicted upper bound at the corresponding time.
Criterion E is calculated the average of relative distances between the
actual tool wear and the predicted lower bound at the corresponding time.
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In essence, Criteria A to C evaluate accuracies of overall, upper, and
lower predicted bounds, and Criteria D to E analyze the prediction errors
of each upper and lower bounds.
4.4.2.2 PDF Prediction of Unobservable Tool Wear
In this section, the PDF of tool wear is predicted at the prognosis part of
my proposed framework. It has to be mentioned that measurements and
direct observations are unavailable during this period.
Three ARMA models in Figure 4.1 are constructed at the corresponding
wear stage based on Cutter 1, whose fitting performances are evaluated
according to Root-Mean-Square-Error (RMSE) (mm) and R2. Normally,
nak is selected larger than nck, and a smaller wk is paired with the relatively
larger nak. Next, parameters in each ARMA model are tuned via trials and
observations to achieve an acceptable training accuracy, and the stability
under noisy inputs should be tested. The range of ρ ∈ [0.98, 1.02] and
standard deviation of ϕ(t) in (4.16) is approximated as 0.1 based on
differences between the actual tool wear of Cutter 1 and the predicted state
from trained ARMA models. After models are identified, PF is applied for
the PDF prediction of Cutter 1 to determine an appropriate θ. A smaller θ
will transfer each wear stage at an earlier time and vice versa. Finally,
θ = 90% is chosen by comparing Criteria A to E of training Cutter 1 at
several different beginning time stamps, which are randomly selected.
In general, the initial number of particles used in EPFs could be rela-
tively low. A balance between approximation precision and computation
cost is possible to be reached by tuning the initial number of particles and
the increasing rate of q. The number of particles used in the conventional
82
PFs is 120. In EPFs, the initial number of particles is chosen as 60 and
q = 2. The above values are obtained in order to reduce the computation
times without loss of training accuracies of Cutter 1. In addition, all the
predicted PDFs are displayed with confidence intervals less than 85%.
Two beginning time stamps of 250 and 450 are randomly selected
during the prediction applications. To check the effectiveness of the
monotonic resampling scheme and EPF’s improvements, conventional PFs
as one benchmark approach and my EPFs are separately employed at the
prognosis part for the wear PDF prediction. For purpose of fair comparison,
same state-space models are also applied for same prognosis tasks. For
brevity, only the predicted bounds of tool wear at beginning time stamp
of 250 using conventional PFs are shown in Figure 4.5 as examples of the
existing non-monotonic phenomena.
In addition, Figures 4.6 and 4.7 display the predicted upper and lower
bounds of tool wear at above two beginning time stamps using EPFs,
respectively.
It can be observed from Figure 4.5 that the required strictly increasing
monotonicity is not ensured when using conventional PFs to predict the
degradation process. While it can be guaranteed in Figures 4.6 and 4.7
when using the proposed EPFs with the monotonic resampling scheme.
As particles for monotonic prediction are chosen via implementation of the
monotonic resampling scheme in EPFs, the corresponding resampling times
are decreased along with the prediction horizon increases during simulation.
To verify the feasibility of time-varying number of particles applied in
PFs, EPFs with and without time-varying number of particles are used
and compared to investigate its influences on prediction performance. The
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Figure 4.5: Predicted wear bounds at beginning time stamp of 250 using
conventional PFs.
number of particles is 120 to be identical to conventional PFs, and their
prediction performances are evaluated in following tables. Tables 4.1 and
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Figure 4.6: Predicted wear bounds at beginning time stamp of 250 using
EPFs.
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Figure 4.7: Predicted wear bounds at beginning time stamp of 450 using
EPFs.
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4.2 present Criteria A to E of EPFs with and without time-varying number
of particles at beginning time stamp of 250.
Table 4.1: Criteria A to E of EPFs with Time-Varying Number of Particles
at Beginning Time Stamp of 250
Cutter No. A (%) B (%) C (%) D (%) E (%)
1 95.0 95.0 100.0 21.9 8.8
2 99.4 99.4 100.0 14.9 12.8
3 93.6 100.0 93.6 20.5 6.6
4 93.8 100.0 93.8 17.7 5.1
5 97.2 97.2 100.0 18.4 10.4
Table 4.2: Criteria A to E of EPFs without Time-Varying Number of
Particles at Beginning Time Stamp of 250
Cutter No. A (%) B (%) C (%) D (%) E (%)
1 93.3 93.3 100.0 19.3 11.1
2 99.2 99.2 100.0 14.3 9.2
3 93.5 100.0 93.5 18.0 6.4
4 92.2 100.0 92.2 20.0 8.0
5 97.1 97.1 100.0 18.4 11.7
Similar to Tables 4.1 and 4.2, Tables 4.3 and 4.4 display Criteria A to E
of above two EPFs with and without time-varying number of particles at
beginning time stamp of 450.
Table 4.3: Criteria A to E of EPFs with Time-Varying Number of Particles
at Beginning Time Stamp of 450
Cutter No. A (%) B (%) C (%) D (%) E (%)
1 100.0 100.0 100.0 6.2 8.0
2 95.2 95.2 100.0 6.4 11.2
3 90.3 100.0 90.3 10.2 9.6
4 100.0 100.0 100.0 12.6 4.4
5 97.3 97.3 100.0 12.1 10.9
Observations from above tables are as follows:
1. It can be observed from Tables 4.1 and 4.3 that Criterion A of EPF
with time-varying number of particles is all above 90.3%, and Criteria
B and C are not less than 95.0% and 90.3%. In addition, the average
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Table 4.4: Criteria A to E of EPFs without Time-Varying Number of
Particles at Beginning Time Stamp of 450
Cutter No. A (%) B (%) C (%) D (%) E (%)
1 100.0 100.0 100.0 3.7 10.8
2 96.4 96.4 100.0 9.5 11.8
3 90.2 95.1 95.2 7.9 7.7
4 100.0 100.0 100.0 12.6 4.4
5 96.6 96.6 100.0 12.6 12.4
Criterion A is 97.0%, average Criterion B is 98.9%, and average
Criterion C is 98.0%. As shown in Tables 4.2 and 4.4, the EPF
without time-varying number of particles obtains Criterion A of more
than 90.2%, and both Criteria B and C are above 92.2%. The average
Criteria A to C are 96.8%, 98.5%, and 98.3%, respectively. As such,
the above prediction accuracies indicate that my proposed framework
with these two EPFs can both achieve acceptable accuracies and be
applicable for all training and testing cutters;
2. As the PDF approximations depend on the number of particles used,
Criteria A to C of EPFs without time-varying number of particles
should be higher than EPFs with time-varying number of particles.
However, due to stochastic nature of the Monte Carlo approach, the
initial states of particles used in each time of simulation may vary
slightly, which accounts for the above minor differences of Criteria A
to C during the PDF prediction and;
3. The average ranges of prediction errors including Criteria D and E
are narrowed along with the beginning prediction time increases. One
main reason is that a shorter prediction length will result in less
prediction uncertainties which lessen overall prediction errors. In
addition, comparison results on Criteria D and E indicates that EPF
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with time-varying number of particles achieves narrower predicted
bounds than that without at the same beginning time stamps during
simulation.
In order to compare calculation costs between EPFs with and without
time-varying number of particles, several prediction works with different h
are executed under the same simulation environment. 30, 60, 90, 120,
and 150-steps ahead predictions are individually carried out, and the
computation times are recorded in Table 4.5.
Table 4.5: Computation Times of Two EPFs for PDF Prediction
Enhanced Particle Filters
h Without time-varying With time-varying






From the above, both EPFs are able to achieve acceptable prediction
accuracies and errors. However, compared to above benchmark approach,
EPFs with time-varying number of particles takes less calculation time
during prediction. In simulations, the EPF with time-varying number of
particles reduces more than 50% calculation time as shown in Table 4.5.
As such, my proposed framework using EPF with time-varying number
of particles is able to save calculation costs without loss of prediction
accuracies.
4.4.2.3 Breakdown Time and RUL Prediction
PDFs of tool wear are predicted in the EPF via the repeated random
sampling at each time stamp. In this subsection, two examples on the
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predicted PDFs of tool wear are displayed in Figure 4.8, namely, Cutter 2 at
beginning time stamp of 250 and Cutter 5 at beginning time stamp of 450.
Similar to Figures 4.5, 4.6, and 4.7, the predicted upper bound and lower
bound are still depicted by 2 and ◦, which are omitted in legend to keep
figure clarity. The ranges between the predicted upper and lower bounds
are adjusted with different confidence intervals in this study. As such, a
balance between prediction costs and accuracies is reached via selections of
suitable confidence intervals based on prior requirements.


















(a) Cutter 3 at beginning time stamp of 250
















(b) Cutter 5 at beginning time stamp of 450
Figure 4.8: Two examples on the predicted PDFs of tool wear.
Cutter will break down if degradation exceeds a failure threshold. From
prediction results of tool wear using EPFs and a predetermined breakdown
threshold of γb, the PDF of breakdown time T (γb) is acquired via the
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following three steps:
Step 1) Collect the number of particles whose predicted tool wear is
larger than failure threshold γb along the time axis;
Step 2) Accumulate the collected results from Step 1) and normalize
using the breakdown time CDF FT (γb)(t);
Step 3) By applying the Ksdensity approach for the density smooth-





For instance, if the failure threshold γb is set 0.48 mm, the predicted
breakdown time PDFs of the same cutters in Figure 4.8 are shown in
Figure 4.9. Similar to Figures 4.5–4.8, the predicted upper bound and
lower bound are still depicted by 2 and ◦, respectively.
Based on the above obtained breakdown time CDF of FT (γb)(t), the
probability of tool breakdown happening within the prediction time stamp
of t+ h is evaluated as
Pr[T (γb) ≤ t+ h] = FT (γb)(t+ h). (4.21)
Next, the RUL at time stamp of t is predicted larger than (t+h)−t = h
with an associated confidence of [1−FT (γb)(t+ h)] × 100%. As such, RUL
in this study is predicted with the corresponding confidence instead of a
single scalar. A larger h indicates a longer predicted RUL but with less
confidence. Such a flexible RUL allows scheduling proper maintenance and
replacement strategies under different practical requirements.
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(a) Cutter 3 at beginning time stamp of 250


















(b) Cutter 5 at beginning time stamp of 450
Figure 4.9: Two examples on the predicted PDFs of breakdown time.
4.5 Summary
In this chapter, a novel EPF prognosis framework was proposed to predict
the PDF and breakdown time of the unobservable degradation under
periodic inspection. The developed framework consisted of a diagnosis part
and a prognosis part. Indirect observations estimated from the diagnosis
part were applied for the particle importance sampling and model state
initialization before prediction. Next, a transition-based ARMA model was
designed as the state-space model, which had multiple stages to better fit
system nonlinearities existed in reality. In addition, a transition confidence
was introduced to achieve its auto-stage transitions during the long-term
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prediction. An EPF was developed using the Bayesian estimation algorithm
to predict the wear PDF. Unlike conventional PF, my EPF could not
only guarantee the monotonic prediction result via a proposed monotonic
resampling scheme, but also reduced the calculation cost under the time-
varying number of particles. According to the long-term PDF prediction
results, the breakdown probability and RUL could be obtained based
on a breakdown threshold. The framework effectiveness was testified on
an industrial CNC milling machine, and prediction results were analyzed
according to five defined evaluation criteria. Compared to two benchmark
approaches, my proposed framework achieved the predicted bounds with
accuracies of at least 90.3% as well as saved more than 50% calculation
time without loss of accuracy.
Although EPF has been well applied for probabilistic machinery progno-
sis in this chapter, it is worth noting that EPF still has several limitations
for practical applications. Firstly, the probability distribution has to be
numerically approximated rather than analytically obtained. There always
exists a compromise between the approximation precision and computation
cost. More particles resulting in a closer PDF approximation will also
lead to a higher calculation time, vice-versa. Even if the time-varying
number of particles is developed and applied, as presented in Section 4.4,
EPF still needs some certain computation time. As a numerical Bayesian
algorithm, it may limit the practicability for manufacturing industries with
requirements on computation time and cost. In addition, the Bayesian
estimation algorithm is highly dependent on an appropriate state-space
model, whose sequential time interval between previous and current states,
namely, w is always fixed and regular. As such, it is inflexible for the time-
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series regression models to address state estimation and prediction issues
under either aperiodic or non-fixed periodic inspection strategies.
In consideration of the above issues, I propose a novel stochastic
framework in next chapter to effectively reduce the computation cost as
well as guarantee the prognosis performance. To improve the methodology
applicability in industry, aperiodic inspection strategy will be considered
and included as well.
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Chapter 5
Gamma Process for Aperiodic
Inspection
To overcome Enhanced Particle Filter’s (EPF’s) limitations summarized in
Chapter 4, a stage-based Gamma process is developed in this chapter for the
degradation Probability Density Function (PDF) prediction under aperi-
odic inspection, where a recursive Maximum-Likelihood Estimation (MLE)
algorithm deduced from the conventional MLE algorithm online updates
the model parameters based on each corresponding aperiodic inspection
interval. Similar to Chapter 4, the same tool wear experiments of a
high speeding milling machine are used to verify its feasibility for the
degradation PDF prediction under aperiodic inspection.
5.1 Background
Except the Bayesian estimation algorithms like EPF, Gamma process [122]
is a good candidate to model the strictly monotonic degradation owing
to the monotonic increment property and explicit PDF definition. In
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general, its parameters are estimated oﬄine via the conventional MLE
algorithm [100, 166] based on a training dataset, and then set as constants
for its further applications. In this case, there may exist the unfitted
modeling errors of former trained Gamma process for new testing data due
to internally structural and externally environmental changes in reality. As
discussed in Chapter 1, although a single Gamma process is often used to
fit the whole degradation process, it may not fully capture all underlying
characteristics of a realistic system.
In practice, periodic inspection strategy may be too inflexible to be
executed due to the cost and efficiency concerns. Aperiodic inspection
strategies can better save inspection cost and guarantee the continuous
manufacturing. Since sample points obtained from aperiodic inspection are
irregular, time-series regression models cannot be applied for the degrada-
tion prediction due to non-unified sequential time intervals. Compared to
periodic inspection, information provided from the aperiodic inspection
is reduced as well, which also enhances the modeling and prediction
difficulties. In addition, irregular sample points require the algorithm
generality and robustness for either oﬄine or online system identification.
On account of the above challenges and EPF’s limitations in Chapter 4,
stage-based Gamma process with recursive MLE algorithm is proposed in
this chapter to predict the degradation PDF under aperiodic inspection.
5.2 Mathematical Preliminaries
Properties of conventional Gamma process and popular inspection strate-
gies are briefly revisited. Next, a novel recursive MLE algorithm will be
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mathematically derived in this section.
5.2.1 Gamma Process
Gamma process is a stochastic process with the independent and non-
negative Gamma distributed increments. PDF of a Gamma distribution




βα xα−1 e−βx, (5.1)





A Gamma process X(t) with shape function α(t) > 0 and rate
parameter β > 0 has the following properties [122]:
1. X(0) is equal to 0 at the initial time stamp of 0;
2. X(t) at time stamp of t has independent increment and;
3. The probability distribution on increment of X(t+ h)−X(t) follows
a Gamma distribution of Γ[α(t+ h)− α(t), β].
According to (5.1), the PDF of above Gamma distribution Γ[α(t+h)−
α(t), β] is
f(x;α(t+ h)− α(t), β) = β
[α(t+h)−α(t)]
Γ[α(t+ h)− α(t)] x
[α(t+h)−α(t)]−1 e−βx, (5.3)
where x ≥ 0, t is current time stamp, and t+h is a h-step ahead prediction
time stamp.
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Based on (5.3), the expectation of increment on X(t + h) − X(t) is
calculated as
E [X(t+ h)−X(t)] = α(t+ h)− α(t)
β
. (5.4)
The stationary Gamma process [122] is selected in this chapter, where
the shape function is set as α(t) = a t for a > 0. Because of α(t+h)−α(t) =
a h, (5.3) is rewritten as
f(x;α(t+ h)− α(t), β) = f(x; a h, β) = 1
Γ(a h)
βa hxa h−1e−βx, (5.5)
and (5.4) is rewritten as
E [X(t+ h)−X(t)] = a h
β
. (5.6)
a and β could be estimated via the conventional MLE algorithm [100]
when all measurements from a same degradation process are available. In
reality, each measurement is sequentially observed so that it is impossible to
fully capture all the degradation information until the final inspection time
stamp. Conventional MLE algorithm has to depend on one full training
dataset to estimate a and β, and then set them as constants for further
applications. Due to difference between training and testing datasets, above
constant a and β estimated from training dataset may not fit new testing
datasets very well. As such, an effective recursive algorithm to online
update a and β needs to be put forward, which may better capture the
real-time underlying patterns and degradation gradients.
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5.2.2 Aperiodic Inspection Strategy
Popular inspection strategies used in industry are mainly classified into two
categories, namely, periodic and aperiodic inspection.
Periodic Inspection
An example of periodic inspection is presented in Figure 5.1. The
inspection interval is τ , t0 = 0, tm = t, i is the i
th inspection for i =
1, 2, · · · ,m, and ∆Xi = X(ti)−X(ti−1) is its corresponding measurement.
All measurements will be orderly captured under a constant inspection
interval of τ in periodic inspection.
0 0t = 1t 2t 3t 4t
...








1( )mX t −







τ ττ τ τ
mt h+
Diagnosis Prognosis 
Figure 5.1: A typical periodic inspection strategy.
In Figure 5.1, state measurement is depicted by solid line and state
prediction is depicted by dashed lines, respectively.
Aperiodic Inspection
Compared to the periodic inspection, aperiodic inspection can be more
flexible and tailored. Many manufacturing industries prefer to conduct the
aperiodic inspection, whose intervals are chosen as large at the beginning
to reduce overall inspection costs. Based on the real-time degradation
inspection and its prediction, intervals are gradually shortened in case of
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missing the failure events.
In reality, there exist two main challenges in aperiodic inspection.
The aperiodic inspection interval is not as regular or unified as periodic
inspection’s, which has a high requirement on the algorithm generality and
robustness for system identification under irregular sample points. On the
other aspect, a long aperiodic interval will miss some critical monitoring
information, which also enhances the modeling difficulty. Different from
the periodic inspection, inspection intervals applied will be aperiodic.
Figure 5.2 displays a typical example of aperiodic inspection with detailed
notations.
0 0t = 1t 2t 3t 4t
...
mt t=1mt −2mt −
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Figure 5.2: A typical aperiodic inspection strategy.
In Figure 5.2, state measurement is depicted by solid line and state
prediction is depicted by dashed lines, respectively. It is worth noting that
aperiodic inspection in Figure 5.2 can be converted into periodic inspection
in Figure 5.1 if all inspection interval is ∆ti = τ for i = 1, 2, · · · ,m.
Since aperiodic inspection is a more general case, methodology which
is effective for aperiodic inspection will also work well under periodic
inspection. Instead of scheduling and optimizing the inspection strategy,
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which will be further explored in Chapter 6, this chapter mainly focuses
on updating a and β when each corresponding inspection is available from
a predetermined aperiodic inspection for the PDF prediction. As such,
various aperiodic inspection strategies discussed in this chapter are all
randomly determined to testify the algorithm applicability.
5.2.3 Recursive MLE Algorithm
Gamma process with two parameters is introduced to model the monotonic
degradation. Under one aperiodic inspection strategy, a recursive MLE
algorithm will be deduced to online update the model parameters.
Since the proposed recursive MLE algorithm targets to update a and β
of Gamma process at each inspection time stamp, its parameters will
become time-variant as ai and βi at the i
th inspection, whose values can
be changed based on the real-time measurement at the corresponding
inspection. The recursive MLE algorithm will be mathematically derived
under the below assumption:
Assumption 5.1. The total number of inspection times m will be large
where all ∆Xi are captured from the same monotonic degradation processes
with few outliers and less noise contamination for i = 1, 2, · · · ,m.
Theorem 5.1. If am−1, βm−1, the inspection interval of ∆tm = tm− tm−1,
and its corresponding measurement on ∆Xm = X(tm) − X(tm−1) are all
available at inspection time stamp of tm, am and βm at the m
th aperiodic


























Proof. The following are mathematical derivations of (5.7) and (5.8).
According to the conventional MLE algorithm and (5.5), the likelihood












The log-likelihood function of (5.9) is captured as



















(a∆ti − 1) ln ∆Xi − β X(tm−1).
(5.10)
In the conventional MLE, the first partial derivatives of log-likelihood
function to each estimator will be computed, and their values will be
solutions from the corresponding partial derivative equations. By com-
puting the first partial derivatives of (5.10) to estimators, am−1 and βm−1
at inspection time stamp of tm−1 are solutions of the following equations
via the conventional MLE algorithm
∂










= tm−1 lnβm−1 +
m−1∑
i=1
∆ti ln ∆Xi −
m−1∑
i=1
















tm−1 −X(tm−1) = 0,
(5.12)
in which Ψ(am−1∆ti) =
Γ′(am−1∆ti)
Γ(am−1∆ti)
is the Digamma function.
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Similar to (5.10), (5.11), and (5.12), am and βm at inspection time
stamp of tm are computed via conventional MLE as










tm −X(tm) = 0. (5.14)
By substituting (5.11) into (5.13), it is deduced as







∆ti Ψ(am∆ti)−∆tm Ψ(am∆tm) = 0.
(5.15)




) ≈ lnx − 1
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By substituting (5.16) into (5.15), (5.15) is rewritten as







)−∆tm Ψ(am∆tm) = 0.
(5.17)
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According to [167] for term of Ψ(am∆tm), (5.17) is also simplified as
tmln βm − tm−1 ln am + m2am −∆tm ln (am∆tm)
+∆tmln ∆Xm = tm−1ln βm−1 − tm−1 ln am−1 + m−12am−1
(5.18)






−∆Xm = 0. (5.19)
As (5.18) and (5.19) are same as (5.7) and (5.8) respectively, this com-
pletes the derivation of the recursive MLE algorithm from the conventional
MLE for parameter updates under aperiodic inspection intervals. Accord-
ing to Assumption 5.1 and properties on the consistency and asymptotic
normality of MLE algorithm [100], maximum likelihood estimators will be
consistent with true parameter values from the same Gamma process.
Remark 5.1. In periodic inspection, each ∆ti is equal to τ for i =
1, 2, · · · ,m. (5.15) will be simplified as
mτ ln βm − (m− 1) τ ln βm−1 + τ ln ∆Xm + (m− 1) τ Ψ(τ am−1)
−(m− 1) τ Ψ(τ am)− τ Ψ(τ am) = 0,
(5.20)




− (m− 1) τ am−1
βm−1
−∆Xm = 0. (5.21)
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As such, (5.20) and (5.21) are rewritten as
ln βm−Ψ(τ am) = ln βm−1−Ψ(τ am−1)− 1
m

















Periodic inspection as a special case of aperiodic inspection is also able
to update am and βm via (5.22) and (5.23) if am−1, βm−1, ∆Xm, and τ are
all available at the mth periodic inspection.
5.3 Proposed Gamma Process Prognosis
Framework
To overcome limitations discussed in Chapter 4, the mixed time-/condition-
based deterministic model [34] is further extended by integrating a
stage-based Gamma process with recursive MLE algorithm for the PDF
prediction under aperiodic inspection. Figure 5.3 presents the overall
structure of my proposed framework.
Similar to Figure 4.1 in Chapter 4, the proposed framework in Figure 5.3
also consists of diagnosis and prognosis parts. In diagnosis part, Dominant
Feature Identification (DFI) [55, 57] selects dominant features uˆ(tm) from
original ones u(tm) at the m
th aperiodic inspection and K individual stages
are modeled via a Support Vector Machines (SVMs)-based Autoregressive
Moving Average with eXogenous inputs (ARMAX) model [34].
Unlike the prognosis part in Figure 4.1 which has a transition-based
ARMA model for stage auto-identification and auto-transition during long-
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Figure 5.3: Gamma process prognosis framework for degradation PDF
prediction.
term prediction, SVM classification output of `(tm) based on uˆ(tm) is still
used in prognosis part of Figure 5.3 for stage identification at the mth
aperiodic inspection as
`(tm) = k, (5.24)
in which k is the identified stage for k = 1, 2, · · · , K, `(t0) = 0 is set at the
initial inspection time stamp of t0, and yˆ(tm) in Figure 5.3 is the estimated
current degradation at inspection time stamp of tm.
Aperiodic inspection strategy is mainly discussed in this chapter, which
provides real-time degradation information at the corresponding inspection
time for stage identification and parameter updates. Unlike Chapter 4,
either stage auto-identification or auto-transition is not required in this
chapter. However, it is worth noting that stage auto-identification similar
to Figure 4.1 can be also designed in Figure 5.3 for the long-term prediction,
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if necessary.
After the current stage identification and degradation estimation, stage-
based Gamma process with recursive MLE algorithm will be developed
to update the modeling parameters and then predict the degradation
PDFs between two consecutive inspection time stamps. The following
assumptions are made in my framework for simplicity but without loss
of generality.
Assumption 5.2. yˆ(ti) estimated from the SVMs-based ARMAX model
is regarded as indirect state measurement for Gamma process at the ith
aperiodic inspection where i ≤ m.
Assumption 5.3. The future degradation variable Y (tm + h) at a h-step
ahead prediction time stamp of tm + h is the sum of two independent
variables defined as
Y (tm + h) = X(tm + h) +N(tm + h), (5.25)
where X(tm + h) is the state variable predicted from the stage-based
Gamma process, and N(tm+h) is an observation noise following the normal
distribution N (0, σ2).
In Figure 5.3, yˆ(tm) is the current degradation estimation of ARMAX
models at inspection time stamp of tm, X(tm + h) is the predicted state
from the stage-based Gamma process without any physical explanation,
and Y (tm + h) is the h-step ahead degradation prediction. Observation
noise N(tm+h) introduced in Assumption 5.3 targets at fitting the realistic
observation differences based on the training dataset.
K individual Gamma processes similar to the above ARMAX models
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are constructed at the corresponding stages to fit the realistic degradation.




(a 1, β 1), `(tm−1) 6= `(tm) = 1,
...
(a k, β k), `(tm−1) 6= `(tm) = k,
...
(aK , βK), `(tm−1) 6= `(tm) = K,
(5.26)
where (a 1, β 1), (a 2, β 2), ..., (aK , βK) are parameters estimated via the
conventional MLE algorithm at the corresponding stages k of the training
dataset for k = 1, 2, · · · , K.
Only one set of experimental wear data is chosen to train the SVMs-
based ARMAX model and estimate parameters in (5.26). Then extended
time-/condition-based framework will be applied for the PDF prediction
of new testing datasets, where recursive MLE algorithm updates ai and βi
at each inspection time stamp of ti to address the dissimilarities among
all degradation experiments. It is worth noting that the recursive MLE
algorithm will be independently and individually executed at each stage
based on the initial parameters of (5.26).
According to (5.5) and Assumption 5.2, the PDF of X(tm + h) at










Since X(tm + h) and N(tm + h) are mutually independent accord-
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ing to Assumption 5.3, their joint PDF is fX(tm+h),N(tm+h)(x, u) =











fX(tm+h),N(tm+h)(x, y − x) dx = fX(tm+h)(y) ∗ fN(tm+h)(y),
(5.28)
where ∗(·) is the convolution operator, and the expectation of Y (tm +h) is
derived as




In all, the PDF of future degradation Y (tm + h) is obtained based
on (5.27) and (5.28) after the recursive MLE algorithm updates am and βm
via Newton method as shown in (5.7) and (5.8).
5.4 Industrial Case Study
The feasibility of my proposed framework in this chapter will be verified
by the same tool wear experiments of the high speed Computer Numerical
Control (CNC) milling machine, as displayed in Chapter 4. Its detailed
introduction, setup information, and operating conditions have been
described in Section 4.4, which are omitted in this chapter for brevity.
Similar to Section 4.4, Cutter 1 is still chosen for training, and the
remaining Cutters 2 to 5 are testing cutters. Due to the numerical
approximation of Ψ(am∆tm) in (5.18), the unit of tool wear is 10
−5 meter
used in this chapter to improve the calculation precision for modeling and
parameter updates.
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5.4.1 Examples of Recursive Parameter Updates
As the recursive MLE algorithms have been derived in Section 5.2.3
for parameter updates under both periodic and aperiodic inspections, a
simulation example is based on the wear data in Stage 2 of Cutter 1 to
demonstrate the algorithm effectiveness. In Stage 2 of Cutter 1, a 2 = 0.46
and 1/β 2 = 0.11 are calculated via the conventional MLE under periodic
inspection of τ = 5. For simulation, initial a1 = 1 and 1/β1 = 0.5, the
periodic inspection interval is still τ = 5 time stamps, and the aperiodic
inspection intervals ∈ {1, 5, 10} time stamps, where the corresponding
aperiodic intervals are uniformly distributed and independently chosen to
generate its inspection sequence.
Interval values of above inspection are arbitrarily chosen for simulation.
Figure 5.4 displays the update results, in which parameters are only
updated at each inspection time stamp and kept as invariant within the
corresponding time interval.
In Figure 5.4, updates of am are depicted by 2 and updates of 1/βm
are depicted by ◦, respectively.
5.4.2 Wear PDF Prediction Under Aperiodic Inspec-
tion
Those six dominant features listed in Section 4.4 are still used as inputs
of the SVMs-based ARMAX model [34] to identify the wear stage and
estimate the current tool wear at each inspection time stamp, where
K = 3 is chosen as a typical tool wear process can be divided into initial,
middle, and serious wear stages like in Chapter 4. The PDFs between
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Figure 5.4: Examples of recursive parameter updates.
two consecutive inspection time stamps will be predicted by the proposed
framework where σ = 0.01 is approximated in (5.28) from differences
between the actual tool wear of training Cutter 1 and expectation from
the oﬄine trained stage-based Gamma process. In addition, all upper and
lower bounds of the PDF prediction are obtained with credible intervals
less than 95%, which is tuned via trials and observations to achieve an
acceptable training accuracy.
Two aperiodic inspection schemes are separately executed, whose
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inspection intervals are {1, 5, 10} time stamps and {20, 30, 50} time stamps,
respectively. During the PDF prediction, (5.7) and (5.8) independently
update parameters at each stage. Their initial parameters are captured
according to (5.26), and will be recursively updated when the new
measurement is available at each inspection interval.




















































































Figure 5.5: Predicted wear bounds under aperiodic inspection intervals
∈ {1, 5, 10} time stamps.
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Figures 5.5 and 5.6 display results of the predicted tool wear bounds
under the aperiodic inspection intervals ∈ {1, 5, 10} time stamps and
aperiodic inspection intervals ∈ {20, 30, 50} time stamps, respectively.




















































































Figure 5.6: Predicted wear bounds under aperiodic inspection intervals
∈ {20, 30, 50} time stamps.
Results of parameter updates under above two aperiodic inspection
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schemes are shown in Figures 5.7 and 5.8.
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Figure 5.7: Recursive parameter updates under aperiodic inspection
intervals ∈ {1, 5, 10} time stamps.
In Figures 5.7 and 5.8, the updates of am are depicted by 2, a
k
estimated via the conventional MLE is depicted by dashed lines, updates
of 1/βm are depicted by ◦, and 1/β k estimated via the conventional MLE
is depicted by dashed-dot, respectively.
Above simulation results verify that parameters of all experimental
cutters can converge to steady values, which are estimated via the
conventional MLE algorithm at each wear stage. As such, the recursive
MLE algorithm is able to update parameters for their final convergence to
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Figure 5.8: Recursive parameter updates under aperiodic inspection
intervals ∈ {20, 30, 50} time stamps.
capture the underlying degradation variability and gradient over time of
every testing cutter. In addition, it can be also observed from Figures 5.4–
5.8 that:
1. It is not possible for a single certain Gamma process to completely
fit each wear stage in reality. As shown in Figures 5.4, 5.7 and 5.8,
the conventional MLE algorithm computes different a k and β k for
the testing Cutters 2 to 5 under above two different inspection
strategies. Although values of parameters may not keep consistent
under different inspection strategies, their corresponding Gamma
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processes still capture the similar expectation via (5.6) at same wear
stages;
2. Due to existences of the Digamma and log functions, neither of the
conventional and recursive MLE algorithms cannot be solved analyt-
ically. The Newton method used here will compute the numerical
approximations to their solutions. Besides system complexity and
noise contamination, the settings on initialization, tolerance, and the
maximum number of iterations could also influence the precision of
final numerical approximations and lead to the slight bias, as shown
in Figures 5.4, 5.7, and 5.8 and;
3. Some nonmonotonic prediction phenomena appear around transition
areas from Stage 1 to Stage 2 in Figure 5.6. The tool wear process
may have transferred into Stage 2 during a long inspection interval,
but the correct stage can not be identified until the next inspection.
Gamma process from wrong stage has to be still applied to predict
wear along with large value and fast gradient. The nonmonotonic
phenomena could be alleviated if short inspection intervals are used
like in Figure 5.5.
5.4.3 Comparison Results
To verify the feasibility of my proposed recursive MLE algorithm on
online parameter updates and degradation prediction, stage-based Gamma
process without recursive MLE algorithm as one benchmark approach
also conducts same prediction missions, whose constant parameters are
calculated via the conventional MLE algorithm based on testing Cutters 2
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to 5 before their PDF prediction. It is worth noting that this kind of
stage-based Gamma process is just for purpose of comparison, which is
not practical since the full end of life degradation information cannot
be captured or remained at the beginning of prediction applications.
Prediction performances are evaluated according to Criteria A to E, as
defined in Chapter 4.
The prediction results of stage-based Gamma processes with and
without recursive MLE algorithm are recorded in the following tables.
Table 5.1 displays PDF prediction result without recursive MLE
algorithm under aperiodic inspection intervals ∈ {1, 5, 10} time stamps,
and the PDF prediction result with recursive MLE algorithm for the same
prediction mission is presented in Table 5.2.
Table 5.1: Criteria A to E of PDF Prediction without Recursive MLE
Under Aperiodic Intervals ∈ {1, 5, 10} Time Stamps
Cutter No. A (%) B (%) C (%) D (%) E (%)
1 99.8 99.8 100.0 8.4 13.5
2 99.2 100.0 99.2 14.2 12.2
3 98.7 100.0 98.7 16.6 14.3
4 98.4 98.4 99.8 14.2 12.8
5 96.5 96.5 100.0 10.6 15.4
Table 5.2: Criteria A to E of PDF Prediction with Recursive MLE Under
Aperiodic Intervals ∈ {1, 5, 10} Time Stamps
Cutter No. A (%) B (%) C (%) D (%) E (%)
2 97.1 100.0 97.1 15.1 9.7
3 97.6 99.8 97.6 15.6 13.1
4 94.5 98.8 95.8 14.7 10.1
5 94.6 96.4 98.2 11.8 14.1
Similar to above tables, both PDF prediction results under the aperiodic
inspection intervals ∈ {20, 30, 50} time stamps are shown in Tables 5.3
and 5.4, respectively.
Observations from Tables 5.1–5.4 are as follows:
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Table 5.3: Criteria A to E of PDF Prediction without Recursive MLE
Under Aperiodic Intervals ∈ {20, 30, 50} Time Stamps
Cutter No. A (%) B (%) C (%) D (%) E (%)
1 98.5 98.5 100.0 10.9 15.9
2 99.9 100.0 99.9 15.1 14.9
3 94.0 98.9 95.1 16.6 13.2
4 93.7 99.8 93.8 13.8 12.9
5 95.6 95.6 100.0 11.6 16.9
Table 5.4: Criteria A to E of PDF Prediction with Recursive MLE Under
Aperiodic Intervals ∈ {20, 30, 50} Time Stamps
Cutter No. A (%) B (%) C (%) D (%) E (%)
2 99.8 100.0 99.8 16.7 13.6
3 87.4 96.7 90.8 15.9 12.2
4 92.9 97.3 95.6 11.5 11.2
5 90.6 91.9 99.7 13.5 15.1
1. As calculated from Tables 5.2 and 5.4, average Criterion A of the
stage-based Gamma process with recursive MLE algorithm is more
than 94.3%, and the average Criteria B and C are both above 96.5%.
The accuracy analysis indicates that my framework in Figure 5.3 is
applicable for both training and testing cutters to predict the PDFs
under aperiodic inspection;
2. The average Criteria D and E are calculated below 14.5% and 12.8%,
respectively. Figures 5.5 and 5.6 display the prediction results with
credible interval less than 95.0%. In general, similar to Chapter 4,
the predicted ranges between upper and lower bounds can be also
tuned via selection of proper credible intervals according to practical
requirements on the prediction accuracies and costs;
3. Compared to prediction results using conventional MLE, the recursive
MLE algorithm can achieve similar performances with slightly reduc-
ing average Criterion A of 2.8% but narrowing average Criteria D
and E of 1.3%. This used stage-based Gamma process without
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recursive MLE algorithm is not applicable in industry as mentioned
before, while my proposed framework can be a good candidate with
acceptable performances for actual applications;
4. The first-order moment of Gamma process is linear as (5.6), but the
tool wear of each single stage should be more complex than a linear
process as shown in Figures 5.5 and 5.6. Rather than calculating two
constants a and β like conventional MLE algorithm, the recursive
MLE algorithm will update parameters based on real-time monitoring
information, which may fit the real-time system characteristics closer
and better capture the future steps ahead degradation gradients,
compared to the conventional MLE and;
5. The h-step ahead wear PDF can be predicted via the proposed
framework in Figure 5.3. Based on the predicted PDFs of tool wear
and a predetermined failure threshold, the Cumulative Distribution
Function (CDF) of breakdown time will be captured and RUL of the
corresponding cutter can be evaluated at each future time stamp with
an associated confidence via my approach presented in Chapter 4.
In addition, the proposed framework is also compared with two other
benchmark approaches under aperiodic inspection to check its improve-
ment. Inverse Gaussian (IG) process and my EPF in Chapter 4 are
chosen. As mentioned in Section 5.1, EPF as a numerical Bayesian
estimation algorithm has been implemented to predict the degradation
PDF in several industrial fields like [35, 85, 113]. Owing to the properties
on non-negative increment and PDF definition, IG process [168] is also
an alternative stochastic process for degradation modeling and prediction.
119
As such, IG process and EPF are individually implemented to execute
the same missions of PDF prediction under different aperiodic inspection
strategies. For purpose of fair comparison, three IG processes are applied
similar to above stage-based Gamma process. Each IG process has two





]. parameters are also estimated via conventional MLE
algorithm at each stage. Next, their average prediction performances
according to five evaluation criteria are list in Table 5.5.
Table 5.5: Comparison on Prognosis with Existing Approaches
Approaches A (%) B (%) C (%) D (%) E (%)
IG Process 84.3 97.2 87.0 12.6 12.8
Enhanced PF 92.8 96.3 95.4 18.7 8.8
Proposed Framework 94.1 97.6 96.9 14.3 12.4
As observed in Table 5.5, IG process obtains the worst prediction
performance among all three approaches, while my proposed framework
achieves the best performance with good prediction accuracies and narrow
bound errors. EPF’s result is slightly worse than the proposed framework
but better than IG process, while EPF usually consumes more computation
time than others, as discussed in Section 5.1. Comparison results of
my proposed framework with various benchmark approaches validate its
advantages and improvements on prediction performance.
5.5 Summary
To overcome EPF’s limitations and state-space model’s time-series con-
straints on fixed/periodic intervals in Chapter 4, this chapter continued
the probabilistic prognosis work for the degradation PDF prediction under
aperiodic inspection. By using the current degradation estimation from the
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diagnosis part [34] as indirect observation, the stage-based Gamma process
was developed to predict the PDF of unobservable wear, where a recursive
MLE algorithm deduced from the conventional MLE algorithm online
updated the model parameters based on each corresponding aperiodic
inspection interval. The feasibility of this proposed framework was verified
on same tool wear experiments of the CNC milling machine as in Chapter 4.
Compared to benchmark approaches, my proposed framework achieved the
narrow predicted bounds under acceptable accuracies of average error less
than 15.0% and average accuracy more than 94.3%. In addition, all the
updated parameters could converge to the steady values at each wear stage.
To sum up, under one predetermined aperiodic inspection strategy,
Chapter 5 has handled the research gap of online parameter updates
and degradation PDF prediction via Gamma process. Owing to the
flexibility, overall cost saving, and manufacturing efficiency improvement,
aperiodic inspection strategies are receiving more and more popularity
from both academia and industry nowadays. Instead of applying a
randomly determined aperiodic inspection like in Chapter 5, a cost-
optimal inspection and maintenance strategy based on overall machinery
degradation information may further shrink production costs and losses in
practice.
As such, with support of acceptable results about probabilistic machin-
ery prognosis from Chapters 4 and 5, I formulate a cost-optimal non-fixed
periodic strategy for machinery degradation inspection and maintenance in
next chapter. One novel inspection strategy is mathematically scheduled
and oﬄine optimized, whose optimal solutions can be applied for online
machinery inspection and repair for similar manufacturing industries.
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Unlike conventional periodic inspection, the inspection intervals applied at
different wear stages will be tailored and optimized individually on account





As highlighted in Chapters 1 and 5, optimization of inspection and replace-
ment strategies is able to improve the operation safety and manufacturing
efficiency. In this chapter, a novel non-fixed periodic inspection strategy
is formulated and optimized in precognitive maintenance to monitor and
repair a multi-stage degradation process. The overall cost function of
each degradation stage is individually constructed based on its risk and
cost concerns existed, and optimal solutions of above applied inspection
intervals are obtained via minimizing the corresponding cost function. Due
to the high breakdown risk in the final stage, a warning threshold is tailored
to divide it into two parts, where a relatively long periodic inspection
interval can be applied before threshold detection, and the inspection
interval is further shortened after detection. Applicability of my cost-
optimal non-fixed periodic strategy is validated for the tool wear inspection
and replacement of the same industrial experiments as in Chapters 4 and 5.
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6.1 Background
There are many optimization works about inspection and repair strategy in
current literature, as discussed in Chapter 1. To the best of understanding,
two main challenges still exist, namely, 1) only one single model such as
Gamma process is applied to fit the entire degradation process for the
interval optimization. Current inspection strategies are not suitable for the
multi-stage degradation processes; 2) for the machinery degradation and
breakdown risk increase along with operation time during one operation
cycle, a conventional periodic inspection strategy with the fixed interval
may be inflexible in practice. In general, long intervals can be applied at the
beginning to save overall inspection times, and then frequent inspections
should be executed later to prevent unexpected breakdown. On account
of above two challenges, this chapter targets to propose a cost-optimal
non-fixed periodic strategy for degradation inspection and replacement of
a single component during one operation cycle. With support of results
on probabilistic machinery prognosis, the periodic but non-fixed inspection
intervals applied at different stages can be mathematically scheduled and
oﬄine optimized, whose optimal solutions are feedback for maintenance
engineers to online execute inspection and repair actions.
6.2 Proposed Inspection Strategy for a
Multi-Stage System
An appropriate inspection and replacement strategy is able to improve the
operation safety and efficiency while minimizing the overall cost. This
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section presents my novel non-fixed periodic inspection strategy in details.
Its research objective and prior assumptions are described as well.
6.2.1 Strategy Description
To avoid economic loss and operation damage from the unexpected
breakdown, my cost-optimal inspection and replacement strategy aims
to execute the proactive repair in time, while reducing the overall cost
into minimum. In reality, there are two degradation paths, namely, one
has operation hazards at an early phase, and the other has the fast
increment rate or operation hazards at a late phase. It is worth noting
that the degradation process with severe hazards at the end will be mainly
investigated in this chapter.
Similar to Chapters 4 and 5, along with different deteriorating rates,
one degradation process may be divided into several stages with real-valued
upper and lower boundaries for the multi-stage modeling [34, 35, 119, 169]
to improve the prognosis performance. For one K-stage degradation
process, my non-fixed periodic inspection strategy will be proposed and
presented in Figure 6.1, where K is the total stage number and γb is the
breakdown threshold. As each stage is individually modeled and analyzed,
periodic inspection intervals applied in different stages can be non-fixed
as τ1, τ2, ..., τK , and τKw, as shown in Figure 6.1.
6.2.1.1 Inspection Strategy in Stage k for k = 1, 2, ..., K − 1
In degradation Stage k for k = 1, 2, ..., K − 1, the periodic but non-fixed
intervals are applied to inspect the machinery degradation. There are two
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Figure 6.1: Non-fixed periodic inspection strategy proposed for a multi-
stage degradation process.
boundary and τk is its periodic inspection interval to be applied. As such,
the research objective in Stage k for k = 1, 2, ..., K − 1 is to optimize τk
and minimize its corresponding overall cost. Since the occurrence risk
of unexpected breakdown increases along with operation time, inspection
intervals of τ1, τ2, ..., τK−1 applied for each stage could be non-fixed and
shortened under reasonable constraints before final Stage K.
6.2.1.2 Inspection Strategy in Final Stage K
Since final Stage K has a higher risk of unexpected breakdown than
other stages, its inspection schedule should be more tailored as shown
in Figure 6.1. There are four variables in the final Stage K, namely,
{τK , τKw, γw, γK}, where γK is its predetermined upper stage boundary.
Unlike Stage k for k = 1, 2, ..., K − 1, a warning threshold γw is introduced
to divided the final stage into two parts. Before detecting γw, the periodic
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inspection interval of τK can be chosen relatively long to reduce overall
inspection times. After γw is detected, the interval applied should be
shortened to τKw in case of missing the proactive repair chance.
In my proposed inspection strategy, if γK is detected to be exceeded,
proactive repair will be executed to renew the wearing equipment. Without
the timely proactive repair, breakdown failure will occur once degradation
exceeds γb to cause equipment damage and huge repair cost for the
whole operating system. As such, there are four possible repair scenarios,
namely, proactive repair with or without γw detection as well as breakdown
repair with or without γw detection. Above four scenarios should be
detailed analyzed, and research objective in final Stage K is to optimize
{τK , τKw, γw} for the effective proactive repair of operating equipment.
Compared to the conventional periodic inspection strategy, I apply non-
fixed periodic inspection intervals into each Stage k for k = 1, 2, ..., K − 1
as well as introduce a warning threshold and two additional inspection
intervals into final stage to make the proposed strategy more flexible and
tailored in reality.
Before the multi-stage wear modeling and cost analysis in each stage,
assumptions used in this chapter are listed as follows:
Assumption 6.1. The upper boundary of former stage will be regarded
as the initial state at current stage after its stage transition, where each
stage is individually modeled.
Assumption 6.2. Degradation process is monotonically increasing along
with time during one operation cycle, whose increment is non-negative and
independent.
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Assumption 6.3. Breakdown will be observable once γb is exceeded. Stage
transition will be unobservable even after γk is exceeded for k = 1, 2, ..., K,
which has to be detected at the next inspection.
Assumption 6.4. The delay time from stage transition to its detection
will incur a penalty cost, which holds a linear relationship with the delay
time length for simplicity.
In reality, if γK can be detected before γb is exceeded, the proactive
repair will be executed with cost CW , which is low as engineers only
repair the corresponding wearing equipment. However, the breakdown
repair cost CB will be high, when γb is directly exceeded. In this case,
whole operation system has to be suspended and renewed, which may
cause longer downtime and higher repair cost. Based on the inspection
cost CI per time, interval lengths applied will determine total inspection
cost, delay time cost, and proactive repair chance. In addition, along with
possible seriousness caused in reality, a coefficient CkP for the penalty cost in
Assumption 6.4 may be different and increasing after each stage transition.
Remark 6.1. Multi-stage modeling based on the corresponding boundaries
can improve the fitting performance from that of one single model.
Although inspection strategy is individually investigated at each stage and
the repair may be only conducted at final stage, it is still necessary for the
degradation modeling and interval optimization on all stages, for machinery
wear may be unobservable in reality. Without effective wear inspection
at few beginning stages, it is hard to evaluate whether the final stage is
reached. In addition, Stage k for k = 1, 2, ..., K−1 also faces the breakdown
risk under low probabilities.
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Remark 6.2. For future applications, my non-fixed periodic inspection
strategy should be oﬄine optimized based on a training dataset. Next,
above optimal inspection intervals are online applied accordingly for realis-
tic engineering systems under the premise of similar operating conditions.
6.2.2 Multi-Stage Degradation Modeling
Due to uncertainties existed in reality, there are two random variables inside
a degradation process as displayed in Figure 6.1, where X(t) represents
the degradation variable accumulated over time [0, t] and T (x) is the time
variable taken for the degradation reaching x. Similar to Chapter 5, K
independent Gamma processes still model the corresponding degradation
stages with real-valued upper and lower boundaries, and the Probability
Density Functions (PDFs) of X(t) and T (x) can be obtained at each stage.
According to Assumption 6.1, the initial states in Stage k can be
initialized to zero for the calculation simplicity. As such, its corresponding
upper boundary will be normalized to γk − γk−1, and breakdown threshold










where x ≥ 0, ak > 0 and βk > 0 are shape and rate parameters of




Next, the Cumulative Distribution Function (CDF) of X(t) can be
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calculated as
F (x;X(t)) = Pr{X(t) ≤ x} = 1− Γ(a
k t, βk x)
Γ(ak t)
, (6.2)
where Γ(ak t, βk x) is the incomplete Gamma function defined as





For the time variable T (x), its CDF can be obtained by
F (t;T (x)) = Pr{T (x) ≤ t} = Γ(a
k t, βk x)
Γ(ak t)
, (6.3)





[log(u)−Ψ(ak t)]uak t−1e−u du, where Ψ(ak t) = Γ′(ak t)
Γ(ak t)
is the
Digamma function. As such, the research problem has been formulated
in this section.
6.3 Construction of Overall Repair Cost
Functions
As degradation stages are independently modeled for the wear inspec-
tion, the overall maintenance cost function of each stage is individually
constructed according to risk and cost concerns existed in reality. Next,
optimal interval solutions can be obtained by minimizing the corresponding
cost function. According to the renewal reward theorem [170], the long-run
total average cost per unit time of Stage k for k = 1, 2, ..., K is defined by









in which {τk, τKw, γw} is the optimization variable of degradation Stage k
for k = 1, 2, ..., K. C(t) is the cumulative overall maintenance cost up to
time t, tk is a set of one inspection sequence applied in Stage k, E[I(tk)]
is its expected time length of all inspections, and E[C(tk)] is the expected
overall maintenance cost over the whole inspection time length.
It is worth noting in my work that the optimization variable in
Stage k for k = 1, 2, ..., K − 1 is all similar to optimize each τk, while
the optimization variable in final Stage K includes multiple objectives
of {τK , τKw, γw}. As such, their overall maintenance cost function will
be individually constructed as follows.
6.3.1 Cost Function in Stage k for k = 1, 2, ..., K − 1
Stage k for k = 1, 2, ..., K − 1 is modeled via Gamma process with X(t)
and T (x), and occurrence probabilities of proactive repair or breakdown
failure increase along with the operation time. As such, inspection intervals
applied should be non-fixed and shortened under some reasonable con-
straints. Figure 6.2 shows the implementation of my proposed inspection
strategy for the degradation Stage k where k = 1, 2, ..., K − 1.
Degradation process will transfer from Stage k into the next Stage k+1
when γk is exceeded at the m
th inspection. As presented in Figure 6.2,
according to Assumption 6.2 on the independent increment, the probability
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Figure 6.2: Proposed inspection strategy for degradation Stage k.
in one inspection sequence tk is Pr(tm; τk, tk) as
Pr(tm; τk, tk) = Pr{γk−1 < X(tm−1) ≤ γk, X(tm) > γk}




f(x;X(tm−1))F (τk;T (γk − x)) dx,
(6.5)
where τk is the periodic interval applied for Stage k, γk−1 is the upper
boundary of former Stage k−1, γk is the upper boundary of current Stage k.
tm−1 = (m − 1) τk and tm = mτk after the boundary normalization, as
discussed in Section 6.2.
If the stage transition from Stage k to Stage k + 1 happens between
(tm−1, tm) under tk, the actual time length of I(tm; tk) in Figure 6.2 can be






(tm−1 + t) f(x;X(tm−1)) f(t;T (γk − x)) dt dx. (6.6)
132
According to Assumption 6.3, the delay time length of stage transition
detection in Stage k, namely, D(tm; tk) in Figure 6.2, will be derived
from (6.6) as D(tm; tk) = mτk − I(tm; tk).
Due to inappropriate intervals applied, it is also possible to detect stage
transition from Stage k to Stages k+ 2, k+ 3, ..., K between (tm−1, tm). As
such, besides the delay cost from D(tm; tk) according to Assumption 6.4,
the probabilities of either proactive repair or breakdown repair should
be analyzed for the overall cost calculation if occurrences of above stage
transitions. The probability of proactive repair at inspection time tm is
termed as Pr{γb ≥ X(tm) > γK} = F (γb;X(tm)) − F (γK ;X(tm)) and
the probability of unexpected breakdown is termed as Pr{X(tm) > γb} =
1 − F (γb;X(tm)), where γK is the upper boundary of final degradation
Stage K and γb is the breakdown threshold.
As such, if the stage transfers between (tm−1, tm) in Stage k, its overall
maintenance cost C(tm; tk) will be
C(tm; tk) = mCI + Pr{γb ≥ X(tm) > γK}CW
+ Pr{X(tm) > γb}CB +D(tm; tk)CkP ,
(6.7)
where CkP is a penalty coefficient to evaluate cost caused from the unde-
tected delay time at Stage k according to Assumption 6.4. As such, C∞(τk)
for Stage k can be obtained from (6.4). E[I(tk)] =
∞∑
m=1




C(tm; tk) Pr(tm; τk, tk) for k = 1, 2, ..., K − 1. Next,




in (6.4) into the minimum as τ ∗k = arg min{C∞(τk)},
subject to constraint of τ ∗k−1 ≥ τk > 0 where τ ∗k−1 is the optimal periodic
inspection interval applied in previous degradation Stage k − 1. For
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actual applications, whichever stages the current Stage k transfers to,
the corresponding optimal inspection interval will still be used for further
degradation inspection. As such, it does not influence the inspection
schedule even if stage transition from Stage k to Stages k + 2, k + 3, ..., K
occurs in practice.
6.3.2 Cost Function in Final Stage K
After transferring into the final Stage K, degradation process will face the
breakdown failure with a higher risk. Unlike previous degradation stages,
a warning threshold γw divides final Stage K into two parts, where two
periodic intervals τK and τKw are applied to reduce the inspection cost and
execute the proactive repair before the breakdown failure. Optimization
variable in Stage K becomes {τK , τKw, γw}. As discussed in Section 6.2,
there are four scenarios of possible repair actions conducted in final Stage K
as follows.
6.3.2.1 Scenario 1: Breakdown Repair without γw Detection
γw is not detected at the (m− 1)th inspection yet in Scenario 1. Next, γb is
directly exceeded before the mth inspection. As such, the repair action in
Scenario 1 is the breakdown repair with cost CB. As shown in Figure 6.3,
breakdown failure in the Scenario 1 will happen between two successive
inspections (tm−1, tm) without the warning threshold detection.
For the final Stage K, the occurrence probability of breakdown
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Figure 6.3: Scenario 1: Breakdown repair without warning threshold
detection for degradation Stage K.
Pr(tm; τK , γw, tK1) calculated by




f(x;X(tm−1))F (τK ;T (γb − x)) dx,
(6.8)
where τK is the inspection interval applied in Stage K before the warning
threshold detection.
If breakdown failure happens between (tm−1, tm) under the Scenario 1’s
inspection sequence tK1, the actual time length of Stage K is represented






(tm−1 + t)f(x;X(tm−1))f(t;T (γb − x)) dt dx.
(6.9)
According to Assumption 6.3, there is no delay time, namely,
D(tm; tK1) = 0. As such, when the breakdown failure occurs be-
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tween (tm−1, tm) in Scenario 1 of Stage K, the corresponding cost
is C(tm; tK1) = (m− 1)CI + CB.





C(tm; tK1) Pr(tm; τK , γw, tK1), (6.10)





Due to the unexpected but occurred breakdown, engineers have to
handle the downtime and execute the breakdown overhaul in Scenario 1
with a huge repair cost CB.
6.3.2.2 Scenario 2: Proactive Repair without γw Detection
Similar to Scenario 1, γw is not detected at the (m−1)th inspection, but γK
can be detected at the mth inspection in Scenario 2 before γb is exceeded.
An example of Scenario 2 is presented in Figure 6.4.
It can be calculated from Figure 6.4 that the occurrence probability
of Scenario 2 between (tm−1, tm) in one inspection sequence tK2 is
Pr(tm; τK , γw, tK2) calculated by
Pr(tm; τK , γw, tK2) = Pr{γK−1 < X(tm−1) ≤ γw, γK < X(tm) ≤ γb}




f(x;X(tm−1))[F (τK ;T (γK − x))−F (τK ;T (γb − x))] dx.
(6.11)
When γK is detected at the m
th inspection as shown in Figure 6.4, the
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Figure 6.4: Scenario 2: Proactive repair without warning threshold







(tm−1 + t) f(x;X(tm−1))
[ f(t;T (γK − x))− f(t;T (γb − x))] dt dx.
(6.12)
According to Assumption 6.3, the delay time length in Scenario 2 of
Stage K, namely D(tm; tK2) in Figure 6.4, will be derived as D(tm; tK2) =
mτK − I(tm; tK2).
Next, if the stage transition occurs between (tm−1, tm), the correspond-
ing maintenance cost C(tm; tK2) will be
C(tm; tK2) = mCI + CW +D(tm; tK2)C
K
P , (6.13)








mτK Pr(tm; τK , γw, tK2) are in Scenario 2 of Stage K, where E[I(tK2)]
sums both actual and delay time lengths. Since the final stage transition
is detected before the breakdown occurrence in Scenario 2, the proactive
repair can be executed with a relatively low cost CW .
6.3.2.3 Scenario 3: Breakdown Repair with γw Detection
Unlike Scenarios 1 and 2, γw is detected at the m
th inspection before
exceeding γK in Scenarios 3 and 4. Next, the inspection interval can be
shortened from τK to τKw. In the Scenario 3, γb is directly exceeded
within (tm+n−1, tm+n), in which breakdown failure still happens even
with γw detection as presented in Figure 6.5.
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Figure 6.5: Scenario 3: Breakdown repair with warning threshold detection
for degradation Stage K.
Probability of warning threshold detection at the mth inspection in one
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inspection sequence tK3 of Scenario 3 is Pr(tm; τK , γw, tK3) as




f(x;X(tm−1))[F (τK ;T (γw − x))−F (τK ;T (γK − x))] dx.
(6.14)
After detecting γw at the m
th inspection, the inspection interval is short-
ened as τKw. Next, probability that breakdown failure happens between
two successive inspections (tm+n−1, tm+n) is defined as Pr(tm+n; τKw, tK3)
by




f(x;X(tm+n−1))F (τKw;T (γb − x)) dx,
(6.15)
where τKw is the inspection interval applied after the warning threshold
detection. tm+n−1 = mτK + (n− 1) τKw after the boundary normalization,
as discussed in Section 6.2.









(tm+n−1 + t)f(x;X(tm+n−1)) f(t;T (γb − x)) dt dx,
(6.16)
where the delay time length in Scenario 3 of D(tm; tK3) is equal to zero, as
the breakdown failure event is observable.












I(tm; tK3) Pr(tm; τK , γw, tK3) are in the Scenario 3 of Stage K. Al-
though γw is detected and the short τKw is applied, an inappropriate pair
of {τK , τKw, γw} may still miss the proactive repair chance to cause the
unexpected breakdown such as in Scenario 3.
6.3.2.4 Scenario 4: Proactive Repair with γw Detection
Similar to Scenario 3, γw can be detected at the m
th inspection, and then
τK is shortened to τKw for further degradation inspection until γK detected
at the (m+ n)th inspection in Scenario 4, as shown in Figure 6.6.
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Figure 6.6: Scenario 4: Proactive repair with warning threshold detection
for degradation Stage K.
The probability of γw detected at the m
th inspection in Scenario 4 is
Pr(tm; τK , γw, tK4), as same as Pr(tm; τK , γw, tK3) in (6.14). After detect-
ing γw at the m
th inspection, the execution probability of proactive repair
at the (m+ n)th inspection in Scenario 4 is defined as Pr(tm+n; τKw, tK4)
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by




f(x;X(tm+n−1))[F (τKw;T (γK − x))−F (τKw;T (γb − x))] dx,
(6.18)
in which it is worth noting that
∞∑
n=1
[Pr(tm+n; τKw, tK3)+Pr(tm+n; τKw, tK4)]
is complementary to Pr{X(tm) > γK}. If Scenarios 3 and 4 are assumed
to occur at the mth inspection,
∞∑
n=1
[Pr(tm+n; τKw, tK3)+Pr(tm+n; τKw, tK4)]
will be the conditional probability in (6.15) and (6.18), which must be
normalized as one for the expectation computation in Scenarios 3 and 4.
If γw is detected at inspection time tm, the actual time length of Stage K









[f(t;T (γK − x))−f(t;T (γb − x))] dt dx,
(6.19)
and D(tm; tK4) =
∞∑
n=1
tm+n Pr(tm+n; τKw, tK4)−I(tm; tK4) is the delay time
length in Scenario 4.






P + nCI + CW ] Pr(tm+n; τKw, tK4).
(6.20)
Similarly, there is E[C(tK4)] =
∞∑
m=1
C(tm; tK4) Pr(tm; τK , γw, tK4) in the
Scenario 4 of Stage K, and the expected time length of inspection sequence






(mτK + n τKw) Pr(tm+n; τKw, tK4)
]
Pr(tm; τK , γw, tK4),
(6.21)
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which contains both actual time length and delay time length.
All four scenarios of possible repair actions have been discussed
independently. C∞(τK , τKw, γw) in (6.4) for Stage K can be obtained and
rewritten as




where E[C(tK)] = E[C(tK1)] + E[C(tK2)] + E[C(tK3)] + E[C(tK4)] as well
as E[I(tK)] = E[I(tK1)] + E[I(tK2)] + E[I(tK3)] + E[I(tK4)].
Next, the optimization variable of non-fixed periodic inspection strategy
in Stage K is to seek out {τ ∗K , τ ∗Kw, γ∗w} which optimizes C∞(τK , τKw, γw)
into the minimum as {τ ∗K , τ ∗Kw, γ∗w} = arg min{C∞(τK , τKw, γw)}, subject
to constraint of τ ∗K−1 ≥ τK > τKw > 0, and γw < γK , where τ ∗K−1 is the
optimal periodic inspection interval in previous Stage K − 1.
The flowchart to oﬄine optimize the non-fixed periodic inspection
strategy is summarized in Figure 6.7. Due to the time delay from high
computation cost and complicated mathematic modeling, it is worth noting
that my proposed inspection strategy cannot be online scheduled and
optimized yet, which has to be further explored.
Warning threshold 
Inspection intervals       ;  
Offline Framework thesis 
K stages identification 
(based on determined K boundaries) 
Training dataset 
(one full degradation process) 
Stage 1  
Inspection interval     optimization 
(based on cost function (6.4)–(6.7)) 
Inspection interval  
Stage K-1  
Inspection interval          optimization 
(based on cost function (6.4)–(6.7)) 
Stage K  
Inspection intervals optimization 
(based on cost function (6.8)–(6.22)) 










Figure 6.7: Oﬄine optimization of proposed non-fixed periodic inspection
strategy.
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To sum up, this research problem is regarded as the multi-variable
optimal solutions of a nonlinear cost function minimization subject to
different variable bounds. The quasi-Newton approach with Broyden-
Fletcher-Goldfarb-Shanno (BFGS) update has been popularly applied for
finding out the optimal solutions to minimize the corresponding cost
function. In this study, due to solution constraints, where each inspection
interval has to be an integer within a certain range, its optimal solution
is a local minimum subject to realistic variable constraints. However,
in consideration of realistic situations, these constraints on inspection
intervals are necessary and reasonable for this specific inspection system.
While for some other case studies, above constraints could be relaxed. The
Quasi-Newton approach has been compiled in the NAG numerical library,
which is installed and called in the Matlab programming environment
during computation. Details about the quasi-Newton approach with BFGS
update and NAG numerical library are omitted here for brevity, and
interested readers can refer to [171–173].
6.4 Industrial Case Study
Similar to Chapters 4 and 5, tool wear experiments of the high speed
Computer Numerical Control (CNC) milling machine will be also used to
validate the applicability of my proposed inspection strategy for overall cost
minimization and indirect wear prognosis. Its detailed introduction, setup
information, and operating conditions have been described in Section 4.4,
which are still omitted in this chapter for brevity. From the view of time-
based monitoring as shown in Figure 4.4, a realistic tool wear process
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is predivided into three stages with corresponding boundaries like in
Chapters 4 and 5.
Among all five experimental cutters, Cutter 1 is still chosen for training,
and Cutters 2 to 5 are for testing. According to training dataset of Cutter 1
and all defined stage boundaries, parameters of three independent Gamma
processes fitted for the corresponding stages are presented in Table 6.1,
where tool wear unit for parameter calculation is 10−3 meter.
Table 6.1: Boundaries and Model Parameters for Each Wear Stage
Boundary Value Shape Value Rate Value
γ1 0.182 (mm) a
1 2.5 β1 1.6× 103
γ2 0.343 (mm) a
2 2.2 β2 4.5× 103
γ3 0.500 (mm) a
3 38.0 β3 3.5× 104
In addition, the 95% confidence intervals of parameter estimation are
calculated in Table 6.2 to validate that above three Gamma processes are
appropriate for the training Cutter 1.
Table 6.2: 95% Confidence Intervals of Estimated Parameters
Shape Interval Rate Interval
a1 [1.9, 3.1] β1 [1.3× 103, 2.1× 103]
a2 [1.9, 2.5] β2 [3.9× 103, 5.3× 103]
a3 [29.6, 48.9] β3 [2.7× 104, 4.4× 104]
Details of parameter estimation in Gamma process and multi-stage
modeling can be referred to Chapter 5. Based on the constructed Gamma
processes, my proposed non-fixed periodic inspection strategy will be
oﬄine optimized like in Figure 6.7 and online implemented for the tool
wear inspection and replacement in order to improve the operation safety
while minimizing the overall cost. In this industrial case study, because
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of similar cutter materials and operating conditions, Cutters 1–5 share
common stochastic characteristics along with operation time at each stage.
Chapters 4 and 5 have also proven that the degradation models trained
from Cutter 1 are still effective and robust for four testing cutters, which
makes the oﬄine interval optimization for all cutters feasible in this chapter.
6.4.1 Optimal Solutions of Non-Fixed Periodic In-
spection Intervals
To obtain optimal solutions of my proposed inspection strategy, values of
cost factors and breakdown threshold are predetermined under realistic
maintenance concerns and expert knowledge [34, 122]. Table 6.3 presents
their values for this industrial case study.
Table 6.3: Predetermined Cost Factors and Breakdown Threshold
Parameter Value Parameter Value
γb 0.520 (mm) CI $40.0





As my proposed inspection strategy is regarded as the multi-objective
optimization subject to different variable bounds, their bounds should be
determined before the interval optimization of each stage. Although the
cost function in each stage is individually constructed, they still hold the
relevant constraints, as analyzed in Section 6.3. For this case study, only
the bound of τ1 is required to be predetermined as [20, 60] without loss of
rationality. Next, the optimal solution of τ ∗1 in Stage 1 will be the upper
bound of τ2 in Stage 2 till the whole degradation process transfers into the
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final Stage K. In wear Stage K, the bounds of τK and τKw are similar to be
determined by τ ∗K−1, and bound of γw is [γK−1, γK ] without any heuristic
trial.
Next, inspection sequence schedules for above three wear stages are
oﬄine optimized by minimizing the corresponding cost function, respec-
tively. According to parameter settings in Tables 6.1 and 6.3, the overall
maintenance cost function for the initial stage can be constructed, and
optimal solution is calculated as τ1
∗ = 47, which minimizes the long-run
total average maintenance cost C∞(τ1∗) into $2.29.
When γ1 is detected to be exceeded at the initial stage, the tool
wear process will transfer into the middle stage, which is modeled by the
corresponding Gamma process. Parameters in the middle stage should
be adjusted, accordingly. After the cost function construction for middle
stage, optimal solution is calculated from the corresponding cost function
as τ2
∗ = 41, which minimizes the long-run total average maintenance
cost C∞(τ2∗) to $3.88.
After γ2 is detected to be exceeded, tool wear process will transfer into
the serious stage for further inspection sequence schedule. Similar to the
above initial and middle stages, the overall maintenance cost function for
serious wear stage can be constructed according to (6.22) as well as param-
eter settings from Tables 6.1 and 6.3. After the cost function construction,
its optimal solution is {τ ∗3 , τ ∗3w, γ∗w} = {29.0, 4.0, 0.478 (mm)}, which min-







6.4.2 Inspection and Replacement for Unobservable
Degradation Process
Optimal solutions of non-fixed periodic inspection strategy have been oﬄine
calculated in Section 6.4.1. For tool wear inspection and replacement of
Cutters 1–5, I depend on above optimal solutions to online determine the
next inspection interval applied and timely check whether proactive repair
should be executed. With support from earlier works [34, 36, 57] for this
specific industrial system, its general framework for the online schedule of
inspection sequence and proactive repair is summarized in Figure 6.8.Online Framework thesis 
Stage 1 detection 
             < γ1   
Stage 2 detection 
      >         &  < γ2   
Stage 3 detection 
                 > γ2   
Next inspection       
   time   t+τ1 
Next inspection       
 time  t+τ2 
> γw   
Next inspection       
 time  t+τ3 






CM data logged 
from force sensor 
Signal processing 
Feature extraction and selection 
Tool wear inspection 
SVM-based ARMAX model  
Proposed Non-Fixed Periodic  
Inspection Strategy Next inspection       
 time  t+τ3w 
… 
… 
γ1   
Figure 6.8: Online tool wear inspection and replacement using cost-optimal
non-fixed periodic inspection strategy.
Based on real-time wear observation at current inspection time t, next
inspection interval can be determined as presented in Figure 6.8. However,
it is worth noting in this case study that tool wear is inside the CNC
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machine, which is difficult to be directly measured during operation. As
such, six dominant features listed in Section 4.4 are still used as inputs of
the Support Vector Machine (SVM)-based AutoRegressive Moving Average
with eXogenous inputs (ARMAX) model [34] to estimate current tool
wear. Next, above indirect degradation inspection will be feedback to
maintenance engineers, who are able to online detect current stage, schedule
the next inspection time, and conduct the proactive repair if γ3 is exceeded.
Different from the probabilistic diagnosis works in Chapters 4 and 5,
the non-fixed periodic inspection strategy in this chapter focuses on flexibly
scheduling inspection sequence to save overall maintenance cost. Not only
limited to this CNC machinery system, my inspection strategy should be
also applicable to other manufacturing industries with direct degradation
observation. If so, the cost-optimal non-fixed periodic inspection strategy
proposed in this chapter is able to independently work without any earlier
works’ support on either wear estimation [34] or prediction [36].
In this case study, inspection time sequences applied for all five cutters
are plotted in Figure 6.9, where time stamps of actual stage transition
detection, warning detection, and proactive repair are all highlighted in
the time axis.
In addition, details of their inspection sequences are summarized in
Table 6.4.
Table 6.4 displays time stamps of precise stage transition according
to stage boundaries and real wear logged from experiments. In addition,
it also summarizes actual detection time stamp of stage transition via my
inspection sequences. Instead of continuous monitoring, the detection delay
has to occur in this study, as shown in Table 6.4. It can be observed from
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γ1=0.182 mm: Stage 1 threshold 
γ2=0.343 mm: Stage 2 threshold 
γw=0.478 mm: Stage 3 threshold 
τ1=47: Inspection interval applied in Stage 1 
τ2=41: Inspection interval applied in Stage 2 
τ3=29: Inspection interval applied in Stage 3 before γw detection 
τ3w=4: Inspection interval applied in Stage 3 after γw  detection 
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τ1=47: Inspection interval applied in Stage 1 
τ2=41: Inspection interval applied in Stage 2 
τ3=29: Inspection interval applied in Stage 3 before γw detection 
τ3w=4: Inspection interval applied in Stage 3 after γw  detection 
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γ1=0.182 mm: Stage 1 threshold 
γ2=0.343 mm: Stage 2 threshold 
γw=0.478 mm: Stage 3 threshold 
τ1=47: Inspection interval applied in Stage 1 
τ2=41: Inspection interval applied in Stage 2 
τ3=29: Inspection interval applied in Stage 3 before γw detection 
τ3w=4: Inspection interval applied in Stage 3 after γw  detection 
(c) Cutter 3
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γ1=0.182 mm: Stage 1 threshold 
γ2=0.343 mm: Stage 2 threshold 
γw=0.478 mm: Stage 3 threshold 
τ1=47: Inspection interval applied in Stage 1 
τ2=41: Inspection interval applied in Stage 2 
τ3=29: Inspection interval applied in Stage 3 before γw detection 
τ3w=4: Inspection interval applied in Stage 3 after γw  detection 
( ) Cutter 4
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γ1=0.182 mm: Stage 1 threshold 
γ2=0.343 mm: Stage 2 threshold 
γw=0.478 mm: Stage 3 threshold 
τ1=47: Inspection interval applied in Stage 1 
τ2=41: Inspection interval applied in Stage 2 
τ3=29: Inspection interval applied in Stage 3 before γw detection 
τ3w=4: Inspection interval applied in Stage 3 after γw  detection 
(e) Cutter 5
Figure 6.9: Inspection time sequences of non-fixed periodic inspection
strategy for five cutters.
Figure 6.9 and Table 6.4 that inspection sequences for all five cutters are
different from each other, which are non-fixed at each wear stage.
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1 2 95 141 7 401 428 7 - 602
2 3 159 188 8 497 516 11 661 681
3 3 142 188 7 437 475 5 562 566
4 2 104 141 7 391 428 11 602 618
5 2 124 141 9 470 510 8 626 638
Based on above applied inspection sequences, Table 6.5 presents results
of indirect tool wear inspection and replacement for all five cutters,
respectively. In Table 6.5, to evaluate my inspection sequences’ effects
on wear prognosis, tool wear is estimated via [34] at each inspection time
stamp and predicted via [36] such as in Chapter 5 between two successive
inspections for the R2 and Root-Mean-Square-Error (RMSE) calculation.
Table 6.5: Inspection Performance and Cost Details Using Proposed Non-
Fixed Periodic Inspection Strategy
Cutter
R2
RMSE Inspection Delay Repair Overall
No. (mm) Cost ($) Cost ($) Cost ($) Cost ($)
1 0.978 0.0163 640 114 5000 5754
2 0.988 0.0128 880 79 5000 5959
3 0.969 0.0194 600 126 5000 5726
4 0.935 0.0265 800 115 5000 5915
5 0.974 0.0186 760 105 5000 5865
In addition, to validate the applicability of my non-fixed periodic in-
spection strategy on cost minimization, a conventional periodic inspection
strategy [122, 127] as one benchmark approach is also implemented to
schedule the inspection sequence for the same case study. For purpose of
fair comparison, according to the constructed cost function and parameter
settings from Tables 6.1 and 6.3, its maintenance cost function is oﬄine
constructed to optimize the periodic interval. The optimal solution of
periodic inspection interval is calculated as 21. Next, its corresponding
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results for all five cutters are listed in Table 6.6.




RMSE Inspection Delay Repair Overall
No. (mm) Cost ($) Cost ($) Cost ($) Cost ($)
1 0.989 0.0113 1160 97 5000 6257
2 0.994 0.0086 1320 95 5000 6415
3 0.980 0.0153 1080 22 5000 6102
4 0.944 0.0248 1200 102 5000 6302
5 0.986 0.0132 1240 47 20000 21287
Observations from Tables 6.5 and 6.6 are as follows:
1. All five cutters under my inspection strategy can successfully exe-
cute the proactive repair before breakdown occurrence, where even
Scenario 2 occurs for Cutter 1 without γw detection, as shown in
Table 6.4, while Cutter 5 under the conventional inspection strategy
faces the unexpected breakdown. In addition, after the effective
warning threshold detection in my non-fixed periodic inspection s-
trategy, the inspection interval have been shortened in case of missing
the proactive repair chance. Owing to non-fixed periodic intervals
applied, the total inspection times are less than the conventional’s,
which result in lower inspection and overall costs;
2. For this industrial case study, the average maintenance cost of
my non-fixed periodic inspection strategy is $5843 in total, which
is 37.0% lower than conventional one with average total cost of $9273.
Although Cutters 1–4 also execute the proactive repair under the
conventional inspection strategy, its future implementation may be
still inflexible and face a higher risk of the unexpected breakdown due
to both external system randomness and its fixed periodic interval
applied and;
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3. R2 and RMSE are applied to evaluate the indirect degradation
prognosis including its estimation and prediction compared to real
wear values of all cutters. Average R2 and RMSE of five cutters
under the proposed inspection strategy are 0.969 and 0.0187 (mm),
respectively, which indicate that the indirect wear inspection is close
to real one. Its results are slightly lower than conventional strategy’s
results with average R2 and RMSE of 0.978 and 0.0147 (mm),
respectively. One main reason is that my inspection intervals used
at the first two stages are 47 and 41, which are longer than periodic
inspection interval of 21. As shown in Tables 6.5 and 6.6, they can
increase the diagnosis difficulties and reduce its performance, which
are also consistent as in Chapters 4 and 5. However, above both
inspection performances are still applicable and acceptable for this
manufacturing industry.
To sum up, the proposed non-fixed periodic inspection strategy is more
flexible and tailored than the conventional periodic strategy in practice. It
can not only prevent the unexpected breakdown failure, but also save the
total inspection cost with less accuracy loss on wear prognosis. With the
hardware and software support, machinery probabilistic prognosis under
my cost-optimal non-fixed periodic inspection strategy will be a good
candidate in precognitive maintenance to inspect a multi-stage machinery
degradation system and schedule its repair in time.
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6.5 Summary
Different from the randomly determined aperiodic inspection strategies
in Chapter 5, this chapter presented a cost-optimal non-fixed periodic
inspection strategy to improve the operation safety and efficiency. In
order to overcome challenges existed in conventional periodic inspection
strategies, a novel non-fixed periodic inspection strategy was formulated
and optimized for the unobservable wear inspection and replacement of a
multi-stage degradation process. The corresponding overall maintenance
cost function was mathematically constructed for each stage. Next, the
quasi-Newton approach was applied to seek out their optimal interval
solutions, which could be feedback for engineers to assess the equipment
health condition and schedule proactive repair in time. Applicability of my
non-fixed periodic inspection strategy was validated with same industrial
experiments as in Chapters 4 and 5, which saved 37% total maintenance
cost with less accuracy loss of wear prognosis, compared to the conventional
periodic inspection strategy as one benchmark approach.
In the next chapter, I conclude this dissertation and discuss some
possible future research directions.
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Chapter 7
Conclusion and Future Works
Either preventive maintenance using the time-based monitoring informa-
tion or condition-based maintenance using the condition-based monitoring
information is insufficient to satisfy the increasing efficiency concerns and
cost challenges in realistic engineering systems. Depending on the mixed
time-/condition-based monitoring information, precognitive maintenance
has been arisen to further improve the performances of multi-stage
system identification, fault diagnosis using balanced and imbalanced data,
probabilistic prognosis under periodic and aperiodic inspection, as well
as inspection strategy optimization. In order to overcome limitations
of diagnosis and prognosis methodologies existed in current literature,
this dissertation mainly focuses on developing the novel frameworks and
algorithms for probabilistic fault diagnosis and prognosis in precognitive
maintenance of high-performance manufacturing industries.
The main findings and results presented in this dissertation are:
1. Exploring a novel probabilistic fault diagnosis framework for new
categories with balanced data to overcome the weaknesses of conven-
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tional diagnosis works. Gaussian Mixture Model (GMM) is applied
as soft assignment algorithm, while novel semi-supervised learning is
mathematically derived to estimate the GMM parameters based on
both labelled and unlabelled training data. During training, Akaike
information criterion is used to evaluate the modeling performance
and auto-select the component number in GMM. For online testing,
based on the probabilistic classification results from GMM, my
diagnosis strategy is improved to effectively classify new types of
faults via two steps. The framework practicality has been justified
on an industrial fault simulator of the rotary machine and partial
discharge measurement of high-voltage electronic equipment;
2. Investigating the deep learning techniques for fault diagnosis of
complicated engineering systems with imbalanced data. Under the
probabilistic training, restricted Boltzmann machine and deep belief
network are individually applied with various model structures.
The applicability of deep learning techniques is validated for the
contamination level classification of a wafer fabrication plant in
the semiconductor manufactory. Owing to the strong capability of
nonlinear pattern recognition, deep learning techniques require less
training data samples and achieve a better diagnosis performance
with imbalanced data;
3. Proposing an Enhanced Particle Filter (EPF) prognosis framework
to predict the degradation Probability Density Function (PDF) and
remaining useful life under periodic inspection. A novel transition-
based ARMA model is designed as the state-space model. Next, an
EPF is developed as the numerical Bayesian estimation algorithm
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for degradation PDF prediction, where the monotonic resampling
scheme guarantees the monotonic prediction results and the number
of particles used is time-varying to reduce calculation time. The
industrial tool wear experiments of a high speed milling machine
testify the effectiveness of my proposed framework, which could
achieve an acceptable prognosis accuracy with the narrow predicted
bounds and save the calculation time compared to conventional PF;
4. Overcoming above EPF’s limitations for the degradation PDF pre-
diction under aperiodic inspection. In order to improve the modeling
performance of one single Gamma process, a stage-based Gamma
process is then designed to predict the machinery degradation PDF
under aperiodic inspection, where a recursive Maximum Likelihood
Estimation (MLE) algorithm is mathematically deduced from con-
ventional MLE algorithm for online parameter updates based on each
corresponding aperiodic interval. The same tool wear experiments in
Chapter 4 are also used to verify the framework feasibility, which can
outperform to other existing approaches from current literature;
5. Formulating a novel cost-optimal non-fixed periodic inspection strat-
egy with the support of previously effective diagnosis and prognosis
results. For a multi-stage degradation process during one operation
cycle, the periodic but non-fixed inspection intervals are implemented
at different stages, correspondingly. Unlike the conventional periodic
inspection, their values are individually optimized based on realistic
cost and risk concerns, which are flexible and tailored in practice. The
strategy applicability is validated via the same tool wear experiments
as in Chapters 4 and 5, which can save total maintenance cost without
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obvious loss of prognosis accuracy, compared to the conventional
periodic inspection strategy.
With the rapid development of advanced sensor, computing, and
communication technologies, precognitive maintenance would have a more
brilliant future in both academic and industrial fields. Future diagnosis
and prognosis techniques should be further improved to be feasible in pre-
cognitive maintenance for more dynamic and complicated manufacturing
industries. As such, excellent capabilities to deal with new types of faults
classification using imbalanced data, condition monitoring of complicated
system with multiple components, as well as online inspection schedule
and optimization under aperiodic intervals will be all essential. In view of
the results obtained, the following works should be emphasized in future
research:
1. Classification on new types of faults using imbalanced data:
Chapter 2 has diagnosed new types of faults with balanced data and
Chapter 3 has handled the existing fault diagnosis using imbalanced
data, respectively. Due to system complexity and long operating time
in industry, it is possible that new types of faults occur meanwhile
along with insufficient data samples. As such, phenomena of scarce
and imbalanced data from new types of faults may appear in reality,
which could heavily enhance the diagnosis difficulties especially for
statistical approaches. As such, balancing the original dataset
by either under-sampling or over-sampling techniques could be an
effective strategy for to pre-process data before training. Although
Synthetic Minority Over-Sampling Technique (SMOTE) [158] can
over-sample original data from minority classes, its performance
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heavily depends on the corresponding neighbours and coefficients,
which are randomly determined. Except the SMOTE, one novel
re-sampling technique integrated with expertise rules and heuristic
learning is a meaningful research direction in future, which may assist
to train statistical approaches for new types of faults classification
using insufficient and imbalanced data;
2. Probabilistic prognosis under varying operating conditions:
Both prognosis frameworks proposed in Chapters 4 and 5 have been
used for industrial case study of tool wear experiments under similar
operating conditions. Due to different manufacturing requirements,
the corresponding operating conditions such as spindle speed, feed
rate, depth of cut etc. have to be timely adjusted and updated.
In this case, the prognosis models with constant parameters may
not be suitable for practical applications under different operating
conditions. Adaptive prognosis models should be explored for the
time-series regression modeling, where novel adaptive algorithms
require to be further proposed and implemented for online parameter
updating and structure tuning to effectively address varying oper-
ation conditions. Robustness analysis under external disturbances
such as noisy measurement requires to be considered as well;
3. Online inspection schedule and optimization with aperiodic interval:
By balancing the periodic and aperiodic inspection, Chapter 6 has
formulated a novel non-fixed periodic inspection strategy. However,
it has to be oﬄine scheduled and optimized. Then optimal solutions
are feedback to online execute inspection and replacement for sim-
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ilar manufacturing industries. Due to high computation cost and
complicated mathematic modeling, it cannot be online optimized
yet. To relax the constraint of similar monitored systems and oﬄine
interval optimization, instead of schedule inspection for the whole
operation cycle, one possible future work is to online optimize the
aperiodic interval for next inspection only in full consideration of
real-time machinery health information, timely risk concerns, and
corresponding cost factors. Compared to oﬄine inspection optimiza-
tion for whole operation cycle in Chapter 6, online schedule of next
inspection with aperiodic interval would not only save the calculation
cost and time, but also enhance the flexibility and practicality for
wider engineering systems. In addition, effective online optimization
of aperiodic inspection could also contribute to broad development of
fault diagnosis and prognosis tailored in precognitive maintenance.
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