We consider the Compressed Sensing problem. We have a large under-determined set of noisy measurements Y = GX + N, where X is a sparse signal and G is drawn from a random ensemble. In our previous work, we had shown that a signal-to-noise ratio, SN R = O(log n) is necessary and sufficient for support recovery from an information-theoretic perspective.
Introduction
In many real world sensing applications, the problem of recovering the signal from noisy projections is of interest [3, 4] . For these scenarios one can abstract a fundamental aspect of the sensing problem -for most natural phenomena of interest the underlying signal of interest is sparse.
In more concrete terms, our goal is to estimate X based on the observations,
where X ∈ R n is a sparse signal with support size k. This problem has come to be known as Compressed Sensing because the number of measurements m = dim(Y) is significantly smaller than n, the dimension of the underlying field. The noiseless problem (N = 0) as well as its noisy counterpart have been the subject of intense research [5, 4, 6, 7] . For the noiseless problem it is well known that if X has fewer than k non-zero components, it can be perfectly recovered if and only if every sub-matrix of G formed by choosing 2k arbitrary columns of G has full column rank. Unfortunately, there does not exist a computationally tractable algorithm for the general setting. In [5, 4, 6, 8, 9] it is shown that for sufficiently small k, the problem can be recast as an ℓ 1 minimization problem whenever the sensing matrix G satisfies additional properties. In the noisy case perfect recovery is generally impossible for continuous valued signals. The objective is to find an estimateX such that the distance d(X,X) is small. The distances commonly considered include the ℓ 2 distance [10, 11] and support recovery [12, 13] . Support recovery involves recovering the non-zero components of X and their corresponding signs. In the noisy case two different aspects of the problem have been studied in the literature. From an algorithmic perspective, convex relaxations such as Basis Pursuit and LASSO have been studied and the performance of these algorithms have been characterized [4, 7, 8, 9, 14, 15, 16, 6] ). A parallel line of research has dealt with algorithm-independent bounds based on an information-theoretic perspective [17, 18, 2, 19, 20, 2, 21, 22] . In [17] [18], the authors have proposed an equivalent quantity, namely, sensing capacity, to characterize the effects of distortion metric, sensing modality, sensing environment and signal-to-noise level simultaneously.
[17] [18] shows that if we adopt ℓ 2 norm as our distortion metric, constant SNR is sufficient for reconstructing the signal, i.e., the information-theoretical upper and lower bounds only differ by a constant factor. However, in many problems ℓ 2 distortion metric is insufficient. In these problems identifying the support gains importance as well. These applications include identification of the underlying graph of a Gaussian Markov random field and message decoding in communication systems.
Our paper develops a thresholded linear programming algorithm for support recovery. In particular we solve the optimization problem in two steps: (1) In the first step we solve min Z 1 s.t. Y = GZ, with the data Y generated noisily, i.e., Y = GX + N; (2) the second step quantizes the obtained solution based on a nearest-neighbor principle. We show that this scheme is guaranteed to perfectly reconstruct a discrete signal or control the element-wise reconstruction error for continuous signal. Support recovery has been studied in [12, 23, 13] . We discuss the similarities and differences of the different schemes in the following section.
Notation
For convenience of discussion, we introduce the mathematical notation which will be used throughout the paper. In the sensing model Y = GX + N, the sensing matrix G is of size m × n. Correspondingly we have X ∈ R n and Y, N ∈ R m .
We denote the support and sign pattern of X as:
I supp = {j | X j = 0}; I + supp = {j :X j > 0}; I − supp = {j :X j < 0} (2) and denote
as the minimum value of X on the support. The elements on the support is denoted by:
We define the sparsity k as the size of the support #{I supp }. Sometimes we may use α to denote the sparsity ratio k n and C to denote the ratio n m . Now, we define the signal to noise ratio(SNR) as follows. We normalize both the sensing matrix G and the additive noise N and the sensing equation can be reformulated as
where each column of the matrix G is restricted to have a unit ℓ 2 norm and N is the normalized noise vector with unit power in each dimension (namely, each component of N has unit power). Furthermore, we assume without loss of generality that,
Now sensing model does not change if we multiply both sides by a constant and therefore we prefer to use the following equivalent model in this paper:
Finally, a note on probabilistic statements. We often denote that a probabilistic event occurs almost surely by a.s.. A bound on a random variable, z is true with probability greater than δ will be stated as:
z ≤ γ, w.p. ≥ δ
Overview of Related Work
In recent years, researchers have focused on the performance analysis of ℓ 1 -constrained quadratic programming, commonly referred to as LASSO (for Least absolute shrinkage and selection operator ), for reconstructing the signal from noisy observations [10, 23] .
In [23] , the sign recovery problem was first considered and addressed through applying LASSO under the setting outlined in Section 1.1. However, [23] requires high SNR for support recovery. In particular the author shows that for SN R = O(n), the number of measurements m ≍ 2k log(n−k)+ k + 1 is both necessary and sufficient for accurate sign pattern recovery. In contrast we show in this paper that SN R = O(log n) is sufficient for support recovery. The reason for such a discrepancy can be attributed to the fact that the condition that [23] also seeks to recover zero components exactly. In other words [23] requires that the solution to LASSO recovers the support of the non-zero components as well as requires the solution be identically zero for the zero components. Nevertheless, this requirement is not necessary. Small reconstruction errors in the zero components are actually tolerable as long as they are small since they can be thresholded out.
A recent result related to LASSO algorithm is presented in [12] , where the author gives tighter SNR bounds for exact support recovery. It is shown that if x min > (6 + √ 2)σ 2 log n where σ is the variance of the additive noise N, LASSO recovers the support of the signal X with high probability. In our notation (since we normalize x min = 1 this bound implies that SN R ≥ O(log n) is sufficient for accurate support recovery. However, their result requires the sparsity asymptotically goto zero, i.e.,
where G is the spectral norm of G defined as its largest singular value. In addition they require that the support of X be chosen uniformly and randomly.
In this paper, we lift both of these restrictions. We let the sparsity scale linearly as k ≤ αn = O(n) and we let X be an arbitrary deterministic parameter. Finally we also point out that unlike LASSO, where the weight on the quadratic penalty term is chosen as a function of the noise level, our algorithm requires no such tuning parameter. We provide a detailed discussion on this aspect in Section 6.
A third line of work appearing recently, in [13] , presents necessary and sufficient conditions for sparsity pattern recovery based on maximum correlation estimator. The authors establish that the maximum correlation estimate is close to the necessary condition for sparsity pattern recovery. These results are stated under a different setup from that of Section 1.1. In particular, they introduce a different notion of SN R and a notion of mean-to-average ratio(MAR). To differentiate their notion of SN R we use the symbol SN R * for their notion here. Specifically,
For the necessity part they show that if,
then even the ML estimator asymptotically cannot detect the sparsity pattern. For the sufficient condition they show that if the number of measurements satisfy
then a maximum correlation estimator will recover the correct support. However, note that the constants in the above expressions are described in terms of M AR and SN R * . These constants are functions of sparsity k and the number of measurements m. Therefore, their results needs to be re-interpreted in our setup.
First, we point out that the necessary condition is essentially an SNR bound in our setup and does not provide a characterization on the number of measurements or sparsity. To see this, by direct substitution it follows that M AR · SN R * = k m x 2 min in condition 7 and ignoring the small term k − 1, we have x 2 min < log(n − k) Now in [13] , since the noise is normalized to unit energy, we see that this necessary condition is similar to the one derived in [2, 1] where it was shown that an SN R ≈ O(log n) was necessary condition for support recovery.
As for the sufficiency part we again note that by direct substitution of the definitions of M AR and SN R * , the sufficiency bound can be simplified to,
If a priori x min = 1 (or fixed to be a constant), this inequality will never hold asymptotically. It implies that this sufficient bound is actually a hybrid bound on both x min , m and sparsity k. Therefore, the characterization of the result is not completely straightforward, namely, whether or not the number of measurements scales with the sparsity. On the other hand we can substitute specific cases for the purpose of comparison. Suppose, for instance X/x min 2 is large(e.g.,X supp = {x min , 2x min , · · · , kx min }), the bound on m is very loose(m > O(k 3 log n)).
In general we show that all of the existing bounds can be significantly improved by applying our algorithm and we will show m ≈ αk is sufficient for exact support recovery as long as SN R ≥ O(log n).
In summary we can see SN R level plays an important role in reconstruction. In the first subproblem, we constrain the noise to be extremely small(i.e., almost infinite SNR) and find lower bound of m for correct recovery. This is a well studied problem in compressed sensing and a tight bound in terms of m was already derived. Next, when noise increases, from an informationtheoretic perspective, there are two alternatives that can result in correct support recovery: either the number of measurements or the SNR can be increased. The conventional wisdom is that the number of measurements m irrespective of SNR holds the key to the noisy problem. Our results point to the fact that to ensure accurate sign pattern recovery m need not increase(i.e., the same m as in the noiseless problem) if SN R ≥ O(log n) and this bound for SNR is nearly optimal.
Main Result: Our main result can be stated as follows: Theorem 1.1. Suppose the pair (k, n) satisfies k = αn for some sufficiently small α < 1 and we also assume SN R ≥ O(log n). Then there exists an absolute constant β such that if m ≥ βk then there is a polynomial time algorithm that can perfectly recover the sign pattern of signal X with high probability. Remark 1.1. In this paper, the polynomial time algorithm refers to a Linear Programming based algorithm followed by regression and quantization.
An exact statement of this result will be presented in the next section(see Theorem 2.6 and Theorem 2.7).
Organization of the Paper
The remainder of this paper is organized as follows. Section 1.3 introduces our new algorithms and states two main results(i.e., Theorem 2.4 and 2.6) of this paper. Moreover, a generalization of Theorem 2.6 is presented in Section 2.4. Also in this section, different sensing models are discussed and known information-theoretic bounds on SNR are reviewed. In Section 3, as a side result, we provide a new and elementary proof for the noiseless setting, which is different from any known proof techniques. This is an independent and self-contained section. The proofs for the main results Theorem 2.4 and Theorem 2.6 are presented in Section 4 and Section 5 respectively. Finally, simulation results and conclusions in Section 6 and 7 respectively.
Algorithms and Main Results
In this section, we propose a linear programming (LP)-based algorithm, which results in successful discovery of the support(i.e., no miss detection) with high probability. Next, we generalize this result to exact sign pattern recovery(i.e., no miss-detection and no false alarms) by modifying our linear programming algorithm. Finally, to evaluate our result in terms of lower bounds, we review the information-theoretic necessary bound proved in [2, 1] and compare our results with this benchmark bound.
Our Algorithm: Thresholded Basis Pursuit(TBP)
Here we propose a new LP based algorithm, namely Thresholded Basis Pursuit (TBP).
Our algorithm highlights the fact that SNR level is an important aspect in addition to the number of measurements. We show that the number of measurements required for noisy recovery is equal to number of measurements for noiseless case if the SNR level is O(log n). Necessary conditions establish that recovery is impossible with smaller SNR level.
At a high-level there is a difference between the proof technique of [23] and [12] and ours. [12, 23] investigate conditions such that LASSO solution leads to X j = 0 for j ∈ I supp . In contrast we seek solutions such that components outside the support set are relatively small.
The algorithm is composed of two steps:
Step 1: Apply the basis pursuit (P 1) minimize ||X|| 1 subject to Y = GX
Step 2: For a discrete signal, suppose each component of X must belong to a finite set X . We threshold the solutionX of Step 1 by the nearest-neighbor principle, i.e.,
If the alphabet of X is continuous, for sign pattern recovery we only need to discriminate between zero elements and the non-zero elements. In this case, step 2 should be modified to:
Step 2': For continuous signal, threshold the solutionX of Step 1 if and only if it's small, i.e.,
The above algorithm will be referred to as TBP. 3. Y = G(X + w), where w is deterministic noise with bounded ℓ ∞ norm.
Sensing
We will prefer to use the perturbation model 3 in presenting our main theorem. The goal of this subsection is to justify that these three perturbations models are essentially equivalent (although additional steps are required in some of the theorems, which we will point out when the need arises).
First, it is obvious that by applying a union bound to the tail probability of Gaussian distribution, model 2 can be converted to the model 3 easily. The only loss here is a log n factor. Therefore below we only study the conversion between the first model and the third model and we show that the loss of conversion is again at most a log n factor.
To this end, we consider the following equation:
This is an over-determined equation with infinitely many possible values for w. Our approach is to choose the minimum norm solution for w, i.e., w = G T (GG T ) −1 N. Next we establish that this solution results in a satisfactory choice. Suppose the singular value decomposition of G T = U ΣV T where U ∈ R n×m and Σ, V ∈ R m×m , then we have
To express the relation between w and N quantitatively via equation 9, we need the following two lemmas.
Lemma 2.1. Suppose N is independent Gaussian noise with distribution N (0, ǫ 2 i ) and U ∈ R n×m is an orthonormal matrix. Denote ǫ = max i ǫ i . Then U N ∞ ≤ ǫ 2 log n with probability
Proof. We know that U i , N is still a Gaussian variable with zero mean and variance ≤ ǫ 2 . Hence, from the union bound and the tail probability of Gaussian distribution,
Taking t = √ 2 log n in the above inequality, we have,
The next lemma is a classical result on the concentration property of the spectrum of Wishart matrix G T G(see [24] for example). Remark 2.1. Some care needs to be taken in stating the concentration result of the singular values. If the columns of G are normalized(as is assumed in the lemma), then the smallest(largest) singular value converge to √ C −1( √ C +1) almost surely. On the other hand, if the row of G are normalized, then the smallest(largest) singular value converge to 1 −
Combining the above two lemmas, we have the following result.
Proof. See Appendix. 
ℓ 2 error bound and support detection
To state our result, we adopt the definition of RIP constant introduced in [6] . Although our results can be derived without utilizing the RIP property, for the sake of technical simplicity, we adopt this direction in this paper. We will discuss an alternate line of proof wherever RIP is used. Definition 2.1. Given a matrix G(random or deterministic) and any set of column indices, we use G T to denote the n × |T | submatrix of G which are composed of the corresponding columns in T . We further denote X T as the vector whose support is on T . Then we say that a matrix G satisfies the Restricted Isometry Property(RIP) condition with parameter δ k if
Note that RIP condition only applies to the case when the sensing matrix G is columnnormalized. The definition should be slightly modified if the sensing matrix is not normalized. Throughout this paper, for the clarity of exposition, we always assume G is a normalized Gaussian matrix. To put it more precisely, each entry G ij is assumed to be drawn from N (0, 
where the constant C s may only depend on δ 2k .
Proof. See Section 4.
Remark 2.3. In [25] , the author proved that with probability ≥ 1 − e −c 1 m it holds δ 2k < 1 7 if m ≥ c 2 log n 2k 2k, where c 1 , c 2 are some constants. Throughout the paper, we always assume the sparsity ratio α is sufficiently small such that c 2 log n 2k 2k < n. Note that only in this regime can the problem be truly called compressed sensing.
We can translate the above result into support error as follows.
Corollary 2.5. We assume that x min = 1 (see Equation 3) . We also assume w is ℓ ∞ bounded, i.e., w ∞ ≤ ǫ ≤ 1 2 for some ǫ > 0. Then by applying TBP we can ensure 
Solving this inequality gives an upper bound of r,
Remark 2.4. The above corollary can be used to give asymptotic bound to the miss-detection rate r ∆ = Nm k . By applying corollary 2.5, we have,
We can see that ǫ controls the miss detection rate. For example, if ǫ = O(
) and k scales with n, then r ≤ O( 1 log n ), which vanishes when n → ∞. On the other hand, the condition ǫ = O(
This implies that when SN R = O(log n), the miss detection rate vanishes asymptotically.
Nevertheless the above result is asymptotic and does not provide conditions for exact support recovery. In some applications, we may require that all the components in the support are correctly detected. And quite surprisingly, we can prove this stronger result based on Theorem 2.4 and the theory of duality in linear programming. 
where p n satisfies lim n→∞ p n = 0.
Proof. See Section 5.
Remark 2.5. The case n m = C ≤ 1 is not covered in this theorem, which is the overdetermined case. Remark 2.6. This theorem formalizes the result for the case when noise enters before the random projection, i.e., Y = G(X + w). Nevertheless a similar result can be stated for Y = GX + N as discussed in Sections 2.2. A modification of the proof is required and we point out this modification after we describe the proof.
Remark 2.7. In the statement of theorem 2.7, we have assumed that 1 2 αn ≤ k ≤ αn which implies that the case k ≤ 1 2 αn is not included in this theorem. This limitation is due to the fact that some bounding techniques in Section 5 will no longer work when k is too small. However, we can easily handle the situation k ≤ 1 2 αn by artificially adding a deterministic dither noisew to the signal X before applying the TBP algorithm. We describe these details following the proof of Theorem 2.6, which establishes the result for correct support recovery.
Remark 2.8. This theorem implies that the miss detection is exactly 0 w.h.p. but the number of false alarms is not covered here. We leave the discussion on false alarm to next subsection (see Theorem 2.7).
We can compare the above result with the information-theoretic benchmark result mentioned in corollary 2.11, which claims that given n/m to be constant, we must set SN R = O(log n) to ensure perfect support recovery. In [2] , the authors used the maximum likelihood decoder to show that SN R = O(log n) is sufficient for exact support recovery. Maximum likelihood can not be implemented in practice efficiently, which means there is a gap between the theory and practice. We emphasize that theorem 2.6 bridges this gap.
LASSO vs. TBP Analysis
We have described several advantages of TBP over LASSO for underdetermined problems. Nevertheless, analysis of TBP is compounded by several difficulties. We first note that there are two advantages of LASSO over TBP. Theoretically, LASSO leads to exactly recovering the support when the noise is sufficiently small. In contrast, when the optimal basis of the Basis Pursuit is picked, all the elements recovered are nonzero with probability one (even for sufficiently small noise). This is the reason why we need thresholding after applying Basis Pursuit. This difference between LASSO and TBP is not that important in practice. The other advantage is that LASSO is easier to analyze in theory. Due to the LP structure of basis pursuit, the noise influences the choice of optimal basis in a very subtle way. This leads to statistically dependencies that have to carefully dealt with in TBP analysis.
Geometric picture
Without going into technical details, we provide the main geometric intuition of the proof here.
It can be easily shown that(see Lemma 5.2 for detail), the Basis Pursuit algorithm is equivalent to the optimization problem min v X+w +Av 1 where A is the null space of G. Geometrically, this problem can be interpreted as follows. Consider a cross-polytope centered on X + w. We gradually increase the radius of this cross-polytope until it touches the subspace spanned by the columns of A. The touching point A(−v) is exactly the minimizer of X + w − A(−v) 1 . To recover the sign pattern correctly, we need to ensure that the intersection point A(−v) is close to the origin. This geometric interpretation is illustrated in Figure 1 for two-dimensional case. We can see that if the angle between Av(in this specific case, Av is just a line) and the horizontal axis is ≥ 45 • , the intersection point will be close to the origin(left Panel of Figure 1 ). On the other hand, if the angle between Av and the horizontal axis is ≤ 45 • , the intersection point can be very far way from the origin(right Panel of Figure 1 ).
A Modified Algorithm for eliminating false alarm
Theorem 2.6 only ensures no miss-detection in the support. It fails to provide the same guarantee for the false alarms. However, the number of false alarms can also be reduced to zero via slightly modifying the algorithm and applying the results in Theorem 2.6.
To accomplish this, we need to modify our TBP algorithm by requiring extra measurements. First, as before we have the sensing model Y = G(X + w) where G ∈ R m×n is a Gaussian matrix with i.i. ). Our modified algorithm is as follows.
Step 1: Apply the TBP algorithm proposed in Section 2.1 with respect to the first m measurements Y. Denote I as the indices of nonzero components from this step. Step 2: With respect to the second set of measurements Y 2 , we proceed as follows:
where G 2,I the submatrix of G 2 that comprises the columns in index set I and G †
represents the Moore-Penrose pseudo-inverse of G 2,I .
Step 3: Threshold the solutionX if and only if it's small, i.e.,
Remark 2.9. From Theorem 2.6, all the support components are included in I w.h.p. after step 1. The steps 2, 3 are intended to eliminate those possible false alarms from I. Remark 2.10. The simulation in Section 6 seems to suggest that this modified algorithm is unnecessary and TBP by itself is sufficient for both detecting the support and eliminating false alarms. However, our analysis requires this post-processing. This modified algorithm is guaranteed to exactly recover the sign pattern of signal X w.h.p. Theorem 2.7. Consider the two sets of sensing model Y = G(X + w) and Y 2 = G 2 (X + w 2 ) as defined above, where the first set has m measurements and the second set has m 0 measurements as described above. Assume 
Proof. See Appendix.
Remark 2.11. This theorem implies that for perfect reconstruction of sign pattern from the model Y = G(X + w), one sufficient condition is SN R = O(log 2 n). It is slightly weaker than the information-theoretic bound SN R = O(log n) in Corollary 2.11.
Remark 2.12. We pay the additional cost of m 0 = max{m, 2k + n "q
} measurements in this theorem. Practically we usually have C ≫ 1 and in this case
16 log 2 n and m 0 = m.
Remark 2.13. To establish the result for k ≤ αn/2 we proceed as follows. We modify the hypothesis of the Theorem 2.7 and Theorem 2.6 so that the maximum allowable sparsity is smaller than k ≤ αn/2. We then artificially add a deterministic dither noisew to the signal X before applying the TBP algorithm. First,w has the same dimension of X with 1 2 αn non-zero components.w min , the minimum non-zero value is set to x min /2, namely, half the minimum value of the non-zero components of X. This essentially ensures that non-zero terms of X will not be canceled. The new composite signal,X = X +w satisfies the property that it is αn sparse with the minimum value bounded from below byx min = x min /2. An equivalent theorem to Theorem 2.7 can be stated with twice the SNR required and the sign pattern of the composite signal will be recovered with high probability. Now this fact can be combined with Theorem 2.6 to recover the correct support with high probability. In addition following along the lines of the proof of Theorem 2.6 ensures that each component of the resulting estimate of the sparse signal is close to the true composite signal(see discussion following Equation 36 in the proof of Theorem 2.6 in the appendix). The dither signal can now be subtracted to reveal the estimate of the true signal X. The proof of this result is very similar to the proof of Theorem 2.6. Therefore we only give a proof outline in Section 5.6.
Information-theoretic Bound
The Information-theoretic Bound of SN R is derived based on the model Y = GX+N. For support recovery, [2] gave the following two results in terms of SNR. This theorem exactly means we must have SN R ≥ O(log n) as necessary condition for support recovery. 
where α = k/n is the sparsity of the signal domain and H(α) is the binary entropy function in nats, the support is correctly recovered w.h.p.
We point out that through straightforward algebraic manipulations when SN R ≈ O(log n), the above condition on m can be simplified to m ≈ 6H(2α)n.
Combining the sufficiency and necessity conditions gives a unified upper and lower bound for the SNR. We use this algorithm-independent result as a benchmark for assessing the performance of any particular reconstruction algorithm.
Noiseless Sensing: a Novel Proof
In this Section we consider the problem of reconstructing signal X from uncorrupted measurements Y = GX.
This noiseless compressed sensing problem was well studied in [8] , [4] , [6] , etc. In those papers, the idea of Restricted Isometry Property(RIP) of the sensing matrix G plays a crucial role in the proof. However, we provide an alternate elementary proof from the perspective of convex geometry and hope to give new insights to the structure of the problem.
The readers who are more interested in the sign recovery problem can read later sections first since the derivations in the later sections do not depend on any notations or results in this Section except for one well known result in duality theory(Lemma 3.5).
In this section, for the clarity of discussion we focus on the scenario when dim(X) dim(Y) = 2, i.e., the sensing matrix G is an n × 2n matrix. The result can be generalized to any scenario such that the ratio
To be precise, we deal with the problem under the following assumptions:
1. X ∈ X 2n , where X is the alphabet of X. We know a priori that only k components of X are nonzeros;
2. G ∈ R n×2n , where each g ij is i.i.d. Gaussian N (0, 1 n ); Here we apply the basis pursuit algorithm to recover the unknown X based on the given G and the observed Y:
Remark 3.1. Basis pursuit P1 is an LP algorithm. Candes and Tao [4] introduced P1 to solve the under-determined system Y = GX and gave the complete analysis of the algorithm in their original paper. However, P1 is typically applied only to solve the noiseless compressed sensing problem.
Binary Signal
Here, we consider the simple case when each X i is binary, i.e., X i ∈ {0, 1}. We will generalize our result to any alphabet in the next subsection. Suppose X is the true signal which we need to recover andX is the solution of P1. Our goal is to show that w.h.p.X = X.
We first state the the following special case of Dvoretsky's theorem in the theory of convex geometry which will be used in later analysis.
Theorem 3.1 (Dvoretsky). Consider a uniform random Gaussian matrix G ∈ R m×n with n = Cm for some C > 1. Then there exists a function f : (1, ∞) → (0, 1) such that w.h.p as n → +∞, we have
for all u such that Gu = 0.
Remark 3.2. Dvoretsky Theorem is more flexible than RIP condition in the following sense. Suppose there is a matrix G that satisfies both the RIP condition equation 11 and the above Dvoretsky's inequality. Now suppose we generate a new matrix G ′ = AG, where A is nonsingular. Then the above Dvoretsky's inequality still holds true because Gu = 0 and AGu = 0 characterizes the same subspace and nothing changes. However, it's not clear whether AG still satisfies the RIP condition or not.
By the symmetry of the sensing matrix G we can assume w.l.o.g. that the first k components of X are ones while the rest are zeros, i.e.,
The following lemma is useful in future discussion, which is a natural result in large deviation theory and can be easily proved by applying the Chernoff bound.
Lemma 3.2. For any sub-matrix
This lemma says that any random submatrix will preserve the energy of signal before and after the operation.
. Hence the numerator ||Qz|| 2 2 = n j=1 Y 2 j is χ 2 distributed with degree n. By applying Chernoff bound, we have
where the last inequality follows by taking 2s = ǫ 1+ǫ . Similarly we can upper bound:
Combining the two bounds together, the lemma follows. (see [26] ).
Proof. For convenience of exposition, we adopt the following notations.
• Denote the reconstruction error (X − X)
• G can be written as the concatenation of two n × n square matrices
By the above notation, since Y = GX = GX, we have Φα = −Ψβ. Moreover, we have the following representation.
Now we have three basic facts at hand:
(1) Φα = −Ψβ, (Rearranging the feasibility condition of P 1)
(Dvoretsky's theorem) These three inequalities can be reformulated or relaxed to the following forms:
Our objective is to prove l = 0. Suppose this is not true, i.e., l > 0.
We then combine (1 ′ ) and (3 ′ ) and get:
And the second fact can be modified to the following form which does depend on β i
If we set the LHS of inequality 16 as the objective function and inequality 17 as the constraint, what we get is optimization problem below:
When l is strictly positive (i.e., l > 0), we can solve it and the optimal cost of P 2 is 2l(f (2)
On the other hand, inequality 16 and inequality 17 is always true, which implies the optimal cost 2l(f (2) n k(1+ǫ) − 1) must be less than or equal to 0. Or k ≥ n 1+ǫ f 2 ( 1 2 ). This contradicts the assumption of the theorem. Therefore our supposition l > 0 can not be true.
Hence, we must have ||β|| 1 = l = 0, which implies that β = 0. Since with probability one Φ is nonsingular, we also have α = 0 via the relation Φα = −Ψβ. Finally, we have (X − X) = [α, β] = 0, i.e.,X = X.
General Alphabet
Based on the results of binary case, now we can prove the theorem for any general alphabet. Proof. Here we still assume w.l.o.g. that the first k components of X are nonzeros while the rest are zeros. Furthermore, we can assume all nonzero X i 's take positive values because otherwise we can slightly modify the model by replacing X i with −X i and the ith row G i with −G i and keeping everything else(for example, the statistics of G) unchanged.
We first write down both the primal and dual algorithm of P1.
(P rimal) minimize
The following well known result relates the primal solution X and the dual solution π.
Lemma 3.5. Let X and π be feasible solutions to the primal and the dual, respectively, and suppose that primal cost equals dual costs, i.e., X 1 = π T Y. Then, X and π are optimal solutions to the primal and the dual, respectively. Conversely, if X and π are optimal solutions to the primal and the dual, then primal cost equals dual costs.
The proof for this lemma can be found in any linear programming textbook, e.g., [27] .
Suppose the sensing model is Y = GX binary . Theorem 3.3 implies that X binary is the optimal solution of the primal problem and we denote π as the optimal solution for the dual problem. Now we apply Lemma 3.5. Now we write down the following three properties implied by Lemma 3.5. Although the first two seem to be trivial, we include them here for clarity and completeness.
(1) X binary is primal feasible; (2) ∃ dual feasible π binary , i.e., −1 ≤ π T binary G ≤ 1;
(3) Primal cost = dual cost, i.e., π T binary Y = X binary 1 .
Combining (1) and (3) we have π T binary GX binary = X binary 1 . Since −1 ≤ π T binary G ≤ 1, π T binary GX binary = X binary 1 implies {π T binary G} i = 1, ∀i = 1, 2, · · · , k. Now we consider the general case such that in the first k positions X k can take any non-negative value ,i.e., Y = GX where G is the same as the one in the binary case but X = X binary . To apply lemma 3.5 we need to check the three conditions for optimality as follows.
(1') the true X is automatically primal feasible because G is unchanged, (2') set π = π binary , which is already dual feasible from (2),
Therefore by lemma 3.5 the pair (X, π) defined above is a pair of primal-dual optimal solution. In particular, the true X is actually the optimal solution of the primal P1.
Remark 3.5. The theorem implies that in the noiseless compressed sensing, recovering any general signal is as difficult as recovering a simpler binary signal via Basis Pursuit.
ℓ 2 Approximation
In this Section we need to prove theorem 2.4 with respect to the sensing model:
In the proof hereafter, we borrow the idea from [10] , where the authors prove the ℓ 2 norm error bound through applying LASSO.
Denote X 0 ∆ = X+ w. We let T 0 be the indices of the largest |T 0 | = k components of X 0 = X+ w. We further define the rest indices as T 1 , · · · , T J of equal size |T j | = M, j ≥ 1 (where M is an design parameter and will be specified later), by decreasing order of magnitude.
Denote the reconstruction error h =X − X 0 and we have,
which can be simplified to
Next, we relate the ℓ 2 norm of h T c 01 to the ℓ 1 norm of h T 0 . It is obvious that the kth largest components of h T c 0 satisfies
and, therefore, by taking the square at both sides and then summing up from k = M + 1 up to k = N , we have,
Combining inequality 18 and 19, we have,
where the second inequality follows from the Cauchy-Schwartz inequality. Hence,
From the above inequality, the task remaining is to upper bound ||h T 01 || 2 . Before deriving this bound, we first derive a bound for j≥2 ||h T j || 2 .
Observe that the magnitude of each components in T j+1 is bounded by the average of the magnitudes in T j :
Then by taking squares at both sides and then summing up from k = jM + 1 up to k = (j + 1)M ,
1 /M We take the square-root of both sides and sum up from j = 1 up to the end:
Again, by applying inequality 18, we have
Now ||h T 01 || 2 can be bounded from the RIP property in the following way.
where the second last inequality follows from inequality 22. This implies that
where
Finally, combining inequality 20 and 23, we got
We choose M = 2k such that C M are positive constants and this proves the theorem.
Note that we need to ensure C M to be positive, i.e, 1 − δ k+2k − √ 1 + δ 2k k 2k > 0 which implies
In [28] , the authors prove that for positive integer c and r, the following inequality is always true.
Applying inequality 26 in condition 25, we only need to ensure δ 2k ≤ 1 7 . Remark 4.1. In the next section,we will prove Theorem 2.6 and our proofs will be based on the result of Theorem 2.4. Since the fundamental idea in the above proof of Theorem 2.4 is RIP property, the proof of support recovery in the next section is essentially also based on RIP condition. However, generally we can use any ℓ 2 -norm error bound as our starting point. Recently in (e.g. [29] ) RIPindependent proofs of ℓ 2 -norm error bound has been derived. We point that our proof techniques which will be explained in the next section is very flexible and it can be adapted to these new results and the proof of Theorem 2.6 can be presented in a way which is completely independent of RIP condition.
Sign Pattern Recovery
In this section we use the following observation model
where the additive noise w has bounded l ∞ norm. The goal of this section is to prove that our TBP algorithm(see step 1 and step 2 in Section 2.1) can successfully recover the sign pattern of the support of signal X given SN R = O(log n) as stated in Theorem 2.6. As before we assume w.l.o.g. that the support of the signal X is the first k components in this section. We denote x min as in Equation 3 .
Without going into the technical details, we first give a rough outline of the steps we are going to take in this section.
1. We first prove preliminary results in Section 5.1 that will be used later. The main idea here is to reduce the constrained ℓ 1 problem into a null-space characterization.
2. We then recall small noise result in Section 5.2. By applying theorem 2.4, we show that for small noise the correct support is part of optimal basic feasible solution(BFS). See the result in Lemma 5.4.
3. For a fixed BFS, we then show that the reconstruction error can be realized as a linear operation on noise, Lw, for some linear operator L, i.e,X = X + Z = X + Lw. This result is proved in Lemma 5.5.
4. We now bound the gain of L by going to a null-space characterization. This involves analyzing a particular BFS by going to null-space characterization. This result is proved in Lemma 5.8.
5. Finally using primal-dual characterization (complementary slackness) we compute how large the noise, w, can be before losing support. This is presented in Section 5.5.
Preliminaries
We first quote a classical result for Grassmanian manifold(see Theorem 2.2 of [30] for more details). Suppose n = Cm and 1 < C < ∞, then we have
with probability ≥ 1 − p n where lim n→∞ p n = 0.
Proof. This lemma is a direct corollary of [24] . In [24] , it is proved that σ min , the smallest singular value of A converges a.s. to 
ℓ ∞ error bound under sufficiently small noise
First, we know from Theorem 2.4 that the with probability ≥ 1 − e −c 1 m Basis Pursuit(i.e. step 1 of our algorithm) ensures the following inequality:
Now we choose a sufficiently small ǫ such that ǫ < 
This says that the perturbation of the reconstruction error is small enough such thatX and X have the same sign pattern.
Lemma 5.4. Suppose w ∞ ≤ ǫ and ǫ is sufficiently small. The first k columns of G(i.e, the columns that correspond to the correct support) is part of the optimal basis with probability ≥ 1 − e −c 1 m .
Proof. Since the reconstruction algorithm is an LP algorithm, the optimal solution must be a basic feasible solution(BFS). Denote G 1 as the optimal basis in G for this optimal solution. Since the sign pattern of X is correctly recovered with probability ≥ 1 − e −c 1 m as shown above, the first k columns of G(which corresponds to the support of X) must be included in G 1 . Otherwise, if the i-th column is not selected into the optimal basis, thenX i = 0 but we know the correct |X i | ≥ x min , which contradicts the above inequality
Representation of reconstruction error
We still fix the small w specified in Section 5.2, i.e. w ∞ ≤ ǫ. DenoteX = X + Z as the optimal solution while Z represents the reconstruction error. We describe how Z is related to w.
Lemma 5.5. Given the sensing matrix G and the optimal basis G 1 , there exists an linear operator L such that the reconstruction error Z = Lw.
Proof. A Gram-schmidt orthogonalization on G 1 yields:
Based on the observation model G(X + Z) = Y = G(X + w) and the above decomposition, we have,
We can solve this equation directly. For the first k components Z 0 we have:
and for the rest m − k components Z 1 we have:
Clearly, we have
Upper bound of the norm of L 0
Our next step is to verify the when w = ǫ each component of L 0 w can not be too large, i.e. the reconstruction error in the support can not be too large. In this section, we will give a bound on L 0 w ∞ The lemma below is one of the main steps for proving the main theorem. It establishes weak dependence between optimal solution and the elements of the support set.
Lemma 5.6. Assumev is the optimal solution of the optimization problem min v X + w + Av 1 . We assume w ∞ ≤ ǫ and ǫ is sufficiently small such that ǫ < Proof. We know from the discussion in Section 5.2(also see theorem 2.4) that if RIP condition is satisfied the optimalv recovers the sign pattern of X when w ∞ = ǫ is sufficiently small. This implies the sign of X i + w i + A iv (i = 1, · · · , n) is sgn(X i ). Now consider a small neighborhood N (v) ofv such that the sign of
For linear optimization, local optimum is also the global optimum. Therefore, by neglecting the constant term
where F = k i=1 sgn(X i )A i is defined in the assumption of the lemma. This implies that the optimal solutionv depends on A 1 , A 2 , · · · , A k only through their sum F . In other word,v is only a function of A k+1 , A k+2 , · · · , A n and F as long as the RIP condition δ 2αn ≤ 1 7 is satisfied.
Assumev is the optimal solution of the optimization problem min v X + w + Av 1 . We assume w ∞ ≤ ǫ and ǫ is sufficiently small such that ǫ < 
The above definition implies that if A ∈ A 0 , A satisfies both the property in Lemma 5.6 and the concentration inequality in Lemma 5.3. We know from Lemma 5.6 and 5.3 that
Before we bound the norm of L 0 , we also need the following lemma.
Proof. We note that
. Then we can rewrite
From the tail probability of χ 2 distribution, we have
This implies
Pr
Lemma 5.8. Assume 1 2 αn ≤ k ≤ αn where α is an absolute constant such that δ 2αn < 1 7 . Assume n = Cm and C > 1. We have, 
It is not easy to directly bound Pr max l∈{1,··· ,k} |A lv | > (d 1 + d 2 √ 2 log n)ǫ because A l andv are weakly correlated in general. Therefore we introduce an auxiliary variablev * aŝ
Nowv * and A are independent given F = f . Moreover, we can relatev andv * through the following equation, Pr max l∈{1,··· ,k}
The second term is bounded by e −c 1 m + p n and the remaining task is to bound the first term. As a matter of fact, the first term can be bounded as Pr max l∈{1,··· ,k}
Pr max l∈{1,··· ,k}
where the last inequality follows from lemma 5.7. The first term can be further bounded by applying a union bound:
By the definition ofv * , we know that it satisfies the inequality in Lemma 5.3. By applying Lemma 5.3 and Theorem 2.4 we have
By the definition ofv * , we also know that A l andv * are independent given F = f . Furthermore it is easily calculated that
Now, we can evaluate the conditional mean and variance of Gaussian variable A lv | F =f . By applying the result in equation 34 the absolute value of its mean is bounded through
where the first inequality follows from Cauchy-Schwartz inequality and the second inequality follows from equation 33. Then by using the assumption
And the variance is bounded through
Combining the above two bounds on mean and variance we can bound
when f 2 ≤ √ 2k. Substitute t with √ 2 log n in the above equation and we have
And this proves the lemma.
Proof of Theorem 2.6
In this Section we only deal with the case . As is already shown in Section 5.2, when t = 1 the optimal basis is G 1 and the perturbation Z is smaller than 1 2 x min . Our next strategy is a primal-dual argument with this result serving as a starting point. To do this, we know that X + Lw is the optimal solution of Basis Pursuit (Primal problem) and we also denote π as the optimal solution of the following dual problem:
From Lemma 3.5, the primal cost equals dual cost, i.e.,
When t = 1 we know from Section 5.2 that the reconstruction error Lw will not exceed 1 2 x min and this implies for i ∈ {1, 2, · · · , k}, the sign of (X + Lw) i is determined by X i . Therefore we have,
From complementary slackness, (π t G) i = sgn(X i ) for any index i in the support(i.e., i = 1, 2, · · · , k). Then the above equation can be further simplified to
Multiply t and then add k i=1 sgn(X i )X i to both sides, we will have
From the assumption of Theorem 2.6, we know that x min is the smallest absolute value among non-zero entries and
. Then Lemma 5.8 tells us (X+Lw t ) i has the same sign
So the RHS of equation 35 is exactly X + Lw t 1 and the whole equation can be reformulated as,
which exactly implies the primal cost equals dual cost for the primal-dual pair (X + Lw t , π) when the noise is w t = t · w. By applying Lemma 3.5, X + Lw t is the optimal solution to the Basis Pursuit problem and π is the optimal solution to the dual problem. To summarize the above discussion, we have proved that the solutionX = X + Lw t is optimal and for any index i = 1, 2, · · · , k it satisfieŝ
Hence theorem 2.6 follows.
Proof of Theorem 2.8
We point out that Lemma 2.3 can be used to prove theorem 2.8 based on the bounding techniques presented above. The only difficulty is that when we solve Gw = N from the minimum norm criterion and get w = G T (GG T ) −1 N, w is weakly correlated with G and hence the bounding techniques developed above might fail to work. There are several ways to overcome this difficulty.
One method is to expand the sensing matrix via reformulating Y = GX + N as
Then we can regard G I as the new sensing matrix and all the reasoning will follow with slight modification. However, since the dimension of the signal is increased, we will have to pay with more measurements. Another method which we discuss here is to still use the bounding techniques developed from section 5.1 to section 5.4 but modify the proofs suitably.
When we check the proof from section 5.1 to section 5.4 carefully, we find that the most crucial step is to prove the bound of L 0 w in Lemma 5.8. More specifically, the fundamental step of the proof to Lemma 5.8 is to bound the inner product of A l andv. To accomplish this, we used the fact thatv depends on A l only through F in section 5.5. This type of reasoning can also be extended to the model Y = GX + N as follows. First, we choose the minimum norm w = G T (GG T ) −1 N and we have Y = G(X + w). Now,v depends on A l not only through F but also through w. Now since w = G T (GG T ) −1 N this could lead to dependency on A l . Therefore in the next step of bounding A lv , we need to condition on both w and F . This ensures that A l andv are conditionally independent when conditioned on w and F . Now the minimum norm of w has the property that w is in the range space of G T , which implies A T w = 0. However, this characterization is still incomplete. This is because particular realizations of w can provide information on the G matrix, which in turn can provide information about A. To see that this does not happen we consider the QR decomposition of G T = QR and then w can be represented as w = QR −T N. It is well known that Q and R are independent if G is originally a Gaussian matrix(see [31] for example). Therefore if we suppose R −T N to be fixed then no information about Q can be deduced from w besides A T w = 0 (i.e., w ∈ span(Q)). Particularly, this implies that the conditional distribution p(A l |w) = p(A l |A T w = 0). Consequently, the conditional distribution A l | w is still i.i.d. Gaussian and we can use identical reasoning as used in the section 5.5 to bound A lv | F,w for the model Y = GX + N.
Numerical Examples
Our first experiment compares the performance of LASSO with basis pursuit(i.e., before thresholding). The dimension of signal X is 200 and 10% of components are nonzero. The sensing matrix G we use here is a 100 × 200 matrix, each element of which is i.i.d. Gaussian. The total SNR of the system is 6 log n.
From figure 2 , we can see that LASSO does a slightly better job than basis pursuit in reconstructing the zero components. However, at nonzero components, LASSO will incur more errors than basis pursuit.
The next experiment shows the importance of choosing a well-behaved matrix G. The dimension of signal X is 200 and 15% of components are ones and the rest 85% are zeros. The sensing matrix G we use here is still a 100 × 200 matrix. We compare between an random Gaussian matrix Figure 2 : LASSO vs. ℓ 1 minimization(basis pursuit). dim(X) = 200, 5% of components are 1's, 5% of components are -1's and the rest 90% of components are 0's. G is a random 100 × 200 matrix and SN R = 6 log n. LASSO is a biased estimator and gives poor reconstruction at nonzero components.
, where U i is an orthogonalized matrix by applying and Gramm-Schmidt orthogonalization on G i . Hence, U i is a random unitary matrix. Finally, the total SNR of the system is 3 log n. Figure 3 shows that G ′ = [U 1 , U 2 ] will incur fewer reconstruction errors.
In the last experiment, we show how SNR level influences the probability of success. To do this, we must first fix the signal dimension, sparsity and number of measurements and simulate the results for increasing levels of SNR. To be precise we choose (n, m, k) = (200, 80, 20) and set min |Xsupp| w ∞ = (2 √ 12 log n + 2) · θ where θ is the SNR tuning parameter. Figure 4 shows the tuning parameter θ versus the probability of success, where each point on the curve(i.e., each SNR level) is an average of 200 Monte Carlo trials. We choose η = 5 in Theorem 2.6 and then we know that when min |Xsupp| w ∞ ≥ 2 √ 12 log n + 2 and n m > 1.76 the TBP algorithm will accurately recover the sign pattern with w.h.p. The vertical dotted line θ = 1 in figure 4 represents the theoretical bound min |Xsupp| w ∞ = 2 √ 12 log n + 2. We can see from figure 4 that when SNR is larger than this value the probability of success is very close to one. On the other hand, when the SNR level is below this bound, the probability of success drops to zero rapidly.
Comparison with LASSO
Although there exists other algorithm(e.g., the greedy algorithm OMP in [32] ) for sparsity recovery, LASSO is mostly widely used and studied. From the example above, we can see that LASSO has approximately the same performance as TBP in the reasonably high SNR regime.
We first note that there are two advantages of LASSO over TBP. Theoretically, LASSO will give exactly zero recovery outside of the support when the noise is sufficiently small. In contrast, when the optimal basis of the Basis Pursuit is picked, all the elements recovered are nonzero with probability one (even for sufficiently small noise). This is the reason why we need thresholding after applying Basis Pursuit. This difference between LASSO and TBP is not that important in practice. The other advantage is that LASSO is easier to analyze in theory. Due to the LP structure of basis pursuit, the noise term influences the choice of optimal basis in a very subtle way. This fact compounds the analysis of our procedure.
The real computational cost of LASSO is high. The major issue is how to choose the parameter λ in the formulation: min Research has been done in guiding the choice of λ. For example, in [6] , the author proposes to choose λ = 2σ √ 2 log n, where σ is variance of i.i.d additive Gaussian noise N i . In [14] , the author proposes to choose λ = 2σ √ n. All of these λ's works reasonably well in some scenarios. However, there are two difficulties here. The first difficulty is we may not know noise variance σ and the second is there is no universal guideline for choosing λ as far as we know. For example, if we drive σ very close to zero, choosing λ = 2σ √ 2 log n does not work well because in this case LASSO is approximately equivalent to an ill-posed unregularized problem and the solution becomes very unstable. In this situation we should choose a large λ or introduce early termination techniques.
Fast iterative algorithm for computing the LASSO has also been proposed(see [33] for example). But this type of algorithm introduces additional tuning parameters other than λ. Practically, it is an important issue to appropriately choose these parameters.
Concluding Remarks
Sign pattern recovery is main focus of this paper although we provide ℓ 2 approximation results as well. To accomplish this we propose a LP-based algorithm, namely TBP algorithm, and study how SNR level influences the sign pattern of its solution.
Our main theorem 2.6, shows that for a Gaussian sensing matrix and sufficiently sparse signal, SN R = O(log n) is a necessary and sufficient condition for correct detection of the support. In summary, the main advantages of our algorithm are:
• Number of measurements = Cn and SN R = O(log n) is sufficient for recovery with an LPbased algorithm.
• There are no tuning parameters in the algorithm and it runs much faster than LASSO in practice.
As a side result, we also present a novel proof to the solved noiseless sensing problem based on Dvoretsky Theorem in Section 3. The proof is based on the following two ideas. First, duality theory reveals that reconstructing any general signal X is as difficult as reconstructing a binary signal. Second, Dvoretsky's theorem, law of large numbers and optimality condition can not be consistent unless the optimal solution is the true signal. Dvoretsky's theorem is more flexible than RIP condition because the property is still preserved even when the sensing matrix is multiplied by a nonsingular matrix.
We point out two limitations of our TBP analysis. First, it does not work for the scenario when m ≥ n. This is because the null space of G is empty with probability one. In particular when m = n, the smallest singular value of the sensing matrix is close to zero and the model Y = G(X + w) is very different from the model Y = GX + N. Second, in order to guarantee perfect reconstruction of the sign pattern of the whole signal, the algorithm needs to be modified and a small fraction of extra measurements are needed as shown in Section 2.4.
Appendix

Proof of Theorem 2.7
By assumption of the theorem, we know ǫ ≤ 1 8 + 2d 1 + 2d 2 √ 2 log n · 1 2 √ 2C log n ≤ 1 8d 2 log n .
By applying Theorem 2.6, the TBP algorithm with respect to the model Y = G(X + w) will detect the whole support (i.e.,N m = 0) with probability ≥ 1 − 1 √ π log n − 2.24 −(n−m) − e −c 1 m − p n . Furthermore, we can bound the number of false-positives N f in the non-support components by applying Corollary 2.5:
Note that ǫ is clearly smaller than 1 4 and the denominator expression (1 − 2ǫ) 2 can be relaxed to 1 4 . In the proof of theorem 2.6(check Section 5.4 for detail), d 2 is defined as
This gives a bound to ǫ and ultimately gives a bound to N f : To summarize the discussion above, with probability ≥ 1 − ). We know from the above discussion and lemma 2.2 that the measure of G 0 is very close to 1:
Hence the variance of (Σ † U T N 2 ) i is ≤
) 2 when G ∈ G 0 . By applying Lemma 2.1, when G ∈ G 0 we have
)(8 + 2d 1 + 2d 2 √ log n) ≤ 3 8 with probability ≥ 1 − 1 √ π log n .
Then we have 
Proof of lemma 2.3
Suppose N ∼ N (0, ǫ 2 I m×m ). We write the SVD of G T as G T = U ΣV T where U ∈ R n×m , V ∈ R m×m are orthonormal matrices and Σ ∈ R m×m are diagonal matrix. Then w can be reformulated as
Since V is orthonormal, V T N is still Gaussian with the same distribution as N ∼ N (0, ǫ 2 I m×m ). If all Σ ii 's are lower-bounded by On the other hand, the concentration property of smallest singular value in Lemma 2.2 implies that Σ ii > 1 2 ( √ C − 1) with probability ≥ 1 − p n where lim n→∞ p n = 0. Therefore the variance of h i is ≤ 4ǫ 2 ( √ C−1) 2 with probability ≥ 1 − p n . Finally, we have ||w|| ∞ ≤ 2ǫ( √ C − 1) −1 2 log n with probability ≥ 1 − 1 √ π log n − p n .
