Abstract. We consider one dimensional p-Laplacian eigenvalue problems of the form
Introduction
Eigenvalue problems involving the one dimensional p-Laplacian ∆ p have been investigated for many years. When p = 2 the classical Sturm-Liouville operator is involved, but for p = 2 one can already find modified variational and Prüfer methods in [9] (with references to earlier work) and [8] , respectively. Despite a considerable amount of activity since, significant questions still remain concerning the nature of the spectrum (which can be defined in different ways) for various boundary conditions.
We consider the equation −∆ p u = (λ − q)|u| p−1 sgn u, on (0, π p ), (1.1) where q ∈ C 1 [0, π p ], λ ∈ R and π p will be defined in Section 2.1, together with either nontrivial, separated boundary conditions of the form c 00 u(0) + c 01 u (0) = 0, c 10 u(π p ) + c 11 u (π p ) = 0, (1.2) or periodic boundary conditions
In what follows, in either the separated or the periodic case, an eigenvalue is a value λ for which (1.1) has a nontrivial solution u, interpreted in the classical sense, and satisfying the boundary conditions. We call u an eigenfunction, and an eigenvalue λ will be called simple if all its eigenfunctions are proportional to each other. We use σ to denote the spectrum, i.e., the set of eigenvalues λ, of the problem. Most of the early work focussed on Dirichlet and Neumann boundary conditions, and it was only recently that a p-Laplacian version of the classical Sturm oscillation theorem was established for general separated boundary conditions. To be precise, we have Theorem 1.1. For any p > 1, the spectrum σ of (1.1), (1.2) , consists of a sequence of simple eigenvalues λ 0 < λ 1 < . . . , accumulating at +∞. For each k ≥ 0, σ k = {λ k }.
Here, σ k denotes the set of eigenvalues λ whose corresponding eigenfunctions u have k zeros in the interval (0, π p ) (by Theorem 5 in [13] , if u is a non-trivial solution of (1.1) then it has only simple zeros).
When p = 2, Theorem 1.1 is a classical result of Sturm-Liouville theory and can be found in various books, e.g., [4, Theorem 2.1] . For p = 2, see [13, Theorem 1] (we remark that these references apply to equations with more general coefficients, which can even belong to L 1 (0, π p ) as in [1] , but the conditions of (1.1) will suffice for the purposes below). We also note that the structure of the separated spectrum described in Theorem 1.1 is the same for both the linear problem when p = 2 and the nonlinear one when p = 2.
Non-separated boundary conditions have been studied rather less, but the periodic p-Laplacian has been investigated by many authors -see, for example, [3, 6, 7, 11, 12, 14] . The constant coefficient case (say q = 0 after a translation) can be solved explicitly -see [11] or Section 2 below. In this case, if we replace (1.2) by (1.3), and let σ k correspond to eigenvalues λ whose eigenfunctions have 2k zeros in the interval [0, π p ), then Theorem 1.1 continues to hold, except that the eigenvalues λ k , k ≥ 1 are no longer simple. More specifically, for each k ≥ 1, the set E k of periodic eigenfunctions corresponding to λ k is a two-dimensional (punctured) linear space if p = 2, while if p = 2 then E k is a two-dimensional manifold (without boundary). For further details, see Section 2.
For general q the periodic spectrum is less well understood, although we do have the following result. Theorem 1.2. For any p > 1, the spectrum σ of (1.1), (1.3) contains sequences of eigenvalues λ k , λ k , k ≥ 1, satisfying 4) and accumulating at +∞.
(There is also a simple periodic principal eigenvalue λ 0 ∈ σ 0 , but this will not be relevant for our later discussion).
For p = 2, this is again a classical result -see [4, Theorem 3 .1] for a stronger statement. For p = 2, Theorem 1.2 was established recently by Zhang [14, Theorem 3.3] . (Actually the cited result does not mention oscillation, but this can be obtained from the rotation number construction used by Zhang, and the accumulation statement follows from his asymptotic estimate on [14, p. 136] ). We note that λ k = λ k in the constant coefficient case discussed above.
For p = 2, it is well known (cf. [4] , loc. cit.) that 5) in the periodic case, for any q, and Zhang has conjectured [14, p. 142 ] that this remains true for p = 2. It will be seen below that this conjecture is incorrect. Indeed, we will show, for p = 2 and q = 0, that the periodic spectrum σ can be much richer than the sets of eigenvalues of Theorems 1.1 and 1.2. In fact our main result is as follows. Theorem 1.3. For any p > 1, p = 2, and integers k, n ≥ 1, there exists a
The proof of this result is quite involved, and requires considerable preparation. The basic construction of the eigenvalues is via a perturbation away from the constant coefficient case, for which the eigenvalues and eigenfunctions are explicitly known. We describe the required details of this case in Section 2. The perturbation technique also requires various differentiability properties of the inverse p-Laplacian, and related operators. When p = 2, these properties are well understood, but when p = 2, they are non-trival and will be established in Section 3. These results are also of independent interest, and are related to those obtained in [10] (for the simpler mixed Neumann-Dirichlet operator), and used there for a bifurcation analysis. We shall discuss the relation between our work and the possible validity of [10] for different ranges of p in Section 3. Armed with these preparations, we use a succession of projections, applications of the implicit function theorem and degree theory to prove Theorem 1.3 in Section 4.
To conclude this introduction we shall comment heuristically on why a given constant coefficient periodic eigenvalue λ k , k ≥ 1, can split into an arbitrarily large number of eigenvalues under a small perturbation when p = 2, but not when p = 2. In the latter (linear) case the set E k of eigenfunctions has two dimensional span, and a linear perturbation produces at most two eigenvalues. When p = 2, however, the manifold E k turns out to have infinite dimensional (linear) span, allowing greater freedom for perturbation -see the remarks at the end of Section 2 for further details.
Preliminaries

2.1.
General concepts and notation. Differentiability will be a key issue in our analysis and we start with our notations for derivatives. If f is a function between Banach spaces then Df (u) denotes the Fréchet derivative of f at u. Partial derivatives will be indicated by subscripts, e.g., D u g(u, v), D v g(u, v) are the partial derivatives of a two argument function g. The special cases D x and D t will be denoted by the customary prime and dot.
The underlying Banach spaces that we shall need are as follows. For j = 0, 1, we let C j [0, π p ] denote the space of j times continuously differentiable functions on [0, π p ], with the usual sup-norm | · | j (throughout, all function spaces will be real). L 1 (0, π p ), with norm denoted by · 1 , will be the usual space of integrable functions on [0, π p ], and W 1,1 (0, π p ), with norm denoted by · 1,1 , will be the usual Sobolev space of absolutely continuous (AC) functions u on [0, π p ], with derivative u ∈ L 1 (0, π p ). It turns out that the ranges p < 2 and p > 2 will require different analysis in later sections, but a degree of unification will be achieved by writing
We turn now to notation for (1.1). We start with the signed power function in the form [x] α := |x| α sgn x, for α, x ∈ R. We first note that this function satisfies the simple identities [ 
, when f (x) = 0. Now (1.1) can be written in the form
The above notation will clarify the various detailed power estimates that will occur in our analysis. We shall also need to view the signed powers above as operators, and for these we use the notation (which is more common but masks the powers)
In this notation, (1.1) takes the form
and classical solutions u must therefore satisfy u, φ p (u ) ∈ C 1 . In particular, the boundary conditions (1.2) and (1.3) make sense.
In general, we shall simplify our notation by keeping the same symbols for operators and their restrictions. For example, the operator of differentiation (denoted by D as above) can map AC to L 1 , C 1 to C 0 , etc. Similarly for the operator I of integration in Section 3, ∆ p and its inverse, and so on.
We shall also need the following lemma at various points.
Proof. If α ≥ 0 then the result is clear, so we assume −1 < α < 0. We denote the zero set of v 0 by Z, consisting of N points, say. We also write Z(η) for an η-neighbourhood of Z -this is a union of N open intervals of length 2η. Let B(δ) be the ball of radius δ and centre v 0 in C 1 [0, π p ]. Given > 0, we shall choose η and then δ so that
It is clear that for small enough δ, η, there is ζ > 0, so that
It then follows that we can choose η > 0 so that
Outside Z(η), for small enough δ, we see that v v 0 > 0 and |v| is positively bounded below, for all v ∈ B(δ). Thus outside Z(η), |v| α obeys a Lipschitz condition and so for small enough δ we obtain
for all v ∈ B(δ). The result follows from (2.3) and (2.4).
2.2.
The constant coefficient case. In this case, by translating the eigenparameter, we may assume that q = 0. Then (2.2) takes the form
We denote the (unique) maximal solution of the initial value problem for (2.5) with λ = 1, u(0) = 0, u (0) = 1, by sin p . A construction of this function is described in [13] and shows that sin p is a C 1 function on R, and is 2π p -periodic, where
Thus the graph of sin p resembles a sine wave, and indeed, sin 2 reduces to the usual sin function, and π 2 = π.
Remark 2.2. The notation sin p (and π p ) has also been used for different functions (and their zeros) in several works. See [3] for further details.
Later we shall need the following smoothness and nonsmoothness properties of these functions.
Proof. The first assertion follows from the analyticity of (2.5) except where u = 0 or u = 0 (see [4, Theorem 8.1, Ch. 1]). The final assertions can be proved by using the known relation (e.g., [13 To determine the eigenvalues and eigenfunctions of (1.1), (1.3), we introduce the functions e k (t) ∈ B p , for integer k ≥ 0 and t ∈ R, defined by
It is clear that the mappings t → e k (t) : R → B p are π p -periodic.
Lemma 2.4. For q = 0 and k ≥ 0, the kth periodic eigenvalue λ k equals (2k) p , with corresponding eigenfunctions e k (t), t ∈ R. There are no other periodic eigenvalues, and (up to scaling) no other eigenfunctions. This is a straightforward calculation (cf. [11, pp. 442-3] , where other boundary conditions are also considered). We remark that the eigenvalues in Lemma 2.4 are to be understood in our standing sense of classical solutions, and are numbered without attempting to count any "multiplicity".
Lemma 2.4 also shows that for any k ≥ 1, the eigenvalue λ k is not simple. Let us consider the mapping e k : t → e k (t) : R → B p in more detail. It will be shown in Lemma 3.6 that this mapping is C 1 , and by periodicity, e k (t) parametrises a non-trivial closed loop of eigenfunctions in B p . Also, denoting the set of all eigenfunctions corresponding to λ k by E k , we see from the homogeneity of the problem that E k is parametrised by the mapping (s, t) → se k (t) : R\{0}×R → B p . Thus E k is a two-dimensional, C 1 manifold in B p , and the tangent space of E k at the point e k (t) has a basis given by e k (t) and the t derivativeė k (t). This tangent space will play an important rôle for us as the nullspace of an appropriate linearisation of (1.1), (1.3).
As mentioned earlier, E k is a 2-dimensional (punctured) plane in B p , in the linear case p = 2. By contrast, when p = 2, it follows from the proof of Lemma 4.10 below that the linear span of E k is infinite dimensional. Lemma 2.3 above provides a crucial step in the argument for Lemma 4.10, which in turn is one of the keys to proving Theorem 1.3.
3. The inverse p-Laplacian ¿From now on, ∆ p will denote the periodic p-Laplacian, with (maximal) domain consisting of u such that u, φ p (u ) are AC and satisfy (1.3).
(3.1)
As indicated earlier, we shall also use ∆ p to denote restrictions as needed. We consider the problem
Since we allow h ∈ L 1 (0, π p ) in (3.2), this equation is taken to hold a.e. on (0, π p ), in the Carathéodory sense.
Existence of
for all u in the domain of ∆ p . In view of this we define
and so R(∆ p ) ⊂ E.
To construct the operator ∆ −1 p we define operators I :
where from now on we write
Clearly, these operators are continuous, and I is also linear.
where the constant functions γ 1 (h), γ 2 (h) satisfy the equations
Hence, R(∆ p ) = E, and the operator ∆ −1
Proof. Since the basic ideas are already in [11, Theorem 20], we will simply sketch the proof. First, direct verification shows that solutions of ∆ p u = h must be of the form given in (3.6), with (3.7), (3.8) corresponding to (1.3). We note that for any given h ∈ E, T p (y + I(h))(1) is a continuous, strictly increasing function of y, and tends to ±∞ as y → ±∞. Hence, a unique solution γ 1 (h) of (3.7) exists, and then equation (3.8 
well-defined by (3.6), and since both γ 1 (h), γ 2 (h) depend continuously on h, the operator ∆
p . We now discuss the differentiability of ∆ −1
p . Examining (3.6), we find that differentiability of T p is the most complicated part. In particular, the results will depend on the value of p, and we use p-dependent choices of domain and range for T p , recalling the notation B p from (2.1).
where DT p (g)ḡ is taken to be the right hand side of (3.9).
Lemma 3.3. For any a, δ ∈ R,
where c α depends only on α.
Proof. We may assume that a ≥ 0. Suppose first that |δ| > a/2. The result is clear if α ≥ 1, so assume that 0 < α < 1 and a > 0. By considering a/δ in the ranges (−2, −1), [−1, 0) and (0, 2), we see that
Now suppose that 0 < |δ| ≤ a/2. Then, applying the the mean value theorem twice, there exists η ∈ (0, 1) such that
This proves the result when α ≥ 2. If α < 2 then
which completes the proof of Lemma 3.3.
We now return to the proof of the theorem, setting α = p * in Lemma 3.3. In case (A), α > 1, so it follows from Lemma 3.3 that |Ξ| 0 /|ḡ| 0 → 0 as |ḡ| 0 → 0, from which (3.9) can readily be proved. Continuity of DT p (g) with respect to g is clear from (3.9) .
In case (B), 0 < α < 1, so if g(x) = 0 then it follows from Lemma 3.3 that |Ξ(t)
, and its derivative satisfies (3.11) and (3.12) (forh ∈ E 0 ). p we only need to show that the functions γ 1 , γ 2 are differentiable. This follows readily from Theorem 3.2 (A) and equations (3.7) and (3.8), by the implicit function theorem. Hence, (3.11) follows from (3.6), and we obtain (3.12) simply by differentiating (3.11) with respect to x (clearly, (Dγ j (h)h) = 0 for j = 0, 1).
(
p (h) with respect to x and using (3.6), we obtain
(3.13)
Hence u ∈ C 0 [0, π p ], and also, by the hypothesis in the theorem, can be constructed for a broad class of separated boundary conditions -see [11] for details in the cases of Dirichlet, Neumann and mixed conditions. The main difference from the above construction is that in the separated case only one constant γ(h) occurs and, except for the Neumann case, the inverse will generally be defined on the whole of L 1 (0, π p ), not just on E. Then an almost identical argument to the above yields differentiability of the cited inverse operators.
3.3.
Connections with e k , φ p and M . We start with some additional properties of the functions e k , k ≥ 1, defined in (2.6).
Lemma 3.6. For any p > 1 (p = 2) and k ≥ 1, the mapping e k : R → B p is C 1 . For any t ∈ R, e k (t) = −∆ −1 p (λ[e k (t)] p−1 ) (3.14) and
Proof. Equations (3.14), (3.15) are immediate from the constructions of e k (t), ∆ −1 p and M . Next, sin p is C 1 on R, so the mapping e k : R → C 1 [0, π p ] is continuous. It remains to show thatė k : R → B p is continuous.
For each t ∈ R,ė k (t) = e k (t) , and e k (t) is an absolutely continuous function, withė 
is continuous, and the result again follows.
Next, M and I − M are projections on L 1 (0, π p ) and are · , · -symmetric, in the sense that
Moreover ∆ p commutes with M and with I − M -these are separate statements since ∆ p is nonlinear. More precisely, we have the following
, and for any u in the domain of ∆ p (given by (3.1)),
In particular, ∆ −1 p commutes with M and with I − M on R(∆ p ) = E = R(I − M ).
Proof. It is clear that M is linear and continuous from
M ∆ p u = 0 (3.19) follows from (1.3) and (3.6). Since M u is constant, ((I − M )u) = u whence ∆ p ((I − M )u) = ∆ p u, so (1.3) follows from (3.3) and (3.19). The commutativity statement then follows from a standard argument.
We also note the following properties of
Proof. Referring to (3.10), we see that the proof of Theorem 3.2 actually establishes this result (we replace p * with p − 1; note that cases (A) and (B) are interchanged by this replacement).
Combining these results we have the following conclusion, which will be needed in the next section. We write Φ p := ∆
Theorem 3.9. (A) Suppose that 1 < p < 2. Then the operator Φ p :
In each case, the derivative DΦ p (u) is compact on the specified spaces. In particular, Corollary 6 of [10] corresponds to the hypotheses and conclusions of part (B) of Theorem 3.4, but for all p > 1. When 1 < p < 2, however, this result is weaker than part (A) of Theorem 3.4. In particular, when 1 < p < 2 the results in [10] are not strong enough to yield the differentiability of Φ p as in Theorem 3.9 above. (We note that M is not needed in [10] ).
This lack of differentiability seems to be the reason why the bifurcation results in [10, Section 4] are only proved for p > 2 (see the remarks on p. 37 of [10] ). We also remark that the arguments of [10, Section 2] seem to be incomplete, and so our results not only provide a valid basis for those of [10] when p > 2, but also open the possibility of their validity for 1 < p < 2, although we have not checked this.
Proof of Theorem 1.3
The remainder of our analysis is devoted to proving Theorem 1.3. To construct a suitable q k,n we consider the equation
where q ∈ C 1 [0, π p ], ∈ R and λ k = (2k) p is the constant coefficient eigenvalue constructed in Lemma 2.4. By Lemma 3.6, when = 0, the mapping t → e k (t) gives a closed, C 1 curve of solutions of (4.1) in B p . We will find q ∈ C 1 [0, π p ] such that solutions "bifurcate" from this curve when = 0. This has some resemblance to [2, Theorem 4.2] , but the perturbation in (4.1) is different from that in [2] , and the problem considered in [2] is semilinear (the analogue of ∆ p in [2] is linear and non-singular, neither of which are true here). These considerations lead to major differences in the analysis, so we give the entire proof.
¿From now on we simplify our notation by suppressing the subscripts from λ k and e k . We also suppose throughout this section that p > 1, p = 2.
We first reformulate (4.1) as a functional equation. Defining
for (µ, u, ) ∈ R × B p × R, we can rewrite (4.1) as
Lemma 4.1. Equation (4.1) is equivalent to the equation
Proof. Suppose that (4.1), and hence (4.2), is satisfied. Operating by M and using Lemma 3.7, we have M Qu = 0 -here and below we write Qu for Q(µ, u, ) when there is no confusion. Operating by (I − M )∆ Finally, (4.5) follows from Lemma 3.6 (in fact, F (µ, u, 0) is independent of µ).
4.1.
Linearisation and projections. By Lemmas 3.7 and 3.8, and Theorem 3.9 (modified to deal with the term λ + (µ − q), but this is trivial since q is C 1 ), F (µ, u, ) is C 1 in a neighbourhood of the point (µ, e(t), 0), for any t ∈ R. Thus we may define the operator
There is an alternative characterisation of the operator L(t), more in keeping with the original operator ∆ p .
Lemma 4.2. For any t ∈ R and v
Proof. We can rewrite (4.6) as
Now, using (3.12) (with h = λφ p (e(t)),h = (I − M )λ(p − 1)|e(t)| p−2 v), (3.14) and (M g) = 0 for any g ∈ L 1 , we obtain (4.7).
The operator L(t) is not one-to-one. In fact we have the following result.
and R(L(t)) is closed, with codimR(L(t)) = 2.
Proof. Differentiating (4.5) with respect to t, and the identity F (µ, se(t), 0) ≡ 0 with respect to s ∈ R, at s = 1, we obtain 9) and so dim N (L(t)) ≥ 2. Now suppose that v ∈ N (L(t)). Then, from Lemma 3.7 and (4.6), 
By [10, Theorem 7] the set of solutions of this differential equation is 2-dimensional (this is not trivial, since the equation has either degeneracies or singularities at the zeros of e(t) , depending on whether p < 2 or p > 2 - [10] deals with both these cases). Hence, dim N (L(t)) ≤ 2, which with (4.9) proves (4.8). Furthermore, by Theorem 3.9 and the definition of the space B p , the operator L(t) : B p → B p has the form identity+compact. Thus the results regarding R(L(t)) follow immediately from the properties of the null-space N (L(t)).
The operator L(t) is not · , · -symmetric, but by introducing some new inner products we can obtain a result close to this, and also define a type of orthogonal projection on to N (L). For each t ∈ R let
p × R → R is well-defined and continuous.
Proof. If p > 2 this follows immediately from Lemma 3.6, while if 1 < p < 2 then it follows from Lemmas 2.1 and 3.6. Lemma 4.5. For any v 1 , v 2 ∈ B p and t ∈ R,
Proof. Let L(t)v i = w i , i = 1, 2. As for (4.10),
and hence, by (3.17),
This is symmetric in v 1 and v 2 (by (3.17) again), so
Now, by repeated usage of (3.17), Lemma 4.2, (4.12) and integration by parts, we obtain
where the boundary terms (A + B)
πp 0
arising from the integrations by parts satisfy
Applying M to (4.7) we find that Now, for any t ∈ R we define P (t) : B p → N (L(t)) by
and we let Q(t) := I − P (t). By the above results, the operator functions P, Q are C 0 on R.
Lemma 4.6. For each t ∈ R, e(t),ė(t) t = 0, (4.14)
and hence P (t), Q(t) are · , · t -symmetric projections from B p to N (L(t)) and R(L(t)), respectively. Moreover
Proof. We start by defining
By 2π p -periodicity of sin p , we see that γ is independent of t, so differentiation of (4.16) with respect to t yields (4.14). It follows from (4.13) and (4.14) that P (t) and Q(t) are · , · t -symmetric projections. Suppose that w = L(t)v ∈ R(L(t)). Then by (3.15), (4.9) and Lemma 4.5,
w, e(t) t = v, L(t)e(t) t + v, M e(t) t − v, M (φ p (e(t))) = 0, and similarly w,ė(t) t = 0. Hence, R(L(t)) ⊂ R(Q(t)), and so the result follows from Lemma 4.3.
A bifurcation equation.
We now use the projections P, Q to reformulate (4.4) as a bifurcation-type equation on the null-spaces N (L(t)), t ∈ R. Let t 0 and µ 0 be arbitrary fixed numbers, and write P 0 := P (t 0 ), Q 0 := Q(t 0 ), W 0 := R(Q 0 ). We look for solutions (µ, u, ) of (4.4) near to (µ 0 , e(t 0 ), 0), with u having the form u = e(t) + w, where w ∈ W 0 is small. Equation (4.4) is equivalent to the pair of equations Q(t)F (µ, e(t) + w, ) = 0, (4.17)
and it is clear by (4.5) that (w, ) = (0, 0) satisfies (4.17)-(4.18) for all (µ, t) ∈ R 2 . The function F is C 1 (when w, are small), but P, Q are only C 0 , so the functions on the left hand sides of (4.17) and (4.18) are C 1 with respect to (µ, w, ) and C 0 with respect to t. Also, denoting the left hand side of (4.17) by F Q (µ, t, w, ), we see from (4.5) that
By construction and Lemma 4.6, the mapping L(t 0 ) : W 0 → W 0 is linear and bijective, so is non-singular. Thus, by the implicit function theorem given in [5, Theorem 15 .1], equation (4.17) has a solution w(µ, t, ), which is defined and continuous on a neighbourhood of (µ 0 , t 0 , 0), and
Also, by the smoothness properties of F Q mentioned above and a slight extension of the above theorem in [5] , the derivative D (µ, ) w(µ, t, ) exists and is continuous on this neighbourhood. Substituting the solution w into (4.18), we see that (4.1) is locally equivalent to the equation
Since D w is continuous it follows from (4.19) that we may write w := w, with w continuous. Also, by (4.5),
for (µ, t) near to (µ 0 , t 0 ), so that
as → 0. Now, by the definition of F and (4.6) with
by (4.15). Thus we may define a continuous function
where V 0 ⊂ R 3 is a suitable neighbourhood of (µ, t, ) = (µ 0 , t 0 , 0). Now, by virtue of Lemma 4.3 we obtain our desired bifurcation-type equation, which we state in the following lemma. We will use the implicit function theorem to construct solutions of (4.21). The required non-singularity condition on DH can be expressed in terms of the function J given by
Although later the q dependence of J(t, q) will be important, for now we regard q ∈ C 1 [0, π p ] as fixed and we simply write J(t).
Lemma 4.8. The functional J : R → R is C 2 , and for any t ∈ R,
Proof. Differentiation of (4.22) with respect to t yields (4.23). Now, Lemma 3.6 shows that the mappings t → e(t),ė(t) : R → C 0 [0, π p ] are continuous, so it follows from (4.23) thatJ(t) depends continuously on t.
Next, differentiation of (4.23) yields
(recall thatë(t) =ė(t) ). By Lemmas 3.6 and 4.4, the above inner products depend continuously on t, so we conclude thatJ(t) is C 2 on R.
IfJ(t) = 0 then t is a critical point of J, with critical value J(t); a critical point t is non-degenerate ifJ(t) = 0. We are now ready to establish existence of solutions to (4.1).
Theorem 4.9. Suppose that t 0 is a non-degenerate critical point of J. Then there is an 0 > 0 such that if | | < 0 then (4.1) has an eigenvalue λ( ) ∈ σ k ( q) of the form λ( ) = λ + µ( ), where µ( ) → J(t 0 )/γ as → 0, and γ is defined in (4.16).
Proof. The function H : V 0 → R 2 of (4.21) is C 0 . Also, when = 0 it follows from Lemmas 4.3 and 4.6 and (3.15) that H(µ, t, 0) = (I − M )(q − µ)e(t), e(t) t (I − M )(q − µ)e(t),ė(t) t = (q − µ)e(t), e(t) t (q − µ)e(t),ė(t) t .
By virtue of (4.14), We conclude from (4.24) and (4.25) that (µ 0 , t 0 , 0) is a solution of (4.21) if and only if t 0 is a critical point of J with critical value µ 0 γ, and if this critical point is non-degenerate then D (µ,t) H(µ 0 , t 0 , 0) is non-singular. Thus, by a simple degree argument, for sufficiently small = 0 a non-degenerate critical point t 0 of J gives rise to a solution (t( ), µ( ), ) of equation (4.21) close to (t 0 , J(t 0 )/γ, 0). This corresponds, via Lemma 4.7, to a solution (λ( ), u( )) of (4.1) of the form λ( ) = λ + µ( ), u( ) = e(t( )) + w(t( ), µ( ), ). Our final lemma shows that we can choose a function q for which the corresponding functional J(·, q) has sufficiently many non-degenerate critical points.
Lemma 4.10. For each k, n ≥ 1, there exists a function q k,n ∈ C 1 [0, π p ], such that the functional J(·, q k,n ) has at least n non-degenerate critical points in (0, π p ), with distinct critical values, and no degenerate critical points.
Proof. Suppose that n is even (if not, replace n by n + 1), and choose points 0 < t 1 < · · · < t n+2 < π p /(8k). For each i = 1, . . . , n+2, Lemma 2.3 shows that the function e(t i ) is analytic on R, except at the points x = t i +mπ p /(4k), m ∈ Z. Since these points are distinct for all i and m, the set of functions {|e(t i )| p } is linearly independent over the interval [0, π p ], and so there exists a function q n ∈ C 1 [0, π p ] such that, for each i = 1, . . . , 1 + n/2, J(t 2i−1 , q n ) = πp 0 q n |e(t 2i−1 )| p dx < −1, J(t 2i , q n ) = πp 0 q n |e(t 2i )| p dx > 1.
Thus the functional J(·, q n ) has at least n critical points in (0, π p ). A genericity argument now shows that there exists a nearby function q k,n ∈ C 1 [0, π p ] such that J(·, q k,n ) has at least n non-degenerate critical points in (0, π p ), with distinct critical values, and no degenerate critical points.
We can now substitute q = q k,n from Lemma 4.10 into Theorem 4.9 to complete the proof of Theorem 1.3.
Remark 4.11. Since the construction of the eigenvalues and eigenfunctions in the proof of Theorem 1.3 used the implicit function theorem and degree theory, we can also conclude that they persist (at least locally) under small perturbations of the coefficient function q in C 1 [0, π p ]. Thus, these large collections of eigenvalues in σ k can occur for a relatively "large" set of q.
