Abstract. In this paper we consider a class of integral equations associated with the invariant mean value property of hyperbolic harmonic functions. We have shown that nonconstant solutions of these integral equations are functions of unbounded variations and do not attain their supremum or infimum on [0, 1). We present an algorithm to obtain numerical solutions of these integral equations. We also consider the equivalent ordinary differential equations and used MATLAB to obtain numerical solutions of these differential equations.
Introduction
Ahern, Flores and Rudin [1] , Axler, Cuckovic [4] and Yi [9] studied the class of integral equations g(x) = (1 − x) n+1 1 0 n + tx (1 − tx) n+2 g(t)t n−1 dt, n ≥ 1 (1.1) associated with the invariant mean value property of M-harmonic functions. They proved that constants are the only solutions of these integral equations if n ≤ 11 and this is not true if n ≥ 12.
Jevtic [7] studied the equation
γ ≥ 2, that arises naturally in the study of the invariant mean value property of hyperbolically-harmonic functions and showed that if γ ≥ 2, then the constants are the only solutions of the equation (1.2) if and only if 2 ≤ γ ≤ 12 + 0 where 0 < 0 < 1. The approach to the problem considered in [7] comes from Yi's work [9] . Let B n be the open unit ball and S n−1 be the unit sphere in n-dimensional real Euclidean space R n , n ≥ 2. We recall that a similarity is a map x → mx + b, where b ∈ R n and m = λk with λ > 0 and k ∈ O(n) (as usual, O(n) denotes the group of all orthogonal linear maps on R n ), and the inversion of R n ∪ {∞} relative to the unit sphere S n−1 is defined by (x) = x * where x * = x |x| 2 , if x = 0, ∞; x * = 0 if x = ∞ and x * = ∞ if x = 0. For a, x ∈ B n , define T a (x) = (I − 2Q a )G a (x) where G a (x) = a * + (|a * | 2 − 1)(x − a * ) * , and Q a (x) =< x, a > a * . Let M (B n ) be the subgroup of the full Mobius group M (R n ) generated by all similarities together with the inversion map  which keep B n invariant. According to [3] , the most general φ ∈ M (B n ) with φ(a) = 0 is of the form kT a with k ∈ O(n). for the Poincare metric on B n are called hyperbolic-harmonic(h-h) [3] . Here is the ordinary Laplacian and R = n j=1
x j ∂ ∂x j .
Note that if n = 2 (and only then), the classes of harmonic, hyperbolicallyharmonic and M-harmonic functions on B 2 coincide. Let ν denote the Lebesgue measure on R n normalized so that ν(B n ) = 1 and σ denote the normalized surface area measure on S n−1 . Suppose f ∈ L 1 (B n , dν) and Bn (f • ψ)dν = f (ψ(0)) (1.4) for every ψ ∈ M (B n ). The equation (1.4) is called the M (B n ) invariantvolume mean value property for hyperbolically-harmonic functions, in the sense that f • ψ has it for every ψ ∈ M (B n ), whenever f has it. The fact that f has the invariant volume mean value property is equivalent to saying that f (x) = Bn f (T −x (y))dν(y) for x ∈ B n . Jevtic [7] has shown that if f ∈ L 1 (B n , dν), n ≤ 12 and f (x) = Bn f (T −x (y))dν(y) (1.5) for x ∈ B n then h f = 0; this fails for all n ≥ 13. In [7] , it is proved that if f is a radial function and f (x) = g(|x| 2 ) then (1.5) holds if and only if
Since the constants are the only radial h-h functions which are integrable and regular at the origin, we conclude that for radial
implies that f is a h-h function if and only if the constants are the only solutions of (1.6) in L 1 ([0, 1], t n 2 −1 dt). Jevtic [7] showed that this happens if n ≤ 12 but not if n ≥ 13. In fact, he studied the equations
where γ ∈ R, γ ≥ 2 and established that if γ ≥ 2 then constants are the only solutions of the equation (1.7) if and only if 2 ≤ γ ≤ 12 + 0 for some 0 ∈ (0, 1). Note that equation (1.7) reduces to equation (1.1) only if γ = 2 and n = 1. The integral operator S γ associated with the integral equations (1.7) is defined as
(1.8)
In this paper we have shown that nonconstant solutions of (1.2) are functions of unbounded variations and do not attain their supremum or infimum on [0, 1). We present an algorithm to obtain numerical solutions of these integral equations. We derive the equivalent ordinary differential equations and used MATLAB to obtain solutions of these differential equations. The layout of this paper is as follows: In section 2, we relate Berezin transform with hyperbolic-harmonic functions and prove that if f ∈ L 1 (B n , dν) and f is a fixed point of the Berezin transform B then f is a hyperbolic harmonic function if and only if the constants are the only solutions of the integral equation
In section 3, we obtain the eigenpairs of S γ and present some preliminary lemmas describing certain algebraic and intertwining properties of the integral operator S γ . We then proceed to establish the main result of the paper which states that all nonconstant solutions of the integral equation (1.2) are functions of unbounded variations and present an algorithm to obtain solutions of the integral equation (1.2) for different values of γ ≥ 2. We have shown that the operator S γ leaves L ∞ [0, 1] invariant, is continuous on that space and has spectral radius 1, again on that space. Moreover, any fixed point of S γ other than the constants have unbounded variation and do not attain their supremum or infimum on [0, 1). In section 4, we derive the ODE
with the condition −1 dt), n ≥ 2, n ∈ N. In section 5, we find those solutions u of (4.2) that satisfy the 
The Berezin transform
Suppose f ∈ L 1 (B n , dν). The Berezin transform of f is defined by
for x ∈ B n . The fact that f has the invariant volume mean value property is equivalent to saying that Bf = f .
Suppose f ∈ L 1 (B n , dν) and let Bf = f . A change of variable argument [3] shows that
Here [x, y] 2 = 1 − 2x· y + |x| 2 |y| 2 . For u a function defined on B n , recall that the radialization of u, denoted by Ru, is the function on B n defined by
Then, as is well known,
for all x ∈ B n . Here τ is the Haar measure on O(n). From [3] and the invariance of τ with respect to O(n), we find that B(Rf ) = R(Bf ). Therefore,
On simplification, we find that,
It is not so difficult to verify that [7] constants are the only radial hyperbolic harmonic functions which are integrable and regular at the origin. In the following theorem we relate hyperbolic-harmonic functions and invariant mean value property and show that if f ∈ L 1 (B n , dν) and Bf = f then f is a hyperbolic harmonic function if and only if the constants are the only solutions of (2.5) 
Notice that it is sufficient to prove the result only for radial functions in L 1 (B n , dν).
) is radial and assume that constants are the only solutions of (2.5) 
Then Bf = f if and only if f is hyperbolically harmonic.
Proof. If f is hyperbolically harmonic on B n , the mean value of f over the sphere of radius 0 < r < 1 is f (0). If f is also in L 1 (B n , dν), it follows from the invariance of h ,
together with the integration in polar coordinates that
Thus f satisfies the M (B n ) invariant volume mean-value-property for hyperbolic harmonic functions. Notice that f has the M (B n ) invariant volumemean value property is equivalent to saying that Bf = f . Now suppose that Bf = f and f is radial. Let f (z) = g(|z| 2 ). Then it follows that
By our hypothesis g ≡ c (a constant). Hence f is a constant. Therefore, f is hyperbolically harmonic.
On the solutions of the integral equation
In this section we find the eigenvalues and eigenvectors of the integral oper-
We express the eigenvectors in terms of hypergeometric functions and the eigenvalues in terms of Gamma function. We also relate the integral operator S γ with a kind of differential operator D γ and discuss certain algebraic and intertwining properties of these operators. We establish that all nonconstant solutions of the integral equation are functions of unbounded variations and present an algorithm to obtain solutions of the integral equation (1.2) for different values of γ ≥ 2. Let Γ(s) stands for the usual Gamma function, which is an analytic function of s in the whole complex plane except for simple poles at the points {0, −1, −2, · · · }. In fact
where β is the Euler's constant; its approximate value is 0.57722. Hypergeometric series [6] is frequently used in connection with the theory of spherical harmonics. The Pochhammer symbol (z) n is defined by
The Gauss hypergeometric function F (α, β; γ; z) given by the power series
converges absolutely in the open unit disk D in C for all complex parameters α, β and γ with γ = 0, −1, −2, · · · and it is a particular solution of the hypergeometric equation
Suppose γ ∈ R, γ ≥ 2. Let dµ(x) be the weighted measure x γ 2 −1 dx on (0, 1). Define the integral operator S γ as follows:
; tx) we have
To prove (i) we require the following identities (see [5] ):
where C is a constant depending only on γ. From (3.2) and (3.3) it follows that
and the operator T γ is a bounded operator on
is symmetric with respect to x and u. This follows by applying Fubini's theorem and multiplying both sides of S γ T γ = T γ S γ by (1 − x) −γ . Expanding the two hypergeometric functions F (γ, ; tx) and F (γ + 1,
; tu) into power series with coefficients a k (γ) and b j (γ) and using the beta function, we see that Θ(x, u) is equal to
The function f is radial and ∆ h f = λf if and only if
; |z| 2 ) where c is a constant.
Proof. Consider the function g α (x) =
is the hyperbolically-harmonic Poisson kernel in B n . By [3] , the function g α is radial and ∆ h g α = λg α . Notice that
, z ∈ B 2 , λ ∈ C = 0, −1, −2, · · · . The series converges uniformly on each compact subset of B 2 . By the orthogonality of monomials in L 2 (σ) and by the invariance of σ, it is not difficult to see that
It follows from [3] that if f is radial and ∆ h f = λf then
where c is a constant.
Then e β,γ ∈ L 1 ((0, 1), dµ(x)) if and only if −1 < Reβ < γ and the function e β,γ is real analytic in (0, 1). The function e β,γ is an eigenvector of S γ corresponding to the eigenvalue
Proof. We shall first show that e β,γ ∈ L 1 ((0, 1), dµ(x)) if and only if −1 < Reβ < γ. Notice that the hypergeometric function satisfies the following (see [5] ):
From this it follows that e β,γ (x) = (1 −
, x is bounded and therefore
. If γ = 2β + 1 then by [8] it follows that
, it also follows that
we have e β,γ ∈ L 1 ((0, 1), dµ(x)). Now suppose −1 < Reβ < γ. We shall prove that
We have already checked that e β,γ ∈ L 1 ((0, 1), dµ(x)) since −1 < Reβ < γ.
(1 − tx) γ+1 dt and I 2 = 1 0 t γ 2 e β,γ (t) (1 − tx) γ+1 dt. The following identities are valid (see [5] ). ; t) into a power series, integrating term by term and using (3.5) and (3.3), we find that + β + 1 + m; x), into a power series, interchanging the order of summation, splitting the sum into two sums and applying (3.6), we get 1 2 γI 1 = S 1 + S 2 , where
Repeating the procedure, we see that 1 2 xγI 2 = S 3 + S 4 , where
Define the differential operator D γ as
Since F (β, β − γ 2 + 1;
; x) is a solution of
Let λ ∈ C and Y λ = {f ∈ C 2 (0, 1) : D γ f = λf and f is bounded near 0} . Henceforth let λ, β ∈ C, γ ∈ R, γ ≥ 2 and λ = −4β(γ −1−β). Thus e β,γ ∈ Y λ if λ = −4β(γ − 1 − β) and if f ∈ Y 0 then f is a solution of
Solving (3.7) directly, one can verify that Y 0 consists actually of constants.
Then every f ∈ Y λ is a constant multiple of e β,γ and is real analytic in (0, 1).
Proof. We have already verified that e β,γ ∈ Y λ . Applying the Frobenius method to the second order differential equation D γ f = λf, we observe that the solution space is two dimensional and when we check the boundedness of its solution near 0, we see that the solution space is actually one dimensional.
Thus if f ∈ Y λ then f is a constant multiple of e β,γ .
Consider the entire functions
. For λ = −4β(γ − 1 − β) with β ∈ C, γ ≥ 2, we set Σ γ−1 = {β ∈ C : −1 < Reβ < γ} and Ω γ−1 = {λ ∈ C : β ∈ Σ γ−1 }. It is easy to see that every λ ∈ Ω γ−1 satisfies Reλ < 4γ.
From Lemma 3.3 and Lemma 3.4 it follows that if λ ∈ Ω γ−1 , γ ≥ 2 and
. Thus the operator S γ on the space
and hence E is a Banach space. Further, if f ∈ E then f is real analytic as E ⊂ RangeS γ and each f ∈ E is bounded near 0 since S γ f is bounded near 0. If E = ker(I − S γ ) and f ∈ E then D γ f exists as f is real analytic. Let B γ = D γ | E , the restriction of D γ to E. (ii) G γ B γ = I E , the identity operator on E.
The proof of (ii) follows from [7] .
Let Ω G = {λ ∈ Ω γ−1 : G γ (λ) = 1}. If γ ≥ 2, then from [7] , it follows that Ω G is finite. The zeros of G γ are at 4γ, 8(γ + 1), · · · , hence none is in Ω γ−1 . Further 0 ∈ Ω G for all γ ≥ 2 and that Ω G contains no other real numbers. This is so since G γ is real on the real axis and logarithmic differentiation
= 0 as G γ (λ) = 0 for λ ∈ Ω γ−1 and each of these summands has negative real part when Reλ < 4γ and hence for all λ ∈ Ω γ−1 .
) and hence B γ e β,γ = λe β,γ with e β,γ ∈ E.
. The function Φ γ has simple poles at the negative integers and at γ + 1, γ + 2, γ + 3, · · · . It takes real values on the rest of the real axis and nowhere take the value 0. For γ ≥ 2 and −1 < Reβ < γ, let Ψ γ (β) =
. Then Ψ γ (β) = Φ γ−1 (β). We have shown that Ψ γ (β) are the eigenvalues of S γ . In the following theorem, we show that S γ leaves L ∞ [0, 1] invariant, is continuous on that space and has spectral radius 1, again on that space. Moreover we shall show that any fixed points of S γ other than the constants have unbounded variation and do not attain their supremum or infimum on [0, 1).
Proof. The points to note are:
(a) Constant functions are fixed points.
) and u is not identically zero then S γ u > 0 on [0, 1). These statements can be verified as follows: Recall that
From the identity (see [5] )
By expanding the hypergeometric function into a power series and applying the beta function together with the negative binomial series, it is also not difficult to see that (1 − x) Thus it follows that if u ∈ L ∞ then S γ u ∈ L ∞ and S γ u ∞ ≤ u ∞ . Therefore S γ ≤ 1. When u is a constant function, we have S γ u ∞ = u ∞ . Hence S γ = 1 and the spectral radius of S γ is 1. From these, it also follows that if u is a nonconstant fixed point in C([0, 1)) then is that nonconstant C([0, 1)) fixed points of S γ are functions of unbounded varations where either the infimum or supremum may be infinite. They oscillate infinitely many times, thus having unbounded variation on [0, 1), not attaining their supremum or infimum anywhere, but approaching both at 1.
We next give an algorithm for computing the fixed points of the integral operator S γ associated with the invariant-mean-value property of hyperbolicharmonic functions. In Algorithm 1, we are actually truncating the infinite series of F (z, z − γ/2 + 1, γ/2, x) to L terms. Higher the value of L higher will be the accuracy of computation of F (z, z − γ/2 + 1, γ/2, x).
From Lemma 3.3 and Lemma 3.4 it follows that in Algorithm 1, if λ =
If 2 ≤ γ ≤ 12, in Algorithm 1 then from [7] , it follows that z = 0 or γ − 1. In that case, f ≡ c as
The formulation in if-else part used in Algorithm 1 for γ ∈ N can be easily solved numerically. We illustrate the formulation for γ = 3. Taking γ = 3 and substituting in Ψ γ (z) − 1 = 0 we get
and replacing z by z − 2 we get
.
Algorithm 1 Solutions of integral equations associated with hyperbolicharmonic functions
Require:
The solutions of Ψ γ (z) = 1 are z = 0 and γ − 1 only else solve for z ∈ C such that πz
where c is an arbitrary constant.
Equating real and imaginary parts we obtain the system of equations π(x 3 − 3xy 2 + 3y 2 − 3x 2 + 2x) − cosh(πy) sin(πx) = 0; π(3x 2 y − 6xy − y 3 + 2y) − sinh(πy)cos(πx) = 0.
The above system can be solved by using generalized Newton-Raphson method [2] . The solutions are listed in Table 1 . Also πz(z − 1)(z − 2) = Γ(3) sin(πz) can be solved directly in terms of z using symbolic computation tools of MATLAB/MAPLE. Here one may observe that for n = 3 the solutions z that satisfy the condition −1 < Rez < n + 1 are only 0 and 2. 0.00000000 0.0001615+0.00013472i 11.000066+0.0000003i 12.0000145+0.000001i
The solutions obtained are in conformation with the theoretical results obtained in the lemmas of section 3 (see Lemma 3.3 ). We also observe that nonconstant solutions of the integral equation (1.2) are functions of unbounded variations and are expressed through hypergeometric functions.
Derivation of the differential equation associated with the invariant MVP of hyperbolic harmonic functions
In this section, we derive the ODE
with the condition 4.1. Suppose the radial function f ∈ C 2 (B n ) has the form f (x) = u(|x| 2 ) = u(t). Then f is hyperbolically-harmonic if and only if
Proof. Suppose f is hyperbolically-harmonic. Then h f = 0, that is,
x j ∂f ∂x j = 0. 
Solutions of the ordinary differential equations
In this section we find those solutions u of (4.2) that satisfy the condition For different values of n ∈ Z + , the solution u(x) can be obtained explicitly by evaluating the indefinite integral in (5.4). We have verified that the constants are the only solutions of (4.2) if n ≤ 12. The solutions (particular) u(x) for different values of n can be plotted in MATLAB. 2. For n=2 we have u(x) = A + Blog(x).
3. For n=3 we have u(x) = A + B −2x − 2 √ x .
4. For n=11 we have u(x) = −(315x 9/2 ) −1 ((2x+2)(35x 8 −440x 7 +2708x 6 − 11528x 5 + 51218x 4 − 11528x 3 + 2708x 2 − 440x + 35)).
5. For n=12 we obtain u(x) = (x −5 )(1/5x 10 −5/2x 9 +15x 8 −60x 7 +210x 6 − 252x 5 log(x) − 210x 4 + 60x 3 − 15x 2 + 5/2x − 1/5).
Thus we verify that for n ∈ N, n ≤ 12, the only solutions u of (4.2) that are twice continuously differentiable on [0, 1) and satisfy the condition 
