The incompatibility of dynamics postulate (unitary evolution) and the measurement postulate (wave-packet collapse) of quantum mechanics has recently been solved by Zurek from an information transfer perspective. Luo gave his derivation by relaxing the repeatability postulate. In this paper, we reconsider Luo's derivation in the setting of general probabilistic theory (GPT). We also introduce the concept of sub-and super-fidelity in GPT and discuss their properties. 
Introduction
In the standard interpretation of quantum mechanics, one needs to predict the probability of a measurement result [1] . From this perspective, the essence of quantum mechanics is a kind of probabilistic theory which is more complicated than classical probabilistic theory. The study of quantum information theory stimulate the advancement of the foundations of quantum mechanics and of the relationships between the classical and quantum mechanical descriptions of Nature. During the process of such endeavours, an interesting new approach has been recently advanced by Barnum, Barrett, Leifer, and Wilce [2, 3] . They proposed to investigate systematically the information-theoretical aspects of probabilistic descrip-tions of Nature, within a general framework that encompasses classical probabilities and quantum mechanical probabilities as two particular instances of a wide family of probabilistic theories. Some fundamental aspects of information physics, such as the no-broadcasting principle and teleportation, are extensively studied within this general framework [2, 6] . In [7, 8] , the authors investigated the state discrimination problems under such a general framework where they call it general probabilistic theories (GPT). They also studied the distinguishability measures and entropies in GPT [9, 10] . In [11, 12] , the authors introduced the entropy and discussed some other problems in GPT from the perspective of information causality. The incompatibility of the two postulates, that is, the dynamical evolution postulate and the wave-packet collapse postulate, has always been a fundamental problem in the foundations of quantum mechanics. Recently, Zurek [13] made substantial progress in this respect. Based on Postulate 1 (State postulate) and postulate 2 (unitary evo-lution postulate), as well as the repeatability postulate, he deduced Postulate 3 (the wave-packet collapse of the measurement), which shed some new light on this longstanding unsolved problem. This result can be considered as a generalization of quantum no-cloning theorem. Luo pointed out that the repeatability postulate is too stringent, thus he gave two alternative interpretations by replacing the above postulate with the weak repeatability postulate, or covariant condition [15] . Zander and Plastino investigate the main features of a measure of fidelity between states in GPT, and use this quantity to study information-theoretical features of GPT related to conservation of information during the evolution of closed physical systems. Particularly, they derived a generalization of Zurek's result under the framework of GPT [16] . In this paper, we reconsider Luo's derivation in the GPT regime.
The operational framework of GPT
In this section, we describe the operational framework of general probabilistic theories (see e.g. [2, 9, 16] ), which was also called BBLW framework in [16] . Note that the mathematical structure is physically motivated. Naturally, we assume the separating properties of both states and measurements: Based on these, the concepts of states, effects, measurements, and transformations in GPT are defined as follows (for details, see [2] ):
(1) States. The set of all possible states of a physical system is a finite-dimensional, compact, and convex set. The extreme points of are called pure states.
In standard quantum mechanics, the state space corresponds to the set of all density operators ρ on the system's Hilbert space H. Let ( ) denote the probability of outcome when the system is in state .
(2) Effects. Mathematically, the probability ( ) is given by an affine functional : → [0 1], which is referred to as an effect. We have the unit effect verifying ( ) = 1, for all ∈ . We denote the set of all effects by ( ). In quantum theory, an effect is represented by a positive operator E bounded by 0 and the identity operator I. The probability of the outcome (if the system is in state ρ) is Tr(Eρ).
(3) Measurements. A measurement is identified with a set of effects { } such that = and consequently, ( ) = 1 for all ∈ . In the following, we shall use the notation M = { } ∈ to denote the measurement on .
(4) Transformations. Physical transformations of a system are described by an appropriate set of affine mappings T : → , where and stand, respectively, for the system's state space before and after the transformation. These transformations play the role of linear, trace-preserving, completely positive maps in the standard quantum formalism. It is easy to see (see e.g. [17] ) that if either marginal state is pure, then AB is a state with no correlations:
In [9] , it is pointed out that finite classical systems, finite quantum systems and hyper cuboid systems are all typical examples of GPT. Also, it is worth pointing out that the hyper cuboid system is a system that goes beyond neither a classical or quantum one.
Measurement interpretation in GPT
We first recall the concept of fidelity in the context of quantum information theory as well as GPT. The Uhlmann-Jozsa fidelity between two quantum states ρ 1 and ρ 2 is defined as [18, 19] :
There are different uses of the name fidelity. In [19] the older notion transition probability has been renamed fidelity by Jozsa.
[20] use Jozsa's notion, and call √ F root fidelity, while in [1, 21] √ F has been called fidelity. Since experimentalists prefer a fidelity to be some kind of a probability, and fidelity is a kind of transition probability in the form of Eq. (1), in order to avoid confusion, we shall stick in calling fidelity the expression in Eq. (1) in this paper.
In GPT, the fidelity between two states 1 2 ∈ is defined as [9, 16] 
where
}, and F ( ) stands for the Bhattacharyya coefficient (the classical fidelity) between two probability distributions = { } and = { }, that is, F ( ) =
√
In order to be consistent with the concept of quantum fidelity proposed in Eq. (1), in this paper, we redefine the fidelity between two states 1 2 ∈ in GPT as
}, and F ( ) stands for the Bhattacharyya coefficient (the classical fidelity). The properties of the quantity in Eq. (2) are extensively studied in [9] and [16] . Specifically, the following lemma is crucial in proceeding our derivation.
Lemma 1.
(See [9, 16] ) Let F ( 1 2 ) be the fidelity defined by (2) . Then F has the following properties:
Following the proof in [9, 16] , it is easy to see that the above lemma still holds when F ( 1 2 ) refers to the quantity in Eq. (3). In [13] , the repeatability postulate is described as follows:
Repeatability After a measurement, repeated measurements leave the system states intact and yield the same results in the apparatus.
Zurek considered a quantum system , to be measured by an apparatus . The whole measurement procedure is implemented by a unitary operator M on the "system+apparatus" ⊗ . Then based on the above repeatability postulate, he derived that when a family of quantum states are selected via a quantum measurement, and there is distinctive information transfer from the system to the apparatus, then these selected states must be orthogonal. Consequently, the wave-packet collapse can be derived from other postulates in the standard quantum mechanics interpretation and is thus consistent with the unitary dynamics postulate. This result is a generalization of the quantum no-cloning theorem and the results in this paper are viewed as "dissolving one aspect of quantum weirdness" [14] . Luo [15] pointed out that it seems too stringent for postulating that the outcome states of the measured system remain the same. Indeed, the system states will always change in a measurement of the second kind [22] . Zurek already noticed this restriction and discussed another paradigm, but also imposed the strong condition of preserving overlap (fidelity). Therefore, Luo proposed the following weak repeatability postulate:
Weak repeatability After a measurement, repeated measurements yield the same results in the apparatus.
He also further raised another postulate which depends on a unitary covariant condition for the apparatus, but does not depend on any repeatability postulate for the quantum system. However, in either of the two new proposed postulates, which in some sense is superior to the previous one proposed by Zurek, the whole measurement procedure is still implemented by a unitary operator M on the "system+apparatus" ⊗ . According to [16] , in GPT, we assume that there is a set of invertible transformations Γ : → representing the fundamental transformations that a closed physical system (with a state space ) can experience. Each one of these transformations Γ admits an inverse Γ , which is also a physical transformation for the considered system. For all ∈ , we have Γ
It is pointed out in [16] that all possible transformations imposing on the system, are manifestations of invertible transformations acting upon the extended closed system. This assumption is not included in the BBLW framework [2] (which we shall always call the framework of GPT in this paper), but since both classical and quantum mechanics comply with it, it is therefore reasonable to regard it as a basic consideration in our understanding of physical laws. Also, in [16] , it is said that since measurement processes are themselves physical processes, there has to be a physical consistency relation between the set of all possible measurements and the set of all invertible operations acting upon a physical system. If we first apply a transformation Γ to our system, and then perform a measurement { } upon it, the overall process can always be regarded as performing a certain measurement {˜ } on the initial state of the system. In the context of GPT, given an effect and an invertible operation Γ, there exists an effect˜ , such that for all states ∈ ,˜ ( ) = (Γ( )). Consequently, given a measurement { } and an invertible transformation Γ, there is another measurement {˜ }, such that for all states ∈ , we have˜ ( ) = (Γ( )). Thus following the analysis in [16] , by the definition in Eq. (3), we can similarly obtain
which is a generalization of the invariance property of the quantum fidelity measure under unitary transformations. This property will play a crucial role in our derivation in the GPT regime. We now reconsider Luo's derivation in the framework of GPT. Consider a composite system consisting of a system and an apparatus . We can always consider the system to be large enough so that the composite system can be regarded as closed, and thus all the transformations on it can be regarded as invertible. We assume that initially is in a pure state and the apparatus is in a reference state. Next, we first use the weak repeatability postulate in the GPT setting. Note that here the measurement is not restricted to quantum measurement, but refers to the concept of measurement in GPT. Moreover, the transformation imposed on the closed system is not restricted to unitary transformations, but refers to the general invertible ones. The question we want to address is: Under the postulate of weak repeatability, what characters the initial pure state of the system possess in order for the information to transfer from the system to the apparatus? Assume that is the initial pure state of the system , and 0 is the initial pure state of the apparatus, satisfying
According to the weak repeatability postulate, when the measurement is imposed on 1 , the apparatus should read the same result , that is,
where 2 is the result state of the system after repeated measurements. Continue this process iteratively, we have
where we set 0 := . Similarly, assume that the initial pure state of the system is and the initial pure state of the apparatus is 0 , satisfying
Then we have
where we set 0 := . Therefore, by (4) and Lemma 1, we obtain
and thus
When is sufficiently large, that is, → ∞, we get F ( ) → 0. So if we take sufficiently more measurements, we can consider F ( ) = 0 holds. This implies that if the information can be transformed from the system to the apparatus , while repeated measurements don't change the state of the apparatus, then the initial states of the system must be perfectly distinguishable states. In other words, for GPT which obey the weak repeatability postulate, if a set of states is chosen to be measured, and the information can be transferred from the system to the apparatus, then the chosen set of states must have mutual zero fidelity (i.e., mutually perfectly distinguishable). We now consider the generalization of another scheme proposed by Luo, called the covariant condition. The advantage of this scheme is that is does not depend on any repeatability postulate. Now, we consider the apparatus to be large enough so that the apparatus itself can be regarded as a closed system. Consider the paradigm described by (5) and (6) .
In this case, there always exist invertible transformations Λ 1 and Λ 2 acting on , such that
Therefore, (5) and (6) can be rewritten as
Now, assume that the state of the apparatus before the measurement is ∆( 0 ), where ∆ is any invertible transformation on . Then the corresponding readings of the apparatus when measuring and will be Λ 1 (∆( 0 )) and Λ 2 (∆( 0 )) respectively, that is,
for any invertible transformation ∆ on . Consequently, by (4) and Lemma 1, we have
for any invertible transformation ∆ on . By Λ 1 = Λ 2 and the arbitrariness of ∆, we know that
) cannot be a constant. Combining this with the fact that both F ( ) and F ( 1 1 ) does not depend on ∆, it follows that F ( ) = 0. It is worth pointing out, that in Luo's scheme the initial states, and the states after measurements of the system, need to be orthogonal, but in our generalized derivation, we do not need the states after the measurement of the system to be perfectly distinguishable (i.e., we do not need F ( 1 1 ) = 0).
Sub-and super-fidelity in GPT
In [23] , the authors introduced the following concept. For any two hermitian operators A and B, define two quantities
For any two density operators their traces are equal to unity, so
It is shown in [23] that E(ρ 1 ρ 2 ) and G(ρ 1 ρ 2 ) can serve as the lower bound and upper bound of the fidelity respectively:
and in the qubit case, the three quantities are equal. These names are additionally motivated by the properties that sub-fidelity is sub-multiplicative and super-fidelity is super-multiplicative, that is, for quantum states
In [24] , the authors defined an alternative fidelity as an upper bound of quantum fidelity, which is precisely the super-fidelity proposed in [23] . Many properties of such quantity are also discussed in detail. Unlike quantum fidelity, super-fidelity does not behave monotonically under quantum operation. But, it is pointed out in [24] , that the quantum fidelity F can be rather resource consuming while super-fidelity G can be more computationally efficient, and thus, may serve as a numerically efficient estimate of F when the dimension of the quantum system is small. Moreover, it seems promising that super-fidelity between two quantum states may be measured directly in the laboratory, without resorting to any state tomography protocol [23] . It is worth pointing out that in [25] , super-fidelity is also used to define a new metric which possess some interesting properties and may be used to find the bound of entanglement measure or characterize the quantum phase transitions. In this section, we introduce the concept of sub-and super-fidelity in GPT and discuss their properties. For any two states 1 2 ∈ , we define sub-and superfidelity in GPT as
From the proof of Eq. (11) in [18] and the definition of fidelity as well as sub-and super-fidelity in GPT, it is easy to get the following
Sub-fidelity and super-fidelity in GPT share many properties of the corresponding quantities in quantum case. Specially, we would like to point out here that they satisfy sub-multiplicativity and super-multiplicativity, respectively. In order to prove this result, we first present a useful lemma.
Lemma 2.
(See [23] ) (i) For any α β γ δ satisfying α 2 ≥ γ β 2 ≥ δ, we have
(ii) For any α β γ δ ∈ [0 1], we have
Theorem 3.
(i) Sub-fidelity is sub-multiplicative, that is, for 1 2 ∈ A and 1 2 ∈ B ,
(ii) Super-fidelity is super-multiplicative, that is, for
Proof. (i) For any > 0, there exists some M = { } ∈ ( A ) and N = { } ∈ ( B ) such that
, and by Lemma 2 (i), we obtain
Thus by the arbitrariness of , we obtain the desired inequality
(ii) For any > 0, there exists some M = { } ∈ ( A ) and N = { } ∈ ( B ) such that
by Lemma 2 (ii), we obtain (G (
As in the quantum case, the super-fidelity in GPT does not behave monotonically under transformations (that is, affine mappings).
In [23] , the authors discussed possibilities of measurement of both sub-and super-fidelities in physical experiments. The approach they proposed follows the techniques used in state spectrum estimation and nonlinear entanglement detection and/or estimation. It is pointed out in [2] that the framework of GPT adopted in this paper is more natural for pursuing the program of deriving quantum theory from information theoretic axioms, as it is narrow enough to allow axioms to be succinctly expressed mathematically, but broad enough that the main substantive assumptions will be contained in the axioms rather than in the framework itself. GPT satisfy the principle of equality for pure states if, for any pure states 1 2 ∈ S, there exists a bijective affine map on such that 2 = ( 1 ). In [9] , the authors call a GPT satisfying this property a symmetric GPT. And it is shown in [9] that classical, quantum, and hyper cuboid systems are all symmetric. Since GPT is a more general framework that incorporates quantum theory, and quantum sub-fidelity and super-fidelity have been shown to be very useful quantities in quantum information theory, we believe that the corresponding quantities defined in GPT may also be used to testify some information problems or carry out some information tasks in a broad sense.
Conclusions
In summary, we have reconsidered Luo's derivation about reconciling the two "incompatible" postulates in the standard interpretation of quantum mechanics in general probabilistic theory (in the sense of BBLW framework). It is worth pointing out that Luo's derivation depends strongly on Zurek's analysis about information transfer, which has been applied to study many other important problems such as quantum Darwinism [26] [27] [28] . Also, we introduced suband super-fidelity in GPT and discussed its properties.
There are still many other specific theories besides classical probabilistic ones or standard quantum mechanics, such as Spekkens's toy theory [29] and Hall's formalism using configuration spaces [30, 31] . In [32] , the authors investigate general probabilistic theories in which every mixed state has a purification, unique up to reversible channels on the purifying system. It will be interesting to see whether our derivation in this paper, as well as some other problems such as quantum Darwinism, can be applied to these theories. On the other hand, it is interesting to study the generalizations of some other quantities and their properties in GPT.
