On the uniform convergence of random series in Skorohod space and
  representations of c\`{a}dl\`{a}g infinitely divisible processes by Basse-O'Connor, Andreas & Rosiński, Jan
ar
X
iv
:1
11
1.
16
82
v3
  [
ma
th.
PR
]  
17
 D
ec
 20
13
The Annals of Probability
2013, Vol. 41, No. 6, 4317–4341
DOI: 10.1214/12-AOP783
c© Institute of Mathematical Statistics, 2013
ON THE UNIFORM CONVERGENCE OF RANDOM SERIES IN
SKOROHOD SPACE AND REPRESENTATIONS OF CA`DLA`G
INFINITELY DIVISIBLE PROCESSES
By Andreas Basse-O’Connor and Jan Rosin´ski
Aarhus University and University of Tennessee, and
University of Tennessee
Let Xn be independent random elements in the Skorohod space
D([0,1];E) of ca`dla`g functions taking values in a separable Banach
space E. Let Sn =
∑n
j=1Xj . We show that if Sn converges in finite
dimensional distributions to a ca`dla`g process, then Sn+yn converges
a.s. pathwise uniformly over [0,1], for some yn ∈D([0,1];E). This re-
sult extends the Itoˆ–Nisio theorem to the space D([0,1];E), which
is surprisingly lacking in the literature even for E = R. The main
difficulties of dealing with D([0,1];E) in this context are its nonsep-
arability under the uniform norm and the discontinuity of addition
under Skorohod’s J1-topology.
We use this result to prove the uniform convergence of various
series representations of ca`dla`g infinitely divisible processes. As a
consequence, we obtain explicit representations of the jump process,
and of related path functionals, in a general non-Markovian setting.
Finally, we illustrate our results on an example of stable processes.
To this aim we obtain new criteria for such processes to have ca`dla`g
modifications, which may also be of independent interest.
1. Introduction. The Itoˆ–Nisio theorem [8] plays a fundamental role in
the study of series of independent random vectors in separable Banach
spaces; see, for example, Araujo and Gine´ [1], Linde [16], Kwapien´ and
Woyczyn´ski [14] and Ledoux and Talagrand [15]. In particular, it implies
that various series expansions of a Brownian motion, and of other sample
continuous Gaussian processes, converge uniformly pathwise, which was the
original motivation for the theorem; see Ikeda and Taniguchi [7].
In order to obtain the corresponding results for series expansions of sample
discontinuous processes, it is natural to consider an extension of the Itoˆ–Nisio
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theorem to the Skorohod space D[0,1] of ca`dla`g functions. A deep, pioneer-
ing work in this direction was done by Kallenberg [12]. Among other results,
he showed that if a series of independent random elements in D[0,1] con-
verges in distribution in the Skorohod topology, then it “usually” converges
a.s. uniformly on [0,1]; see Section 2 for more details. See also related work
[3]. Notice that D[0,1] under the uniform norm ‖ · ‖ is not separable, and
such basic random elements in D[0,1] as a Poisson process are not strongly
measurable functions. Therefore, we may formulate our problem concerning
(D[0,1],‖ · ‖) in a more general framework of nonseparable Banach spaces
as follows.
Consider a Banach space (F,‖ · ‖) of functions from a set T into R such
that all evaluation functionals δt :x 7→ x(t) are continuous. Assume, more-
over, that the map x 7→ ‖x‖ is measurable with respect to the cylindrical
σ-algebra C(F ) = σ(δt : t ∈ T ) of F . Let {Xj} be a sequence of independent
and symmetric stochastic processes indexed by T with paths in F and set
Sn =
∑n
j=1Xj . That is, Sn are C(F )-measurable random vectors in F . We
will say that the Itoˆ–Nisio theorem holds for F if the following two conditions
are equivalent:
(i) Sn converges in finite dimensional distributions to a process with
paths in F ;
(ii) Sn converges a.s. in (F,‖ · ‖)
for all sequences {Xj} as above.
If F is separable, the Itoˆ–Nisio theorem gives the equivalence of (i) and
(ii), and in this case C(F ) = B(F ). For nonseparable Banach spaces we have
examples, but not a general characterization of spaces for which the Itoˆ–
Nisio theorem holds, despite the fact that many interesting path spaces
occurring in probability theory are nonseparable. For instance, the Itoˆ–Nisio
theorem holds for BV1, the space of right-continuous functions of bounded
variation, which can be deduced from the proof of Jain and Monrad [9],
Theorem 1.2, by a conditioning argument. However, this theorem fails to
hold for F = ℓ∞(N), and it is neither valid for BVp, the space of right-
continuous functions of bounded p-variation with p > 1, or for C0,α([0,1]),
the space of Ho¨lder continuous functions of order α ∈ (0,1]; see Remark 2.4.
The case of F =D[0,1] under the uniform norm has been open. Notice that
Kallenberg’s result [12] cannot be applied because the convergence in (i)
is much weaker than the convergence in the Skorohod topology; see also
Remark 2.5.
In this paper we show that the Itoˆ–Nisio theorem holds for the space
D([0,1];E) of ca`dla`g functions from [0,1] into a separable Banach space
E under the uniform norm (Theorem 2.1). From this theorem we derive
a simple proof of the above mentioned result of Kallenberg (Corollary 2.2
below). Furthermore, using Theorem 2.1 we establish the uniform conver-
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gence of shot noise-type expansions of ca`dla`g Banach space-valued infinitely
divisible processes (Theorem 3.1). In the last part of this paper, we give ap-
plications to stable processes as an example; see Section 4. To this aim, we
establish a new sufficient criterion for the existence of ca`dla`g modifications
of general symmetric stable processes (Theorem 4.3) and derive explicit ex-
pressions and distributions for several functionals of the corresponding jump
processes.
Definitions and notation. In the following, (Ω,F ,P) is a complete prob-
ability space, (E, | · |E) is a separable Banach space and D([0,1];E) is the
space of ca`dla`g functions from [0,1] into E. (Ca`dla`g means right-continuous
with left-hand limits.) The space D([0,1];E) is equipped with the cylindrical
σ-algebra, that is, the smallest σ-algebra under which all evaluations x 7→
x(t) are measurable for t ∈ [0,1]. A random element in D([0,1];E) is a ran-
dom function taking values in D([0,1];E) measurable for the cylindrical σ-
algebra. ‖x‖= supt∈[0,1] |x(t)|E denotes the uniform norm of x ∈D([0,1];E)
and ∆x(t) = x(t)−x(t−) is the size of jump of x at t; the mappings x 7→ ‖x‖
and x 7→∆x(t) are measurable. For more information on D([0,1];E) we re-
fer to Billingsley [2] and Kallenberg [13]. Integrals of E-valued functions are
defined in the Bochner sense. By
d
→,
w
→,
d
= and L(X) we denote, respectively,
convergence in distribution, convergence in law, equality in distribution and
the law of the random element X .
2. Itoˆ–Nisio theorem for D([0,1];E). Let {Xj} be a sequence of inde-
pendent random elements in D([0,1];E) and let Sn =
∑n
j=1Xj . We study
the convergence of Sn in D([0,1];E) with respect to the uniform topology.
Kallenberg [12] proved that in D[0,1] endowed with the Skorohod J1-
topology (E =R), convergence a.s. and in distribution of Sn are equivalent.
Moreover, if Sn converges in distribution relative to the Skorohod topology,
then it converges uniformly a.s. under mild conditions, such as, for example,
when the limit process does not have a jump of nonrandom size and loca-
tion. In concrete situations, however, a verification of the assumption that
Sn converges in distribution in the Skorohod topology can perhaps be as
difficult as a direct proof of the uniform convergence. We prove the uniform
convergence of Sn under much weaker conditions.
Theorem 2.1. Suppose there exist a random element Y in D([0,1];E)
and a dense subset T of [0,1] such that 1 ∈ T and for any t1, . . . , tk ∈ T
(Sn(t1), . . . , Sn(tk))
d
→ (Y (t1), . . . , Y (tk)) as n→∞.(2.1)
Then there exists a random element S in D([0,1];E) with the same distri-
bution as Y such that:
(i) Sn→ S a.s. uniformly on [0,1], provided Xn are symmetric.
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(ii) If Xn are not symmetric, then
Sn + yn→ S a.s. uniformly on [0,1](2.2)
for some yn ∈D([0,1];E) such that limn→∞ yn(t) = 0 for every t ∈ T .
(iii) Moreover, if the family {|S(t)|E : t ∈ T} is uniformly integrable and
the functions t 7→E(Xn(t)) belong to D([0,1];E), then one can take in (2.2)
yn given by
yn(t) = E(S(t)− Sn(t)).(2.3)
The next corollary gives an alternative and simpler proof of the above
mentioned result of Kallenberg [12]. Our proof relies on Theorem 2.1. Recall
that the Skorohod J1-topology on D([0,1];E) is determined by a metric
d(x, y) = inf
λ∈Λ
max
{
sup
t∈[0,1]
|x(t)− y ◦ λ(t)|E, sup
t∈[0,1]
|λ(t)− t|
}
,
where Λ is the class of strictly increasing, continuous mappings of [0,1] onto
itself; see, for example, [2], page 124.
Corollary 2.2. If Sn
d
→ Y in the Skorohod J1-topology, and Y does
not have a jump of nonrandom size and location, then Sn converges a.s.
uniformly on [0,1].
Proof. Since Sn
d
→ Y , condition (2.1) holds for
T = {t ∈ (0,1) :P(∆Y (t) = 0) = 1} ∪ {0,1};
see [2], Section 13. By Theorem 2.1(ii) there exist {yn} ⊆ D([0,1];E) and
S
d
= Y such that ‖Sn + yn − S‖ → 0 a.s. Moreover, limn→∞ yn(t) = 0 for
every t ∈ T . We want to show that ‖yn‖→ 0.
Assume to the contrary that lim supn→∞ ‖yn‖ > ε > 0. Then there ex-
ist a subsequence N ′ ⊆ N and a monotone sequence {tn}n∈N ′ ⊂ [0,1] with
tn → t such that |yn(tn)|E ≥ ε for all n ∈N
′. Assume that tn ↑ t (the case
tn ↓ t follows similarly). From the uniform convergence we have that Sn(tn)+
yn(tn)→ S(t−) a.s. (n→∞, n ∈N
′), and since Sn+yn
d
→ S also inD([0,1];E)
endowed with the Skorohod topology, the sequence
Wn := (Sn, Sn + yn, Sn(tn) + yn(tn)), n ∈N
′,
is tight in D([0,1];E)2 × E in the product topology. Passing to a further
subsequence, if needed, we may assume that {Wn}n∈N ′ converges in dis-
tribution. By the Skorohod Representation theorem (see, e.g., [2], Theo-
rem 6.7), there exist random elements {Zn}n∈N ′ and Z in D([0,1];E)
2 ×E
such that Zn
d
=Wn and Zn→Z a.s. From the measurability of addition and
the evaluation maps, it follows that Zn are on the form
Zn = (Un,Un + yn,Un(tn) + yn(tn))
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for some random elements Un
d
= Sn in D([0,1];E). We claim that Z is on
the form
Z = (U,U,U(t−))(2.4)
for some random element U
d
= S in D([0,1];E). To show this write Z =
(Z1,Z2,Z3) and note that Z1
d
=Z2
d
= S. Since the evaluation map x 7→ x(s)
is continuous at any x such that ∆x(s) = 0 (see Billingsley [2], Theorem
12.5) for each s ∈ T with probability one
Z1(s) = lim
n→∞,n∈N ′
Un(s) = lim
n→∞,n∈N ′
[Un(s) + yn(s)] =Z
2(s),
which shows that Z1 =Z2 a.s. Since (Sn+ yn, Sn(tn)+ yn(tn))
d
→ (S,S(t−))
we have that (S,S(t−))
d
= (Z2,Z3). The latter yields (S(t−), S(t−))
d
=
(Z2(t−),Z3), so that Z3 = Z2(t−) a.s. This shows (2.4) with U := Z1
d
= S,
and with probability one we have that
Un→ U and Un(tn) + yn(tn)→ U(t−), n→∞, n ∈N
′.
We may choose a sequence {λn(·, ω)}n∈N ′ in Λ such that as n→∞,
sup
s∈[0,1]
|Un(s)−U(λn(s))|E+ sup
s∈[0,1]
|λn(s)− s| → 0 a.s.
Therefore,
|U(λn(tn))−U(t−) + yn(tn)|E
(2.5)
≤ |U(λn(tn))−Un(tn)|E + |Un(tn) + yn(tn)−U(t−)|E → 0 a.s.
Since λn(tn)→ t a.s. as n→∞, n ∈ N
′, the sequence {U(λn(tn))}n∈N ′ is
relatively compact in E with at most two cluster points, U(t) or U(t−).
By (2.5), the cluster points for {yn(tn)}n∈N ′ are −∆U(t) or 0 and since
|yn(tn)|E ≥ ε, we have that yn(tn)→−∆U(t) a.s., n ∈N
′. This shows that
∆U(t) = c for some nonrandom c ∈ E \ {0}, and since U
d
= S
d
= Y , we have
a contradiction. 
To prove Theorem 2.1 we need the following lemma:
Lemma 2.3. Let {xi} ⊆D([0,1];E) be a deterministic sequence, and let
{εi} be i.i.d. symmetric Bernoulli variables. Assume that there is a dense
set T ⊆ [0,1] with 1 ∈ T and a random element S in D([0,1];E) such that
for each t ∈ T ,
S(t) =
∞∑
i=1
εixi(t) a.s.(2.6)
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Then
lim
i→∞
‖xi‖= 0.(2.7)
Proof. Suppose to the contrary, there is an ε > 0 such that
lim sup
i→∞
‖xi‖> ε.(2.8)
Choose i1 ∈ N and t1 ∈ T such that |xi1(t1)|E > ε and then inductively
choose in ∈N and tn ∈ T , n≥ 2, such that
|xin(tn)|E > ε and |xin(tk)|E < ε/2 for all k < n.
This is always possible in view of (2.6) and (2.8) because limi→∞ xi(t) = 0
for each t ∈ T . It follows that all tn’s are distinct. The sequence {tn}n∈N
contains a monotone convergent subsequence {tn}n∈N ′ , limn→∞,n∈N ′ tn = t.
Then for every n> k, k,n ∈N ′,
P(|S(tn)− S(tk)|E > ε/2) = P
(∣∣∣∣∣
∞∑
i=1
εi[xi(tn)− xi(tk)]
∣∣∣∣∣
E
> ε/2
)
(2.9)
≥
1
2
P(|εin [xin(tn)− xin(tk)]|E > ε/2) =
1
2
,
which follows from the fact that if (X,Y )
d
= (X,−Y ), then for all τ > 0,
P(‖X‖ > τ) = P(‖(X + Y ) + (X − Y )‖ > 2τ) ≤ 2P(‖X + Y ‖ > τ). Bound
(2.9) contradicts the fact that S is ca`dla`g and thus proves (2.7). 
Proof of Theorem 2.1. First we construct a random element S in
D([0,1];E) such that S
d
= Y and
S(t) = lim
n→∞
Sn(t) a.s. for every t ∈ T.(2.10)
By the Itoˆ–Nisio theorem [8], S∗(t) = limn→∞Sn(t) exists a.s. for t ∈ T . Put
S∗(t) = limr↓t,r∈T S
∗(r) when t ∈ [0,1] \ T , where the limit is in probability
[the limit exists since (S∗(r), S∗(s))
d
= (Y (r), Y (s)) for all r, s ∈ T and Y is
right-continuous]. Therefore, the process {S∗(t)}t∈[0,1] has the same finite
dimensional distributions as {Y (t)}t∈[0,1] whose paths are in D([0,1];E).
Since the cylindrical σ-algebra of D([0,1];E) coincides with the Borel σ-
algebra under the Skorohod topology, by Kallenberg [13], Lemma 3.24, there
is a process S = {S(t)}t∈[0,1], on the same probability space as S
∗, with all
paths in D([0,1];E) and such that P(S(t) = S∗(t)) = 1 for every t ∈ [0,1].
(i): Let n1 < n2 < · · · be an arbitrary subsequence in N and {εi} be i.i.d.
symmetric Bernoulli variables defined on (Ω′,F ′,P′). By the symmetry, Wk
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in D([0,1];E) given by
Wk(t) =
k∑
i=1
εi(Sni(t)− Sni−1(t)), t ∈ [0,1],
(Sn0 ≡ 0) has the same distribution as Snk . By the argument stated at the
beginning of the proof, there is a process W = {W (t)}t∈[0,1] with paths in
D([0,1];E), defined on (Ω′ ×Ω,F ′ ⊗F ,P′⊗ P), such that W
d
= Y and
W (t) =
∞∑
i=1
εi(Sni(t)− Sni−1(t)) a.s. for every t ∈ T.
Choose a countable set T0 ⊂ T , dense in [0,1] with 1 ∈ T0, and Ω0 ⊆ Ω,
P(Ω0) = 1, such that for each ω ∈ Ω0, P
′{ω′ :W (·, ω′, ω) ∈D([0,1];E)} = 1
and
W (t, ·, ω) =
∞∑
i=1
εi(Sni(t,ω)− Sni−1(t,ω)) P
′-a.s. for every t ∈ T0.
By Lemma 2.3, limi→∞ ‖Sni(ω)− Sni−1(ω)‖= 0, which implies that ‖Sn −
S‖ → 0 in probability. By the Le´vy–Octaviani inequality [14], Proposition
1.1.1(i), which holds for measurable seminorms on linear measurable spaces,
‖Sn − S‖→ 0 almost surely.
(ii): Define on the product probability space (Ω×Ω,F ⊗F ,P⊗P) the fol-
lowing: X˜n(t;ω,ω
′) =Xn(t,ω)−Xn(t,ω
′), S˜(t;ω,ω′) = S(t,ω)−S(t,ω′) and
S˜n =
∑n
k=1 X˜k, where the random element S in D([0,1];E) is determined
by (2.10). By (i), S˜n→ S˜ a.s. in ‖ · ‖. From Fubini’s theorem we infer that
there is an ω′ such that the functions xn(·) =Xn(·, ω
′) and y(·) = S(·, ω′) be-
long to D([0,1];E) and
∑n
k=1(Xk−xk)→ S−y a.s. in ‖ ·‖. Thus (2.2) holds
with yn = y−
∑n
k=1 xk, which combined with (2.10) yields limn→∞ yn(t) = 0
for every t ∈ T .
(iii): Let us assume for a moment that ES(t) = ESn(t) = 0 for all t ∈ T
and n ∈N. We want to show that yn = 0 satisfies (2.2). Since S(t) ∈ L
1(E)
we have that Sn(t)→ S(t) in L
1(E) (cf. [14], Theorem 2.3.2) and hence
Sn(t) = E[S(t)|Fn] where Fn = σ(X1, . . . ,Xn). This shows that {Sn(t) : t ∈
T,n ∈ N} is uniformly integrable; cf. [6], (6.10.1). First we will prove that
the sequence {yn} is uniformly bounded, that is,
sup
n∈N
‖yn‖<∞.(2.11)
Assume to the contrary that there exists an increasing subsequence ni ∈N
and ti ∈ T such that
|yni(ti)|E > i
3, i ∈N.(2.12)
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Define
Vn = (Sn(t1), . . . , i
−2Sn(ti), . . .).
Vn are random vectors in c0(E) since
E lim sup
k→∞
|k−2Sn(tk)|E ≤ lim
k→∞
∞∑
i=k
i−2E|Sn(ti)|E ≤ lim
k→∞
M
∞∑
i=k
i−2 = 0,
where M = supt∈T E|S(t)|E . By the same argument,
V= (S(t1), . . . , i
−2S(ti), . . .)
is a random vector in c0(E), and since Sn(ti)→ S(ti) in L
1(E), E‖Vn −
V‖c0(E) → 0. Thus Vn→V a.s. in c0(E) by Itoˆ and Nisio [8], Theorem 3.1.
Since each yn is a bounded function,
an = (yn(t1), . . . , i
−2yn(ti), . . .) ∈ c0(E).
Also Vn + an→V a.s. in c0(E) because
‖Vn + an −V‖c0(E) ≤ ‖Sn + yn − S‖→ 0.
Hence an = (Vn + an) − Vn → 0 in c0(E). Since limi→∞ ‖ani‖c0(E) =∞
by (2.12), we have a contradiction. Thus (2.11) holds.
Now we will show that
lim
n→∞
‖yn‖= 0.(2.13)
Assume to the contrary that there exists an ε > 0, an increasing subsequence
ni ∈N, and ti ∈ T such that
|yni(ti)|E > ε, i ∈N.(2.14)
Since (2.11) holds, {Sn(t)+yn(t) : t ∈ T,n ∈N} is uniformly integrable. Pass-
ing to a subsequence, if necessary, we may assume that {ti} is strictly mono-
tone and converges to some t ∈ [0,1]. It follows from (2.2) that Sni(ti) +
yni(ti)→ Z a.s. in E, where Z = S(t) or Z = S(t−). By the uniform inte-
grability the convergence also holds in L1(E), thus yni(ti)→ EZ = 0, which
contradicts (2.14).
We proved (2.13), so that (2.2) holds with yn = 0 when ES(t) = ESn(t) = 0
for all t ∈ T and n ∈N. In the general case, notice that ES(·) ∈D([0,1];E),
so that S − ES ∈D([0,1];E). From the already proved mean-zero case,
n∑
k=1
(Xk −EXk)→ S − ES a.s. uniformly on [0,1],
which gives (2.2) and (2.3). 
Next we will show that the Itoˆ–Nisio theorem does not hold in many inter-
esting nonseparable Banach spaces. From this perspective, the spaces BV1
and (D([0,1];E),‖ · ‖) are exceptional. We will use the following notation.
RANDOM SERIES IN SKOROHOD SPACE 9
For p≥ 1, BVp is the space of right-continuous functions f : [0,1]→ R of
bounded p-variation with f(0) = 0 equipped with the norm
‖f‖BVp = sup
{(
n∑
j=1
|f(tj)− f(tj−1)|
p
)1/p
:n ∈N,0 = t0 ≤ · · · ≤ tn = 1
}
.
For α ∈ (0,1], C0,α([0,1]) is the space of α-Ho¨lder continuous functions
f : [0,1]→R with f(0) = 0 equipped with the norm
‖f‖C0,α = sup
s,t∈[0,1] : s 6=t
|f(t)− f(s)|
|t− s|α
.
Moreover, ℓ∞(N) is the space of real sequences a= {ak}k∈N with the norm
‖a‖ℓ∞ := supk∈N |ak|<∞.
Remark 2.4. In the following we will show that the Itoˆ–Nisio theorem
is not valid for the following nonseparable Banach spaces: ℓ∞(N), BVp for
p > 1 and C0,α([0,1]) for α ∈ (0,1].
For all p > 1 set r = 4[p/(p−1)+1] where [·] denotes the integer part. For
j ∈N let
fj(t) = r
−j/p log−1/2(j +1) sin(rjπt), t ∈ [0,1],
{Zj} be i.i.d. standard Gaussian random variables, and X = {X(t)}t∈[0,1] be
given by
X(t) =
∞∑
j=1
fj(t)Zj a.s.(2.15)
According to Jain and Monrad [10], Proposition 4.5, X has paths in BVp,
but series (2.15) does not converge in BVp. This shows that the Itoˆ–Nisio
theorem is not valid for BVp for p > 1. A closer inspection of [10], Proposi-
tion 4.5, reveals that X , given by (2.15), has paths in C0,1/p([0,1]) and since
‖ · ‖BVp ≤ ‖ · ‖C0,1/p , the Itoˆ–Nisio theorem is not valid for C
0,α([0,1]) with
α ∈ (0,1).
For fixed p > 1 choose a sequence {x∗n}n∈N of continuous linear mappings
from BVp into R, each of the form
x 7→
k∑
i=1
αi(x(ti)− x(ti−1)),
where k ∈ N, (αi)
k
i=1 ⊆ R,
∑k
i=1 |αi|
q ≤ 1 with q := p/(p − 1) and 0 = t0 <
· · ·< tk = 1, such that
‖f‖BVp = sup
n∈N
|x∗n(f)| for all f ∈BVp.
Set Y (n) = x∗n(X) and bj(n) = x
∗
n(fj) for all n, j ∈ N. Process Y =
{Y (n)}n∈N ∈ ℓ
∞(N) a.s., bj = {bj(n)}n∈N ∈ ℓ
∞(N), and since each x∗n only
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depends on finitely many coordinate variables, we have that
Y (n) =
∞∑
j=1
Zjbj(n) a.s. for all n ∈N.
By the identity∥∥∥∥∥
m∑
j=r
Zjbj
∥∥∥∥∥
ℓ∞
=
∥∥∥∥∥
m∑
j=r
Zjfj
∥∥∥∥∥
BVp
for 1≤ r <m,
we see that the sequence {
∑n
j=1Zjbj} is not Cauchy in ℓ
∞(N) a.s. and
therefore not convergent in ℓ∞(N). This shows that the Itoˆ–Nisio theorem
is not valid for ℓ∞(N).
Next we will consider C0,1([0,1]). A function f : [0,1]→ R with f(0) = 0
is in C0,1([0,1]) if and only if it is absolutely continuous with a derivative
f ′ in L∞([0,1]) = L∞([0,1], ds), and in this case we have
‖f‖C0,1 = ‖f
′‖L∞ .(2.16)
Let Y = {Y (n)}n∈N and bj , for j ∈N, be defined as above and choose a Borel
measurable partition {Aj}j∈N of [0,1] generating B([0,1]). For all j,n ∈ N
and t ∈ An let hj(t) = bj(n) and U(t) = Y (n). Then hj ∈ L
∞([0,1]) for all
j ∈ N and U ∈ L∞([0,1]) a.s. For all n ∈ N, let y∗n denote the continuous
linear functional on L1([0,1]) given by f 7→
∫
An
f(s)ds. Since {y∗n} separates
points on L1([0,1]) and
y∗n(U) = Y (n)
∫
An
1ds=
∞∑
j=1
y∗n(hj)Zj a.s.,
it follows by the Itoˆ–Nisio theorem that the series
∑∞
j=1 hjZj converges a.s.
in the separable Banach space L1([0,1]) to U , and hence for all t ∈ [0,1],
V (t) :=
∫ t
0
U(s)ds=
∞∑
j=1
Zj
∫ t
0
hj(s)ds a.s.
Process V = {V (t)}t∈[0,1] ∈ C
0,1([0,1]) a.s., and for all 1 ≤ r ≤ v we have
by (2.16)∥∥∥∥∥
v∑
j=r
(∫ ·
0
hj(s)ds
)
Zj
∥∥∥∥∥
C0,1
=
∥∥∥∥∥
v∑
j=r
hjZj
∥∥∥∥∥
L∞
=
∥∥∥∥∥
v∑
j=r
bjZj
∥∥∥∥∥
ℓ∞
.
This shows that the Itoˆ–Nisio theorem is not valid for C0,1([0,1]).
Remark 2.5. Here we will indicate why the usual arguments in the
proof of the Itoˆ–Nisio theorem do not work for D[0,1] equipped with Sko-
rohod’s J1-topology. Such arguments rely on the fact that all probability
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measures µ on a separable Banach space F are convex tight, that is, for all
ε > 0 there exists a convex compact set K ⊆ F such that µ(Kc)< ε; see, for
example, [14], Theorem 2.1.1. This is not the case in D[0,1]. We will show
that if X is a continuous in probability process with paths in D[0,1] hav-
ing convex tight distribution, then X must have continuous sample paths
a.s. Indeed, let K be a convex compact subset of D[0,1] relative to Skoro-
hod’s J1-topology. According to Daffer and Taylor [4], Theorem 6, for every
ε > 0 there exist n ∈ N and t1, . . . , tn ∈ [0,1] such that for all x ∈ K and
t ∈ [0,1] \ {t1, . . . , tn} we have |∆x(t)| ≤ ε. In particular,
P(X ∈K)≤ P
(
sup
t∈[0,1]\{t1,...,tn}
|∆X(t)| ≤ ε
)
= P
(
sup
t∈[0,1]
|∆X(t)| ≤ ε
)
,(2.17)
where the last equality uses that X is continuous in probability. Letting
ε→ 0 on the right-hand side of (2.17) and taking K such that the left-hand
side is close to 1, we prove that P(supt∈[0,1] |∆X(t)| = 0) = 1. Therefore,
the only convex tight random elements in D[0,1], which are continuous in
probability, are sample continuous. In particular, a Le´vy process with a
nontrivial jump part is not convex tight.
3. Series representations of infinitely divisible processes. In this section
we study infinitely divisible processes with values in a separable Banach
space E. Recall that an infinitely divisible probability measure µ on E,
without Gaussian component, admits a Le´vy–Khintchine representation of
the form
µˆ(x∗) = exp
{
i〈x∗, b〉+
∫
E
(ei〈x
∗,x〉 − 1− i〈x∗, [[x]]〉)ν(dx)
}
,
(3.1)
x∗ ∈E∗,
where b ∈E, ν is a σ-finite measure on E with ν({0}) = 0, and [[x]] = x/(1∨
‖x‖) is a continuous truncation function. Vector b will be called the shift and
ν the Le´vy measure of µ. Here E∗ denotes the dual of E and 〈x∗, x〉 := x∗(x),
x∗ ∈ E∗ and x ∈ E. We refer the reader to [1] for more information on
infinitely divisible distributions on Banach spaces.
Let T be an arbitrary set. An E-valued stochastic process X = {X(t)}t∈T
is called infinitely divisible if for any t1, . . . , tn ∈ T the random vector (X(t1),
. . . ,X(tn)) has infinitely divisible distribution in E
n. We can write its char-
acteristic function in the form
E exp
{
i
n∑
j=1
〈x∗j ,X(tj)〉
}
= exp
{
i
n∑
j=1
〈x∗j , b(tj)〉(3.2)
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+
∫
En
(
ei
∑n
j=1〈x
∗
j ,xj〉 − 1− i
n∑
j=1
〈x∗j , [[xj ]]〉
)
νt1,...,tn(dx1 · · ·dxn)
}
,
where {x∗j} ⊆ E
∗, {b(tj)} ⊆ E and νt1,...,tn are Le´vy measures on E
n. Be-
low we will work with T = [0,1]; extensions to T = [0, a] or T = [0,∞) are
obvious.
In this section {Vj} will stand for an i.i.d. sequence of random elements
in a measurable space V with the common distribution η. {Γj} will denote
a sequence of partial sums of standard exponential random variables inde-
pendent of the sequence {Vj}. Put V = V1.
Theorem 3.1. Let X = {X(t)}t∈[0,1] be an infinitely divisible process
without Gaussian part specified by (3.2) and with trajectories in D([0,1];E).
Let H : [0,1] × R+ × V → E be a measurable function such that for every
t1, . . . , tn ∈ [0,1] and B ∈ B(E
n)∫ ∞
0
P((H(t1, r, V ), . . . ,H(tn, r, V )) ∈B \ {0})dr = νt1,...,tn(B),(3.3)
H(·, r, v) ∈D([0,1];E) for every (r, v) ∈R+×V , and r 7→ ‖H(·, r, v)‖ is non-
increasing for every v ∈ V . Define for u > 0,
Y u(t) = b(t) +
∑
j:Γj≤u
H(t,Γj, Vj)−A
u(t),
where
Au(t) =
∫ u
0
E[[H(t, r, V )]]dr.
Then, with probability 1 as u→∞,
Y u(t)→ Y (t)(3.4)
uniformly in t ∈ [0,1], where the process Y = {Y (t)}t∈[0,1] has the same finite
dimensional distributions as X and paths in D([0,1];E).
Moreover, if the probability space on which the process X is defined is rich
enough, so that there exists a standard uniform random variable independent
of X, then the sequences {Γj , Vj} can be defined on the same probability space
as X, such that with probability 1, X and Y have identical sample paths.
The proof of Theorem 3.1 will be preceded by corollaries, remarks and a
crucial lemma.
Corollary 3.2. Under assumptions and notation of Theorem 3.1, with
probability 1
Y (t) = b(t) +
∞∑
j=1
[H(t,Γj , Vj)−Cj(t)] for all t ∈ [0,1],(3.5)
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where the series converges a.s. uniformly on [0,1] and Cj(t) = A
Γj (t) −
AΓj−1(t).
Moreover, if b and Au, for sufficiently large u, are continuous functions
of t ∈ [0,1], then with probability 1
∆Y (t) =
∞∑
j=1
∆H(t,Γj, Vj) for all t ∈ [0,1],(3.6)
where the series converges a.s. uniformly on [0,1]. [∆f(t) = f(t) − f(t−)
denotes the jump of a function f ∈D([0,1];E).]
Proof. Since the convergence in (3.4) holds for a continuous index u,
we may take u= Γn, which gives
Y (t) = lim
n→∞
Y Γn(t) = lim
n→∞
(
b(t)+
n∑
j=1
H(t,Γj , Vj)−A
Γn(t)
)
a.s. in ‖ · ‖,
proving (3.5). This argument and our assumptions imply (3.6) as well. 
Corollary 3.3. Suppose that the process X in Theorem 3.1 is sym-
metric, and H satisfies stated conditions except that (3.3) holds for some
measures ν0t1,...,tn in place of νt1,...,tn such that
νt1,...,tn(B) =
1
2ν
0
t1,...,tn(B) +
1
2ν
0
t1,...,tn(−B)
for every B ∈ B(En). Let {εj} be i.i.d. symmetric Bernoulli variables inde-
pendent of {Γj , Vj}. Then, with probability 1, the series
Y (t) =
∞∑
j=1
εjH(t,Γj, Vj)(3.7)
converges uniformly in t ∈ [0,1]. The process Y = {Y (t)}t∈[0,1] has the same
finite dimensional distributions as process X and paths in D([0,1];E).
Proof. Apply Theorem 3.1 for H˜ : [0,1]×R+ × V˜ 7→E defined by
H˜(t, r, v˜) = sH(t, r, v),
where v˜ = (s, v) ∈ V˜ := {−1,1} × V˜ , and V˜j = (εj , Vj) in the place of H
and Vj .
An alternative way to establish the uniform convergence in (3.7) is to use
Theorem 2.1(i) conditionally on the sequence {Γj , Vj}. 
Remark 3.4. There are several ways to find H and V for a given pro-
cess such that (3.3) is satisfied; see Rosin´ski [20] and [21]. They lead to
different series representations of infinitely divisible processes. One of such
representations will be given in the next section.
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Lemma 3.5. In the setting of Theorem 3.1, the assumption that X has
paths in D([0,1];E) implies that b ∈D([0,1];E),∫ ∞
0
P(‖H(·, r, V )‖> 1)dr <∞(3.8)
and
lim
j→∞
‖H(·,Γj , Vj)‖= 0 a.s.(3.9)
Proof. By the uniqueness, b= b(µ) in (3.1) and by [18], Lemma 2.1.1,
µn
w
→ µ implies b(µn)→ b(µ) in E. Since X has paths in D([0,1];E), the
function t 7→ L(X(t)) is ca`dla`g, so that b= b(L(X(t))) ∈D([0,1];E).
To prove (3.8) consider X˜(t) =X(t)−X ′(t), where X ′ is an independent
copy of X . Let {εj} be i.i.d. symmetric Bernoulli variables independent of
{(Γj , Vj)}. Using [20], Theorem 2.4 and (3.3), we can easily verify that the
series
∞∑
j=1
εjH(t,2
−1Γj , Vj)
converges a.s. for each t ∈ [0,1] to a process Y˜ = {Y˜ (t)}t∈[0,1] which has the
same finite dimensional distributions as X˜ . Thus we can and do assume that
Y˜ has trajectories in D([0,1];E) a.s. Applying Lemma 2.3 conditionally, for
a fixed realization of {(Γj , Vj)}, we obtain that
lim
j→∞
‖H(·,2−1Γj , Vj)‖= 0 a.s.(3.10)
Observe that for each θ ∈ (2−1,1), Γj < 2θj eventually a.s. Thus, by (3.10)
and the monotonicity of H ,
lim
j→∞
‖H(·, θj, Vj)‖= 0 a.s.
By the Borel–Cantelli lemma,
∞∑
j=1
P(‖H(·, θj, Vj)‖> 1)<∞.(3.11)
Hence
∞∑
j=1
P(‖H(·,Γj , Vj)‖> 1)
≤
∞∑
j=1
P(‖H(·,Γj , Vj)‖> 1,Γj > θj) +
∞∑
j=1
P(Γj ≤ θj)
≤
∞∑
j=1
P(‖H(·, θj, Vj)‖> 1) + (1− θ)
−1+
∑
j≥(1−θ)−1
(θj)j
(j − 1)!
e−θj <∞,
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where the last inequality follows from (3.11) and the following bound for
j ≥ (1− θ)−1
P(Γj ≤ θj) =
∫ θj
0
xj−1
(j − 1)!
e−x dx≤
(θj)j
(j − 1)!
e−θj ,
which holds because the function under the integral is increasing on the
interval of integration. Now we observe that
∞∑
j=1
P(‖H(·,Γj, Vj)‖> 1) =
∞∑
j=1
∫ ∞
0
P(‖H(·, r, Vj)‖> 1)
rj−1
(j − 1)!
e−r dr
=
∫ ∞
0
P(‖H(·, r, Vj)‖> 1)
∞∑
j=1
rj−1
(j − 1)!
e−r dr
=
∫ ∞
0
P(‖H(·, r, V )‖> 1)dr,
which proves (3.8). We also notice that (3.10) and the monotonicity of H
imply (3.9). 
Proof of Theorem 3.1. Define a bounded function H0 by
H0(t, r, v) =H(t, r, v)1(‖H(·, r, v)‖ ≤ 1),
and let
Au0(t) =
∫ u
0
E{H0(t, r, V )}dr.
Consider for u≥ 0,
Y u0 (t) =
∑
j:Γj≤u
H0(t,Γj, Vj)−A
u
0(t).(3.12)
Let ρt1,...,tn be defined by the left-hand side of (3.3) with H replaced by H0,
0 ≤ t1 < · · · < tn ≤ 1. ρt1,...,tn is a Le´vy measure on E
n because ρt1,...,tn ≤
νt1,...,tn , see [1], Chapter 3.4, Exercise 4. Referring to the proof of Theorem
2.4 in [20], we infer that for each t ∈ [0,1],
Y0(t) = lim
u→∞
Y u0 (t)
exists a.s. Moreover, the finite dimensional distributions of {Y0(t)}t∈[0,1] are
given by (3.2) with b≡ 0 and νt1,...,tn replaced by ρt1,...,tn .
Let
b0(t) = b(t)−
∫ ∞
0
E[[H(t, r, V )]]1(‖H(·, r, V )‖> 1)dr.
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Using Lemma 3.5 we infer that the above integral is well defined and b0 ∈
D([0,1];E). In view of (3.9), the process
Z(t) = b0(t) +
∞∑
j=1
{H(t,Γj, Vj)−H0(t,Γj, Vj)}
is also well defined, as the series has finitely many terms a.s., and Z has
paths in D([0,1];E). Processes Y0 and Z are independent because they de-
pend on a Poisson point process N =
∑∞
j=1 δ(Γj ,Vj) restricted to disjoint sets
{(r, v) :‖H(·, r, v)‖ ≤ 1} and its complement, respectively. Finite dimensional
distributions of Z−b0 are compound Poisson as (νt1,...,tn−ρt1,...,tn)(E
n)<∞
due to (3.8). We infer that
Y0 +Z
d
=X,
where the equality holds in the sense of finite dimensional distributions.
Thus Y0 has a modification with paths in D([0,1];E) a.s.
The family {L(Y0(t))}t∈[0,1] is relatively compact because L(Y0(t)) is a
convolution factor of L(X(t)) and {L(X(t))}t∈[0,1] is relatively compact;
use Theorem 4.5, Chapter 1 together with Corollary 4.6, Chapter 3 from
[1]. The latter claim follows from the fact that the function t 7→ L(X(t)) is
ca`dla`g. Since ρt(x : |x|E > 1) = 0 for all t ∈ [0,1], {|Y0(t)|E : t ∈ [0,1]} is also
uniformly integrable; see [11], Theorem 2.
It follows from (3.12) that the D([0,1];E)-valued process {Y u0 }u≥0 has
independent increments and EY u0 (t) = 0 for all t and u. By Theorem 2.1(iii)
‖Y u0 − Y0‖→ 0 a.s.(3.13)
as u = un ↑ ∞. Since for each t ∈ [0,1], the process {Y
u
0 (t)}u≥0 is ca`dla`g
(3.13) holds also for the continuous parameter u ∈ R+, u→∞; cf. [20],
Lemma 2.3.
Therefore, with probability 1 as u→∞,
‖Y u − Y0 −Z‖ ≤ ‖Y
u− Y u0 −Z‖+ ‖Y
u
0 − Y0‖
≤
∥∥∥∥ ∑
j:Γj>u
{H(·,Γj , Vj)−H0(·,Γj , Vj)}
∥∥∥∥
+
∥∥∥∥
∫ ∞
u
E[[H(·, r, V )]]1(‖H(·, r, V )‖> 1)dr
∥∥∥∥+ ‖Y u0 − Y0‖
≤
∑
j:Γj>u
‖H(·,Γj , Vj)‖1(‖H(·,Γj , Vj)‖> 1)
+
∫ ∞
u
P(‖H(·, r, V )‖> 1)dr+ ‖Y u0 − Y0‖
= I1(u) + I2(u) + I3(u)→ 0.
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Indeed, I1(u) = 0 for sufficiently large u by (3.9), I2(u)→ 0 by (3.8) and
I3(u)→ 0 by (3.13). The proof is complete. 
4. Symmetric stable processes with ca`dla`g paths. In this section we il-
lustrate applications of results of Section 3 to stable processes. Let X =
{X(t)}t∈[0,1] be right-continuous in probability symmetric α-stable process,
α ∈ (0,2). Any such process has a stochastic integral representation of the
form
X(t) =
∫
S
f(t, s)M(ds) a.s. for each t ∈ [0,1],(4.1)
whereM is an independently scattered symmetric α-stable random measure
defined on some measurable space (S,S) with a finite control measure m,
that is, for all A ∈ S
E exp{iθM(A)}= exp{−|θ|αm(A)},(4.2)
and f(t, ·) ∈ Lα(S,m) for all t ∈ [0,1]; see Rajput and Rosin´ski [17], Theo-
rem 5.2, for the almost sure representation in (4.1). Therefore, all symmet-
ric α-stable processes are Volterra processes. Conversely, a process given by
(4.1) and (4.2) is symmetric α-stable.
A trivial case of (4.1) is when X is a standard symmetric Le´vy process.
In that case, M is a random measure generated by the increments of X ,
S = [0,1], m is the Lebesgue measure and f(t, s) = 1(0,t](s).
A process X given by (4.1) has many series representations of the form
(3.5) because there are many ways to construct a function H satisfying (3.3);
see [21]. A particularly nice representation, called the LePage representation,
is the following. Let {Vj} be an i.i.d. sequence of random elements in S with
the common distribution m/m(S). Let {Γj} be a sequence of partial sums of
standard exponential random variables independent of the sequence {Vj}.
Let {εj} be an i.i.d. sequence of symmetric Bernoulli random variables.
Assume that the random sequences {Vj}, {Γj} and {εj} are independent.
Then for each t ∈ [0,1],
X(t) = cαm(S)
1/α
∞∑
j=1
εjΓ
−1/α
j f(t, Vj) a.s.(4.3)
(the almost sure representation is obtained by combining [21] and [19],
Proposition 2). Here cα = [−α cos(πα/2)Γ(−α)]
−1/α for α 6= 1 and c1 = 2/π.
Corollary 4.1. Let X = {X(t)}t∈[0,1] be a symmetric α-stable process
of the form (4.1), where α ∈ (0,2). Assume that X is ca`dla`g and continuous
in probability and also that f(·, s) ∈D[0,1] for all s. Then with probability 1,
X(t) = cαm(S)
1/α
∞∑
j=1
εjΓ
−1/α
j f(t, Vj) for all t ∈ [0,1],
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where the series converges a.s. uniformly on [0,1]. Therefore, with probabil-
ity 1
∆X(t) = cαm(S)
1/α
∞∑
j=1
εjΓ
−1/α
j ∆f(t, Vj), t ∈ [0,1],(4.4)
where the series has no more than one nonzero term for each t. That is,
P(∆f(t, Vj)∆f(t, Vk) = 0 for all j 6= k and t ∈ [0,1]) = 1.(4.5)
Proof. In view of Corollary 3.2 we only need to show (4.5). f(·, Vj) are
i.i.d. ca`dla`g processes. Since X is continuous in probability, from (4.3) by
a symmetrization inequality, we get P(∆f(t, Vj) = 0) = 1 for each t ∈ [0,1].
Thus for each j 6= k and µ= L(f(·, Vk)) we have
P
(
sup
1≤t≤1
|∆f(t, Vj)∆f(t, Vk)|= 0
)
=
∫
D[0,1]
P
(
sup
1≤t≤1
|∆f(t, Vj)∆x(t)|= 0
)
µ(dx) = 1,
because ∆x(t) 6= 0 for at most countably many t. This implies (4.5). 
Next we consider some functionals of the jump process ∆X . Let Vp(g) be
defined as
Vp(g) =
∑
t∈[0,1]
|∆g(t)|p,
where g ∈ D[0,1] and p > 0. Recall that a random variable Z is Fre´chet
distributed with shape parameter α > 0 and scale parameter σ > 0 if for all
x > 0, P(Z ≤ x) = e−(x/σ)
−α
. The results below are well known for a Le´vy
stable process. Below we give their versions for general ca`dla`g symmetric
stable processes.
Corollary 4.2. Under the assumptions of Corollary 4.1 we have the
following:
(i) Vp(X)<∞ a.s. if and only if either f(·, s) is continuous for m-a.a.
s, in which case Vp(X) = 0 a.s. or p > α and
∫
Vp(f(·, s))
α/pm(ds) ∈ (0,∞).
In the latter case, Vp(X) is a positive (α/p)-stable random variable with shift
parameter 0 and scale parameter
cpαc
−1
α/p
(∫
Vp(f(·, s))
α/pm(ds)
)p/α
.
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(ii) The largest jump of X in absolute value, supt∈[0,1] |∆X(t)|, is Fre´chet
distributed with shape parameter α and scale parameter
cα
(∫
sup
t∈[0,1]
|∆f(t, s)|αm(ds)
)1/α
.
(iii) The largest jump of X, supt∈[0,1]∆X(t), is Fre´chet distributed with
shape parameter α and scale parameter
cα
2
[(∫ ∣∣∣ sup
t∈[0,1]
∆f(t, s)
∣∣∣αm(ds))1/α
+
(∫ ∣∣∣ inf
t∈[0,1]
∆f(t, s)
∣∣∣αm(ds))1/α].
Proof. (i): By (4.4) and (4.5) we have a.s.
∑
t∈[0,1]
|∆X(t)|p = cpαm(S)
p/α
∑
t∈[0,1]
∞∑
j=1
Γ
−p/α
j |∆f(t, Vj)|
p
= cpαm(S)
p/α
∞∑
j=1
Γ
−1/(α/p)
j Vp(f(·, Vj)),
which show (i); see, for example, [23].
(ii): By (4.4) and (4.5) we have a.s.
sup
t∈[0,1]
|∆X(t)|= cαm(S)
1/α sup
t∈[0,1]
sup
j∈N
Γ
−1/α
j |∆f(t, Vj)|
= cαm(S)
1/α sup
j∈N
Γ
−1/α
j Wj ,
where Wj = supt∈[0,1] |∆f(t, Vj)| are i.i.d. random variables. For j ∈ N set
ξj =Γ
−1/α
j Wj . Then
∑∞
j=1 δξj is a Poisson point process on R+ with the in-
tensity measure µ(dx) = αEWα1 x
−α−1 dx, x > 0. Let ηj = (EW
α
1 )
1/αΓ
−1/α
j .
Since the Poisson point processes
∑∞
j=1 δξj and
∑∞
j=1 δηj have the same in-
tensity measures, the distributions of their measurable functionals are equal.
That is, supj ξj
d
= supj ηj , so that
sup
t∈[0,1]
|∆X(t)|
d
= cαm(S)
1/α sup
j∈N
(EWα1 )
1/αΓ
−1/α
j
= cαm(S)
1/α(EWα1 )
1/αΓ
−1/α
1 .
This shows (ii).
20 A. BASSE-O’CONNOR AND J. ROSIN´SKI
(iii): By (4.4) and (4.5) we have a.s.
sup
t∈[0,1]
∆X(t) = cαm(S)
1/α sup
t∈[0,1]
sup
j∈N
εjΓ
−1/α
j ∆f(t, Vj)
= cαm(S)
1/α sup
j∈N
Γ
−1/α
j Wj,
where
Wj =


sup
t∈[0,1]
∆f(t, Vj), if εj = 1,
− inf
t∈[0,1]
∆f(t, Vj), if εj =−1.
Observe that Wj ≥ 0 is an i.i.d. sequence. Proceeding as in (ii) we get
sup
t∈[0,1]
∆X(t)
d
= cαm(S)
1/α(EWα1 )
1/αΓ
−1/α
1 ,
which completes the proof. 
It can be instructive to examine how Corollaries 4.1 and 4.2 apply to the
above mentioned standard symmetric stable Le´vy process.
The crucial assumption in the above corollaries is that a stable process has
ca`dla`g paths. To this end we establish a sufficient criterion which extends
a recent result of Davydov and Dombry [5] obtained by different methods;
see Remark 4.5.
Theorem 4.3. Let X = {X(t)}t∈[0,1] be given by (4.1) and let α ∈ (1,2).
Assume that there exist β1, β2 > 1/2, p1 > α, p2 > α/2 and increasing con-
tinuous functions F1, F2 : [0,1]→R such that for all 0≤ t1 ≤ t≤ t2 ≤ 1,∫
|f(t2, s)− f(t1, s)|
p1m(ds)≤ |F1(t2)− F1(t1)|
β1 ,(4.6) ∫
|(f(t, s)− f(t1, s))(f(t2, s)− f(t, s))|
p2m(ds)
(4.7)
≤ |F2(t2)−F2(t1)|
2β2 .
Then X has a ca`dla`g modification.
Proof. Decompose M as M =N +N ′, where N and N ′ are indepen-
dent, independently scattered random measures given by
E exp{iθN(A)}= exp
{
kαm(A)
∫ 1
0
(cos(θx)− 1)x−1−α dx
}
(4.8)
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and
E exp{iθN ′(A)}= exp
{
kαm(A)
∫ ∞
1
(cos(θx)− 1)x−1−α dx
}
,
where A ∈ S and kα = αc
α
α. Treating f = {f(t, ·)}t∈[0,1] as a stochastic pro-
cess defined on (S,m/m(S)), observe that by [2], Theorem 13.6, (4.6)–(4.7)
imply that f has a modification with paths in D[0,1]. Therefore, without
affecting (4.1), we may choose f such that t 7→ f(t, s) is ca`dla`g for all s. Since
N ′ has finite support a.s. [N ′(S) has a compound Poisson distribution], it
suffices to show that a process Y = {Y (t)}t∈[0,1] given by
Y (t) =
∫
S
f(t, s)N(ds),
has a ca`dla`g modification. To this end, invoking again [2], Theorem 13.6, it
is enough to show that Y is right-continuous in probability and there exist a
continuous increasing function F : [0,1]→ R, β > 12 and p > 0 such that for
all 0≤ t1 ≤ t≤ t2 ≤ 1 and λ ∈ (0,1)
P(|Y (t)− Y (t1)| ∧ |Y (t2)− Y (t)|> λ)≤ λ
−p[F (t2)−F (t1)]
2β .(4.9)
(Notice that [2], Theorem 13.6 assumes that (4.9) holds for all λ > 0, but
the proof reveals that λ ∈ (0,1) suffices.)
Set
Z1 = Y (t)− Y (t1) =
∫
S
h1 dN and Z2 = Y (t2)− Y (t) =
∫
S
h2 dN,
where h1(s) = f(t, s)− f(t1, s) and h2(s) = f(t2, s)− f(t, s). Below C will
stand for a constant that is independent of λ, t1, t, t2 but may be different
from line to line. Applying (4.10) of Lemma 4.4 and assumptions (4.6)–(4.7)
we get
P(|Y (t)− Y (t1)| ∧ |Y (t2)− Y (t)|> λ)
= P(|Z1| ∧ |Z2|> λ)≤ P(|Z1Z2|> λ
2)
≤C
(
λ−2p1
∫
|h1|
p1 dm
∫
|h2|
p1 dm+ λ−2p2
∫
|h1h2|
p2 dm
)
≤C(λ−2p1 |F1(t2)−F1(t1)|
2β1 + λ−2p2 |F2(t2)−F2(t1)|
2β2).
Thus (4.9) holds for λ ∈ (0,1) with p = 2(p1 ∨ p2), β = β1 ∧ β2 and F =
C(F1 + F2). The last bound in Lemma 4.4 together with (4.6) imply con-
tinuity of Y in Lp1 . The proof will be complete after proving the following
lemma. 
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Lemma 4.4. Let N be given by (4.8) and let Zk =
∫
S hk dN , where hk is
a deterministic function integrable with respect to N , k = 1,2. For all p1 > α
and p2 >α/2 there exists a constant C > 0, depending only on p1, p2 and α,
such that for all λ > 0
P(|Z1Z2|>λ)
(4.10)
≤C
(
λ−p1
∫
|h1|
p1 dm
∫
|h2|
p1 dm+ λ−p2
∫
|h1h2|
p2 dm
)
.
Moreover, E|Z1|
p1 ≤C
∫
|h1|
p1 dm.
Proof. To show (4.10) we may and do assume that h1 and h2 are simple
functions of the form h1 =
∑n
j=1 aj1Aj and h2 =
∑n
j=1 bj1Aj , where (Aj)
n
j=1
are disjoint measurable sets and (aj)
n
j=1, (bj)
n
j=1 ⊆R. We have
Z1Z2 =
n∑
j,k=1:k 6=j
ajbkN(Aj)N(Ak) +
n∑
k=1
akbkN(Ak)
2 = T +D,
and hence
P(|Z1Z2|> λ)≤ P(|T |>λ/2) + P(|D|>λ/2), λ > 0.(4.11)
For (uj)
n
j=1 ⊆ R set X = (u1N(A1), . . . , unN(An)) and h =
∑n
j=1 uj1Aj .
The Euclidean norm on Rn is denoted |x|n = (
∑n
j=1 x
2
j)
1/2. We claim that
for all p > α there exists a constant C1, only depending on p, α and m(S),
such that
E|X|pn ≤ C1
∫
|h|p dm,(4.12)
E
∣∣∣∣
∫
S
h(s)N(ds)
∣∣∣∣
p
≤ C1
∫
|h|p dm.(4.13)
We will show (4.12) and (4.13) at the end of this proof. Now we notice that
for p2 > α/2 and uj = |ajbj |
1/2, j = 1, . . . , n bound (4.12) yields
E|D|p2 ≤ E|X|2p2n ≤C1
∫
(|h1h2|
1/2)2p2 dm=C1
∫
|h1h2|
p2 dm.(4.14)
Now let p1 > α. By a decoupling inequality (see [14], Theorem 6.3.1), there
exists a constant C2, only depending on p, such that
E|T |p1 ≤C2
∫
Ω
E
(∣∣∣∣
∫
S
φ(s,ω′)N(ds)
∣∣∣∣
p1)
P(dω′),
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where φ(s,ω′) =
∑n
j=1 a˜j(ω
′)1Aj (s) and a˜j(ω
′) = aj
∑n
k=1:k 6=j bkN(Ak)(ω
′).
By (4.13) we have
E
∣∣∣∣
∫
S
φ(s,ω′)N(ds)
∣∣∣∣
p1
≤C1
n∑
j=1
|aj|
p1m(Aj)
∣∣∣∣∣
n∑
k=1:k 6=j
bkN(Ak)(ω
′)
∣∣∣∣∣
p1
,
and hence by another application of (4.13),
E|T |p1 ≤C21C2
∫
|h1|
p1 dm
∫
|h2|
p1 dm.(4.15)
Combining (4.11), (4.14) and (4.15) with Markov’s inequality we get (4.10).
To show (4.12) we use Rosin´ski and Turner [22]. Notice that the Le´vy
measure of X is given by
ν(B) =
1
2
kα
∫ 1
−1
(∫
Rn
1B(rθ)κ(dθ)
)
|r|−1−α dr B ∈ B(Rn),(4.16)
where κ=
∑n
j=1m(Aj)δujej , and (ej)
n
j=1 is the standard basis in R
n. For all
l > 0 set
ξp(l) =
∫
Rn
|xl−1|pn1{|xl−1|n>1}ν(dx) +
∫
Rn
|xl−1|2n1{|xl−1|n≤1}ν(dx)
= V1(l) + V2(l).
According to [22], Theorem 4, cplp ≤ (E|X|
p
n)1/p ≤ Cplp for some constants
cp,Cp depending only on p, where l= lp is the unique solution of the equation
ξp(l) = 1. From the above decomposition we have either V1(lp) ≥ 1/2 or
V2(lp)≥ 1/2. In the first case
1
2
≤ V1(lp)≤
∫
Rn
|xl−1p |
p
nν(dx) =C3l
−p
p
∫
|h|p dm,
where C3 = kα/(p−α). Thus
E|X|pn ≤ 2C
p
pC3
∫
|h|p dm,
proving (4.12). If V2(lp)≥ 1/2, then we consider two cases. First assume that
p ∈ (α,2]. We have
1
2
≤ V2(lp)≤
∫
Rn
|xl−1p |
p
nν(dx) =C3l
−p
p
∫
|h|p dm,
which yields (4.12) as above. Now we assume that p > 2. We get
1
2
≤ V2(lp)≤
∫
Rn
|xl−1p |
2
nν(dx) =C4l
−2
p
∫
|h|2 dm,
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where C4 = kα/(2−α). Applying Jensen’s inequality to the last term we get
1
2
≤C4m(S)
1−2/pl−2p
(∫
|h|p dm
)2/p
,
which yields the desired bound for lp, establishing (4.12) for all p > α. The
proof of (4.13) is similar, and it is therefore omitted. This completes the
proof of the lemma. 
Remark 4.5. In a recent paper Davydov and Dombry [5] obtained suf-
ficient conditions for the uniform convergence in D[0,1] of the LePage series
(4.3), which in turn yield criteria for a symmetric stable process to have
ca`dla`g paths. Their result is a special case of our Theorem 4.3 combined
with Corollary 4.1, when one takes p1 = p2 = 2 and assumes additionally
that E‖f(·, V )‖α <∞. The methods are also different from ours.
In our approach, we established the existence of a ca`dla`g version first,
using special distributional properties of the process. Then the uniform con-
vergence of the LePage series, and also of other shot noise series expansions,
follows automatically by Corollary 3.3. This strategy applies to other in-
finitely divisible processes as well. Here we provided only an example of
possible applications of the results of Section 3.
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