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STABILIZATION OF DERIVATORS REVISITED
IAN COLEY
Abstract. We revisit and improve Alex Heller’s results on the stabilization of
derivators in [Hel97], recovering his results entirely. Along the way we give some
details of the localization theory of derivators and prove some new results in that
vein.
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1. Introduction
The theory of derivators was first developed by Heller in [Hel88] and Grothendieck
in [Gro90]. Heller used the now-defunct terminology of ‘hypercategories’ and ‘homo-
topy theories’ to describe the objects of his study. Nonetheless, his and Grothendieck’s
axioms are essentially the same, and Heller’s results in his monograph Homotopy The-
ories [Hel88] and his later paper Stable homotopy theories and stabilization [Hel97]
are often cited in the modern study of derivators. For instance, Tabuada in [Tab08]
uses Heller’s stabilization to construct the universal localizing and additive invariants
of dg-categories, which are connected to K-theory and non-commutative motives.
The paper came about while trying to answer the following open problem posed
by Muro and Raptis in [MR17, §6.3]:
We do not know whether derivator K-theory [...] is invariant under
an appropriately defined notion of stabilization which would produce
a triangulated derivator.
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Understanding the mechanics of the stabilization that Heller developed in [Hel97]
is a necessary first step. A careful reading of that paper will find that, though his
main propositions and theorems feel true, Heller rarely gives more than a cursory
proof. In the present paper, we provide full proofs and correct certain errors along
the way. Further, we remove the hypothesis that the derivators to be stabilized are
strong (Definition 2.3), and so obtain results in greater generality.
The goals and results of this paper are essentially the same as those of [Hel97].
Our first main result deals with localization of pointed derivators, a key ingredi-
ent in the proof of stabilization. Heller gives a bare sketch of the proof at [Hel97,
Proposition 7.4] which we complete into a full argument.
Main Theorem 1 (Theorem 4.10). Let D be a pointed derivator and i : A→ B be
a full subcategory. Then the inclusion of the vanishing subprederivator DB,A → DB
admits a left adjoint. In particular, DB,A is again a pointed derivator.
In order to define the stabilization of a derivator, we will use infinite diagram
categories and various maps between them. Heller posits the existence of a functor
that does not exist, however, and only assumes the existence of others. In order
to complete his argument, we have with total specificity constructed new functors
between infinite diagrams, for example at Remark 6.6 and Construction 6.14. These
proofs offer a way to move from a heuristic to a rigorous construction.
The final objective is a 2-functorial statement of stabilization.
Main Theorem 2 (Theorem 7.15). There is a pseudofunctor St : Der! → StDer! as-
sociating to any regular pointed derivator D a stable derivator StD. This
pseudofunctor is a localization of 2-categories, i.e. it admits a fully faithful right
adjoint. In particular, for any stable derivator S, there is an equivalence of cate-
gories of cocontinuous morphisms
stab∗ : Hom!(StD, S)→ Hom!(D, S)
induced by precomposition with a cocontinuous morphism stab: D→ StD.
A key step in this theorem is proving the pseudofunctoriality of St on morphisms
of derivators. Lemma 7.4 is our new solution to a major gap in Heller’s proof, which
is discussed above that lemma.
There are other theories of stabilization that may be preferred to using derivators.
Lurie in [Lur16, §1.4] describes stabilization for a huge class of ∞-categories, with
stronger results for ∞-categories admitting nicer properties. His result that most
resembles ours is the following:
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Theorem 1.1. [Lur16, Corollary 1.4.4.5] Let C and D be presentable ∞-categories,
and suppose that D is stable. Then precomposition with Σ∞+ : C → Sp(C) induces an
equivalence of ∞-categories of left adjoint functors
FunL(Sp(C),D)→ FunL(C,D).
Here, Σ∞+ is Lurie’s stabilization functor.
Hovey in [Hov01] develops the theory of stabilizing a model category C at any left
Quillen endofunctor G. He too establishes a universal property, so long as C is a left
proper cellular model category. To give the necessary notation to state the property,
we define a map of pairs (C, G) → (D, H) to be a left Quillen functor Φ: C → D
with a natural transformation τ : ΦG → HΦ such that τA is a weak equivalence for
cofibrant objects A.
Theorem 1.2. [Hov01, Corollary 5.4] Suppose that (Φ, τ) : (C, G) → (D, H) is
a map of pairs such that H is a Quillen equivalence. Then there is a functor
Φ˜ : Ho SpN(C, G)→ HoD such that
Ho C
LΦ
//
LF0 ))
❘❘❘
❘❘❘
❘ HoD
Ho SpN(C, G)
Φ˜
55❦❦❦❦❦❦❦
commutes. In this case, F0 : C → Sp
N(C, G) is the (left Quillen) stabilization functor
and LF0 its left derived functor.
Lurie and Hovey obviously differ in their approaches, but recover similar results
when we let the left Quillen endofunctor G be suspension.
We should give some support for the theory of derivators over ∞-categories or
model categories. Using derivators, we obtain a result that subsumes Lurie’s (and
Hovey’s for G = Σ) without appealing to ∞-theoretic techniques. In particular, any
(locally) presentable ∞-category gives rise to a derivator that our machinery can
stabilize, and our universal property agrees with Lurie’s in the presence of an adjoint
functor theorem.
Furthermore, we characterize stabilization as a localization of a certain 2-category
of derivators, which gives us a functoriality that does not exist for model categories.
Lastly, we have an explicit formula for the stabilization morphism (Definition 6.25),
which is lacking for ∞-categories in many cases. Stabilization in derivators with
respect to other endomorphisms is also under investigation by Groth and Shulman
in [GS17], who use the framework of enriched derivators and weighted (co)limits to
obtain some nice results for arbitrary derivators. A sequel to the latter paper entitled
Abstract stabilization: the universal absolute is in preparation.
4 IAN COLEY
To give an outline: we first recall the theory of derivators as necessary to under-
stand this paper in §2. In §3 we collect some results on the localization theory of
derivators and adapt some categorical propositions to the derivator context. We then
apply these results to a general theory of ‘vanishing subderivators’ in §4. We study
in §5 a particular vanishing subderivator that we use as an intermediate step towards
stabilization. We establish the actual construction of the stabilization morphism in
§6, and we conclude with its universal property in §7.
The author would like to thank Paul Balmer, Moritz Groth, and the UCLA Deriva-
tors Seminar for their support. Most of all, the author would like to thank the
University of Seville for hosting him as a visiting researcher and Fernando Muro for
spending a tireless week hammering out errors in the proof of the universal property.
2. Preliminaries on (pre)derivators
A good first reading on derivators is [Gro13], to which we will refer repeatedly
throughout. While our results apply broadly, our proof methodology has a diagram-
matic flavor that is emblematic of the theory of derivators.
Definition 2.1. A prederivator is a strict 2-functor D : Catop → CAT. Specifi-
cally, to each small category K ∈ Cat we assign a (not necessarily small) category
D(K) ∈ CAT, to each functor u : J → K a functor u∗ : D(K)→ D(J), and to each
natural transformation α : u→ v a natural transformation α∗ : u∗ → v∗.
Definition 2.2. A derivator is a prederivator D satisfying the following four axioms:
(Der1) D sends coproducts to products, i.e. the natural map
D
(∐
i∈I
Ki
)
−→
∏
i∈I
D(Ki).
is an equivalence of categories for any set I and categories Ki. As a special
case, D(∅) ≃ e, where ∅ is the initial (empty) category and e is the final
category.
(Der2) A morphism f : X → Y in D(K) is an isomorphism if and only if
k∗f : k∗X → k∗Y is an isomorphism in D(e) for the functors k : e → K
classifying each object k ∈ K.
(Der3) For every functor u : J → K, u∗ : D(K) → D(J) has a left adjoint
u! : D(J)→ D(K), called the left (homotopy) Kan extension of u and a right
adjoint u∗ : D(J)→ D(K), called the right (homotopy) Kan extension of u.
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(Der4) For every functor u : J → K and any object k ∈ K, if we identify k with
k : e→ K, we have a natural transformation α given by
J/k
pr
//
pi=piJ/k

J
u

⇒α
e
k
// K
The category J/k is the slice category, and the functor pr is the forgetful
functor, where an object (j, f : u(j)→ k) ∈ J/k is sent to j ∈ J . The calculus
of mates (see, for example, [GPS14, Appendix A] or [KS74]) yields
D(e) D(J/k)
pi!
oo
⇒
D(J)
⇒α∗
pr∗
oo
⇒
D(e)=
QQ
pi∗
OO
D(K)
k∗
oo
u∗
OO
D(J)u!
oo
=
mm
Combining these transformations together, we obtain a natural transforma-
tion
α! : π!pr
∗ −→ k∗u!
We require this to be a natural isomorphism for any functor u and any k ∈ K.
Dually, using the slice category Jk/, we require
α∗ : k
∗u∗ −→ π∗pr
∗
to be a natural isomorphism for any functor u and any k ∈ K.
There is a ‘fifth axiom’ for derivators which is not necessary in all contexts, ours
included. We mention it, however, because it is present in Heller’s original paper
and important for his arguments.
Let [1] be the arrow category, that is, the diagram 0 → 1. We have two func-
tors s, t : e → [1] classifying the source and target and a (unique) natural trans-
formation α : s → t. These data assemble to, for any prederivator D, a func-
tor dia[1] : D([1]) → D(e)
[1], which we call the underlying diagram functor. In
words, it takes a ‘coherent’ arrow-shaped diagram and sends it to an ‘incoherent’
arrow. There is a similar construction of the partial underlying diagram functor
dia[1],K : D([1]×K)→ D(K)
[1] by leaving the K dimension of the diagram coherent.
Definition 2.3. (Der5) We say a prederivator is strong if for any category K ∈ Cat,
the functor dia[1],K : D([1]×K)→ D(K)
[1] is full and essentially surjective.
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A morphism of (pre)derivators Φ: D → E is a pseudonatural transformation of
2-functors. In particular, for each K ∈ Cat we have a functor ΦK : D(K) → E(K)
and for every u : J → K we have a natural isomorphism γΦu : u
∗ΦK → ΦJu
∗
D(K)
ΦK
//
u∗

E(K)
u∗

⇒γΦu
D(J)
ΦJ
// E(J)
The family {γΦu } is subject to coherence conditions. Foremost, for u : J → K and
v : I → J we require that the pasting on the left be equal to the square on the right:
D(K)
ΦK
//
u∗

E(K)
u∗

⇒γΦu
D(J)
v∗

ΦJ
// E(J)
v∗

⇒γΦv
D(I)
ΦI
// E(I)
=
D(K)
ΦK
//
(uv)∗

E(K)
(uv)∗

⇒γΦuv
D(I)
ΦI
// E(I)
In addition, we require γΦidJ = idD(J). There is also compatibility with natural trans-
formations in Cat. For two functors u, v : J → K and a natural transformation
α : u→ v, we require the below pastings to be equal:
D(K)
ΦK
//
u∗

v∗
&&
E(K)
u∗

⇒γΦu
D(J)
ΦJ
// E(J)
⇒
α∗
=
D(K)
ΦK
//
v∗

E(K)
v∗

u∗
xx
⇒γΦv
D(J)
ΦJ
// E(J)
⇒
α∗
Details can be found in [Bor94, Definition 7.5.2]. A morphism Φ is an equivalence of
derivators if ΦK is an equivalence of categories for every K ∈ Cat.
If Φ,Ψ: D → E are two morphisms of derivators, a natural transformation
ρ : Φ→ Ψ is given by a modification of pseudonatural transformations of 2-functors.
This is a natural transformation ρK : ΦK → ΨK for every K ∈ Cat satisfying the
following coherence condition: if u, v : J → K are two functors and α : u → v is a
natural transformation, then we have an equality of pastings
D(K)
u∗
))
v∗
55
D(J)
ΦJ
))
ΨJ
55
E(J)
⇒
ρJ
⇒
α∗ = D(K)
ΦK
**
ΨK
44
E(K)
u∗
))
v∗
55
E(J)
⇒
ρK
⇒
α∗
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See also [Bor94, Definition 7.5.3]. A modification ρ is called an isomodification if ρK
is a natural isomorphism for every K ∈ Cat.
Notation 2.4. For two prederivators D and E, we let Hom(D,E) denote the category
with objects morphisms of prederivators and maps modifications. This gives us a
2-category PDer and a full 2-subcategory Der consisting of all derivators.
A ready source for morphisms of derivators comes from functors in Cat. Let D
be a prederivator, and let u : J → K be a functor. We denote by DA the ‘shifted’
prederivator taking J 7→ D(J × A) and u 7→ (u × idA)
∗ : D(K × A) → D(J × A).
If D has other nice properties (e.g. being a derivator), so will DA. See [Gro13,
Theorem 1.25] or [Gro13, Proposition 4.3] for two examples.
We can think of the functor u∗ : D(K) → D(J) instead as a morphism of the
corresponding shifted derivators u∗ : DK → DJ . The same is true for u!, u∗ when they
exist. These will comprise the majority of morphisms appearing in our constructions.
We refer to D(e) as the base of the derivator and think of D(K) as coherent
K-shaped diagrams with objects and morphisms in D(e). Sometimes we call D(K)
the levels of the derivator. With this in mind, we will use the notation X ∈ D to
refer to X ∈ D(K) for some K ∈ Cat when working with morphisms of derivators.
For example, if we have a morphism Φ: D → E of derivators and we wish to prove
something about ΦKX for all K ∈ Cat and all X ∈ D(K), it will be easier to write
ΦX for X ∈ D, leaving ‘at any category K’ or ‘levelwise’ understood.
Remark 2.5. It is not strictly necessary that we take as domain of our derivators
all of Cat. A list of axioms for suitable (sub)categories of diagrams Dia ⊂ Cat can
be found at [Gro13, Definition 1.12] or [Mal07, p.3].
A common choice for Dia is Dirf , the 2-category of finite direct categories, i.e.
categories whose nerve has finitely many nondegenerate simplices. Keller in [Kel07]
gives a construction of a triangulated derivator with domain Dirf for any exact
category. Cisinski in [Cis10, The´ore`me 2.21] proves that a Waldhausen category
whose weak equivalences satisfy some mild properties gives rise to a left derivator
with domain Dirf , i.e. one which admits only left Kan extensions u! and satisfies the
corresponding half of Der4.
However, we will not be able to study these sorts of derivators directly. Heller’s
(and thus our) approach uses infinite posets that are not diagrams in Dirf .
Fix a domain Dia that contains all diagram shapes that appear in the rest of this
paper, for instance the 2-subcategory of all (possibly infinite) posets Pos or Cat.
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3. Localization of derivators
We first need to recall two special classes of morphisms of derivators.
Definition 3.1. Let u : J → K be a functor in Dia. A morphism Φ: D → E
preserves left Kan extensions along u if the natural transformation u!ΦJ → ΦKu!
given by the below pasting
D(J)
= ..
u!
// D(K)
⇒
ΦK
//
u∗

E(K)
u∗

⇒
(γΦu )
−1
=

⇒
D(J)
ΦJ
// E(J) u!
// E(K)
is an isomorphism. A morphism Φ is called cocontinuous if it preserves left Kan
extensions along every u : J → K in Dia.
Dually, Φ preserves right Kan extensions along u if the natural transformation
ΦKu∗ → u∗ΦJ given by
D(J)
= ..
u∗
// D(K)
⇒
ΦK
//
u∗

E(K)
u∗

⇒γΦu
=

⇒
D(J)
ΦJ
// E(J) u∗
// E(K)
is an isomorphism. A morphism Φ is called continuous if it preserves right Kan
extensions along every u : J → K in Dia.
There is a ready source of continuous and cocontinuous morphisms of derivators.
Definition 3.2. Let Φ: D→ E and Ψ: E→ D be two morphisms of derivators. We
say that Φ is left adjoint to Ψ (equivalently, Ψ is right adjoint to Φ) if there exist two
modifications η : idD → ΨΦ and ε : ΦΨ→ idE satisfying the usual triangle identities.
At each K ∈ Cat we have an adjunction of categories (ΦK ,ΨK), but the units
and counits of these adjunctions must assemble to modifications. Unlike in the case
of equivalences, a morphism Φ: D → E that admits levelwise right adjoints may
not be a left adjoint morphism of derivators. In fact, this is the case if any only if
Φ is cocontinuous; see [Gro13, Proposition 2.9]. Dually, a morphism Ψ admitting
levelwise left adjoints is itself a right adjoint morphism of derivators if and only if it
is continuous.
In particular, for u : J → K, the morphisms u∗ : DK → DJ and u! : D
J → DK are
left adjoint morphisms, hence cocontinuous. Dually, the morphisms u∗ : DK → DJ
and u∗ : D
J → DK are right adjoint morphisms, hence continuous. For certain
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u : J → K and suitable D, the morphism u∗ : D
J → DK is cocontinuous as well,
as we will see in Definition 4.3.
We now turn to the localization theory of derivators. There is no one resource for
this topic at the moment, but we will try to summarize the theory as it relates to our
ultimate goal of stabilization. For a general reference on localizations of categories,
see [GZ67, §1] or [Kra10].
Let C be an ordinary category. If we have some class of morphisms S ⊂ C[1] that
we would like to invert, we can ask whether there is a category C[S−1] and functor
LS : C → C[S
−1] inverting S and admitting a fully faithful left or right adjoint. The
localization functor LS and the category C[S
−1] are essentially unique and satisfy a
universal property in CAT. There are more specialized localization theories in, for
example, model categories or triangulated categories.
However, we are going to work with a broad class of derivators so will not neces-
sarily have more refined machinery. Moreover, we will care less about starting with a
class of morphisms in D(e), but will have some subcategory of D(e) which we would
like to be reflective or coreflective. If this is the case, we obtain a (co)localization of
D(e) onto that subcategory and can compute which morphisms have been inverted.
The former approach is the subject of an upcoming paper of Ioannis Lagkas, which
we will not address here.
Let D be a derivator. A prederivator E is called a full subprederivator of D if there
is a morphism ι : E→ D which is levelwise fully faithful. There is no reason for D to
reflect any of its properties onto E, but there is a straightforward criterion.
Lemma 3.3. [Cis08, Lemme 4.2] Let E be a full subprederivator of a derivator D.
Assume that the morphism ι : E → D admits either a left adjoint L or right adjoint
R. Then E is also a derivator.
If ι admits a left adjoint, we call E a localization of D, and if ι admits a right
adjoint we call it a colocalization. We give the proof of this lemma because Cisinski’s
result uses terminology different from ours, contains several typographical errors,
and is in French.
Proof. Let us prove Der1 and Der2 first, which do not depend on which side the
adjoint is. For Der1, consider the following commutative diagram for Ki ∈ Dia:
E
(∐
i∈I
Ki
)
ι∐Ki
//
∏
j∗i

D
(∐
i∈I
Ki
)
⇒ ∏
j∗i

A∐Ki
// E
(∐
i∈I
Ki
)
∏
j∗i

⇒
∏
i∈I
E(Ki) ∏
ιKi
//
∏
i∈I
D(Ki) ∏
AKi
//
∏
i∈I
E(Ki)
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where A is the adjoint to ι. Because D satisfies Der1, the middle vertical functor is
an equivalence of categories. We would like to prove that the other vertical functor
is also an equivalence, so we will show it is fully faithful and essentially surjective.
First we examine the lefthand square. The functor ι∐Ki is fully faithful by assump-
tion, hence the top composition
∏
j∗i ◦ι
∐
Ki is fully faithful. Thus the bottom compo-
sition∏
ιKi ◦
∏
j∗i is also fully faithful, and by assumption
∏
ιKi is fully faithful. For
any X, Y ∈ E(
∐
Ki), we have isomorphisms
Hom∏E(Ki)(
∏
j∗iX,
∏
j∗i Y )
∼=
∏
ιKi

HomE(
∐
Ki)(X, Y )
∏
j∗i
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
∼=
++❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
Hom∏D(Ki)(
∏
ιKi(
∏
j∗iX),
∏
ιKi(
∏
j∗i Y ))
which proves that
∏
j∗i induces an isomorphism on hom-sets, i.e. is fully faithful.
Next we examine the righthand square. Whether A is the left or right adjoint to ι,
it is levelwise essentially surjective. For A = L, because ιK is fully faithful, the counit
of the adjunction LKιK ⇒ idE(K) is an isomorphism. Hence for any X ∈ E(K), we
have X ∼= LK(ιKX), so X is in the essential image of LK . For A = R, the unit of
the adjunction is an isomorphism and the same result follows.
The bottom composition
∏
AKi ◦
∏
j∗i is thus essentially surjective, which im-
plies the top composition
∏
j∗i ◦ A
∐
Ki is too. Thus for any Z ∈
∏
E(Ki), there
exists some X ∈ D(
∐
Ki) such that
∏
j∗i (A
∐
KiX)
∼= Z. In particular, the object
A∐KiX = Y ∈ E(
∐
Ki) satisfies
∏
j∗i Y
∼= Z, so that
∏
j∗i is essentially surjective
as well. Having shown that
∏
j∗i is both fully faithful and essentially surjective, it is
an equivalence of categories and thus E satisfies Der1.
For Der2, suppose that f : X → Y is a map in E(K). We need to show that f
is an isomorphism if and only if k∗f : k∗X → k∗Y is an isomorphism for all k ∈ K.
The image ιKf in D(K) is an isomorphism if and only if f is an isomorphism as
ιK is fully faithful. Further, k
∗ιKf ∼= ιek
∗f as ι is a morphism of (pre)derivators,
and ιek
∗f is an isomorphism if and only if k∗f is an isomorphism. Putting all these
implications together, we obtain Der2 for E.
Now we prove that E admits left and right Kan extensions, and at this point we
assume A = L is the left adjoint, the dual case being similar but not identical. Let
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u : J → K be a functor in Dia, X ∈ E(J) and Y ∈ E(K). Then
HomE(J)(X, u
∗Y ) ∼= HomD(J)(ιJX, ιJu
∗Y )
∼= HomD(J)(ιJX, u
∗ιKY )
∼= HomD(K)(u!ιJX, ιKY )
∼= HomE(K)(LKu!ιJX, Y )
The first isomorphism is due to ιJ being fully faithful, the second because ι is a
morphism of prederivators, the third because D admits left Kan extensions, and the
fourth because LK is left adjoint to ιK . Hence we have constructed a left adjoint in
E to u∗.
For the right Kan extension, we have the following chain of isomorphisms. Using
the same notation as above,
HomE(J)(u
∗Y,X) ∼= HomD(J)(ιJu
∗Y, ιJX)
∼= HomD(J)(u
∗ιKY, ιJX)
∼= HomD(K)(ιKY, u∗ιJX)(3.4)
−→ HomD(K)(ιKY, ιKLKu∗ιJX)
∼= HomE(K)(Y, LKu∗ιJX)
We have included here one arrow, because the argument differs here. That map
is induced by composition with the unit idD(K) → ιKLK of the adjunction, and we
claim that this is an isomorphism in this case. Specifically, we claim that u∗ιJX is
an LK-local object, so that the unit of the adjunction is an isomorphism.
To see this, suppose that f : a → b is an arrow in D(K) such that LKf is an
isomorphism in E(K). Then we obtain the following commutative diagram
HomD(K)(b, u∗ιJX)
−◦f
//
∼=

HomD(K)(a, u∗ιJX)
∼=

HomD(J)(u
∗b, ιJX) //
∼=

HomD(J)(u
∗a, ιJX)
∼=

HomE(J)(LJu
∗b,X) //
∼=

HomE(J)(LJu
∗a,X)
∼=

HomE(J)(u
∗LKb,X)
−◦u∗LKf
∼=
// HomE(J)(u
∗LKa,X)
The first two vertical maps are isomorphisms using the adjunctions (u∗, u∗) and
(LJ , ιJ), and the last vertical isomorphism is because L is a morphism of (pre)derivators.
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The bottom horizontal arrow is an isomorphism because LKf is an isomorphism,
hence every map in the above diagram is an isomorphism. Therefore u∗ιJX is an
LK-local object.
Therefore the lone arrow in Equation 3.4 is also an isomorphism, proving that
LKu∗ιJ is right adjoint to u
∗ in E. This proves Der3R and Der3L for E.
To show Der4, we need to verify that for any u : J → K, k ∈ K, and X ∈ E(J),
the canonical map
Leπ!ι(u/k) pr
∗X → k∗LKu!ιJX
is an isomorphism, where π : (u/k) → e is the projection to the point and
pr : (u/k) → J the forgetful functor. Because ι and k are morphisms of deriva-
tors, we have that ι(u/k) pr
∗ ∼= pr∗ ιJ and k
∗LK ∼= Lek
∗. Hence the above map factors
as
Leπ!ι(u/k) pr
∗X // k∗LKu!ιJX
∼=

Leπ! pr
∗ ιJX //
∼=
OO
Lek
∗u!ιJX
The bottom map is an isomorphism, as it is Le applied to the isomorphism guaranteed
by Der4 for D at ιJX ∈ D(J). Therefore the top map is an isomorphism as well.
There is no difference for the right Kan extensions, as the above argument only relied
on commuting pullback functors with L and ι. This proves that E is a derivator. 
In order to determine when such an adjoint as in Lemma 3.3 might exist, we should
compare the derivator situation to the analogous situation in ordinary category the-
ory.
Proposition 3.5. [Kra10, Proposition 2.4.1] Let L : C → C be a functor and
η : idC → L be a natural transformation. Then the following are equivalent:
(1) ηL : L→ L
2 and Lη : L→ L2 are natural isomorphisms.
(2) There exists a functor F : C → D with fully faithful right adjoint G : D → C
such that L = GF and η : idC → GF is the unit of the adjunction.
Such a functor L is called a localization functor.
Case (1) is equivalent to the seemingly stronger condition that Lη = ηL and ηL
is a natural isomorphism. The proof of this fact can be found, for example, at
[BD, Remark 2.3]. Case (2) is the categorical version of Lemma 3.3, but we have
not given the derivator case of case (1). We need one more proposition to begin that
discussion.
Proposition 3.6. [Kra10, Proposition 2.6.1] Let C be a category and E ⊂ C a
replete, full subcategory. Then the following are equivalent:
(1) There exists a localization functor L : C → C with essential image E .
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(2) The inclusion functor E → C admits a left adjoint.
In the case that we already have a localization functor, the left adjoint to E → C
is given by L (with restricted codomain).
We now want to generalize the two propositions above. Suppose that E ⊂ D is a
full subprederivator of a derivator D obtained by taking fully replete subcategories
levelwise, and let G : E → D be the inclusion. If G admits a left adjoint F : D→ E,
then we can define L = GF : D → D and η : idD → GF the unit of the adjunction.
The essential image of L is E; for Y ∈ E(J), we have L(G(Y )) = GFG(Y ) ∼= G(Y )
as the counit ε : FG→ idE of the (F,G) adjunction is an isomodification.
Finally, using the triangle identities for the (F,G) adjunction we have
(3.7) Lη = GFη = (GεF )
−1 = ηGF = ηL.
The natural transformation (GεF )
−1 only makes sense if GεF is an isomodification,
but this is clear as ε is an isomodification. Therefore Lη = ηL is an isomodification
and L is a localization morphism.
Now, suppose we start with an endomorphism L : D → D of a derivator D with a
modification η : idD → L such that ηL and Lη are isomodifications. Without loss of
generality, we may assume ηL = Lη, as the proof in the categorical case translates
immediately to the derivator context.
Let EK ⊂ D(K) denote the essential image of LK for every K ∈ Dia. We claim
these categories assemble into a prederivator. ForX ∈ D(K) and u : J → K, we have
that u∗LKX ∼= LJu
∗X because L is a morphism of derivators. If Y ∈ EK , we have
u∗Y ∼= u∗LKX for some X ∈ D(K), hence u
∗Y ∼= LJu
∗X , so u∗Y ∈ EJ . Because the
pullbacks u∗ restrict to these subcategories, we get a full subprederivator E ⊂ D.
Define a morphism F : D→ E by FJ(X) = LJ (X) and γ
F
u = γ
L
u and G : E→ D by
the inclusion. Then the unit of the adjunction η : idD → GF should be defined by the
same η as above. For the counit ε : FG → idE, we know that ηY is an isomorphism
for any Y ∈ E, so we let ε be the inverse of η. For the triangle identities, we have
Fη = Lη = ηL = (εL)
−1 = (εF )
−1,
so εFFη = idF as required. Similarly, as G is just the inclusion,
ηG = Gη = (Gε)
−1,
so GεηG = idG. We obtain an adjunction, and thus have proved the following:
Proposition 3.8. Let D be a derivator and E ⊂ D a replete, full subprederivator
(i.e. levelwise replete, full subcategories). Then the following are equivalent:
(1) There exists a morphism of derivators L : D→ D with essential image E and
a modification η : idD → L such that ηL and Lη are an isomodifications.
(2) The levelwise inclusion morphism E → D admits a left adjoint.
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The following general context will be found in the case of the localization of Theo-
rem 4.10. Suppose that F : D→ D is a left adjoint endomorphism of a (pre)derivator D
such that its right adjoint G is fully faithful on the (essential) image of F . Then
the assignment L = GF and η : idD → GF the unit of the adjunction makes L a
localization morphism and the essential image of F is a reflective subprederivator
of D.
4. Vanishing subderivators
Not every derivator will be suitable for stabilization. We need two additional
properties. We give the first one now and save the second for §6.
Definition 4.1. A derivator D is pointed if D(e) is pointed, that is, it contains a
zero object.
Let K ∈ Dia and π : K → e the projection. If 0 ∈ D(e) is a zero object, the
object π∗0 ∈ D(K) is easily shown to be a zero object. Therefore every level of a
pointed derivator is a pointed category (as the name implies). Moreover, the functors
u!, u
∗, u∗ are automatically pointed functors; see [Gro13, Proposition 3.2].
The relatively loose requirement that the base of a derivator admit a zero object
implies some more interesting properties. We need a few definitions to describe these
properties.
Definition 4.2. Let u : J → K be a fully faithful functor that is injective on objects.
(1) The functor u is a sieve if for any morphism k → u(j) in K, k lies in the
image of u.
(2) The functor u is a cosieve if for any morphism u(j) → k in K, k lies in the
image of u.
Definition 4.3. [Mal07, p.6] A derivator D is strongly pointed if for every sieve
(resp. cosieve) u : J → K in Dia, u∗ (resp. u!) admits a right adjoint u
! (resp. left
adjoint u?).
Proposition 4.4. [Gro13, Corollaries 3.5 and 3.8] A derivator is pointed if and only
if it is strongly pointed.
There are two further propositions that bear mentioning here.
Proposition 4.5. [Gro13, Proposition 1.20] Let D be a derivator and let u : J → K
be a fully faithful functor. Then u! : D(J) → D(K) and u∗ : D(J) → D(K) are fully
faithful as well.
Proposition 4.6. [Gro13, Proposition 3.6] Let D be a pointed derivator.
(1) If u : J → K is a cosieve, then for any X ∈ D(J), k∗u!X = 0 for any k ∈ K \J
and j∗u!X ∼= j
∗X for any j ∈ J .
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(2) If v : J → K is a sieve, then for any Y ∈ D(J), k∗v∗Y = 0 for any k ∈ K \ J
and j∗v∗Y ∼= j
∗Y for any j ∈ J .
We colloquially call these ‘extension by zero’ morphisms. For a cosieve u : J → K
and X ∈ D(J), the underlying diagram of u!X is isomorphic to X on J ⊂ K and
isomorphic to 0 on the complement. These results are particularly helpful when we
attempt to describe with diagrams the action of Kan extensions along sieves and
cosieves.
As one final note, suppose that D is a (strongly) pointed derivator and u : J → K
is a sieve. Then the extension by zero morphism u∗ : D(J) → D(K) admits a right
adjoint by Proposition 4.4, which means that u∗ : D
J → DK is actually a cocontinuous
morphism of derivators. We will use this observation in §5. We can now begin the
discussion of vanishing subderivators in general. We start with a definition.
Definition 4.7. Let D be a pointed derivator, let B ∈ Dia, and let i : A → B
be a full subcategory. Define D(B,A) to be the full subcategory of D(B) given by
D(B,A) = {X ∈ D(B) : i∗X = 0 ∈ D(A)}.
Lemma 4.8. As above, D(B,A) is the base of a prederivator.
Proof. We let DB,A denote the purported prederivator. We define DB,A(K) to be the
subcategory of X ∈ D(B×K) such that (i× idK)
∗X = 0 ∈ D(A×K). Let u : J → K
be any morphism in Dia. Then we have the following commutative square:
(4.9)
A× J
idA×u
//
i×idJ

A×K
i×idK

B × J
idB ×u
// B ×K
Applying D to this square, we obtain an equality
(i× idJ)
∗(idB ×u)
∗ = (idA×u)
∗(i× idK)
∗
by strict 2-functoriality. Therefore consider some X ∈ DB,A(K). By definition, we
have (i × idK)
∗X = 0, so (idA×u)
∗(i × idK)
∗X = 0 as well (as restriction functors
are pointed). By the above equality, this shows that the object Y = (idB ×u)
∗X ,
which a priori is an element of D(B × J) but not necessarily DB,A(J), satisfies
(i× idJ)
∗Y = 0, so it is indeed in the vanishing subcategory. 
The prederivator DB,A is easy to understand in the case that i : A → B is a
sieve (resp. cosieve). The complementary inclusion j : B \ A → A is a cosieve
(resp. sieve). We can then identify DB,A with the essential image of j! : D
B\A → DB
(resp. j∗). These morphisms are (levelwise) fully faithful, so j! : D
B\A → DB,A is an
equivalence of derivators, and thus DB,A shares all nice properties of D. In the case
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that i : A → B is not a (co)sieve, the result is identical but the proof significantly
harder. The following theorem is [Hel97, Proposition 7.4], which was given without
proof.
Theorem 4.10. Let D be a pointed derivator and i : A → B be a full subcategory
in Dia. Then there exists a localization of DB with essential image DB,A.
Heller claims that the localization morphism is given by the cofiber of the counit
of the (i!, i
∗) adjunction. We shall see that this is the case, under a sufficiently
sophisticated interpretation of the claim. In the case of usual homotopy theory, the
construction of cofibers is not functorial. This is one of the main weaknesses of
triangulated categories, but one of the strengths of derivators is that we can obtain
functorial – and even coherent, as we will shortly show – cofibers.
Proof. Our overall goal is the following: there is an adjunction (L,R) : DB → DB
such that DB,A is the essential image of L and R is fully faithful on DB,A. As we
noted after Proposition 3.8, this gives us a localization RL : DB → DB.
Construction 4.11. For any functor u : J → K, there is a morphism of derivators
DJ → DJ×[1] given by
X 7→ (u!u
∗X → X).
That is, the counit of the (u!, u
∗) adjunction may be constructed coherently.
The idea for this construction originates from personal correspondence with Kevin
Carlson and the proof is joint with Ioannis Lagkas.
Consider the category Cyl(u) constructed as follows: its objects are the disjoint
union of J and K, and its morphisms are defined as follows:
HomCyl(u)(x, y) =

HomJ(x, y) x, y ∈ J
HomK(x, y) x, y ∈ K
∗ x ∈ J, y ∈ K and u(x) = y
∅ otherwise
In other words, the category is J glued to K along the map u, so we will refer to
this as a mapping cylinder. We will abuse notation and refer to J,K ⊂ Cyl(u) as
full subcategories. Let u : Cyl(u)→ K × [1] be defined by
u(x) =
{
(u(x), 0) x ∈ J
(x, 1) x ∈ K
with the action of u on the maps in J,K obvious and sending the unique ‘gluing’
map j → k in Cyl(u) to the vertical map (u(j), 0) → (k, 1) as u(j) = k. Let
p : K × [1]→ K be the projection.
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We claim that u!u
∗p∗ : DK → DK×[1] gives coherently the counit of the (u!, u
∗)
adjunction. To verify this, we use the following diagram:
(4.12)
J
i0
//
u

Cyl(u)
q
//
u

⇒α
K
idK

⇒γK
s
//
idK

K × [1]
⇒β
idK×[1]

K
t
// K × [1] p
// K
In the above, we write q = pu; s, t : K → K × [1] are the inclusion into the source
K×{0} and target K×{1} of the coherent arrow, respectively; and i0 : J → Cyl(u)
is the inclusion of the full subcategory. The transformation α is the identity, β is the
transformation s⇒ t as in the underlying diagram functor dia[1],K, and γ is also the
identity.
We will use more heavily here the machinery of the calculus of mates, and so add
more details to the construction addressed in Der4. Following the notation of [Gro13,
Definition 1.15], given a commutative square in Dia, we get a commutative square
in CAT after applying a derivator D:
(4.13)
J1
v
//
u1

J2
u2

⇒δ
K1 w
// K2
7→
D(J1) D(J2)
v∗
oo
⇒δ∗
D(K1)
u∗1
OO
D(K2)
w∗
oo
u∗2
OO
By Der3, the functors u∗1, u
∗
2 admit left adjoints, which along with the counit of
(u1,!, u
∗
1) and the unit of (u2,!, u
∗
2) gives us an augmented diagram:
D(K1) D(J1)
u1,!
oo
⇒
D(J2)
v∗
oo
⇒δ∗ ⇒
D(K1)
=
RR
u∗1
OO
D(K2)
w∗
oo
u∗2
OO
D(J2)u2,!
oo
=
mm
In total, we obtain a transformation δ! : u2,!v
∗ → w∗u1,! which we call the left mate
of δ. Taking mates is compatible with pasting as well; see [Gro13, Lemma 1.14].
The transformation we must study is β∗ = D(β) whiskered with some functors,
namely
β!,i!q∗ : idB,! s
∗i!q
∗ → t∗ idB×[1],! i!q
∗,
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which gives us the coherent map represented by i!i
∗
p∗X for X ∈ DB. We provide the
functors id! to make more clear the calculus of mates, though they are isomorphisms.
The map we must study is, for X ∈ DK ,
dia[1],K(u!u
∗p∗X) : s∗u!u
∗p∗X → t∗u!u
∗p∗X
which is encoded by the natural tranformation β. To be more specific, the left mate
of β∗ is the natural transformation
β! : idK,! s
∗ → t∗ idK×[1],! .
Since the left Kan extension along an identity is an isomorphism, in essence we have
a transformation β! : s
∗ ⇒ t∗. We then need to whisker this transformation with
u!q
∗ = u!u
∗p∗ to obtain the desired map. We pick the left mate (rather than using
β∗ itself) because we need to whisker with a left Kan extension.
We would like to understand how the transformation β!,u!q∗ fits into the left mate
of total pasting of the diagram. To that end, we take the left mates of α, β, γ and
paste them as follows:
D(J) oo
i∗0
u!

D(Cyl(u)) oo
q∗
u!

⇒α!
D(K)
idK,!

⇒γ!
D(K) oo
s∗
idK,!

D(K × [1])
⇒β! idK×[1],!

D(K) oo
t∗
D(K × [1]) oo
p∗
D(K)
Working through these left mates one at a time, we obtain the composite transfor-
mation
idK,! u!i
∗
0q
∗
idK,! α!,p∗
// idK,! s
∗u!p
∗
β!,u!q∗
// t∗ idK×[1],! u!q
∗ t
∗γ!
// t∗p∗ idK,!.
The total pasting of the diagram is
J
u
//
u

K
idK

⇒id
K
idK
// K
and its left mate is ε : u!u
∗ → id∗K idK,!
∼= idDK , i.e. the counit of the (u!, u
∗) adjunc-
tion. Thus the above composite is the counit of the adjunction by
[Gro13, Lemma 1.14(1)]. Therefore it suffices to show that α!,p∗ and t
∗γ! are natural
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isomorphisms, thereby obtaining
(4.14)
idK,! i!i
∗
0q
∗
idK,! α!,p∗ ∼=

∼=
// u!u
∗ ε // idDK
∼=
// t∗p∗ idK,!
idK,! s
∗u!p
∗
β!,u!q∗
// t∗ idK×[1],! u!q
∗
t∗γ!
OO
∼=
OO
so that β!,u!q∗ is (up to isomorphism) the counit of the adjunction.
We begin with α!. We claim that α! is actually a natural isomorphism even with-
out whiskering with p∗. We use [Gro13, Proposition 1.24]: if that square is a (1-
categorical) pullback and the bottom horizontal functor is a Grothendieck fibration
or the right vertical functor is a Grothendieck opfibration, then α! is an isomor-
phism. For us, the square is a pullback, which requires the transformation α to be
the identity (and so it is). Moreover, s is a sieve, which in particular is a discrete
Grothendieck fibration. This proves that α!, hence α!,p∗, is an isomorphism.
For γ!, it is not true that this transformation is an isomorphism in general, but it
is after applying t∗. To prove this, we give another pasting
(4.15)
K
i1
//
idK

Cyl(u)
q
//
u

⇒θ
K
idK

⇒γ
K
t
// K × [1] p
// K
where i1 : K → Cyl(u) is the inclusion into the bottom of the mapping cylinder and
θ is just the identity. Taking left mates and composing, we obtain
idK,! i
∗
1q
∗
θ!,q∗
// t∗u!q
∗ t
∗γ!
// t∗p∗ idK,!.
But the total pasting is just
B
idB
//
idB

B
idB

⇒id
B
idB
// B
whose left mate is clearly an isomorphism. Therefore we just need to show that θ!,q∗
is an isomorphism to complete this argument.
The functor u is a cosieve, and a fortiori a discrete Grothendieck opfibration.
Moreover, the lefthand square in Diagram 4.15 is clearly a pullback square, and
has the identity natural transformation, hence by [Gro13, Proposition 1.24] again
the transformation θ! is an isomorphism, even without whiskering with q
∗. We thus
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obtain
idK,! i
∗
1q
∗
θ!,q∗
∼=
//
∼=
AA
t∗u!q
∗ t
∗γ!
// t∗p∗ idK,!,
proving that t∗γ! is an isomorphism. This proves that Diagram 4.14 has isomorphisms
where claimed and so the functor u!u
∗p∗ : DK → DK×[1] is a coherent counit morphism
X 7→ (u!u
∗X → X).
We will use this construction for the inclusion i : A → B. Having constructed
the counit coherently, we now take the cone of the counit via a canonical morphism
C : D[1] → D. In brief, for (f : x→ y) in D[1], C(f) is computed as the pushout along
zero
x
f
//

y

0 // C(f)
We will give the details of this construction for the second half of this proof.
In total this gives us a morphism
L : DB
i!i
∗
p∗
// DB×[1]
C
// DB.
We now need to show that the image of L is contained in DB,A. To that end, we
consider Z = i∗L(X) ∈ DA for any X ∈ DB. Because i∗ is cocontinuous, it commutes
with C, so we can compute Z (up to canonical isomorphism) as the pushout
i∗i!i
∗X
i∗εX
//

i∗X

0 // Z
We claim this top map is an isomorphism. Because i! : D
A → DB is fully faithful by
Proposition 4.5, the unit η : idDA → i
∗i! is an isomorphism, and one of the triangle
identities gives us
i∗X
ηi∗X
∼=
//
= ..
i∗i!i
∗X
i∗εX

i∗X
so i∗εX is also an isomorphism by two out of three. By [Gro13, Proposition 3.12], the
pushout of an isomorphism is an isomorphism, hence Z = 0. Therefore L(X) ∈ DB,A
by definition.
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Suppose that Y ∈ DB,A. Then to compute L(Y ), we have the pushout
i!i
∗Y //

Y

0 // L(Y )
Because Y ∈ DB,A, i∗Y = 0, so the lefthand vertical map is an isomorphism. Hence
the map Y → L(Y ) is also an isomorphism. Therefore the essential image of L is
precisely DB,A.
Every part of the construction of L is a left adjoint morphism of derivators, so L has
a right adjoint R : DB → DB. We now prove that R is fully faithful on DB,A ⊂ DB.
To that end, again let Y ∈ DB,A.
The cone morphism C : D[1] → D is a composition of three morphisms. First, let
K denote the category
(0, 0) //

(1, 0)

(0, 1) // (1, 1)
Further, let J denote the full subcategory of K without the element (1, 1). Let
iJ : J → K be the natural inclusion and let i[1] : [1] → J be the inclusion of the
horizontal arrow.
The first step of C is the extension by zero morphism i[1],∗ : D
[1] → DJ . The second
step is the left Kan extension iJ,! : D
J → DK which computes the pushout. The final
step is the restriction (1, 1)∗ : DK → D to the terminal object of K, which is the cone
of the coherent morphism we began with.
The right adjoint to (1, 1)∗ is (1, 1)∗. By [Gro13, Lemma 1.19], (1, 1)∗ is isomorphic
to the constant diagram functor π∗K , so that
(1, 1)∗Y ∼=
Y //

Y

Y // Y
with all morphisms identities. The right adjoint to iJ,! is i
∗
J , which restricts the con-
stant diagram to the upper-left corner. The right adjoint to i[1],∗ is i
!
[1], an exceptional
right adjoint. The construction of this adjoint as a composition of three morphisms
can be found following [Gro13, Corollary 3.8]. The first step is the extension by zero
Y //
~~⑦⑦
⑦⑦
Y
Y
7→
0

Y //
~~⑦⑦
⑦⑦
Y
Y
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Call the resulting diagram shape J ′ and the resulting object Y ′ ∈ DB×J
′
. The
second step is to compute the right Kan extension along the inclusion s : J ′ → J×[1].
The last step will be to restrict ourselves to (0, 0, 0) → (1, 0, 0) in J × [1]. It will
suffice to compute (0, 0, 0)∗s∗Y
′ and (1, 0, 0)∗s∗Y
′, which we can do using Der4. We
have that
(1, 0, 0)∗s∗Y
′ ∼= πJ ′
(1,0,0)/
,∗ pr
∗ Y ′,
where pr : J ′(1,0,0)/ → J
′ is the projection from the slice category and
πJ ′
(1,0,0)/
: J ′(1,0,0)/ → e is the projection. Examining the slice category, we note that
(1, 0, 0) maps only to (1, 0, 1) ∈ J × [1]. Therefore the slice category consists only of
the element (1, 0, 1) and the unique map (1, 0, 0) → (1, 0, 1), so that πJ ′
(1,0,0)/
∼= ide
and
πJ ′
(1,0,0)/
,∗ pr
∗ Y ′ ∼= id∗(1, 0, 1)
∗Y ′ ∼= Y.
The object at (0, 0, 0) is a little more complicated. The slice category J ′(0,0,0)/ is
actually all of J ′ because (0, 0, 0) is the initial element of J × [1]. Therefore
(0, 0, 0)∗s∗Y
′ ∼= πJ ′,∗Y
′.
Fortunately, J ′ contains a homotopy initial subcategory. The restriction along any
right adjoint functor is homotopy final, see [Gro13, Proposition 1.18], so dually we
have that if ℓ : I → J ′ is a left adjoint functor,
πJ ′,∗Y
′ ∼= πI,∗ℓ
∗Y ′.
Let ℓ : I → J ′ be the inclusion of the full subcategory excluding the element
(1, 0, 1). The right adjoint r : J ′ → I is the identity on I but takes (1, 0, 1) 7→ (0, 0, 1).
Because (1, 0, 1) is only the codomain of one map in J ′, we just need to verify that
HomJ ′(ℓ(0, 0, 1), (1, 0, 1)) ∼= HomI((0, 0, 1), r(1, 0, 1)).
But each of these are one-point sets, so we indeed have an adjunction. Naturality of
the hom-set bijection follows because we are working in posets. Therefore we need
to compute the limit of
ℓ∗Y ′ =
0

Y
~~⑦⑦
⑦⑦
Y
which is just the pullback of that diagram. Because the map Y → Y is an iso-
morphism and the pullback of an isomorphism is still an isomorphism, we have
πI,∗ℓ
∗Y ′ ∼= 0.
Therefore the underlying diagram of i∗[1]s∗Y
′ is (0→ Y ) ∈ DB×[1]. The underlying
morphism must be the zero morphism, so we do not need to identify it using the
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calculus of mates as we did in Construction 4.11. The remaining right adjoints are
the restriction along i : A → B × [1] followed by the right Kan extension along the
composition q : A → B × [1] → B. First, the object i
∗
(0 → Y ) we could write as
(0A → Y ), so that we have forgotten the elements in B \ A in the domain of the
coherent arrow.
Now we finally use the assumption that Y ∈ DB,A. We know that i∗Y = 0A, so
(0A → Y ) = q
∗Y ∈ DA. Therefore the right adjoint to L evaluated at Y ∈ DB,A is
exactly q∗q
∗Y . We now claim that the unit idDB → q∗q
∗ is an isomorphism, so that
the right adjoint to L is isomorphic to the identity on elements of DB,A.
By usual category theory, the unit of (q∗, q∗) is an isomorphism if and only if q
∗ is
fully faithful. We now show that this is the case. q : A → B itself is left adjoint to
the functor i1 : B → A defined by b 7→ (b, 1). To illustrate this, let (a, n) ∈ A and
b ∈ B. Then
HomB(q(a, n), b) = HomB(a, b) ∼= HomA((a, n), (b, 1)) = HomA((a, n), i1(b))
The adjunction (q, i1) in Dia under D becomes an adjunction (i
∗
1, q
∗) from DB to DA.
Because adjoints are essentially unique, we have that q∗ ∼= i1,∗. Because i1 is fully
faithful, i1,∗ is also fully faithful by Proposition 4.5, which proves q
∗ is as well.
Hence we finally may conclude that the morphism of prederivators L : DB → DB
has a right adjoint which is fully faithful on the essential image of L. We have thus
accomplished the plan at the beginning of this proof, and so obtain a localization of
the derivator DB with essential image DB,A. 
Corollary 4.16. The prederivator DB,A is a pointed derivator.
Proof. Because DB,A is a localization of a derivator, Lemma 3.3 applies, so DB,A is
a derivator. Clearly 0 ∈ D(B) is in the subcategory D(B,A), so DB,A is pointed as
well. 
Remark 4.17. The left and right Kan extensions of the localized derivator DB,A
have explicit formulas based on those of DB. For a functor u : J → K, write u′! and
u′∗ for the left and right Kan extensions of u in D
B,A. Then the proof of Lemma 3.3
provides
u′! = LKu!RJ and u
′
∗ = LKu∗RJ .
However, the restriction of u! and u∗ to D
B,A have their images in DB,A as well.
Because the morphism of derivators i∗ : DB → DA is continuous and cocontinuous
and u∗ is pointed, we have for any X ∈ D
B(J),
i∗u∗X ∼= u∗i
∗X ∼= u∗0 ∼= 0.
Therefore u∗X ∈ D
B,A(K) already. Similarly, u!X ∈ D
B,A(K). This is a much
quicker way to prove the above corollary, but does not give us the localization mor-
phism which will prove instrumental in the next section.
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The situation of vanishing subderivators is exceptional among localizations of
derivators. In general, the localized derivator E ⊂ D need not be closed under
both left and right Kan extensions in D, but will obtain its own left and right Kan
extensions as above.
Remark 4.18. There is also a construction of DB,A as a colocalization of DB, i.e.
the inclusion DB,A → DB admits a right adjoint. This is the case if and only if the
dual situation of Proposition 3.8 (1) holds. We obtain the colocalization morphism
DB → DB by composing an adjunction similar to the one above.
We can construct the coherent unit of the (i∗, i∗) adjunction and take its fiber,
which defines R′ : DB → DB. We can see that the image of R′ is contained in DB,A
because Z ′ = i∗R′(X) for X ∈ DB is computed as the pullback
Z ′ //

i∗X
i∗ηX

0 // i∗i∗i
∗X
where the righthand map is an isomorphism for reasons dual to the above. Hence
Z ′ = 0 so R′(X) ∈ DB,A. The rest of the proof proceeds similarly.
5. Prespectra in derivators
We now need to define what we mean by stable in the theory of derivators. Any
derivator admits an intrinsic notion of suspension and loop endofunctors.
Notation 5.1. Let  be the category
(0, 1) // (1, 1)
(0, 0) //
OO
(1, 0)
OO
Let ix : x→  be the full subcategory lacking the element (1, 1) and iq : q→  the
full subcategory lacking (0, 0).
Remark 5.2. In most papers on derivators, the category  is oriented so that the
top-left object is initial and the bottom-right object is final. However, as the majority
of diagrams in this paper are subcategories of N2, we have oriented  using the usual
Cartesian coordinates.
Definition 5.3. Let D be a derivator. Define the suspension endomorphism
Σ: D→ D by the composition
D
(0,0)∗
// Dx
ix,!
// D
i∗
q // Dq
(1,1)∗
// D.
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Define the loop endomorphism Ω: D→ D by the composition
D
(1,1)!
// Dq
i
q,∗ // D
i∗x
// Dx
(0,0)∗
// D.
We write the restriction in two steps to emphasize the following proposition.
Proposition 5.4. [Gro13, Proposition 3.17] Let D be a pointed derivator. Then
(Σ,Ω) is an adjunction of endomorphisms of D.
Definition 5.5. A pointed derivator D is stable if (Σ,Ω) is an adjoint equivalence
of derivators.
Remark 5.6. In the past, the descriptor stable referred to strong derivators in which
(Σ,Ω) is an adjoint equivalence, giving a canonical triangulated structure on each
D(K). Lately it has become more common to call such a derivator triangulated
instead, especially given the existence of stable derivators which cannot admit a
canonical triangulation; see [LN17, Remark 5.4].
There are other perspectives on stability in derivators. Groth in [Gro16a] has
explored some equivalent definitions of stability, and the interested reader is directed
there. Our aim for stabilization is to force the (Σ,Ω) adjunction to be an equivalence.
We cannot do this solely in D(e), but will use the higher structure of the derivator
D in a way recalling [Hov01, Definition 1.1].
Definition 5.7. Consider the poset Z2 viewed as a category. Let V ⊂ Z2 be the full
subcategory of those (i, j) such that |i− j| ≤ 1. Let ∂V be the full subcategory of V
on (i, j) such that |i− j| = 1. We define the pointed derivator of prespectrum objects
on D to be SpD := DV,∂V .
Notation 5.8. In the introduction, Sp referred to the actual spectrum objects as-
sociated to an ∞-category or model category. We follow Heller’s notation in using
Sp for the prespectrum objects and will use St to refer to (stable) spectrum objects.
We will often write Xi for (i, i)
∗X for brevity. This should cause no confusion as
(i, j)∗X = 0 if i 6= j by the vanishing criterion. A prespectrum X ∈ SpD then has
underlying diagram
0 // X1
>>
0 // X0 //
OO
0
OO
X−1 //
OO
0
OO
<<
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extending infinitely in both directions.
To justify the definition, we need to describe in what sense a prespectrum con-
tains information about the (Σ,Ω) adjunction on D. On the surface, a prespectrum
X ∈ SpD is equivalent to a discrete collection of objects {Xi} for i ∈ Z. However,
the category V and the vanishing of ∂V naturally encode the structure maps of the
prespectrum.
Let X ∈ SpD, and let in : → V be the functor defined by (a, b) 7→ (a+n, b+n).
Then we have
i∗nX =
0 // Xn+1
Xn
OO
// 0
OO
∈ D.
We follow [Gro16b, §2] for the following notation. The category  is the cone
on the category q, that is, formally adding an initial object to q. Recall from
Definition 5.3 that the loop of an object Y ∈ D is (0, 0)∗i
q,∗
applied to the following
diagram:
0 // Y
0
OO
From the square i∗nX , we would like to ignore the corner at (0, 0) and apply iq,∗ to
the rest of the diagram. This should give us the object ΩXn+1, and we can now
describe how close Xn is to ΩXn+1. This will be the nth structure map of X .
This occurs formally as follows: let A be the cone on the category , i.e. the double
cone on q. Denote by ∅ the object that is added to  to form A. Let s :  → A
be the functor sending (0, 0) to ∅ and which is the identity elsewhere. Then it is a
straightforward computation by Der4 that
(5.9) s,∗i
∗
nX =
0 // Xn+1
ΩXn+1 //
OO
0
OO
Xn
::ttttt
00
KK
∈ DA.
If we restrict to the map ∅→ (0, 0) in A, this gives us a coherent map (Xn → ΩXn+1)
in D[1]. We could have gotten incoherent structure maps using the universal property
of the pullback in D(e), but we require coherence for what follows.
Repeating this construction for all n ∈ Z gives us the structure maps of X ∈ SpD.
We will make a formal definition later, but we can anticipate that a (stable) spectrum
is a prespectrum such that all of these structure maps are isomorphisms.
We will first describe how to pass from D to SpD in a canonical way, then in §6
discuss stable spectra and the stabilization morphism.
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Proposition 5.10. The morphism (0, 0)∗ : SpD → D sending X 7→ X0 admits a
left adjoint.
Remark 5.11. For any prederivator E, we can define morphisms SpD → E by
using the composition SpD ⊂ DV → E, but we cannot necessarily define morphisms
E→ SpD in the same way. Without more information there is no reason to suspect
that an arbitrary morphism E→ DV will vanish on ∂V .
We know that the morphism (0, 0)! is left adjoint to (0, 0)
∗ : DV → D, but (0, 0)! : D→
DV is not the adjoint we are looking for. More specifically, let us calculate (1, 0)∗(0, 0)!x
for some x ∈ D. By Der4, we have a canonical isomorphism
πe/(1,0),! pr
∗x→ (1, 0)∗(0, 0)!x,
where pr : e/(1,0) → e is the canonical projection from the slice category and πe/(1,0)
is the unique map to the terminal category e. But since V is a poset, the category
e/(1,0) contains only one element, namely (e, (0, 0)→ (1, 0)). Therefore pr and πe/(1,0)
are both isomorphisms, giving πe/(1,0),! pr
∗x ∼= x. Therefore the object (0, 0)!x does
not vanish on ∂V . Hence (0, 0)! does not have its image in D
V,∂V ⊂ DV .
We can generalise the above argument to other points in V . For any (i, j) with
i, j > 0, e/(i,j) is still isomorphic to the terminal category, so πe/(i,j),! pr
∗x ∼= x.
For i, j < 0, we have (i, j)∗(0, 0)!x ∼= 0 because the slice category e/(i,j) is empty.
Hence (0, 0)!x has the form
x // x
>>
0 // x //
OO
x
OO
0 //
OO
0
OO
@@
However, if we compose (0, 0)! with the localization D
V → DV,∂V we will necessarily
obtain a left adjoint to (0, 0)∗, as (0, 0)∗ composed with the inclusion DV,∂V → DV is
still (0, 0)∗. This means that something must happen on the ∂V part of the diagram,
but it is unclear from this description (slick as it is) what is actually going on at the
level of objects. In order to understand better the left adjoint, the below proof is
constructive.
Proof. We construct the left adjoint in three stages. Let V ≤0 be the full subcategory
of V on those (i, j) such that i, j ≤ 0. Then consider the functor (0, 0) : e → V ≤0.
This functor is a cosieve, so the left Kan extension (0, 0)! : D(e)→ D(V
≤0) is exten-
sion by zero.
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Next, let V ′ be the full subcategory of V which contains both V ≤0 and ∂V . That
is, V ′ contains all (i, j) except for (i, i) with i > 0. Let ι≤0 : V
≤0 → V ′ be the
inclusion. This map is a sieve, so the right Kan extension ι≤0,∗ is extension by zero.
By Proposition 4.4, ι≤0,∗ admits a right adjoint which we name ι
!
≤0. Finally, we can
consider the inclusion ι : V ′ → V . Therefore we obtain the following picture
D
(0,0)!

gf❞
❞❞
`a
L
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
,,❳
DV
≤0
ι≤0,∗

(0,0)∗
\\
DV
′
ι!

ι!
≤0
[[
DV
ι∗
\\
Let us call this left adjoint L. We will compute L explicitly at the end of this
section, and prove that for x ∈ D, Lx is the connective suspension prespectrum with
(Lx)0 ∼= x. This is then a derivator version of Σ
∞. We now need to check that
on DV,∂V , the right adjoint to L is (0, 0)∗ : DV,∂V → D(e). To do this, we need to
understand better the morphism ι!≤0.
From [Gro13, Corollary 3.8] we have that the (ι≤0,∗, ι
!
≤0) adjunction factors as
DV
≤0
ι≤0,∗

DV
′,V ′\V ≤0
incl

ι∗
≤0
\\
DV
′
R
[[
where this bottom adjunction is a vanishing subderivator colocalization. Suppose
that X ∈ DV,∂V . Then ι∗X ∈ DV
′
already vanishes on V ′ \V ≤0, so we know that the
colocalization morphism R is isomorphic to the identity on ι∗X . Therefore for any
X ∈ DV,∂V ,
(0, 0)∗ι!≤0ι
∗X ∼= (0, 0)∗ι∗≤0ι
∗X = (0, 0)∗X.
This shows that L is left adjoint to (0, 0)∗ on DV,∂V ⊂ DV .
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Therefore when we consider the corresponding morphism of derivators L : D→ SpD,
we obtain the total adjunction
(5.12)
D
(0,0)!

gf❜
❜❜❜❜❜
`a
L
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
--❬❬❬
DV
≤0
ι≤0,∗

(0,0)∗
\\
DV
′,V ′\V ≤0
ι!

ι∗
≤0
\\
SpD
ι∗
\\ bc
❜❜❜❜
ed
(0,0)∗
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
✥
mm❬❬❬❬❬

Let us now compute the essential image of L by going step by step. Let x ∈ D.
As indicated above, ι≤0,∗(0, 0)!x extends x by zero, giving underlying diagram
0
==
0 // x //
OO
0
BB
0 //
OO
0
OO
@@
with a constant zero diagram towards the bottom left and zeroes along the diagonals
going up and right. This shows (as we claimed above) that the image of L vanishes
on ∂V . The final functor ι! is some sort of colimit. The next lemma will tell us what
exactly it does.
Lemma 5.13. Let in : → V be the inclusion of the square (a, b) 7→ (a+ n, b+ n)
for n ≥ 0. Then i∗nLx is cocartesian for any x ∈ D.
We have not discussed the notion of cartesian and cocartesian squares in general
in this paper. Such a discussion can be found at [Gro13, Definition 3.9] and the
subsequent paragraphs. However, we only care about one type of cartesian and
cocartesian square. Suppose we have the square
0 // b
a
OO
// 0
OO
30 IAN COLEY
The square is cartesian if and only if the induced map a→ Ωb is an isomorphism (see
Diagram 5.9). This square is cocartesian if and only if the induced map Σa → b is
an isomorphism. These are the only types of (co)cartesian squares that will appear
in this paper.
Proof. We use the following criterion from Groth. For K ∈ Dia, define a square in
K to be a functor i : → K which is injective on objects.
Proposition 5.14. [Gro13, Proposition 3.10] Let i : → J be a square in J and let
f : K → J be a functor. Assume that the induced functor x→ (J \ i(1, 1))/i(1,1) has
a left adjoint and that i(1, 1) does not lie in the image of f . Then for all Y ∈ D(K),
X = f!Y ∈ D(J), the square i
∗X is cocartesian.
For us, J = V , K = V ′, f is the inclusion ι, and i = in. Let us investigate the
indicated overcategory (V \ in(1, 1))/in(1,1). The objects of this category are objects
(i, j) 6= (n + 1, n+ 1) along with a morphism (i, j)→ (n+ 1, n + 1). But since V is
a poset, we know that we either have a unique morphism (i, j) → (n + 1, n + 1) in
the case that i ≤ n + 1 and j ≤ n + 1, or there is no such morphism. This makes
the overcategory a subposet of our original poset V ′. Therefore we introduce the
notation
V <n+1 := {(i, j) ∈ V : i ≤ n+ 1, j ≤ n+ 1, (i, j) 6= (n+ 1, n+ 1)}
for the overcategory we wish to investigate. We now examine the functor
r : x→ V <n+1 and construct a left adjoint ℓ to it explicitly.
Let (i, j) denote an arbitrary object of V <n+1, and let (a, b) denote an arbitrary
object of x. Then we would like
HomV <n+1((i, j), r(a, b)) ∼= Homx(ℓ(i, j), (a, b)).
We know that r(i, j) = (a+ n, b+ n), so we can characterise this hom-set as follows:
HomV <n+1((i, j), r(a, b)) =
{
∗ i ≤ a+ n and j ≤ b+ n
∅ i > a+ n or j > b+ n
If i ≤ n and j ≤ n, we will be in the top case, so we will set ℓ(i, j) = (0, 0) in that
case. Since (0, 0) is initial in x, we know that there is always a unique morphism to
(a, b) no matter what.
Suppose that (i, j) = (n, n + 1). Then HomV <n+1((n, n + 1), (a + n, b + n)) is
nonempty if and only if b = 1. That means that ℓ(n, n+1) should have a morphism
to (0, 1) but not to (1, 0). This forces ℓ(n, n+ 1) = (0, 1). Similarly, we can see that
we need ℓ(n+1, n) = (1, 0). This defines ℓ on every object and establishes a bijection
of hom-sets. As this bijection is necessarily natural in both variables, we obtain the
adjunction.
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For any square in : → V as described above, we have that in(1, 1) = (n+1, n+1)
is not in the image of ι : V ′ → V . Therefore the proposition applies, showing that
i∗nι!Y is cocartesian for any n ∈ N and any Y ∈ D(V
′). This in particular applies to
i∗nLx, for x ∈ D, completing the proof of the lemma. 
We can now write the underlying diagram of Lx. It is zero almost everywhere,
except on the entires (i, i) where i ≥ 0. Write Xi for (i, i)
∗Lx, and note that X0 ∼= x.
We first restrict to the square i0 : → V :
0 // X1
x //
OO
0
OO
Because this square is cocartesian, we have X1 ∼= Σx. Iterating this process, we see
that Xi ∼= Σ
ix. Therefore as we claimed above, L : D → SpD gives a (connective)
suspension prespectrum on whatever object we start with.
6. Stabilization
We now want to give a formal definition of the subderivator of stable spectra
in SpD. To do so, we need a better definition than ‘all the structure maps are
isomorphisms’. This is not too hard to do, but it does require some new diagram
notation.
Notation 6.1. Recall the notation for the category V of Definition 5.7. Let
σ : V → V be the functor defined by (i, j) 7→ (j + 1, i + 1). Since σ(∂V ) ⊂ ∂V
and σ∗ is a pointed morphism, we obtain an endomorphism σ∗ : SpD→ SpD.
Notation 6.2. For any diagram J , let SpDJ denote the derivator SpD shifted
by J , not the unstable spectrum derivator associated to DJ . These are, in fact,
exactly the same derivator, but we prefer the former interpretation for the following
constructions.
Construction 6.3. There exists a functor w : × V → V such that w∗ restricts to
a morphism SpD→ SpD and, for any X ∈ SpD, we have
dia(w
∗X) =
0 // σ∗X
X
OO
// 0
OO
We draw inspiration from Heller’s construction of w in [Hel97, §8]. Throughout,
(i, j) will denote an object of V and (a, b) will denote an object of  (recall Nota-
tion 5.1). Let τ :  →  be defined by (a, b) 7→ (b, a). We would like w to satisfy
the following three properties:
(1) w(a, b, i, i) = (i+ a, i+ b).
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(2) w(a, b, i, j) ∈ ∂V for i 6= j.
(3) w ◦ (τ × σ) = σ ◦ w.
We will give the definition of w first, followed by an illustration.
(6.4) w(a, b, i, j) =

(i, j) (a, b) = (0, 0)
(j + 1, i+ 1) (a, b) = (1, 1)
(j + 1, j) (a, b) = (1, 0)
(i, i+ 1) (a, b) = (0, 1)
To see this in action, let us restrict to the subset of V where i, j ∈ {0, 1, 2, 3}. Then
the codomain of w (given this restriction) we may write as
(6.5)
ι // κ
ζ // η
OO
// θ
OO
γ // δ //
OO
ε
OO
α //
OO
β
OO
where α = (0, 0) and κ = (3, 3). We will restrict the domain to the subset of V where
i, j ∈ {0, 1, 2} and write at each place (a, b, i, j) ∈ ×V the element w(a, b, i, j) ∈ V
in Diagram 6.5. This gives us the underlying diagram of w∗X for a coherent object
X ∈ DV with incoherent diagram as above. The starting picture, without decoration
yet, is this:
• // • • // •
• // • //
OO
•
OO
• // • //
OO
•
OO
• //
OO
•
OO
• //
OO
•
OO
• // • • // •
• // • //
OO
•
OO
• // • //
OO
•
OO
• //
OO
•
OO
• //
OO
•
OO
+3
+3
KS KS
The bold arrows ⇒ on each side represent the  dimension of the diagram, which
connects the coherent subdiagrams in each corner. They do not define a morphism
between the objects they might seem to, but orient the diagram as a whole. This
means the lower left corner is (0, 0, 0, 0) and the upper right corner is (1, 1, 2, 2).
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Criterion (1) fixes what happens along the diagonal of each corner of the square.
The upper right and lower left corners of the square should have underlying diagrams
X and σ∗X (respectively). We place these objects in the diagram and mark some
more for further study.
△1
// ι θ // κ
• // ζ //
OO
⋆1
OO
ε // η //
OO
ι
OO
γ //
OO
•
OO
δ //
OO
ζ
OO
ζ // η ⋆2 // θ
γ // δ //
OO
ε
OO
• // ε //
OO
△2
OO
α //
OO
β
OO
β //
OO
•
OO
+3
+3
KS KS
Let us now examine the objects marked ⋆. We see that ⋆1 must satisfy ζ ≤ w(⋆1),
ε ≤ w(⋆1), and w(⋆1) ≤ ι. By criterion (2), we must have w(⋆1) 6= η. This forces
w(⋆1) = ι. Similarly, w(⋆2) = θ.
For the objects marked △, we have ζ ≤ w(△1), w(△1) ≤ θ, and w(△1) ≤ ι. Because
w(△1) 6= η by criterion (2), this forces w(△1) = ζ . Similarly, w(△2) = ε. We can then
define w on the unadorned • objects by using criterion (3). Therefore we complete
the picture:
ζ // ι θ // κ
γ // ζ //
OO
ι
OO
ε // η //
OO
ι
OO
γ //
OO
ζ
OO
δ //
OO
ζ
OO
ζ // η θ // θ
γ // δ //
OO
ε
OO
ε // ε //
OO
ε
OO
α //
OO
β
OO
β //
OO
β
OO
+3
+3
KS KS
−→
ι // κ
ζ // η
OO
// θ
OO
γ // δ //
OO
ε
OO
α //
OO
β
OO
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As claimed, we have (0, 0)∗w∗X = X and (1, 1)∗w∗X = σ∗X . Criterion (2) guar-
antees that w(× ∂V ) ⊂ ∂V , so the pointed morphism w∗ restricts to SpD.
Remark 6.6. Heller at [Hel97, p.127] uses a slightly different definition for σ,
namely the ‘obvious’ shift s(i, j) = (i + 1, j + 1). He also replaces τ by id in
criterion (3). However, there is no way to construct w such that (0, 0)∗w∗X = X
and (1, 1)∗w∗X = s∗X satisfying w ◦ (id×s) = s ◦ w despite Heller’s assertion
(without proof) to the contrary.
To give a quick proof, restrict to i, j ∈ {0, 1, 2}. Then Heller’s criterion (1) forces
the following, where we emphasise the entry (0, 1, 1, 0) in particular:
• // ζ ζ // η
γ //
OO
⋆
OO
δ //
OO
ε
OO
γ // δ • // ε
α //
OO
β
OO
β //
OO
•
OO
KS
,4❛❛
+3
KS
−→
ι // κ
ζ // η
OO
// θ
OO
γ // δ //
OO
ε
OO
α //
OO
β
OO
We know that w(⋆) must satisfy β ≤ w(⋆) ≤ ε and γ ≤ w(⋆) ≤ ζ . This forces
w(⋆) = δ, which contradicts criterion (2) that w(× ∂V ) ⊂ ∂V .
Note that on objectsX ∈ SpD, s∗X and σ∗X appear identical incoherently, though
coherently they differ (subtly) because of the twist. Therefore we may continue
following Heller’s reasoning with this proper construction of w.
What does this construction accomplish? Recall from the discussion following
Definition 5.7 that from the coherent square
(6.7)
0 // σ∗X
X
OO
// 0
OO
we obtain a canonical coherent map (X → Ωσ∗X) that we will call ϕX . This process
is natural in X and gives a morphism of derivators ϕ : SpD→ SpD[1].
Definition 6.8. An object X ∈ SpD is called an Ω-spectrum if the canonical map
ϕX : X → Ωσ
∗X is an isomorphism.
Note that (n, n)∗ϕX is exactly the nth structure map of X , and all the structure
maps are isomorphisms if and only if ϕX is by Der2.
Let SK ⊂ SpD(K) be the full subcategory comprised of the Ω-spectra. Note that
each subcategory SK is replete, as an isomorphism X → Y in SpD(K) will give an
isomorphism ϕX → ϕY of coherent maps, so X is an Ω-spectrum if and only if Y is.
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Further, note that SK assemble to a prederivator StD. Suppose that
X ∈ StD(K), and let u : J → K be a functor. Then because ϕ : SpD → SpD[1] is
a morphism of derivators, ϕu∗X ∼= u
∗ϕX . Because ϕX is an isomorphism, so is u
∗ϕX
and hence u∗X is an Ω-spectrum as well.
Before stating the main theorem of this section, we need to define the second
property of a derivator necessary for stabilization and prove a small lemma about it.
Definition 6.9. A derivator D is called regular if filtered colimits commute with
finite limits. That is, for any filtered category C and finite category D, the canonical
morphism
(6.10) πC,!(idC ×πD)∗Y → πD,∗(πC × idD)!Y
is an isomorphism for any Y ∈ D(C × D), where πC , πD are the projections to the
final category.
In a stable derivator, all colimits commute with finite limits; see [Gro16a, Theo-
rem 3.15]. Hence we can view regularity as a test of pre-stability. Requiring that our
derivators be regular is not too restrictive in practice. This condition is satisfied for
an enormous class of examples, broadest of all being locally presentable categories;
see [AR94, Proposition 1.59]. The statement of that proposition is for directed colim-
its, but the corollary to Theorem 1.5 in that reference shows there is no distinction.
The same is true generally in any n-topos, for n ∈ N or n =∞; see Example 7.3.4.7
in combination with the dual of Proposition 5.3.2.9 in [Lur09].
We will only need that sequential colimits commute with pullbacks for Lemma 6.19,
and this is (more or less) Heller’s original definition at [Hel88, §5]. But there is no dis-
tinction in examples between sequential and filtered colimits and between pullbacks
and finite limits. We pick this definition not because we must at the moment, but
for a future application of stabilization to derivator K-theory, which we anticipate
will require the stronger axiom.
Proposition 6.11. Let D be a regular pointed derivator. Then SpD is also a regular
pointed derivator.
Proof. First, if D is regular, so is DV . Let us keep the notation of Equation 6.10 but
suppress idC and idD for simplicity. The comparison morphism for Y ∈ D
V (C ×D)
gives rise to an isomorphism after applying (i, j)∗ for any (i, j) ∈ V
(i, j)∗πC,!πD,∗Y
∼=
// πC,!πD,∗(i, j)
∗Y
∼=
// πD,∗πC,!(i, j)
∗Y
∼=
// (i, j)∗πD,∗πC,!Y,
where the first and last isomorphisms follow from the bicontinuity of (i, j)∗ and
the middle isomorphism from the regularity of D. This means that the comparison
morphism for DV is a pointwise isomorphism, hence must be an isomorphism by
Der2.
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Now consider the inclusion ι : SpD → DV . We use critically that a vanishing
subderivator localization is also a colocalization, so that the inclusion preserves both
limits and colimits. For X ∈ SpD(C ×D), we need to show that the below square
commutes up to isomorphism:
SpD(C ×D)
piD,∗
//
piC,!

SpD(C)
pi!,C

⇒
SpD(D) piD,∗
// SpD(e)
Using ι, we can build a cube involving the derivator DV (omitting the natural
transformations on each face):
DV (C ×D) //

DV (C)

SpD(C ×D)
ιC×D 55❦❦❦❦❦❦❦ piD,∗
//
piC,!

SpD(C)
ιC 88qqqqqq
pi!,C

DV (D) // DV (e)
SpD(D)
ιD 55❦❦❦❦❦❦❦❦
piD,∗
// SpD(e)
ιe
88qqqqqq
where the horizontal and vertical functors on the back face are the same Kan ex-
tensions as those on the front face. The back face commutes up to isomorphism
because DV is regular. Moreover, the top, bottom, left, and right faces commute up
to isomorphism because ι is bicontinuous. This implies that the front face commutes
up to isomorphism after applying ιe. But since this functor is fully faithful, the
front face must already commute up to isomorphism and so we conclude that SpD
is regular. 
Theorem 6.12. Let D be a regular pointed derivator. Then inclusion i : StD→ SpD
admits a left adjoint loc : SpD→ StD. That is, StD is a localization of SpD.
We will give the proof of this theorem in a series of constructions, with the ultimate
goal of an explicit formula for the localization. Heller again gives us an idea for what
the adjoint loc : SpD→ StD should be. We are looking for something of the form
(6.13) locX = hocolim(X → Ωs∗X → Ω2(s∗)2X → · · · ),
where s : V → V is Heller’s incorrect shift functor of Remark 6.6. Heller gives this
as a definition, but offers no way to obtain the coherent diagram of which we would
like to take the homotopy colimit. The content of the following construction is to
repair these errors.
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We know that ϕX gives us, more or less, the first stage of the homotopy colimit.
We are free to iterate this process, and in fact for any n ∈ N we can obtain a coherent
diagram
X → Ωσ∗X → (Ωσ∗)2X → · · · → (Ωσ∗)nX.
However, we cannot end up with an infinite coherent diagram like the one we need
though this induction.
Construction 6.14. There is a morphism of derivators F : SpD → SpDN given
incoherently by
X 7→ (X → Ωσ∗X → Ω2(σ∗)2X → · · · ).
We will modify our functor w :  × V → V from Construction 6.3 to give us an
infinite diagram of the form we want. To begin with, let us define the subcategory
V ≥0 ⊂ V of all (i, j) such that i, j ≥ 0. We can see  ⊂ V ≥0 by using the obvious
embedding of both in N2. We want to define a functor ω : V ≥0 × V → V with the
aim that, for every square in : → V
≥0 given by (a, b) 7→ (a + n, b+ n),
(in)
∗ω∗X = (σ∗)nw∗X.
That is, ω∗ should be an infinite version of w∗.
Note that, by the cartesian closed structure on Cat, the functor w :  × V → V
corresponds canonically to a functor V → V . Specifically,
(i, j) 7→ w(−,−, i, j).
Rather than define ω as we did in Equation 6.4, we will define the functor V → V V
≥0
that corresponds to it. As we did above, we will write the functor V ≥0 → V by
giving a diagram of shape V ≥0 with entries given by the value of the functor. To
demonstrate this for w, our alternative definition V → V  is
(i, j) 7→
(i, i+ 1) // (j + 1, i+ 1)
(i, j) //
OO
(j + 1, j)
OO
so that wσn for n odd is defined by
(i, j) 7→
(j + n, j + n+ 1) // (i+ n+ 1, j + n+ 1)
(j + n, i+ n) //
OO
(i+ n+ 1, i+ n)
OO
and wσn for n even is defined by
(i, j) 7→
(i+ n, i+ n + 1) // (j + n+ 1, i+ n + 1)
(i+ n, j + n) //
OO
(j + n+ 1, j + n)
OO
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Without further ado, ω will be defined by
(i, j) 7→
(i+ 2, i+ 3) // (j + 3, i+ 3)
77
(j + 1, j + 2) // (i+ 2, j + 2) //
OO
(j + 3, j + 2)
OO
(i, i+ 1) // (j + 1, i+ 1)
OO
// (i+ 2, i+ 1)
OO
(i, j) //
OO
(j + 1, j)
OO
It may be apparent why we chose this format rather than the other definition.
Examination of the above diagram (or direct calculation) shows
(in)
∗ω∗X ∼= (σ∗)nw∗X
as we had hoped.
We now need to construct the N-shaped coherent morphism suggested by Equa-
tion 6.13. First, we need to embed ω∗X into a larger diagram shape. Let Z be the
full subcategory of V ≥0×N consisting of all (i, j, k) for i 6= j but restricting to k ≤ i
if i = j.
There is a projection ζ : Z → V ≥0 that forgets the k component. For X ∈ SpD,
we have that
(i, j, k)∗ζ∗ω∗X = (i, j)∗ω∗X
for any k ∈ N, so ζ∗ gives us a constant diagram functor of variable lengths depending
on the value of (i, j). To illustrate this, we draw ζ∗ω∗X for i, j, k ≤ 2:
(6.15)
0 //

(σ∗)2X

99
0 //

σ∗X

//
==③③③
0
::✉✉✉✉

X
@@✂✂
// 0
==③③③③

0 //

(σ∗)2X

;;
0 //

σ∗X
==③③③
// 0
::✉✉✉✉

0
==③③③③

0 //

(σ∗)2X
;;
0
✐✐
44✐✐✐✐✐✐✐✐✐

0
::tttt
0
44❤❤❤❤❤❤❤❤❤❤❤❤❤

From this complicated shape, we will attempt to find our desired coherent diagram.
Let f : Z → V ≥0 × N be the natural embedding. The last step of our construction
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will be to take the right Kan extension f∗ and restrict to the subcategory {(0, 0)}×N,
which should give us the desired coherent diagram.
We will again use Groth’s detection lemma to make sure that we obtain cartesian
squares where we would like them. We state the dual of Proposition 5.14 for reference:
Proposition 6.16. Let i : → J be a square in J and let f : K → J be a functor.
Assume that the induced functor q→ (J \ i(0, 0))i(0,0)/ has a right adjoint and that
i(0, 0) does not lie in the image of f . Then for all X = f∗Y ∈ D(J), Y ∈ D(K), the
square i∗X is cartesian.
In our notation, we have J = V ≥0×N and K = Z. The squares that we care about
being cartesian are at a constant k-level, so let us use the notation in,l : → V
≥0×N
for the inclusion (a, b) 7→ (a + n, b + n, l) where l > n. Let us examine the category
(V ≥0 × N \ in,l(0, 0))in,l(0,0)/. Because V
≥0 × N is a poset, this slice category will be
a subcategory. In particular, it will be (i, j, k) ∈ V ≥0 × N such that i, j ≥ n but
(i, j) 6= (n, n) and k ≥ l. Let us call this subcategory Z>n.
We will construct the right adjoint r directly, similar to the proof of Lemma 5.13.
Let (a, b) ∈ q and let (i, j, k) ∈ Z
>n. Call the induced functor ℓ : q → Z
>n. Then
we want
HomZ>n(ℓ(a, b), (i, j, k)) ∼= Homq((a, b), r(i, j, k)).
We know that
HomZ>n(ℓ(a, b), (i, j, k)) =
{
∗ i ≥ a + n, j ≥ b+ n, and k ≥ l
∅ otherwise
The k coordinate is irrelevant, since k ≥ l is always satisfied. Because (a, b) = (1, 1)
is final in q, if i ≥ n + 1 and j ≥ n + 1, we must have r(i, j, k) = (1, 1). Therefore
we only need to consider (n, n + 1, k) and (n + 1, n, k). We see that ℓ(0, 1) has a
map to (n, n + 1, k) but not to (n+ 1, n, k), so we must have r(n, n+ 1, k) = (0, 1),
and similarly r(n+ 1, n, k) = (1, 0). This gives us the desired right adjoint, as again
naturality of the hom-set bijection is automatic for posets.
Having established that all squares i∗n,lf∗ζ
∗ω∗X are cartesian, we should see what
this gives us in cash. Let X˜ = f∗ζ
∗ω∗X for ease of notation. If we look particularly
at the cartesian square given by i∗n−1,nX˜ ,
0 // (σ∗)nX
Y1 //
OO
0
OO
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we have Y1 ∼= Ω(σ
∗)nX . We can now examine the square i∗n−2,nX˜ . Because we have
established that (n− 1, n− 1, n)∗X˜ ∼= Ω(σ∗)nX , this square is of the form
0 // Ω(σ∗)nX
Y2 //
OO
0
OO
so that Y2 ∼= Ω
2(σ∗)nX . Repeating this process shows that
(0, 0, n)∗X˜ ∼= Ωn(σ∗)nX.
The last step is to restrict to the column {(0, 0, k)} ⊂ V ≥0 ×N, which is precisely
the diagram we need. Hence we obtain coherently
(6.17) X → Ωσ∗X → Ω2(σ∗)2X → · · · → Ωn(σ∗)nX → · · ·
where each of these maps is a shift of the map ϕX we developed for Definition 6.8.
Recall that we named the functor sending X to the diagram of Equation 6.17
F : SpD→ SpDN. We let loc : SpD→ SpD be given by the composition
(6.18) SpD
ω∗
−→ SpDV
≥0 ζ∗
−→ SpDZ
f∗
−→ SpDV
≥0×N (0,0)
∗
−→ SpDN
pi!−→ SpD,
so that loc = π!F , where π : N→ e is the projection. We now need to make sure loc
is a good start for our localization.
Lemma 6.19. The morphism loc: SpD→ SpD has essential image StD.
Proof. Let X ∈ SpD. We need to show that ϕlocX : locX → Ωσ
∗ locX is an isomor-
phism. We do this by (incoherently) showing that it is a composition of isomorphisms:
locX
loc(ϕX)
//
ϕlocX --
locΩσ∗X

Ωσ∗ locX
where the vertical map is the canonical comparison map.
We first prove that loc(ϕX) : locX → loc Ωσ
∗X is an isomorphism. To first give
the picture of FϕX in SpD(N× [1]),
X //

Ωσ∗X //

Ω2(σ∗)2X //

· · ·
Ωσ∗X // Ω2(σ∗)2X // Ω3(σ∗)3X // · · ·
The horizontal morphisms and the vertical morphisms with the same domain and
codomain are precisely the same map. Therefore loc(ϕX) is the shift map between
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two sequential colimits, which is an isomorphism as the value of the sequential colimit
does not depend on what finite stage we start at.
We now need to prove that loc commutes with Ωσ∗, and do this we must look
at the construction of loc. Because σ∗ is a pullback morphism, we know that
Ωσ∗ locX ∼= Ω loc σ∗X . On SpD, Ω is a continuous morphism, so it commutes with
right Kan extensions as well as pullback morphisms. Therefore the only sticking
point is whether Ω commutes with the sequential colimit π! : SpD
N → SpD.
Recall from Definition 5.3 how Ω is constructed. It is the composition
SpD
(1,1)!
// SpDq
i
q,∗ // SpD
(0,0)∗
// SpD.
Investigating this, truly the only sticking point is commuting with the middle mor-
phism. But since we have assumed D is regular, SpD is also regular by Proposi-
tion 6.11. If the sequential (hence filtered) colimit π! commutes with finite limits, it
also commutes with i
q,∗
using Der4. Hence ϕlocX is an isomorphism and locX ∈ StD.
For Y ∈ StD, locY ∼= Y as each of the morphisms Ωn(σ∗)nY → Ωn+1(σ∗)n+1Y
in F (Y ) is an isomorphism, and the colimit of a sequence of isomorphisms is again
an isomorphism. Therefore the essential image of loc is all of StD. 
We have one more lemma to conclude the theorem.
Lemma 6.20. There exists a modification η : idSpD → loc such that loc is a local-
ization morphism.
Proof. We construct η : idSpD → loc such that ηloc and loc η are isomodifications.
Applying Proposition 3.8, we will obtain a localization with essential image StD, so
the inclusion is right adjoint to loc.
First, consider the category A given by the following diagram:
· · · // 2′ //oo 1′ //oo 0′ //oo 0 // 1 // 2 // · · ·
where the composition of any two stacked morphisms is the identity (in either di-
rection). There is a natural projection p : A→ N onto the unmarked objects, where
p(n′) = 0 by necessity. If we have an object Y = (Y0
f0
−→ Y1
f1
−→ · · · ) ∈ E(N) in
some (pre)derivator E, then p∗Y has the form
· · ·
=
// Y0
=
//
=
oo Y0
=
//
=
oo Y0
=
// //
=
oo Y0
f0
// Y1
f1
// Y2 // · · ·
We will fold this diagram along the morphism 0′ → 0, bolded above. Note that
there is exactly one morphism n′ → n for every n, and so we may rewrite our diagram
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with this in mind.
Y0
f0
// Y1
f1
// Y2 // · · ·
Y0
=
OO
=
// Y0
f0
OO
=
//
=
oo Y0
f1f0
OO
=
//
=
oo · · ·
=
oo
If we now forget the leftward arrows on the bottom row, we obtain the category
N × [1]. This gives us in total a functor a : N × [1] → A → N. Now, recall that
loc = π!F and let X ∈ SpD. Then F (X) ∈ SpD
N, and so we may apply a∗ to obtain
an object in SpDN×[1], i.e. a coherent morphism of N-shaped diagrams. To examine
this more closely, recall that F (X) has underlying diagram
X
f0
// Ωσ∗X
f1
// Ω2(σ∗)2X // · · ·
Then a∗F (X) has underlying diagram
(6.21)
X
f0
// Ωσ∗X
f1
// Ω2(σ∗)2X // · · ·
X
=
OO
=
// X
f0
OO
=
// X
f1f0
OO
=
// · · ·
Applying π! gives rise to a morphism of derivators µ = π!a
∗F : SpD → SpD[1],
which we can view as a coherent modification. The underlying actual modification
is diaµ : s∗µ⇒ t∗µ, where s, t : e→ [1] are the source and target functors.
The functor π : N → e admits a left adjoint, namely 0 : e → N which classi-
fies the initial object. By [Gro13, Proposition 1.18], the canonical modification
ε : π!π
∗ → idE is an isomodification for any (left) derivator E. In our case, this shows
that s∗µ = π!π
∗ ∼= idSpD. By construction t
∗µ = loc, so we obtain a a modification
η : idSpD → loc by precomposing diaµ with the isomodification ε
−1 : idSpD → π!π
∗.
Let X ∈ SpD. We now need to show that ηlocX and loc ηX are both isomorphisms.
For the first, because locX is a stable spectrum, each of the maps fi in Diagram 6.21
are isomorphisms. Therefore each of the vertical maps of a∗F (X) are isomorphisms,
and the colimit of isomorphisms is again an isomorphism. Therefore ηlocX is an
isomorphism.
STABILIZATION OF DERIVATORS REVISITED 43
Now, we would like to compare the formulae for ηloc and loc η. Specifically, we
have a diagram
(6.22)
SpD
F
// SpDN a∗
  ⇒
SpD
F
// SpDN
pi! 00
a∗ ,,
SpDN×[1]
pi
[1]
!
// SpD[1],
SpDN×[1] pi!
// SpD[1] F [1]
>>
where the top composition is µ loc and the bottom is loc[1] µ. The middle transfor-
mation encodes the canonical isomorphism given by the zigzag
a∗Fπ!Y
∼=
// F [1]a∗π!Y F
[1]π!a
∗Y
∼=
oo
for any Y ∈ SpDN (as a∗ is bicontinuous). We obtain ηloc by precomposing dia(µ loc)
by ε−1loc and loc η by precomposing dia(loc
[1] µ) by loc ε−1. Because ε−1loc and ηloc are
isomorphisms, this means that µ locX is a coherent isomorphism for any X ∈ SpD.
But this means that loc[1] µX is a coherent isomorphism as well by Diagram 6.22, so
the composition loc ε−1 dia(loc[1] µ)X = loc ηX is an isomorphism for any X ∈ SpD.
Thus we have established that Proposition 3.8 applies, and so complete the proof
of Theorem 6.12. 
To complete our goal for this section, we need one more proposition.
Proposition 6.23. StD is a stable derivator.
Proof. Lemma 3.3 tells us that StD is a derivator. It is also clear that 0 ∈ SpD(e)
satisfies 0 ∼= Ωσ∗0, so 0 ∈ StD(e) and StD is pointed.
To show that StD is stable, we can prove one of many equivalent formulations in
[Gro16a, Theorem 3.1]. The easiest one for us would be to prove that (Σ,Ω) is an
adjoint equivalence on StD.
Recall that idStD → Ωσ
∗ is an invertible modification of endomorphisms of StD.
Moreover, σ∗ is an automorphism of StD. The map of diagrams σ : V → V is invert-
ible, namely by (i, j) 7→ (j − 1, i− 1). Precomposition with the modification above
gives us (σ−1)∗ = (σ∗)−1 → Ω is an isomodification, hence Ω is an automorphism as
well (and a fortiori an equivalence). This forces Σ to be an equivalence as well. 
Corollary 6.24. σ∗ and Σ are canonically isomorphic in StD.
In general any two adjoints to Ω must be canonically isomorphic, and the above
shows that these are indeed two choices of left adjoint.
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All in all we have two adjunctions
D
L

SpD
loc

(0,0)∗
\\
StD
i
ZZ
Definition 6.25. Let D be a regular pointed derivator. The stabilization of D is the
left adjoint morphism stab = locL : D → StD constructed above. Its right adjoint
is (0, 0)∗i : StD→ D.
Remark 6.26. While D→ StD is not a localization, the map DV → SpD→ StD is
a composition of localizations, hence is itself a localization. Therefore we can think
of the stabilization of a derivator in terms of a localization of a certain diagram
category on that derivator.
Alternatively, there is another model of StD as Σ-spectra and a colocalization
SpD → StD onto the Σ-spectra. This would give us a different stabilization mor-
phism stabΣ : D → StD for coregular pointed derivators D which would be right
adjoint to (0, 0)∗. But because regularity seems a more natural condition (as far as
examples go), we have chosen to prove everything through the lens of Ω-spectra.
Remark 6.27. Regularity may not be necessary for stabilization, as demonstrated
in personal correspondence with Cisinski. Consider a combinatorial model category,
which arise (up to Quillen equivalence) as Bousfield localizations of model categories
of simplicial presheaves with pointwise weak equivalences by Dugger’s presentation
theorem [Dug01, Theorem 1.1]. Such categories of simplicial presheaves give rise
to regular derivators, and work of Cisinski and Tabuada in [Tab08] proves that left
Bousfield localizations of model categories give rise to left Bousfield localizations of
their corresponding derivators.
There is model-categorical machinery giving every combinatorial model category
a canonical stabilization, which then passes to a stabilization (in some sense) on
the derivator side of things as well. However, there is no reason to believe than
an arbitrary combinatorial model category is still regular; Bousfield localizations of
regular derivators need not be regular any longer. Therefore it is plausible that,
in general, Bousfield localizations of regular derivators may still admit a canonical
stabilization in the sense of this paper.
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7. The universal property of stabilization
We begin with a proposition to confirm that we have not developed an aberrant
stabilization theory.
Proposition 7.1. If S is a stable derivator, then stab: S → St S is an equivalence
of derivators.
Proof. First, a stable derivator is both pointed and regular, so this statement makes
sense. Regularity follows by [Gro16a, Theorem 3.15(iii.b)]. As we noted above, in a
stable derivator, (homotopy) finite limits (such as pullbacks) commute with arbitrary
colimits.
We would like to check that the unit and counit of (stab, (0, 0)∗i) are isomodifica-
tions. To that end, let η : idS → (0, 0)
∗ stab be the unit and ε : stab(0, 0)∗i → idSt S
the counit. Let x ∈ S, so that the unit evaluates to
ηx : x→ (0, 0)
∗i loc(Lx),
where L : S → Sp S is the morphism taking x to its connective suspension spectrum.
This map is the composition of the units η1 : idS → (0, 0)
∗L and η2 : idSp S → i loc:
x
η1,x
// (0, 0)∗Lx
(0,0)∗η2,Lx
// (0, 0)∗i loc(Lx).
The first unit η1 is an isomodification because L is fully faithful. Recall that η2
is a composition of an isomodification with a modification π!π
∗ ⇒ π!F , so let us
examine first the map π∗Lx→ F (Lx). We know that F (Lx) has the form
Lx // Ωσ∗Lx // Ω2(σ∗)2Lx // · · ·
Now, rather than compute (0, 0)∗π!π
∗Lx → (0, 0)∗π!F (Lx) (where we suppress
the inclusion i), we can check the map (0, 0)∗π∗Lx → (0, 0)∗F (Lx) and take π! of
this map. Because Lx is a suspension spectrum, (0, 0)∗(σ∗)nLx = (n, n)∗Lx ∼= Σnx.
Therefore
(0, 0)∗F (Lx) = (x→ ΩΣx→ Ω2Σ2x→ · · · ) ∈ SN
and each map is an isomorphism because S is stable. Hence the map in question
x
∼=
// ΩΣx
∼=
// Ω2Σ2x
∼=
// · · ·
x =
//
=
OO
x =
//
OO
x =
//
OO
· · ·
is an isomorphism at every n ∈ N, so that π! of this map is still an isomorphism.
Therefore (0, 0)∗η2,Lx is an isomorphism and thus ηx is as well.
To examine the counit, let Y ∈ St S. Then the counit is
εY : loc(L(0, 0)
∗iY )→ Y.
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For simplicity, write Y0 = (0, 0)
∗iY as usual. The counit is the composition of
ε1 : L(0, 0)
∗ → idSp S and ε2 : loc i→ idSt S:
loc(LY0)
loc ε1,iY
// loc iY
ε2,Y
// Y
The second counit ε2 is an isomodification, so we need only to understand the first
counit. In particular, we need to show that it is an isomorphism under loc.
LY0 is the connective suspension spectrum on Y0, which is isomorphic to the trun-
cation of the original Y at the 0th level. The map LY0 → Y encodes the (adjoints of
the) canonical comparison isomorphisms ΣnY0 → Yn for n ≥ 0 and is the zero map
otherwise. We now need to compute loc applied to this map, which is π! applied to
F (LY0)→ π
∗Y followed by the canonical isomorphism π!π
∗Y → Y .
We now examine the coherent diagram F (LY0). The spectrum Ωσ
∗LY0 is given
by
(i, i)∗Ωσ∗LY0 ∼= ΩΣ
i+1Y0 ∼= Σ
iY0
for any i ≥ −1 and zero elsewhere. In general, Ωn(σ∗)nLY0 is isomorphic to the
truncation of the original spectrum Y at the −nth level. We can compute the first
few entries of the underlying diagram of F (LY0) ∈ S(V × N), letting ρ : idS → ΩΣ
be the unit of the (Σ,Ω) equivalence on S.
(7.2)
i
...
...
...
−2 0 // 0 // Ω2Y0 // · · ·
−1 0 // ΩY0
ΩρY0
// Ω2ΣY0 // · · ·
0 Y0
ρY0
// ΩΣY0
ΩρΣY0
// Ω2Σ2Y0 // · · ·
1 ΣY0
ρΣY0
// ΩΣ2Y0
ΩρΣ2Y0
// Ω2Σ3Y0 // · · ·
...
...
...
The vertical chains represent Ωn(σ∗)nLY0 (from left to right), where we write only
the (i, i) entries and mark the value of i on the lefthand side. The colimit π!F (LY0) is
computed using the horizontal morphisms, which we see are eventually isomorphisms
for any i ∈ Z.
We will now prove that π!F (LY0) → π!π
∗Y is an isomorphism by showing that
it is a pointwise isomorphism. We may do this by computing (i, i)∗ applied to the
above map F (LY0) → π
∗Y and then applying π!, as π! commutes with (i, i)
∗ up to
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canonical isomorphism. For i ≥ 0, this map is
ΣiY0
∼=
// ΩΣi+1Y0
∼=
// Ω2Σi+2Y0
∼=
// · · ·
Yi
=
//

∼=
Yi
=
//

Yi
=
//

· · ·
which we see consists solely of isomorphisms, so π! of this map is an isomorphism.
For i < 0, we have a leading trail of zeroes:
0 // · · · // 0 // Ω−iY0
∼=
// Ω−iΣY0
∼=
// Ω−iΣ2Y0
∼=
// · · ·
Yi
=
//

· · · // Yi
=
//

Yi
=
//

∼=
Yi
=
//

Yi
=
//

· · ·
These maps are not all isomorphisms, but they are eventually isomorphisms. There-
fore π! applied to this map is an isomorphism as well, which shows that loc(ε1,Y ) is
an isomorphism by Der2.
Having shown that both the unit and the counit of the adjunction are isomodifi-
cations, this proves the equivalence. 
We would now like to prove a universal property of stabilization of the following
form: let S be a stable derivator, and let D be a regular pointed derivator. Then we
have an equivalence of categories
stab∗ : Hom•(StD, S)→ Hom•(D, S)
given by precomposition with stab: D → StD, where Hom• ⊂ Hom is the full
subcategory on a certain class of morphisms. It would be surprising if Hom• were
everything, as different morphisms StD → S which do not involve the stability of
the domain and the codomain should not necessarily compose with stab to different
morphisms D → StD → S. We take as inspiration [Hel97, Theorem 8.1] that • = !,
the subcategory of cocontinuous morphisms.
We deviate from Heller’s proof, however, for two reasons. First, Heller’s proof
relies on D being a strong derivator. If D is strong, StD is a strong, stable derivator
so StD(e) admits a canonical triangulated structure; see [Mal07, §3] or [Gro13, §4.2].
A study of ‘stable equivalences’ and ‘stably trivial objects’ gives him a kind of Verdier
quotient from SpD→ StD. But our derivators are not assumed strong, and stability
alone is not sufficient to guarantee a triangulation.
The second and more important reason is that Heller’s proof lacks key details. In
particular, consider [Hel97, Diagram 9.3], an infinite diagram which he constructs
incoherently. Despite following his reference to [Hel88, III §3], Heller does not prove
that a diagram of shape U (in his terminology) will lift coherently even if we assume
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that dia[n] is full and essentially surjective for any n ∈ N. Moreover, modern derivator
literature has produced no (infinite) lifting results of the sort Heller would require,
despite his hope that strong derivators have diaK full and essentially surjective ‘for
a much larger class of categories’ K than free ones [Hel88, III §3]. Because we have
not assumed our derivators strong, we would not have access to such results in any
case.
Definition 7.3. Let Φ: D→ E be a pointed morphism of regular pointed derivators.
Then define StΦ: StD→ StE by the composition
StD
iD
// SpD
ΦV
// SpE
locE
// StE.
We require that Φ be pointed in order that ΦV : SpD→ EV have its image in SpE.
Lemma 7.4. Let Φ: D→ E be a cocontinuous morphism of regular pointed deriva-
tors. Then the following square commutes up to invertible modification:
SpD
locD

ΦV
// SpE
locE

⇒∼=
StD
StΦ
// StE
Proof. This modification is given by the unit of the localization ηD : idSpD → iD locD.
This gives us a map
(7.5) locEΦ
V locE Φ
V ηD
// locEΦ
V iD locD = StΦ locD.
We just need to prove that this is an isomodification. We will prove that, for any
X ∈ SpD, locEΦ
V ηD,X is an isomorphism explicitly, though this will involve changing
its domain and codomain up to isomorphism.
As we will be working with many different diagram categories shortly, we will also
write Φ for the appropriate ΦK . Remembering loc = π!F , we know that Φπ! ∼= π!Φ
because Φ is cocontinuous, so our codomain is isomorphic to π!Fπ!ΦF (X). We claim
that we may commute the middle F and π! by regularity.
Let Y ∈ SpEN and examine the comparison map π!F (Y ) → Fπ!(Y ). The under-
lying diagram is
π!Y //

π!Ωσ
∗Y //

π!Ω
2(σ∗)2Y //

· · ·
π!Y // Ωσ
∗π!Y // Ω
2(σ∗)2π!Y // · · ·
Hence π! commutes with F so long as Ω (and σ
∗) commutes with π!. Since we have
assumed E is regular, this is so.
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Therefore we may compute locEΦ
V iD locD(X) as π!π!FΦF (X), that is, the colimit
of an N2-shaped diagram. Let us adopt the shorthand X i = Ωi(σ∗)iX . Then the
underlying diagram of FΦF (X) is
(7.6)
ΦX0 //

ΦX1

// ΦX2 //

· · ·
Ωσ∗ΦX0 //

Ωσ∗ΦX1

// Ωσ∗ΦX2 //

· · ·
Ω2(σ∗)2ΦX0 //

Ω2(σ∗)2ΦX1

// Ω2(σ∗)2ΦX2 //

· · ·
...
...
...
In short, (p, q)∗FΦF (X) = Ωq(σ∗)qΦ(Xp). Note that the lefthand column (p = 0)
is FΦV (X), the domain of our missing map before applying π!. Indeed, the unit
locEΦ
V ηD,X is the colimit over N
2 of the map from π∗ applied to the first column to
the diagram as a whole. For a restricted portion of N2, this map is
ΦX0
=
//

ΦX0

=
// ΦX0

Ωσ∗ΦX0
=
// Ωσ∗ΦX0
=
// Ωσ∗ΦX0
−→
ΦX0 //

ΦX1

// ΦX2

Ωσ∗ΦX0 // Ωσ∗ΦX1 // Ωσ∗ΦX2
We will show that locEΦ
V ηD,X is an isomorphism directly by decomposing it into
the composition of two canonical colimit comparison maps which we prove are iso-
morphisms, namely Equations 7.10 and 7.12.
In order to do this we show that Diagram 7.6 is a final subdiagram of a dia-
gram which is essentially [Hel97, Diagram 9.3]. In the theme of this paper, Heller’s
argument is upgradeable to a coherent version. The following argument is an extra-
dimensional enhancement of Construction 6.14.
Recall from Equation 6.18 that the functor F : SpD→ SpDN had as its last steps
a right Kan extension and a restriction to {(0, 0)}×N ⊂ V ≥0×N. Let us denote by
G = f∗ζ
∗ω∗ : SpD → SpDV
≥0×N all but the ultimate step of that construction. For
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an object X ∈ SpD, G(X) has the following form:
0 //

(σ∗)2X

0 //

σ∗X

//
99rrrr
0
::✉✉✉✉

X

88qqqqqq
// 0
99rrrrr

0 //

(σ∗)2X

0 //

σ∗X

99rrrr
// 0
::✉✉✉✉

Ωσ∗X

88qqqqq
// 0
99rrrrr

0 //

(σ∗)2X
0 //

Ω(σ∗)2X //
::tttt

0
;;✇✇✇✇
Ω2(σ∗)2X
99sssss
//

0
::tttt

We now apply the morphism Φ to the entire diagram. The (0, 0) column is now
of the form Φ(X i), so it is the first row of Diagram 7.6. We now need to construct
coherently the rest of Diagram 7.6, and to do so we will need to add yet another
dimension to this diagram.
Consider the following subcategory of V ≥0 × N1 × N2, where we imagine ΦG(X)
embedding into the first two coordinates and aiming for a constant diagram in the
N2-direction. At each k ∈ N1, we restrict to {0, . . . , i} ⊂ N2 for (i, i) ∈ V
≥0 with
i < k and {0, . . . , k} ⊂ N2 otherwise. Call this shape B1 and let b1 : B1 → V
≥0 × N
be the projection forgetting the last coordinate. Then b∗1ΦG(X) is equal to ΦG(X)
when the last coordinate is zero, and constant of variable lengths in the N2-direction.
For example, at k = 2 we have the subcategory of V ≥0 × {0, 1, 2}:
(7.7)
0 //

Φ(σ∗)2X

88
0 //

ΦΩ(σ∗)2X

//
88rrrrr
0
::tttt

ΦΩ2(σ∗)2X
88qqqqq
// 0
88rrrrr

0 //

Φ(σ∗)2X

::
0 //

ΦΩ(σ∗)2X
88rrrrr
// 0
::tttt

0
88rrrrr

0 // Φ(σ∗)2X
::
0 ❢❢
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
0
99rrrr
0
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
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continuing in a constant vertical diagram of shape [2] in the V ≥0 dimension but not
downward in the N2 dimension. This is an analogous construction to Diagram 6.15,
but depending on both (i, j) ∈ V ≥0 and k ∈ N1.
Let B2 be the subdiagram V
≥0 × N1 × N2 which has at k ∈ N1 the entire
{0, . . . , k} ⊂ N2 regardless of (i, j) ∈ V
≥0, and let b2 : B1 → B2 be the inclu-
sion. Then we would like to compute b2,∗b
∗
1ΦG(X). Specifically, we would like to
investigate the squares
(i, i+ 1, k, l) // (i+ 1, i+ 1, k, l)
(i, i, k, l)
OO
// (i+ 1, i, k, l)
OO
for i < l ≤ k. The lower left corner does not lie in the image of b2, so we will
again use Proposition 6.16 to determine that these squares are cartesian. Though
we have another dimension, we are still working in a poset, so the slice categories we
construct will be subcategories of B2.
Rather than attempt to describe (B2 \ (i, i, k, l))(i,i,k,l)/, let us begin immediately
to construct the right adjoint r to q→ (B2 \ (i, i, k, l))(i,i,k,l)/. The adjoint is nearly
the same as the one we constructed in our first application of Proposition 6.16 in
the Construction 6.14. We use the same notation for q as we did there, and we
temporarily abandon entirely our conventions, having run out of plausible variable
names:
r(w, x, y, z) =

(1, 1) w, x ≥ i+ 1
(1, 0) (w, x) = (i+ 1, i)
(0, 1) (w, x) = (i, i+ 1)
As in the earlier argument, the N-dimensions do not matter, because any
(w, x, y, z) ∈ B2 which is in the subcategory (B2 \ (i, i, k, l))(i,i,k,l)/ will always satisfy
(y, z) ≥ (k, l). That this is a right adjoint can be verified identically to above.
This proves that all such squares are cartesian. Aiming again to calculate the
values of our diagram at (0, 0, k, l), we can first look at the square with lower left
corner (l − 1, l − 1, k, l). The rest of this square is entirely in B1, with underlying
diagram
0 // ΦΩk−l(σ∗)kX
0
OO
This makes sense because we necessarily have l ≤ k. After applying b2,∗ we obtain a
cartesian square, hence
(l − 1, l − 1, k, l)∗b2,∗b
∗
1ΦG(X)
∼= ΩΦΩk−l(σ∗)kX
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and so by induction
(0, 0, k, l)∗b2,∗b
∗
1ΦG(X)
∼= ΩlΦΩk−l(σ∗)kX.
To give the result of Diagram 7.7 after b2,∗:
(7.8)
0 //

Φ(σ∗)2X

88
0 //

ΦΩ(σ∗)2X

//
88rrrrr
0
::tttt

ΦΩ2(σ∗)2X

88♣♣♣♣♣
// 0
88rrrrr

0 //

Φ(σ∗)2X

::
0 //

ΦΩ(σ∗)2X

88rrrrr
// 0
::tttt

ΩΦΩ(σ∗)2X

88♣♣♣♣♣
// 0
88rrrrr

0 // Φ(σ∗)2X
::
0 // ΩΦ(σ∗)2X
88rrrrr
// 0
::tttt
Ω2Φ(σ∗)2X //
88♣♣♣♣♣
0
88rrrrr
Up to the precise location of σ∗, we obtain all elements that appear in Diagram 7.6.
Our final step of this construction is to restrict to all elements with (0, 0) in the V ≥0
coordinate. This has underlying diagram
(7.9)
ΦX //
%%❏
❏❏
❏❏
❏ ΦΩσ
∗X //

ΦΩ2(σ∗)2X //

ΩΦσ∗X //
((◗◗
◗◗◗
◗◗◗
ΩΦΩ(σ∗)2X //

Ω2Φ(σ∗)2X
''
//
where now the horizontal direction is N1 and the vertical direction N2. For example,
the three objects in Diagram 7.8 in the (0, 0) column form the third column of
the above diagram. Call this triangular diagram shape U , as Heller does, and let
X = (0, 0)∗b2,∗b
∗
1ΦG(X) ∈ SpD
U .
The diagonal in Diagram 7.9 is homotopy final. That is, let d : N → U be the
inclusion of the diagonal. Then for any Y ∈ SpDU , e.g. the diagram X we have
constructed above, the canonical map
(7.10) πN,!d
∗Y
∼=
−→ πU,!Y
is an isomorphism. We use [GPS14, Corollary 3.13] to prove this. Let us label the
objects of U as indicated by Diagram 7.11 by (p, q). Then we need to show that
the slice category d(p,q)/ is homotopy contractible for any (p, q) ∈ U . Avoiding the
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technical definition, it suffices to show that these categories admit an initial object.
But this is obvious: there is a unique point on the diagonal closest to any (p, q) ∈ U ,
namely (max{p, q},max{p, q}); this object with the unique map from (p, q) is the
initial object of this category slice category, so d is homotopy final.
In our case, d∗X ∼= FΦV (X), so πN,!d
∗X ∼= locEΦ
V (X), precisely the domain of
the map we are constructing, Equation 7.5.
We now claim that the original Diagram 7.6 can be found in U as well. To see
this, we stretch the shape U :
(7.11)
ΦX0 //

ΦX1

✤
✤
//
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
ΦX2 //

✤
✤
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
· · ·
Ωσ∗ΦX0 //

Ωσ∗ΦX1

✤
✤
//
tt✐✐✐✐
✐✐✐✐
✐
Ωσ∗ΦX2 //

✤
✤
tt✐✐✐✐
✐✐✐✐
✐
· · ·
Ω2(σ∗)2ΦX0 //

Ω2(σ∗)2ΦX1

// Ω2(σ∗)2ΦX2 //

· · ·
...
...
...
The first row of Diagram 7.11 corresponds to the first row of Diagram 7.9 and the first
column corresponds to the diagonal. The vertical arrows in Diagram 7.9 thus have
stretched to the diagonal arrows in Diagram 7.11, and the dashed vertical arrows are
just compositions. In this way, we can see N2 is a non-full subcategory of U , and we
let i2 : N
2 → U be the inclusion. This gives in total
N
d
&&
i1
// N2
i2
// U,
where N→ N2 is the map into the first column and N2 → U is the map indicated by
the above diagram. The composition is the diagonal map d : N→ U .
We now claim that i2 is also a homotopy final functor. It suffices to prove that
each of the categories i2(p,q)/ admits an initial object for any (p, q) ∈ U . Because
N2 → U is surjective (though not full), we have that (p, q) = i2(p, q) is an element
of each i2(p,q)/, and this object is initial. Thus we have an isomorphism
(7.12) πN2,!i
∗
2Y
∼=
−→ πU,!Y
for any Y ∈ SpDU . Using our constructed X, we have πN2,!i
∗
2X
∼= π!π!FΦF (X),
which is the codomain of Equation 7.5. Putting these two isomorphisms together,
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we have the required isomorphism
locEΦ
V (X) ∼= πN,!d
∗X
locΦV ηD,X
;;
∼=
// π!,UX πN2,!i
∗
2X
∼= locEΦ
V iD locD(X).
∼=
oo
This completes the proof. 
Notation 7.13. Let Der! be the 2-category with objects regular pointed derivators,
cocontinuous morphisms, and all modifications. Let StDer! ⊂ Der! be the full
2-subcategory of stable derivators.
Proposition 7.14. The assignment D 7→ StD and Φ 7→ StΦ gives a pseudofunctor
St : Der! −→ StDer!.
Proof. First, we need to show that for Φ ∈ Hom!(D,E), St Φ is cocontinuous. To
see this, let u : J → K be any functor in Dia. Using the natural isomorphism of
Lemma 7.4, we know that for any X ∈ SpD(J),
locE(Φ
V (u!X)) ∼= StΦ(locD(u!X)).
But locEΦ
V is a composition of cocontinuous morphisms, so
locE(Φ
V (u!X)) ∼= u! locE(Φ
V (X)).
Using again the natural isomorphism,
u! locE(Φ
V (X)) ∼= u! locD(St Φ(X)).
Because locD is cocontinuous, it also commutes with u!. Putting this all together we
conclude that
St Φ(u! locD(X)) ∼= u! StΦ(locD(X)).
Therefore StΦ preserves left Kan extensions along u on the essential image of locD,
which is all of StD.
To show that St is a pseudofunctor, we also need to give a natural isomorphism
idStD → St(idD) for any D. But by definition, St(idD) = locD iD, which is isomorphic
to idStD via the counit of the (locD, iD) adjunction.
The last thing to show for pseudofunctoriality is the assignment on morphisms
behaves well with respect to composition. Let Φ: D → E and Ψ: E → F. Then we
would like to say that StΨ StΦ ∼= St(ΨΦ) naturally in Φ and Ψ. Unwinding the
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definitions, we have the following situation:
StD
iD
// SpD
ΦV

ΨV ΦV =(ΨΦ)V
// SpF
locF
//
⇒
StF
SpE
locE
// StE
iE
// SpE
ΨV
OO
where the bottom composition is StΨ StΦ and the top is St(ΨΦ). The natu-
ral transformation is induced by the unit ηE : idSpE → iE locE. Specifically, it is
locFΨ
V ηE,ΦV iD . Using essentially the same argument of the preceding lemma, this
is an isomodification. This gives us the requisite invertible modification defining
composition.
We should technically check associativity of composition of morphisms, but the
above constructions show that the modifications involved in the associativity di-
agrams come from the unit and the counit of the adjunction. Therefore all the
necessary associativity conditions hold because they do for compositions of modifi-
cations. 
Theorem 7.15. The pseudofunctor St : Der! → StDer! is left adjoint to the (fully
faithful) inclusion StDer! → Der!. That is, for any stable derivator S,
stab∗ : Hom!(StD, S)→ Hom!(D, S)
given by precomposition with the morphism stab: D → StD is an equivalence of
categories.
Proof. It suffices to give an inverse equivalence F : Hom!(D, S) → Hom!(StD, S).
Suppose that Φ: D→ S is a cocontinuous morphism. Then we let F (Φ) be given by
the composition
D
Φ

// SpD
ΦV

locD
// StD
⇒
∼= StΦ

F (Φ)

S // Sp S
locS
// St S
(0,0)∗
// S
Otherwise put, we have F (Φ) := (0, 0)∗ StΦ. The middle square commutes up to iso-
morphism by Lemma 7.4. Since the upper composition is exactly stabD : D→ StD,
this shows that we have an isomorphism F (Φ) stabD ∼= (0, 0)
∗ stabS Φ. But because S
is already a stable derivator, we have that (0, 0)∗ stabS ∼= idS, so that F (Φ) stabD ∼= Φ.
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For the other direction, suppose that we have a cocontinuous morphism
Ψ: StD → S. Then we would like to show that F (Ψ stabD) ∼= Ψ. These mor-
phisms fit into the following diagram:
(7.16)
D
stabD

stabD
// StD
⇒
∼= St stabD
 
StD
Ψ

stabStD
// St StD
⇒
∼=

StΨ

(0,0)∗
// StD
Ψ

⇒
∼=
S
stabS
// St S
(0,0)∗
// S
The rightmost composition is by definition F (Ψ stabD). Tracing the diagram gives
us
Ψ stabD ∼= F (Ψ stabD) stabD,
but this is not quite enough.
Instead, we would like to compare St stabD and stabStD. The first map is defined
by
StD
iD
// SpD
LV
// Sp(SpD)
locV
// Sp(StD)
locStD
// St(StD)
and the second defined by
StD
LSt D
// Sp(StD)
locStD
// St(StD).
We would like to show that locV LV iD and LSpDiD are isomorphic after applying
locStD. Therefore let X ∈ StD. Then L
V (X) ∈ Sp(SpD) ⊂ DV×V , which has
underlying diagram
0 // LX1
<<
0 // LX0 //
OO
0
OO
LX−1 //
OO
0
OO
;;
where each object is the connective suspension prespectrum on Xi = (i, i)
∗X . Ap-
plying locV to each of these gives back the original spectrum X up to shifting because
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X was originally a stable spectrum, just as in the proof of Proposition 7.1:
(7.17)
0 // σ∗X
;;
0 // X //
OO
0
OO
(σ−1)∗X //
OO
0
OO
99
Call this object X . Already we have that X → Ωσ∗X is an isomorphism, i.e. X is a
stable spectrum in StD, so locStDX ∼= X .
Now, consider the same X ∈ StD but now apply LStD. This is a connective
suspension prespectrum on X , which has underlying diagram
0 // ΣX
<<
0 // X //
OO
0
OO
0 //
OO
0
OO
@@
To analyze X˜ = locStD LStDX , we can look at (i, i)
∗X˜ , taking this restriction on the
objectwise V dimension. Namely, (i, i)∗X˜ ∈ StD is the localization of
0 // ΣXi
<<
0 // Xi //
OO
0
OO
0 //
OO
0
OO
@@
Again, because X was originally a stable spectrum, this is just locD LXi, which is
isomorphic to (σ∗)iX . Therefore X˜ is isomorphic to X .
But now we use the fact that (0, 0)∗ is a quasiinverse for stabStD, i.e. the middle
composition of Diagram 7.16. This makes (0, 0)∗ a quasiinverse for St stabD as well,
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so that the top-right triangular horizontal composition is isomorphic to the identity:
StD
St stabD

=

⇒
∼=
St StD

StΨ

(0,0)∗
// StD
Ψ

⇒
∼=
St S
(0,0)∗
// S
This gives the required isomorphism F (Ψ stabD) = (0, 0)
∗ StΨSt stabD → Ψ and
completes the proof of [Hel97, Theorem 8.1]. 
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