Abstract. The calculus of structures is a proof theoretical formalism which generalizes the sequent calculus with the feature of deep inference: in contrast to the sequent calculus, inference rules can be applied at any depth inside a formula, bringing shorter proofs than all other formalisms supporting analytical proofs. However, deep applicability of inference rules causes greater nondeterminism than in the sequent calculus regarding proof search. In this paper, we introduce a new technique which reduces nondeterminism without breaking proof theoretical properties, and provides a more immediate access to shorter proofs. We present our technique on system BV, the smallest technically non-trivial system in the calculus of structures, extending multiplicative linear logic with the rules mix, nullary mix and a self dual, non-commutative logical operator. Since our technique exploits a scheme common to all the systems in the calculus of structures, we argue that it generalizes to these systems for classical logic, linear logic and modal logics.
Introduction
Developing new representations of logics, which address properties that are central to computer science applications, has been one of the challenging goals of proof theory. In this regard, a proof theoretical formalism must be able to provide a rich combinatorial analysis of proofs while being able to address properties such as modularity and locality that are important for applications.
The calculus of structures [7, 9] is a proof theoretical formalism, like natural deduction, the sequent calculus and proof nets, for specifying logical systems while keeping the above mentioned computational aspects in focus (see, e.g., [4, 19] ). The calculus of structures is a generalization of the sequent calculus. Structures are expressions intermediate between formulae and sequents which unify these two latter entities. This way, they provide a greater control over the mutual dependencies of logical relations. The main feature that distinguishes this formalism is deep inference: in contrast to the sequent calculus, the calculus of structures does not rely on the notion of main connective, and permits the application of the inference rules at any depth inside a structure. Derivations are not trees, like in the sequent calculus, but chains of inferences.
The calculus of structures was originally conceived to introduce the logical system BV, which admits a self dual, non-commutative logical operator resembling sequential composition in process algebras: system BV is an extension of multiplicative linear logic with the rules mix, nullary mix and a self dual, noncommutative logical operator. Bruscoli showed in [5] that this operator captures precisely the sequential composition of the process algebra CCS. System BV can not be designed in any standard sequent calculus, as it was shown by Tiu in [22] , since deep inference is crucial for deriving the provable structures of system BV.
The calculus of structures also provides systems which bring new insights to proof theory of other logics: in [3] , Brünnler presents systems in the calculus of structures for classical logic; in [20] , Straßburger presents systems for different fragments of linear logic. In [18] , Stewart and Stouppa give systems for a collection of modal logics. Tiu presents, in [23] , a local system for intuitionistic logic. All these systems follow a scheme in which two of the three rules of system BV, namely atomic interaction and switch rule (i.e., rules ai↓ and s in Figure 2 ), are common to all these systems. For instance, these two rules give the multiplicative linear logic, whereas a system for classical logic is obtained by adding the contraction and weakening rules to these two rules. Furthermore, the third rule in system BV (i.e., rule q↓ in Figure 2 ), which is responsible for the non-commutative context management, is also common to the Turing-complete [21] extension of system BV, presented in [10] .
Availability of deep inference does not only provide a richer combinatorial analysis of the logic being studied, but also provides shorter proofs than in the sequent calculus: applicability of the inference rules at any depth inside a structure makes it possible to start the construction of a proof by manipulating and annihilating substructures. However, deep inference causes a greater nondeterminism by providing more premises in a bottom-up application of an inference rule to a structure. This provides many more different proofs of a structure, some of which are shorter than in the sequent calculus. However, like in the sequent calculus, there are also instances of the inference rules in a bottom-up proof search step, which do not necessarily lead to a proof. In this paper, we introduce a new technique, in the calculus of structures, that reduces nondeterminism in proof search, and makes these shorter proofs more immediately accessible. For this purpose, we employ system BV, which exposes the core of our problem.
Reducing nondeterminism in proof search without losing the completeness of the subject system requires combinatorial techniques which work in harmony with the proof theoretical formalism. Since the rules of the sequent calculus act on the main connective, and the notion of main connective resolves in the systems with deep inference, it is not possible to use the techniques of the sequent calculus, e.g., focusing [1] (see Section 6) , in the systems with deep inference.
In this paper, we present a class of equivalent systems to system BV where nondeterminism in proof search is reduced at different levels. Our technique exploits an intuitive observation on the mutual relations between atoms of the structure being proved: observed from the point of view of such relations between atoms, the duty of the inference rules can be seen as, starting from a set of pairs of interacting atoms, reducing the interaction between atoms of the structure, and finally arriving at a set of pairs of interacting atoms which are only dual atoms. In other words, proofs are constructed by promoting the interaction, in the sense of a specific mutual relation, between dual atoms, and annihilating these dual atoms while going up in a derivation.
Exploiting this observation, we redesign the inference rules, by means of restrictions, so that inference rules act on the structures, only in those ways which promote the interaction between dual atoms, and reduce the interaction between atoms which are not duals of each other. Such a restriction on the inference rules does not only reduce the breadth of the search space drastically, but also makes only the shorter proofs accessible. However, although this technique is quite intuitive, the completeness argument turned out to be difficult.
In order to prove the completeness of these systems, we exploit the strong relation between cut elimination and completeness, by resorting to a technique, called splitting, introduced in [7] for proving cut elimination for system BV. This technique was used also in [20] and [3, 8] for proving cut elimination for Linear Logic and Classical Logic, respectively. Further, the case for the noncommutative context management required a generalization of the splitting technique. Because this technique is closely related with cut elimination, it also justifies the cleanness of our technique. Because our technique exploits a scheme which is common to all the systems in the calculus of structures, it stands to reason that it generalizes to all the other systems for other logics.
In [11, 14] , we have presented implementations of system BV. We applied the techniques presented in this paper to these implementations, and observed a performance improvement in various amounts depending on the structure being proved. Furthermore, besides the interest in proof search applications, we have also used these techniques as a combinatorial proof theoretical tool for proving that system BV is NP-complete [13] .
The rest of the paper is organized as follows: In Section 2, we re-collect the notions and notations of the calculus of structures and system BV. Then in the sections 3,4 and 5 we introduce our technique for reducing nondeterminism, at different levels. Section 6 concludes the paper. Space restrictions did not allow us to give the complete proofs of the results. We refer to technical report [12] .
The Calculus of Structures and System BV
In this section, we re-collect some notions and definitions of the calculus of structures and system BV, following [7] .
In the language of BV atoms are denoted by a, b, c, . . . Structures are denoted by R, S, T, . . . and generated by
where •, the unit, is not an atom. S; . . . ; S is called a seq structure, [S, . . . , S ] is called a par structure, and (S, . . . , S) is called a copar structure, S is the negation There is a straightforward correspondence between structures which do not involve seq structures and formulae of multiplicative linear logic (MLL) which do not contain the units 1 and
, and vice versa. Units 1 and ⊥ are mapped into •, since 1 ≡ ⊥, when the rules mix and mix0 are added to MLL.
For a more detailed discussion on the proof theory of BV and the precise relation between BV and MLL, the reader is referred to [7] .
In the calculus of structures, an inference rule is a scheme of the kind
where ρ is the name of the rule, T is its premise and R is its conclusion. A typical (deep) inference rule has the shape S{T } ρ S{R} and specifies the implication T ⇒ R inside a generic context S{ }, which is the implication being modeled in the system 1 . When premise and conclusion in an instance of an inference rule are equivalent, that instance is trivial, otherwise it is non-trivial. An inference rule
is called an axiom if its premise is empty. Rules with empty contexts correspond to the case of the sequent calculus. A (formal) system S is a set of inference rules. A derivation ∆ in a certain formal system is a finite chain of instances of inference rules in the system. A derivation can consist of just one structure. The topmost structure in a derivation, if present, is called the premise of the derivation, and the bottommost structure is called its conclusion. A derivation ∆ whose premise is T , conclusion is R, and inference rules are in S will be written as
will denote a proof Π which is a finite derivation whose topmost inference rule is an axiom. The length of a derivation (proof) is the number of instances of inference rules appearing in it.
We say that two systems S and S ′ are strongly equivalent if for every
, and vice versa. Two systems S and S ′ are (weakly) equivalent if for every proof of a structure T in system S , there exists a proof of T in system S ′ , and vice versa. The system {•↓, ai↓, s, q↓}, shown in Figure 2 , is denoted by BV, and called basic system V. The rules of the system are called unit (•↓), atomic interaction (ai↓), switch (s) and seq (q↓).
The Switch Rule
In this section, we redesign the switch rule such that this rule can be applied only in those ways which promote a specific mutual relation between dual atoms in the structure to which it is applied.
2 Below definition puts this mutual relation between atoms formally. Definition 1. Given a structure S, the notation at S indicates the set of all the atoms appearing in S. We talk about atom occurrences when considering all the atoms appearing in S as distinct (for example, by indexing them so that two atoms which are equal get different indices). The notation occ S indicates the set of all the atom occurrences appearing in S. The size of S is the cardinality of the set occ S. Given a structure S in normal form, we define the structural relation ↓⊂ (occ S) 2 as follows: for every S ′ { }, U and V and for every a in U and
To a structure that is not in normal form we associate the structural relation obtained from any of its normal forms, since they yield the same relation ↓ S .
In order to see the above definition at work, consider the following structure:
. We have at S = occ S = {a,ā, b,b, c,c}. Then, we have a ↓ b, a ↓b, a ↓ā, a ↓ c, a ↓c, b ↓b, b ↓ā, b ↓ c, b ↓c,ā ↓c, c ↓c (we omit the symmetric relations, e.g., b ↓ a).
Intuitively, one can consider the relation ↓ S as a notion of interaction: the atoms which are related by ↓ S are interacting atoms, whereas others are noninteracting. Proofs are constructed by isolating the atoms, by breaking the interaction between some atoms, and this way promoting the interaction between dual atoms, till dual atoms establish a closer interaction in which they can annihilate each other at an application of the atomic interaction rule. During a bottom-up proof search episode, while acting on structures, inference rules perform such an isolation of atoms: in an instance of an inference rule with the conclusion S, a subset of ↓ S holds in the premise. For example, consider the following three instances of the switch rule with the same structure at the conclusion:
While going up, from conclusion to premise, in (i.), a ↓ b and b ↓b; in (ii.), b ↓b; in (iii.) a ↓ā and a ↓b cease to hold. However, none of these derivations can lead to a proof. Following proposition expresses the intuition behind this.
Proposition 1. If a structure R has a proof in BV then, for all the atoms a that appear in R, there is an atomā in R such that a ↓ Rā .
Sketch of Proof: Construct a provable structure R by building on the structure R ′ given by the induction hypothesis. Often, inference rules can be applied to a structure in many different ways, however only few of these applications can lead to a proof. For example, to the structure [(ā,b), a, b] switch rule can be applied bottom-up in twelve different ways, three of them which are given above, but only two of these instances can lead to a proof. With the below definition, we will redesign the switch rule such that only these applications will be possible. Definition 2. Let interaction switch be the rule
where at W ∩ at R = ∅. Let system BV with interaction switch, or system BVs be the system {•↓ , ai↓ , is , q↓}. Let system BV with lazy interaction switch, or system BVsl be the system resulting from replacing the rule is in BVs with its instance, called lazy interaction switch, or lis, where the structure W is not a proper par structure.
It is important to observe that the rule lis can be applied bottom-up to the structure [(ā,b), a, b] only in the following two ways, which lead to proofs.
The switch rule can be safely replaced with the lazy interaction switch rule in system BV without losing completeness. In the following, we will collect some definitions and lemmas which are necessary to prove this result.
Definition 3. Let R, T be BV structures such that R = • = T . R and T are independent iff, for S ∈ {BV, BVs, BVsl},
Otherwise, they are dependent.
Proposition 2. If two structures R and T are dependent then atR ∩ at T = ∅.
Sketch of Proof:
Follows immediately from Proposition 1.
BVsl Π then, for any structure R, there is a derivation
If U is not a proper par structure Lemma is proved. Otherwise, by consequent application of the rule lis bring the partition of the structure U which is dependent with P into the same par context as P . The following theorem is a specialization of the shallow splitting theorem which was introduced, in [7] , for proving cut elimination for system BV. Exploiting the fact that systems in the calculus of structures follow a scheme, in which the rules atomic interaction and switch are common to all these systems, this technique was used also to prove cut elimination for classical logic [3, 8] , linear logic [20] , and system NEL [10, 21] (Turing-complete extension of BV with the exponentials of linear logic). As the name suggests, this theorem splits the context of a structure so that the proof of the structure can be partitioned into smaller pieces in a systematic way. Below we show that splitting theorem can be specialized to system BVsl where the switch rule in system BV is replaced with the lazy interaction switch rule.
Theorem 1. (Shallow Splitting for BVsl)
For all structures R, T and P :
1. if [ R; T , P ] is provable in BVsl then there exists P 1 , P 2 and
if [(R, T ), P ] is provable in
BVsl then there exists P 1 , P 2 and
Sketch of Proof:
Proof by induction, with Lemma 1, similar to the proof of shallow splitting for system BV in [7] : single out the bottom-most rule instance ρ in the given proof, and do case analysis on ρ.
Because inference rules can be applied at any depth inside a structure, we need the following theorem for accessing the deeper structures.
Theorem 2. (Context Reduction for BVsl)
For all structures R and for all contexts S{ } such that S{R} is provable in BVsl, there exists a structure U such that for all structures X there exist derivations:
Sketch of Proof:
Proof by induction, with Proposition 3 and Lemma 1, similar to the proof of context reduction for system BV in [7] : do case analysis on the context S{ }.
We can now prove the following two results:
Theorem 3. System BV and BVsl are equivalent.
Observe that every proof in BVsl is also a proof in BV. For the other direction, single out the upper-most instance of the switch rule in the BV proof which is not an instance of the lazy interaction switch rule. Apply Theorem 2 to reduce the context of the premise. Construct a proof in BVsl with Lemma 1 by partitioning the resulting proof by Theorem 1. Repeat the above procedure inductively till all the instances of the switch rule which are not instances of lazy interaction switch rule are removed.
Corollary 1. System BV and BVs are equivalent.
Observe that every proof in BVsl is a proof in BVs, and every proof in BVs is a proof in BV.
The Seq Rule
At a first glance, the rules switch and seq appear to be different in nature due to the different logical operators they work on. However, at a closer inspection of these rules, one can observe that both of these rules manage the context of the structures they are applied at: while the switch rule reduces the interaction in the structures involving a copar structure in a bottom-up application, the seq rule does the same with the structures involving seq structures. In this section, exploiting this observation, we will carry the ideas from the previous section to the seq rule.
Definition 4. Let the system consisting of the rules
where W is not a proper par structure, and none of the structures R, T , U , V , W is the unit •, be the lazy seq system V, or QVl.
In the above definition, we partition the seq rule, making its instances with respect to the unit specific. This way, one can also observe the similarity between the switch rule and seq rule, in particular the rules lq 3 ↓ and lq 4 ↓. In fact, Retoré gives similar rules for the Pomset Logic in [17] , which is conjectured to be equivalent to BV in [7] . However he does not provide a cut-elimination proof. The following proposition shows that in any system the seq rule can be safely replaced with the system QVl. Below, we will carry the ideas of the previous section to the seq rule.
Definition 5. The following rules are called interaction seq rule 1, lazy interaction seq rule 3, and lazy interaction seq rule 4, respectively,
where, in iq 1 ↓, at R ∩ at T = ∅ and at U ∩ at V = ∅; in liq 3 ↓ and in liq 4 ↓, at R ∩ at W = ∅ and W is not a proper par structure. The system resulting from replacing the seq rule in system BVsl with the rules iq 1 ↓, q 2 ↓, liq 3 ↓, and liq 4 ↓ is called interaction system BV, or BVi.
The following rules are called non-interaction seq rule 1, non-interaction seq rule 3 and non-interaction seq rule 4, respectively,
where in niq 1 ↓ at R ∩ at T = ∅ or at U ∩ at V = ∅; in niq 3 ↓ and in niq 4 ↓, at R ∩ at W = ∅.
Remark 1. Every instance of the rule q↓ is an instance of the one of the rules
Below, we will show that system BV and BVi are equivalent. However, using the splitting technique, in the form it was used in the previous section, will not be possible for proving this argument. In order to see However, the derivation on the left-hand side above is not possible in system BVi. For this reason, in the following, we will introduce a generalization of the splitting Theorem for system BVi. We will need some definitions and lemmas:
there is a derivation
Definition 7. In a deep inference rule, following the scheme S{W } ρ S{Z} , the substructure Z is called the redex and W the contractum of the rule's instance. A substructure that occurs exactly once in the redex as well as in the contractum of a rule without changing is called passive, and all the substructures of the contracta, that are not passive, (i.e. that change, disappear or are duplicated) are called active.
Straßburger makes the following remark in [20] .
Remark 2. Every rule ρ permutes over every rule π if both of the following conditions hold:
(a) the redex of π is not inside an active structure of the contractum of ρ; (b) the contractum of ρ is not inside an active structure of the redex of π.
Lemma 2. Any rule ρ ∈ {niq 1 ↓, niq 3 ↓, niq 4 ↓, q 2 ↓} permutes over any π ∈ {lis, ai↓, liq 3 ↓, liq 4 ↓}.
Sketch of Proof:
By case analysis on the cases excluded by Remark 2. In general, the rules niq 1 ↓, niq 3 ↓, niq 4 ↓, and q 2 ↓ can not permute over iq 1 ↓. For instance, consider the following derivations (the redexes are highlighted):
However, we can state the following result:
Lemma 3. Any rule ρ ∈ {niq 1 ↓, niq 3 ↓, niq 4 ↓, q 2 ↓} permutes over iq 1 ↓ if the contractum of ρ is not inside an active structure of the redex of iq 1 ↓.
It suffices to check the only case excluded: the redex of iq 1 ↓ can not be inside an active structure of the contractum of ρ.
Lemma 4. For every derivation
, there are structures L m , P 1,1 , . . . , P s,2 , R 1 , . . . , R n , and there are derivations
.
Single out the upper-most rule instance ρ = q↓ in ∆ such that ρ ∈ {niq 1 ↓, niq 3 ↓, niq 3 ↓, q 2 ↓}. Permute all the rule instances which are in the context of ρ, by Remark 2, under ρ. Otherwise, if the rule instance above ρ is π ∈ {lis, ai↓, liq 3 ↓, liq 4 ↓}, then, by Lemma 2, permute π under ρ. If the rule instance above ρ is iq 1 ↓, then there are two possibilities: if the contractum of ρ is not inside iq 1 ↓, then permute iq 1 ↓ under ρ by Lemma 2. Otherwise, the structure in the premise of ρ must be of the form of the conclusion of ∆ 1 . Repeat the above procedure inductively till all the instances of ρ ∈ {niq 1 ↓, niq 3 ↓, niq 4 ↓, q 2 ↓} are removed. by Theorem 1, we have
We apply Lemma 4 to ∆ 1 and get the derivation
and, from Π 1 and Π 2 , the proofs
-If, for some structures P 1 , P 2 , and P 3 ,
, then apply the induction hypothesis.
-Otherwise, for atoms a 1 , . . . , a k , it must be that
which is trivially provable in BVi.
Same argumentation holds also for P ′′ .
Corollary 3. System BV and BVi are equivalent.
Observe that every proof in BVi is also a proof in BV. For the other direction, first construct proof in BVsl by Theorem 3, and then construct a proof in BVi by Theorem 4.
Cautious Rules
In a bottom-up application of the rules switch and seq in proof construction, besides promoting interactions between some atoms, the interaction between some atoms are broken (for instance, consider the example derivations (i.), (ii.), and (iii.) in Section 3.). However, if the structure being proved consists of pairwise distinct atoms, breaking the interaction between dual atoms, in a bottom-up inference step delivers a structure which can not be proved. The following definition introduces a further restriction on these inference rules, which exploits this observation and allows only cautious instances of the inference rules which do not break the interaction between dual atoms.
Definition 8. Let pruned switch be the rule ps below where occ T ∩ occ W = ∅, and let pruned seq be the rule pq↓ below where occ T ∩ occ U = ∅ and occ R ∩ occ V = ∅:
Let pruned system BV, or system BVp be the system {•↓ , ai↓ , ps , pq↓}.
Proposition 5. Let P be a BV structure that consists of pairwise distinct atoms and Π be a proof of P in BV (BVs, BVsl, respectively). In Π, all the instances of the rule s (is, lis, respectively) are instances of the rule ps; and all the instances of the rule q↓ are instances of the rule pq↓.
Sketch of Proof:
It suffices to show that, by Proposition 1, a bottom-up application of the inference rules without respecting the above restrictions result in a structure which is not provable in BV.
Proposition 6. Let P be a BV structure that consists of pairwise distinct atoms and Π be a proof of P in BVi. In Π, all the instances of the rule s are instances of the rule ps; and all the instances of the rule iq 1 ↓,q 2 ↓, liq 3 ↓, and liq 4 ↓ are instances of the rule pq↓.
Sketch of Proof: Follows immediately from Remark 1 and Proposition 5.
Discussions
We presented a novel technique for reducing nondeterminism in proof search by restricting the application of the inference rules. This resulted in a class of equivalent systems to system BV where nondeterminism is reduced at different levels. In these systems, inference rules can be applied only in certain ways that promote the interaction, in the sense of a specific mutual relation, between dual atoms. Because of the splitting argument that we use in our completeness proof, which is strongly related to cut elimination, our rules remain clean from a proof theoretic point of view. Since proofs are constructed by annihilating dual atoms, these restrictions do not only reduce the breadth of the search space drastically, but also make only the shorter proofs accessible. We have implemented the proof search for the systems BV and BVi in the lines of [11] . These implementations makes use of the simple high level language, the term rewriting features, and the built-in breadth-first function of the language Maude [6] . The Maude modules and representative proof search queries, demonstrating the performance improvement for different structures are available for download. 3 In [14] , we have also presented another implementation of these systems in Java, where different search strategies can be easily employed. These implementations use the pattern matching preprocessor TOM [16] that makes it possible to integrate term rewriting features into Java. The source code of these implementation is available for download 4 . Furthermore, besides the interest in proof search applications, we have used these techniques as a combinatorial proof theoretical tool for proving that system BV is NP-complete [13] .
In our approach, in order to prove the completeness of the restricted systems, we exploit the splitting technique which was introduced and used by Guglielmi in [7] for proving cut elimination in system BV. For system BVsl, we employed a specialization of the splitting theorem in [7] . However, because splitting, in the form it was introduced in [7] , can not be specialized to system BVi, we developed a generalization of the splitting theorem for system BVi. Because splitting provides a partitioning of the structure being proved, it can be also used as a search strategy in conjunction with our method.
In [20] , Straßburger used the splitting technique to prove cut elimination in the linear logic system in the calculus of structures. Brünnler [2] and Guglielmi [8] used different versions of splitting to prove cut elimination in the calculus of structures presentation of classical logic. Furthermore, all the systems in the calculus of structures follow a scheme where the context management is performed by the switch rule. System BVsl is obtained by replacing the switch rule, which is common to all the other systems in the calculus of structures, with the lazy interaction switch rule by means of splitting. Since splitting technique is also common to these other systems, our technique should generalize to these systems for other logics. For instance, for the case of classical logic, since weakening can be pushed to the top of a proof [3] , replacing the switch rule with lazy interaction switch rule should not break the completeness in the presence of the contraction rule, which duplicates structures while going up in a proof.
Although our technique attacks the same problem as Miller's Forum [15] where Andreoli's focusing technique [1] is used for reducing nondeterminism in linear logic proofs, our approach is different, in essence, than uniform proofs: focusing technique is based on permuting different phases of a proof by distinguishing between asynchronous (deterministic) and synchronous (nondeterministic) parts of a proof. This approach depends on the fact that in the sequent calculus asynchronous connectives, e.g., par, and synchronous connectives, e.g., copar, can be treated in isolation. However, in the calculus of structures connectives are never in isolation: asynchronous connectives are always matched to a synchronous connective at an inference step. Furthermore, asynchronous parts of a proof normally spread the object level, given by the logical operators, onto the meta-level. For instance, par operators are mapped to commas. In the systems with deep inference, because what is meta-level in the sequent calculus is brought to the object level, thus there is no meta-level, this is a superfluous operation.
