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Let E, F ,G be Banach spaces and let X be an open subset of G . For a function f : X → E , the support of f is the closure
of the set {x ∈ X: f (x) = 0} in X . The support of a function g : X → F is deﬁned similarly. Suppose that 1  p,q ∞.
A linear operator T : C p(X, E) → Cq(X, F ) is a local operator if supp T f ⊆ supp f for all f ∈ C p(X, E). Wells and DePrima
[11] characterized local operators T : C∞(X, E) → C∞(X, F ). Their result generalizes the prior result of Peetre [9,10], where
E, F ,G are assumed to be ﬁnite dimensional. (However, it seems to us that there is a small gap in the argument for
Lemma 1 in [11]; see Proposition 3 below.) Denote the space of symmetric bounded k-linear operators from G to E by
Sk(G, E) and S0(G, E) = E .
Theorem 1. (See [11].) Suppose that G supports a C∞ bump function with Lipschitz derivatives, then every local operator
T :C∞(X, E) → C∞(X, F ) has the form T f (x) =∑∞k=0 αk(x)(Dk f (x)), where αk ∈ C∞(X, L(Sk(G, E), F )) and the supports of the
αk form a locally ﬁnite collection.
The aim of the present paper is to characterize local operators from C p(X, E) to Cq(X, F ), where p,q may be allowed to
be ﬁnite. When G is ﬁnite dimensional and E = F = R, the problem was considered in [7]. (Actually, the more general case
of disjointness preserving operators was studied there.) See also [2,4] for related results. The example below shows that the
direct carry-over of Theorem 1 is no longer true. Speciﬁcally, while T retains the form of the representation, αk need no
longer be Cq as a map into the space L(Sk(G, E), F ).
Example. There is a non-C1 map α : R → (2)∗ so that T f (x) = α(x)( f (x)) deﬁnes a local operator from C1(R, 2) to
C1(R,R).
Proof. Let (an), (bn) be positive null sequences with bn+1 < an < bn for all n and let (hn) be a sequence of continuous
real-valued functions on R so that hn is supported inside (an,bn), |hn|  1, hn(xn) = 1 for some xn ∈ (an,bn),
∫ bn
an
hn = 0,
and
∫ bn
an
|hn|  1. Deﬁne gn by gn(x) =
∫ x
0 hn . Then (gn) is a sequence in C
1(R), each gn is supported inside (an,bn), and
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D.H. Leung, Y.-S. Wang / J. Math. Anal. Appl. 381 (2011) 308–314 309|gn(x)|  |x| ∧ 1 for all n ∈ N and x ∈ R. In particular, letting (en) be the unit vector basis of 2, ∑ gn(x)en , x ∈ R, and∑ gn(x)
x en , x = 0, are both contained in the ball of 2. Same goes for
∑
g′n(x)en =
∑
hn(x)en . Deﬁne α : R → (2)∗ by
α(x)(
∑
anen) =∑angn(x). If α ∈ C1(R, (2)∗), then it is clear that
α′(x)
(∑
anen
)
=
∑
ang
′
n(x) =
∑
anhn(x)
and that limx→0 α′(x) = α′(0) = 0 in the norm of (2)∗ . However, ‖α′(xn)‖ = |hn(xn)| = 1 for all n. Thus α is not C1.
It remains to show that α(x) f (x) ∈ C1(R) for any f ∈ C1(R, 2). Write f (x) = ∑an(x)en . Then each an ∈ C1(R) and
α(x) f (x) = ∑an(x)gn(x). If x = 0, there is a neighborhood U of x on which at most one term in the sum is not identi-
cally 0. Hence
d
dx
[
α(x) f (x)
]=∑[an(x)g′n(x) + a′n(x)gn(x)],
where the sum contains at most one nonzero term on U . The continuity of ddx [α(x) f (x)] on R \ {0} is then clear as well.
We claim that the derivative of α(x) f (x) at 0 is 0. Indeed, let ε > 0 be given. Since f ([−1,1]) is compact in 2, there exists
n0 ∈ N so that ‖∑∞n=n0+1 an(x)en‖ < ε for all x ∈ [−1,1]. Observe that α(0) f (0) = 0. For x ∈ [−1,1], x = 0,∣∣∣∣α(x) f (x)x
∣∣∣∣=
∣∣∣∣∑an(x) gn(x)x
∣∣∣∣

∣∣∣∣∣
n0∑
n=1
an(x)
gn(x)
x
∣∣∣∣∣+
∥∥∥∥∥
∞∑
n=n0+1
an(x)en
∥∥∥∥∥
∥∥∥∥∥
∞∑
n=n0+1
gn(x)
x
en
∥∥∥∥∥

∣∣∣∣∣
n0∑
n=1
an(x)
gn(x)
x
∣∣∣∣∣+ ε.
But g′n(0) = 0. Hence limsupx→0 |α(x) f (x)/x| ε. Since ε > 0 is arbitrary, it follows that ddx [α(x) f (x)]|x=0 = 0. The proof of
the continuity of ddx [α(x) f (x)] at 0 follows along the same lines, recalling that
∑
gn(x)en and
∑
g′n(x)en both have norm at
most 1, and noting that f ([−1,1]) and f ′([−1,1]) are compact in 2. 
Let Np = {n ∈ N ∪ {0}: n  p}. Assume that there is a function ϕ ∈ C p(G) so that ϕ(x) = 1 on a neighborhood of 0,
ϕ(x) = 0 if ‖x‖ 1 and, for all i ∈ Np ,
Ci = sup
x∈G
∥∥Diϕ(x)∥∥< ∞.
When p < ∞, this assumption is possibly weaker than the assumption of a C p bump function with Lipschitz derivatives;
although we do not know of an example to distinguish the two. Good references for matters concerning differentiation on
Banach spaces/manifolds are [5,6].
The main goal of the paper is Theorem 11. The proof is roughly divided into two parts. The ﬁrst part (up to Proposi-
tion 5) is to obtain the representation of the local operator T (Theorem 11(d)). The proof of this part follows along the same
path used in [11], via a concentration argument (Lemma 2). However, it seems to us that the proof of Lemma 1 in [11] is
incomplete, since it does not take into account the case where all xn ’s are equal to x0. This gap is ﬁlled by Proposition 3.
In the second half, we elaborate on the properties of the component maps of the representation. A key result is Proposi-
tion 9. Part of its proof depends on an application of the Closed Graph Theorem (Proposition 6). For the use of the Closed
Graph Theorem in this context, see [1,3,4].
Lemma 2. Let (xn) be a sequence in X converging to a point x0 ∈ X. Suppose that ‖xn − x0‖ = rn, and that 0 < 3rn+1 < rn for all
n ∈ N. Assume that 0< sn  rn/2 for each n and set ϕn(x) = ϕ( 1sn (x− xn)). Let ( fn) be a sequence in C p(X, E) and let
ηnk =
k∑
j=0
(
k
j
)
C j
s jn
sup
x∈B(xn,sn)
∥∥Dk− j fn(x)∥∥
for all n ∈ N and all k ∈ Np . If
lim
n→∞
ηnk
rn
= 0, 0 k < p, (1)
and
lim
n→∞ηnp = 0, in case p < ∞, (2)
then the pointwise sum f =∑ϕn fn belongs to C p(X, E), and Dk f (x0) = 0, k ∈ Np .
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terms or is identically 0. Thus f is C p on X \ {x0}. We ﬁrst prove by induction that Dk f (x0) = 0 for all k ∈ Np . The case
k = 0 is trivial. Assume that the claim has been veriﬁed for some k, 0 k < p. If x /∈⋃ B(xn, sn), then Dk f (x) = 0. Suppose
that x ∈ B(xn, sn) for some n. Then∥∥Dk f (x) − Dk f (x0)∥∥= ∥∥Dk f (x)∥∥= ∥∥Dk(ϕn fn)(x)∥∥

k∑
j=0
(
k
j
)∥∥D jϕn(x)∥∥∥∥Dk− j fn(x)∥∥

k∑
j=0
(
k
j
)
C j
s jn
∥∥Dk− j fn(x)∥∥ ηnk.
Also, ‖x − x0‖  rn − sn  rn2 for all x ∈ B(xn, sn). It follows from condition (1) that Dk+1 f (x0) = 0. If p < ∞, we need to
show that Dp f is continuous at x0. But the same computation shows that ‖Dp f (x) − Dp f (x0)‖  ηnp if x ∈ B(xn, sn) for
some n and 0 otherwise. The continuity of Dp f at x0 follows from condition (2). 
From hereon, consider a given local operator T : C p(X, E) → Cq(X, F ), where 1 p,q∞.
Proposition 3. For each x0 ∈ X, there exists k0 = k0(x0) ∈ Np , so that T f (x0) = 0 for every f ∈ C p(X, E) with D j f (x0) = 0, 0 
j  k0 .
Proof. Suppose that the proposition fails. For each n ∈ N, there exists fn ∈ C p(X, E) so that D j fn(x0) = 0, 0 j  n∧ p, and
‖T fn(x0)‖ > n. Note that we have, for 0 j  k n ∧ p,
lim
x→x0
‖Dk− j fn(x)‖
‖x− x0‖n∧p+ j−k = 0.
Choose (rn)∞n=1 so that rn > 3rn+1 > 0 for all n, ‖T fn(x)‖ > n if x ∈ B(x0,3rn/2), and
‖Dk− j fn(x)‖
‖x− x0‖n∧p+ j−k 
1
n
if 0 j  k n∧ p and 0< ‖x− x0‖ < 3rn/2. Finally, set sn = rn/2 and pick xn so that ‖xn − x0‖ = rn . Thus ‖x− x0‖ < 3rn/2
if x ∈ B(xn, sn). With ηnk as deﬁned in Lemma 2, we have the estimate
ηnk 
k∑
j=0
(
k
j
)
C j3
j
(
3rn
2
)n∧p−k 1
n
.
Thus (1) and (2) of Lemma 2 are fulﬁlled. It follows that f = ∑ϕn fn ∈ C p(X, E). Since f = fn on a neighborhood of xn ,
T f (xn) = T fn(xn). This implies that ‖T f (xn)‖ > n for all n, contradicting the continuity of T f at x0. 
If x ∈ G , let xk be the element (x, . . . , x) (k terms) in Gk .
Corollary 4. There are functions Φk : X × Sk(G, E) → F , k ∈ Np , so that
T f (x) =
∑
k
Φk
(
x, Dk f (x)
)
for each f ∈ C p(X, E) and each x ∈ X. For every x ∈ X, Φk(x, ·) : Sk(G, E) → F is a linear operator, which is nonzero for only ﬁnitely
many k’s (the number of nonzero terms depending on x).
Proof. Let x0 ∈ X and k0 = k0(x0) be given by Proposition 3. For k  k0, deﬁne Φk(x0, S) = T f S(x0), S ∈ Sk(G, E), where
f S (x) = S(x − x0)k/k!. Set Φk(x0, ·) = 0 if k > k0. For any f ∈ C p(X, E), it follows from Proposition 3 that T f (x0) = T P (x0),
where P is the k0-th Taylor polynomial of f at x0, P (x) =∑k0j=0 1j! D j f (x0)(x− x0) j . Thus T f (x0) =∑k Φk(x0, Dk f (x0)). 
Proposition 5. For each x0 ∈ X, there exist k0 ∈ Np and ε > 0 so that Φk(x, ·) = 0 for all x ∈ B(x0, ε) and all k > k0 .
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sequence (kn) in N diverging to ∞ and a sequence (xn) in X converging to x0 so that Φkn (xn, ·) = 0 for all n. By Corollary 4,
no xn may be repeated an inﬁnite number of times. Thus we may assume that 0< 3rn+1 < rn for all n, where rn = ‖xn − x0‖.
Choose Sn ∈ Skn (G, E) so that ‖Φkn (xn, Sn)‖ = 1 for each n. Deﬁne fn(x) = Sn(x − xn)kn , x ∈ X . Then fn ∈ C p(X, E). Pick sn ,
0< sn  rn/2, so that limn→∞ ‖Sn‖kn!skn−k−1n = 0 for all k ∈ N∪ {0}. Using the estimate
sup
x∈B(xn,sn)
∥∥Dk− j fn(x)∥∥ ‖Sn‖kn!skn+ j−kn
and noting that 2/rn  1/sn , we obtain condition (1) of Lemma 2 from the choice of sn . By Lemma 2, f = ∑ϕn fn ∈
C p(X, E). Since f = fn on a neighborhood of xn , T f (xn) = T fn(xn) = kn!Φkn (xn, Sn). As this sequence is unbounded, we have
a contradiction to the continuity of T f at x0. 
The results above give the representation of T . Next, we investigate the properties of the maps Φk . Recall that Np = {n ∈
N∪ {0}: n p}. Deﬁne Nq similarly.
Proposition 6. Let K be a compact, perfect subset of X . For any i ∈ Np , j ∈ Nq, deﬁne Tij : S i(G, E) → C(K ,S j(G, F )) by
Tij S = D j(T f S)|K ,
where f S is the function in C p(X, E) given by f S (x) = Sxi . The map Tij has closed graph and hence is bounded.
Proof. Suppose that (Sm) is a sequence in S i(G, E) converging to 0 so that Tij(Sm) converges to a function g ∈
C(K ,S j(G, F )). Let x0 ∈ K . It suﬃces to show that g(x0) = 0. Since K is perfect, there exists a sequence (xn) in K con-
verging to x0 so that 0< 3rn+1 < rn < 1 for all n, where ‖xn − x0‖ = rn . Choose an increasing sequence (mn) so that
lim
n→∞
n‖Smn‖
rk+1n
= 0, 0 k < p.
Deﬁne fn(x) = nSmn xi and set sn = rn/2. If x ∈ B(xn, sn) and i  k − l, we have the estimate
∥∥Dk−l fn(x)∥∥ ni!‖Smn‖‖x‖i−k+l  ni!‖Smn‖
(
‖x0‖ + 3rn
2
)i−k+l
.
Also, Dk−l fn(x) = 0 if i < k − l. Thus
ηnk 
n‖Smn‖
rkn
k∑
l=(k−i)∨0
(
k
l
)
2lCli!
(
‖x0‖ + 3
2
)i−k+l
.
Hence both (1) and (2) of Lemma 2 hold by choice of (mn) and thus f = ∑ϕn fn ∈ C p(X, E). Since f = fn on a
neighborhood of xn , T f = T fn on a neighborhood of xn and thus D j(T f )(xn)/n = D j(T fn)(xn)/n = Tij(Smn )(xn). Since
(Tij(Smn ))n converges uniformly to g on K and (xn) converges to x0 in K , (Tij(Smn )(xn))n converges to g(x0). Therefore,
g(x0) = limn D j(T f )(xn)/n = 0. 
An important tool is Taylor’s Formula, which we recall below. See, e.g., [8, p. 11].
Proposition 7 (Taylor’s Formula). Let X be a Banach space and let f : X → X be a Cq function. If x and y are points in X so that the
segment joining them lies in X, then, for each i ∈ Nq,
f (x+ y) =
i−1∑
r=0
Dr f (x)yr
r! +
1∫
0
(1− t)i−1
(i − 1)! D
i f (x+ ty)yi dt.
Proposition 8. Let X be a Banach space and suppose that Φ : X ×X→ F has the following properties:
(a) For each u ∈X, Φ(·,u) : X → F belongs to Cq(X, F ). Denote the j-th derivative of this function by Φ( j)(·,u).
(b) For each x ∈ X and each j ∈ Nq, Φ( j)(x, ·) :X→ S j(G, F ) is a bounded linear operator.
(c) For each x0 ∈ X and each j ∈ Nq, there exists ε > 0 so that
sup
x∈B(x0,ε)
sup
‖u‖1
∥∥Φ( j)(x,u)∥∥< ∞.
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x ∈ X,
DnΨ (x)yn =
n∑
j=0
(
n
j
)
Φ( j)
(
x, Dn− j f (x)yn− j
)
y j, y ∈ G. (3)
Proof. First, we prove Eq. (3) by induction on n. The case n = 0 holds by deﬁnition. Assume that it holds for some n,
0 n < q. Let x ∈ X be given. Choose ε > 0 and M < ∞ so that
max
0 jn+1
sup
‖z‖ε
sup
‖u‖1
∥∥Φ( j)(x+ z,u)∥∥ M. (4)
Suppose that ‖z‖ ε, 0 j  n and ‖y‖ 1. Then
I
def= ∥∥Φ( j)(x+ z, [Dn− j f (x+ z) − Dn− j f (x) − Dn− j+1 f (x)z]yn− j)y j∥∥
 M
∥∥Dn− j f (x+ z) − Dn− j f (x) − Dn− j+1 f (x)z∥∥ by (4).
Thus
lim
z→0 sup‖y‖1
I
‖z‖ = 0. (5)
By Taylor’s Formula,
II
def= ∥∥Φ( j)(x+ z, Dn− j+1 f (x)zyn− j)y j − Φ( j)(x, Dn− j+1 f (x)zyn− j)y j∥∥

1∫
0
∥∥Φ( j+1)(x+ tz, Dn− j+1 f (x)zyn− j)zy j∥∥dt
 M
∥∥Dn− j+1 f (x)z∥∥‖z‖ by (4), for all y with ‖y‖ 1
 M
∥∥Dn− j+1 f (x)∥∥‖z‖2.
Hence
lim
z→0 sup‖y‖1
II
‖z‖ = 0. (6)
Finally, consider the term
III
def= ∥∥Φ( j)(x+ z, Dn− j f (x)yn− j)y j − Φ( j)(x, Dn− j f (x)yn− j)y j − Φ( j+1)(x, Dn− j f (x)yn− j)zy j∥∥.
If j = n, then
III = ∥∥Φ(n)(x+ z, f (x))yn − Φ(n)(x, f (x))yn − Φ(n+1)(x, f (x))zyn∥∥.
Thus limz→0 sup‖y‖1 III/‖z‖ = 0 by deﬁnition of Φ(n+1)(·, f (x)). Suppose that j < n. Then by Taylor’s Formula,
III
1∫
0
(1− t)∥∥Φ( j+2)(x+ tz, Dn− j f (x)yn− j)z2 y j∥∥dt  M∥∥Dn− j f (x)∥∥‖z‖2 by (4), for all y with ‖y‖ 1.
So, for 0 j  n, we have
lim
z→0 sup‖y‖1
III
‖z‖ = 0. (7)
Summing the terms I, II and III over the range 0 j  n, and using (5), (6) and (7) show that
lim
z→0 sup‖y‖1
DnΨ (x+ z)yn − DnΨ (x)yn − Θ(z, y)
‖z‖ = 0,
where
Θ(z, y) =
n∑
j=0
(
n
j
)[
Φ( j)
(
x, Dn− j+1 f (x)zyn− j
)
y j + Φ( j+1)(x, Dn− j f (x)yn− j)zy j].
Therefore, we obtain formula (3) with n replaced by n + 1.
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Suppose that 0 j  q. Let u = Dq− j f (x+ z)yq− j and v = Dq− j f (x)yq− j . For ‖z‖ < ε,
sup
‖y‖1
∥∥Φ( j)(x+ z,u − v)y j∥∥ M∥∥Dq− j f (x+ z) − Dq− j f (x)∥∥→ 0 (8)
as z → 0. If j = q, then v = f (x). Hence
sup
‖y‖1
∥∥[Φ( j)(x+ z, v) − Φ( j)(x, v)]y j∥∥= ∥∥Φ(q)(x+ z, f (x))− Φ(q)(x, f (x))∥∥→ 0 (9)
as z → 0. Finally, if 0 j < q, then
sup
‖y‖1
∥∥[Φ( j)(x+ z, v) − Φ( j)(x, v)]y j∥∥ sup
‖y‖1
1∫
0
∥∥Φ( j+1)(x+ tz, v)zy j∥∥dt  M∥∥Dq− j f (x)∥∥‖z‖ → 0 (10)
as z → 0. Combining (8) with (9) or (10) shows that, for any j  q,
lim
z→0
[
Φ( j)(x+ z,u) − Φ( j)(x, v)]= 0.
The continuity of DqΨ follows from formula (3). 
Deﬁne p − q = ∞ if p = ∞ (regardless of q). We re-examine the operators Φk from Corollary 4.
Proposition 9. Suppose that p  q and let k ∈ Np−q. For each S ∈ Sk(G, E), Φk(·, S) : X → F belongs to Cq(X, F ). Denote its j-th
derivative by Φ( j)k (·, S). For every x ∈ X, k ∈ Np−q and j ∈ Nq, the linear operator Φ( j)k (x, ·) : Sk(G, E) → S j(G, F ) is bounded.
Moreover, for all x0 ∈ X, all k ∈ Np−q, and j ∈ Nq, there exists ε > 0 so that
sup
x∈B(x0,ε)
sup
‖S‖1
∥∥Φ( j)k (x, S)∥∥< ∞. (11)
For any k ∈ Np−q and any Cq function g : X → Sk(G, E), the function x → Φk(x, g(x)) : X → F is Cq on X.
Proof. We prove the proposition by induction on k ∈ Np−q . Suppose that the proposition has been established up to and
including k − 1. (k = 0 is allowed here, in which case the supposition is vacuous.) For any S ∈ Sk(G, E), let f S (x) = Sxk .
Then,
(T f S)(x) = k!Φk(x, S) +
k−1∑
i=0
Ψi(x), (12)
where Ψi(x) = Φi(x, Di f S (x)). Note that Di f S ∈ Cq . By the inductive hypothesis, Ψi is Cq , 0  i  k − 1. Hence, Φk(·, S)
belongs to Cq . Moreover, from Eq. (3) and condition (11) (with i in place of k), one can deduce easily that for 0 i  k− 1,
j ∈ Nq , and any ﬁxed x, the map S → D jΨi(x) is a bounded linear operator, and that, for any x0, there exists ε > 0 so
that the norms of these maps are uniformly bounded for x ∈ B(x0, ε). By Proposition 6, for any compact perfect subset K
of X , there is a ﬁnite constant M so that supx∈K ‖D j(T f S )(x)‖  M‖S‖. It follows from (12) that for any compact perfect
subset K of B(x0, ε), supx∈K ‖Φ( j)k (x, ·)‖ < ∞. If condition (11) fails for k, there is a sequence (xi) in X converging to
x0 so that supi sup‖S‖1 ‖Φ( j)k (xi, S)‖ = ∞. We may assume that xi ∈ B(x0, ε) for all i. For each i, let [ui, vi] be a non-
degenerate interval in B(x0, ε) containing xi , with limi ‖ui − vi‖ = 0. Then K = {x0}∪⋃∞i=1[ui, vi] is a compact perfect subset
of B(x0, ε). Hence supi sup‖S‖1 ‖Φ( j)k (xi, S)‖ supx∈K ‖Φ( j)k (x, ·)‖ < ∞, reaching a contradiction. Thus, we obtain condition
(11) for k. Finally, it follows from Proposition 8 that the map x → Φk(x, g(x)) is Cq for any Cq function g : X → Sk(G, E).
This completes the induction. 
Proposition 10. If p  q, then Φk = 0 for all k > p − q. If p < q, then Φk = 0 for all k.
Proof. If possible, suppose that Φk0 = 0, where k0 ∈ Np and k0 > p − q if p  q. There are x0 ∈ X and S ∈ Sk0(G, E) such
that Φk0 (x0, S) = 0. Choose q ∈ Nq so that k0 + q > p. Let u be a normalized vector in G and let (rn) be a real sequence so
that 0< 3rn+1 < rn for all n. Set sn = rn/4, xn = x0 + rnu, fn(x) = rqn S(x− xn)k0 and ϕn(x) = ϕ( 1sn (x− xn)). Making use of the
estimate
sup
x∈B(x ,s )
∥∥Dk− j fn(x)∥∥
{
rqn‖S‖k0!sk0−k+ jn if j  k − k0,
0 otherwise,n n
314 D.H. Leung, Y.-S. Wang / J. Math. Anal. Appl. 381 (2011) 308–314a simple calculation shows that (1) and (2) from Lemma 2 are satisﬁed. Therefore, f ∈ C p(X, E). It follows that T f ∈
Cq(X, F ). For each n, f = 0 on a neighborhood of x0 + 32 rnu. Thus D j(T f )(x0 + 32 rnu) = 0, j ∈ Nq , n ∈ N. By continuity,
D j(T f )(x0) = 0, j ∈ Nq . Thus limx→x0 ‖T f (x)‖/‖x− x0‖q = 0. In particular,
lim
n
‖T f (xn)‖
rqn
= 0. (13)
However, f = fn on a neighborhood of each xn and hence T f (xn)/rqn = T fn(xn)/rqn = k0!Φk0 (xn, S). By continuity of Φk0 (·, S),
we see that the limit in (13) is equal to k0!‖Φk0 (x0, S)‖ = 0. The contradiction thus obtained completes the proof. 
Endow C p(X, E) with the linear topology determined by the seminorms
ρK , j( f ) = sup
x∈K
sup
0i j
∥∥Di f (x)∥∥,
where K is a compact subset of X and j ∈ Np . Topologize Cq(X, F ) in the same manner. The results above lead to the main
theorem.
Theorem 11. Let T : C p(X, E) → Cq(X, F ) be a local operator, where 1 p,q∞. If p < q, then T = 0. If p  q, there are functions
Φk : X × Sk(G, E) → F , k ∈ Np−q, so that:
(a) Φk is a Cq function of the ﬁrst variable. Denote the j-th derivative of Φk(·, S) by Φ( j)k (·, S). For each x, Φ( j)k (x, ·) : Sk(G, E) →
S j(G, F ), k ∈ Np−q, j ∈ Nq, is a bounded linear operator.
(b) For each x0 ∈ X, there exist k0 ∈ Np−q and ε > 0 so that Φk(x, ·) = 0 for all x ∈ B(x0, ε) and all k > k0 .
(c) For each x0 ∈ X, every k ∈ Np−q and j ∈ Nq, there exists ε > 0 so that
sup
x∈B(x0,ε)
sup
‖S‖1
∥∥Φ( j)k (x, S)∥∥< ∞.
(d) T f (x) =∑p−qk=0 Φk(x, Dk f (x)) for all f ∈ C p(X, E) and all x ∈ X.
Consequently, any local operator T : C p(X, E) → Cq(X, F ) is continuous. Conversely, if T is given by (d), where the functions Φk
satisfy conditions (a)–(c), then T is a local operator from C p(X, E) into Cq(Y , F ).
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