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Desarrollo de un bot interactivo usando te´cnicas de Deep
Learning para la comprensio´n de texto
RESUMEN
Este Trabajo de Fin de Grado consiste en el desarrollo de un sistema utilizando
te´cnicas de aprendizaje automa´tico y comprensio´n de textos que sea capaz de mantener
una conversacio´n con un usuario. El sistema final es capaz de responder a preguntas sobre
el corpus formado por datos abiertos del Gobierno de Arago´n as´ı como mantener una
conversacio´n sencilla con el usuario. Esta propuesta de proyecto surge de una beca por parte
de ITAINNOVA para trabajar junto al departamento de Big Data y Sistemas Cognitivos.
Hoy en d´ıa las aplicaciones de mensajer´ıa esta´n a la orden del d´ıa; millones de personas las
usan a diario y con mucha frecuencia. Esto ha supuesto la aparicio´n de una nueva tecnolog´ıa:
los chatbots. Los chatbots son software que interactu´an con los usuarios proporcionando una
infinidad de servicios (enviar correos, descargar mu´sica, reservar un hotel, etc) a trave´s de
la comunicacio´n escrita, es decir, usando el lenguaje natural, sustituyendo de esta manera
paulatina pero continuamente a las aplicaciones convencionales usadas hasta el momento.
Este trabajo se ha centrado en abordar diferentes te´cnicas de aprendizaje automa´tico y
ma´s en concreto, en aquellas relacionadas con las redes neuronales, y te´cnicas de comprensio´n
de textos para responder a la problema´tica que plantea la bu´squeda de respuestas. Para ello,
se ha realizado un estudio previo de todas las tecnolog´ıas involucradas en el proyecto y se
han seleccionado las herramientas ma´s adecuadas para el desarrollo del mismo. Tras este
estudio, se ha decidido continuar con la l´ınea de investigacio´n del ITAINNOVA en el campo
de las redes neuronales de memoria, concretamente con el modelo clave-valor. La idea de
estas redes es combinar las te´cnicas tradicionales de aprendizaje automa´tico an˜adie´ndole un
componente extra que funciona como celda de almacenamiento, la cual permite recuperar
informacio´n y razonar sobre e´sta. Para que el sistema mantenga una conversacio´n con sentido
para el usuario, se ha optado por un framework conversacional llamado Rasa que permite
el seguimiento y almacenamiento de la informacio´n ma´s relevante de la conversacio´n y con
e´sta, construir respuestas adecuadas.
Una vez determinadas las tecnolog´ıas necesarias, se ha implementado un chatbot que
cumple los objetivos especificados. Se ha utilizado el lenguaje de programacio´n Python debido
a su gran versatilidad y a que, tanto Tensorflow (librer´ıa especializada en el modelado y
validacio´n de redes neuronales), como Rasa (librer´ıa orientada a la creacio´n de chatbots),
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Actualmente, la tecnolog´ıa esta´ evolucionando vertiginosamente, dando lugar a la
aparicio´n de chatbots para hacer tareas a trave´s del lenguaje natural, esto ha dejado obsoletas
aplicaciones e interfaces Web que se utilizaban con el propo´sito de cubrir estas tareas
(bu´squedas, reserva de piso, etc.). Pero, ¿que´ son los chatbots y co´mo esta´n ya remodelando
el mundo en el que vivimos? Los chatbots son software que interactu´an con los usuarios
proporcionando una infinidad de servicios a trave´s de la comunicacio´n escrita usando el
lenguaje natural. Entre estos servicios podemos encontrar: consultar informacio´n de manera
ra´pida y precisa, leer y enviar correos, descargar mu´sica, pel´ıculas, o incluso reservar una
habitacio´n de hotel o una mesa en un restaurante. Los chatbots han revolucionado la manera
en la que un ser humano se comunica y realiza tareas a trave´s de una computadora, siendo tal
el alcance que grandes empresas como Facebook ya han liberado APIs para el desarrollo de
los mismos [1]. Es cuestio´n de tiempo que otros titanes tecnolo´gicos se sumen a esta tendencia
y empiecen a ofrecer sus propios servicios para la creacio´n de chatbots.
Productos como Cortana [2] y Siri [3], liberados por Microsoft y Apple respectivamente,
so´lo procesaban las entradas del usuario y daban como respuesta los resultados de una
bu´squeda. Estos dos productos ser´ıan la primera aproximacio´n a los chatbots que se conocen
en la actualidad. Los chatbots esta´n un nivel por encima de estos productos, debido a que no
so´lo comprenden lo que el usuario quiere decir sino que construyen una conversacio´n que tiene
sentido para el mismo. Hoy en d´ıa Siri ya es considerada un chatbot con el que el usuario
puede comunicarse y mantener una conversacio´n.
El gran desaf´ıo de un chatbot es facilitar la comunicacio´n entre los seres humanos y
las computadoras a trave´s del lenguaje natural, emulando lo ma´s fielmente posible una
conversacio´n entre dos personas. El propo´sito y objetivo de los chatbots var´ıa en funcio´n
del individuo que lo utilice. Cada persona tiene sus propias necesidades, y por lo tanto, las
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plataformas de creacio´n de chatbots ofrecen la posibilidad de personalizacio´n de los mismos
para que estos satisfagan las necesidades concretas del usuario que lo use. Las ma´quinas
pueden aprender cosas, reconocer patrones y tomar decisiones tal y como lo hacen los
humanos, sin embargo, todav´ıa tienen carencias en una cosa: cubrir todas las expresiones
lingu¨´ısticas que usan los seres humanos para comunicarse entre ellos.
Para alcanzar tal objetivo, un chatbot necesita comprender el lenguaje natural y la
comunicacio´n escrita utilizada por los seres humanos. Actualmente, la u´nica manera de
tener una interfaz de conversacio´n funcional es mediante el uso de una combinacio´n de
procesamiento simbo´lico (aplicacio´n de reglas ba´sicas) sobre el texto. Los chatbots requieren
aprender con el tiempo la forma en la que los seres humanos se comunican, detectar emociones
y mostrar empat´ıa. Para lograr todo esto es necesario el uso de lo que se conoce como
Inteligencia Artificial supervisada. El bot reu´ne informacio´n puntual con un humano en
concreto, y a medida que el humano responde, e´ste aprende a responder adecuadamente
al usuario.
1.1. Problema a resolver
Los sistemas de dia´logo se esta´n convirtiendo en herramientas centrales en los sistemas
humano-computadora. En los u´ltimos an˜os ha habido un auge en la creacio´n de agentes que
sean capaces de mantener una conversacio´n con sentido entre un usuario y una ma´quina. De
hecho, nuevos sistemas de interaccio´n y nuevas implementaciones de librer´ıas para el control
de dia´logo surgen a diario, an˜adiendo nuevas caracter´ısticas a estos sistemas a un ritmo
vertiginoso.
Las nuevas te´cnicas de Machine Learning, y ma´s recientemente Deep Learning, esta´n
sustituyendo a las aproximaciones convencionales de programacio´n de Inteligencia Artificial.
Machine Learning o aprendizaje automa´tico es una rama de la Inteligencia Artificial que
otorga a las ma´quinas una capacidad de aprendizaje sin especificar expl´ıcitamente la manera
de aprender y de este modo poder crear sus propios patrones y tomar decisiones. Existen
una serie de te´cnicas dentro de este campo centradas en la representacio´n de la informacio´n
mediante diferentes niveles, para as´ı poder establecer relaciones ma´s complejas entre los
datos, agrupadas bajo el nombre de Deep Learning o aprendizaje profundo. A esto se suma
los incontables avances en cuanto a modelos de redes neuronales. La aparicio´n de modelos de
redes neuronales de memoria juegan un papel importante en el aprendizaje de los chatbots
debido a que permiten guardar informacio´n relevante de la conversacio´n y razonar sobre
la misma. Esto produce como resultado chatbots ma´s precisos y complejos con un alcance
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mayor que cuando se utilizan modelos de redes neuronales cla´sicos1. Con la aparicio´n de
estos nuevos modelos es necesario encontrar soluciones que utilicen las te´cnicas conocidas de
Procesamiento del Lenguaje Natural y bu´squeda de respuestas junto a estos para conseguir
chatbots que simulen ma´s fielmente una conversacio´n humana.
La comprensio´n y procesamiento del lenguaje natural (Natural Language Processing
NLP) es un problema fundamental a resolver para que los chatbots sean capaces de interpretar
y entender al usuario. Consiste en leer texto y determinar el significado impl´ıcito y expl´ıcito
de cada uno de los componentes, ya sean palabras, frases o pa´rrafos. Este se ha convertido en
un problema muy complejo debido a la extensa variabilidad en la formacio´n del lenguaje [4].
Los chatbots interpretan los mensajes a trave´s de te´cnicas convencionales de procesamiento
sobre el texto para realizar tareas como la deteccio´n de verbos, eliminacio´n de stop words2,
extraccio´n de entidades e intenciones, etc. Los avances en Deep Learning y la disponibilidad
de conjuntos de datos de gran taman˜o han dado lugar a la aparicio´n de nuevas tecnolog´ıas
de gran intere´s para la comprensio´n de textos ya que facilitan, aceleran y mejoran las tareas
mencionadas anteriormente.
La bu´squeda de respuestas (Question Answering QA), sigue siendo uno de los desaf´ıos
ma´s dif´ıciles al que se enfrenta la ciencia computacional en el procesamiento de lenguaje
natural. Su aplicacio´n tambie´n alcanza al desarrollo de sistemas de dia´logo y chatbots para
simular y mantener conversaciones humanas. La idea de crear un agente capaz de responder
preguntas de dominio abierto, arbitrarias con respecto a documentos de distinta ı´ndole, ha
cautivado la imaginacio´n de la comunidad cient´ıfica [5]. Una vez procesado el texto haciendo
uso de te´cnicas NLP, es posible obtener una respuesta concreta y con sentido teniendo en
cuenta toda la conversacio´n previa.
1.2. Contexto y motivacio´n
La realizacio´n de este trabajo se enmarca dentro de las l´ıneas de trabajo del Grupo de Big
Data y Sistemas Cognitivos del Instituto Tecnolo´gico de Arago´n (ITAINNOVA). Dentro de
este grupo y desde hace varios an˜os, se esta´ investigando y trabajando muy activamente en los
a´mbitos de la Inteligencia Artificial, Big Data, Web Sema´ntica y Sistemas de la Informacio´n.
Este trabajo se centra en la utilizacio´n de tecnolog´ıas de procesamiento de textos y control
de dia´logo, la bu´squeda de respuestas y la aplicacio´n de algoritmos de Machine Learning. En
1Se entiende por modelo cla´sico a los compuestos de una entrada, una salida y capas intermedias que
modifican la entrada aplicando funciones matema´ticas sobre la misma para obtener un valor de salida, no
existe recursividad o celdas de memoria.
2art´ıculos, pronombres, preposiciones, conectores, palabras que no aporten significado sema´ntico
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particular, consiste en el desarrollo de un chatbot interactivo usando te´cnicas de Deep Learning
para la comprensio´n de texto y que sea capaz de mantener una conversacio´n simple con el
usuario. El chatbot debe ser capaz de responder preguntas sobre el corpus de datos abiertos
del portal Arago´n Open Data, datos relativos al organigrama del Gobierno de Arago´n.
La motivacio´n principal del proyecto se fundamenta en la necesidad de mejorar y aportar
soluciones en el a´mbito de comprensio´n de textos (text understanding) y la bu´squeda de
respuestas a partir de informacio´n no estructurada. En este contexto, el desarrollo de un
sistema de comunicacio´n usuario-computadora bidireccional con un chatbot interactivo que
proporciona al usuario respuestas precisas y con sentido respecto a la conversacio´n con el
usuario, se convierte en una aportacio´n tecnolo´gica y producto u´til para el grupo como parte
de su entorno de trabajo as´ı como punto de partida para futuros proyectos. Actualmente se
trabaja con corpus documentales muy grandes a los que de momento se consulta mediante
lenguaje de base de datos. El uso de este chatbot facilitar´ıa la bu´squeda de documentos o
datos concretos ya que realizar consultas a trave´s del lenguaje natural es ma´s sencillo que
utilizar lenguajes de consulta a base de datos, los cuales requieren un conocimiento te´cnico
mı´nimo para usarlos adecuadamente.
Adema´s de esto, el desarrollo del chatbot se incluira´ dentro de un proyecto del
departamento, junto a un modelo de avatar virtual propiedad del mismo. En este caso el
chatbot funciona como Inteligencia Artificial de este avatar virtual, formando un sistema
conversacional con una interfaz gra´fica que simula una persona humana y es capaz de
mantener una conversacio´n con sentido.
1.3. Objetivos
El objetivo principal de este Trabajo de Fin de Grado consiste en desarrollar un chatbot
que mantenga una conversacio´n con el usuario en la cual sea capaz de responder a preguntas
sobre el corpus de datos del abierto de datos del Gobierno de Arago´n, as´ı como responder sobre
datos del Instituto Tecnolo´gico de Arago´n (nu´mero de trabajadores, proyectos, colaboraciones
e informacio´n relacionada con el Instituto). Adicionalmente, que sea capaz de mantener una
conversacio´n simple en la que se incluye: preguntar por estado de a´nimo, informar del nombre,
prediccio´n meteorolo´gica, etc. A continuacio´n se listan los objetivos espec´ıficos a alcanzar:
. Conocer a nivel teo´rico el estado del arte de Question Answering y Natural Language
Processing.
. Estudiar herramientas y algoritmos de Machine Learning y Deep Learning.
8
. Elegir las herramientas que mejores caracter´ısticas ofrezcan para la implementacio´n del
chatbot. Desarrollar un chatbot mediante el uso de las mismas.
. Configurar el chatbot para acceder y devolver resultados sobre el corpus documental del
proyecto “Arago´n Open Data” y mantener una conversacio´n con el usuario.
. Programar un servicio Web de comunicacio´n con el chatbot a trave´s de una sala de chat
similar a cualquier aplicacio´n de mensajer´ıa instanta´nea como WhatsApp.
. Integrar el chatbot junto a un avatar virtual.
. Validar el sistema de comunicacio´n usuario-computadora bidireccional con el chatbot
interactivo.
1.4. Estructura de la memoria
La presente memoria expone de forma precisa y descriptiva el trabajo desarrollado,
as´ı como los resultados obtenidos y las conclusiones finales. La memoria se estructura en 5
cap´ıtulos y un glosario, que se describen brevemente a continuacio´n.
. Cap´ıtulo 1 - Introduccio´n. En este cap´ıtulo se presenta brevemente la introduccio´n
al proyecto, una descripcio´n del problema a resolver, el contexto en el que se enmarca
el trabajo, la motivacio´n para la realizacio´n del mismo y los objetivos que se pretenden
alcanzar. Por u´ltimo, se describe co´mo se organiza la memoria.
. Cap´ıtulo 2 - Estado del arte. En este cap´ıtulo se describe el estado del arte de todos
los componentes del proyecto: redes neuronales de memoria, procesamiento del lenguaje
natural y chatbots. Se enmarca el trabajo existente y el estado actual de los diferentes
componentes involucrados en este trabajo.
. Cap´ıtulo 3 - Sistema de comunicacio´n usuario-computadora bidireccional
con un chatbot interactivo. En este cap´ıtulo se plantea la arquitectura del sistema
desarrollado, se explica en detalle los mo´dulos que forman el sistema y co´mo se integran
y comunican entre s´ı. Adema´s, se incluye una descripcio´n de la implementacio´n llevada
a cabo. Por u´ltimo, se presenta la interfaz de comunicacio´n para determinar co´mo el
usuario interactu´a con el sistema final.
. Cap´ıtulo 4 - Validacio´n y resultados. En este cap´ıtulo se presentan las pruebas
que se han realizado para la validacio´n y verificacio´n del funcionamiento de todos los
mo´dulos que componen el sistema. Se incluye tambie´n un listado con los problemas y
dificultades encontradas durante el desarrollo del proyecto.
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. Cap´ıtulo 5 - Conclusiones, l´ıneas de trabajo futuro y evaluacio´n personal.
En este cap´ıtulo se exponen las principales conclusiones que se derivan de la realizacio´n
de este trabajo y a partir de los objetivos planteados, incluyendo las posibles mejoras
y l´ıneas de trabajo futuro.
. Glosario. Descripcio´n de te´rminos usados frecuentemente durante el documento.
Este documento adema´s incluye 7 anexos que completan y ampl´ıan la informacio´n de
todo el trabajo desarrollado en este proyecto:
. Anexo I - Descripcio´n del modelo de red neuronal seleccionado. En este u´ltimo
anexo se incluye una descripcio´n detallada y te´cnica del funcionamiento del modelo de
red neuronal utilizado en el proyecto
. Anexo II - Extraccio´n de entidades. En este anexo se redacta el uso de un extractor
de entidades desarrollado por el departamento de Big Data y Sistemas Cognitivos del
ITAINNOVA.
. Anexo III - Framework creacio´n chatbot y comprensio´n de texto. En este
anexo se detalla el funcionamiento de la librer´ıa utilizada para el control del dia´logo y
la creacio´n del chatbot.
. Anexo IV - Herramientas y tecnolog´ıas utilizadas. En este anexo se listan todas
las herramientas y tecnolog´ıas utilizadas, as´ı como las ventajas que ha ofrecido su uso
para el desarrollo del trabajo.
. Anexo V - Pseudoco´digo. Pseudoco´digo del funcionamiento del chatbot.
. Anexo VI - Integracio´n chatbot con avatar virtual. Descripcio´n del proyecto del
avatar junto a ima´genes del sistema en funcionamiento.
. Anexo VII - Gestio´n del proyecto. En este anexo se presenta detalladamente la





A lo largo de este cap´ıtulo se explica el estado del arte de los diferentes componentes que
forman el sistema desarrollado. En primer lugar se introduce el estado del arte de Machine
Learning, en concreto de las redes neuronales con memoria, desde su primera aparicio´n,
pasando por su uso a lo largo de los an˜os, hasta la actualidad. En segundo lugar se describe
el estado del arte del procesamiento del lenguaje natural y la bu´squeda de respuestas, su
funcionamiento junto a modelos de Machine Learning y el rol que desempen˜an en este trabajo.
En u´ltimo lugar, se explica el estado actual de los chatbots y co´mo integran tanto las te´cnicas
de Machine Learning como te´cnicas de NLP y QA para formar un sistema de comunicacio´n
funcional mediante el uso de lenguaje escrito.
2.1. Machine Learning
Dentro de la ciencia computacional existen diversas ramas de la Inteligencia Artificial.
Una de ellas es el aprendizaje automa´tico o Machine Learning, cuyo objetivo es crear te´cnicas
que permitan a las computadoras “aprender”. Una de las te´cnicas ma´s utilizadas son las
redes neuronales, las cuales a partir de una serie de ejemplos de entrenamiento son capaces
de generalizar y predecir correctamente a partir de nuevos datos no utilizados durante el
entrenamiento.
Las redes neuronales artificiales son algoritmos matema´ticos que surgen de la idea de
imitar el comportamiento de las redes neuronales biolo´gicas, en particular, las humanas.
Una red neuronal esta´ compuesta de al menos dos capas de neuronas, una capa de entrada
y una de salida. Adema´s, entre e´stas se pueden incluir capas internas. Dentro de las redes
neuronales se puede diferenciar dos arquitecturas principales; una primera donde las neuronas
de una capa esta´n conectadas con la capa siguiente, y una segunda en la cual la salida de
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las neuronas puede estar conectada a la siguiente capa pero tambie´n a otras capas de la red,
ya sean previas o posteriores. Este tipo de redes son ma´s comu´nmente conocidas como redes
neuronales recurrentes. La motivacio´n de estas redes es poder contar con una “memoria” en
la que se pueda almacenar informacio´n previa y con esta, poder realizar predicciones futuras.
En el an˜o 1997 aparecio´ por primera vez el te´rmino Long Short-Term Memory (LSTM)
o redes de gran memoria de corto plazo. Las redes LSTM incorporan una memoria expl´ıcita
que puede ser actualizada y borrada lo que les permite aprender dependencias de largo plazo
en los datos [6]. Los modelos de redes que utilizaban unidades LSTM consiguieron batir
re´cords en comprensio´n del lenguaje natural, reconocimiento de texto escrito e incluso ganar
la competicio´n de escritura manual International Conference on Document Analysis and
Recognition (ICDAR)1 en el an˜o 2016 [7].
Las mayores compan˜´ıas tecnolo´gicas incluyendo Google, Apple y Microsoft utilizan redes
LSTM como un componente fundamental en sus nuevos productos. Por ejemplo, Google usa
LSTM para el reconocimiento de voz en los smartphones, para el asistente inteligente Allo
[8] y para el traductor de Google [9][10]. Apple usa LSTM para la funcio´n “Quicktype” de
iPhone [11][12] y para Siri [13]. Amazon usa LSTM para Amazon Alexa [14].
Para este proyecto se ha continuado con una l´ınea de investigacio´n del departamento
centrada las redes neuronales con memoria, en concreto con el modelo clave-valor. Este modelo
se entrena end-to-end, entrenamiento basado en aceptar una entrada desde un extremo de la
red y producir una salida en el otro. Consta de dos memorias distintas, denominadas memoria
clave y memoria valor. El funcionamiento de la red se basa en dos fases, una primera de
direccionamiento y almacenamiento en memoria, y una segunda fase de acceso a la memoria
para obtener respuesta. Para ver toda la informacio´n sobre este modelo, ve´ase el anexo I [15].
Se ha continuado con esta l´ınea por ser un modelo novedoso y con visio´n de futuro muy
prometedora en el campo de la bu´squeda de respuestas. Adema´s, el modelo se adecu´a muy
bien al objetivo del proyecto ya que la entrada del usuario se puede considerar como la clave,
y la respuesta como el valor. Dentro del alcance del proyecto, el chatbot responde preguntas
sobre el corpus de datos abiertos del Gobierno de Arago´n. Usando este modelo concreto se
puede considerar las preguntas como la clave y la respuesta como el valor.
1ICDAR: Conferencia internacional que se celebra cada dos an˜os. Se tratan entre otros, temas de
reconocimiento de caracteres, reconocimiento de texto escrito a mano, ana´lisis de documentos, comprensio´n
de textos.
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Se ha partido de una implementacio´n de co´digo abierto en Python2 [16], apoya´ndose en
Tensorflow, una librer´ıa en Python optimizada para el ca´lculo tensorial y para la creacio´n
de modelos de redes neuronales.
Un tensor es cierta clase de entidad algebraica de varios componentes, que describe
relaciones lineales entre vectores, escalares u otros vectores. Un par de ejemplos de ca´lculo
tensorial comunes son el producto escalar y el producto vectorial. Un tensor generaliza los
conceptos de escalar, vector y matriz de una manera que sea independiente de cualquier
sistema de coordenadas elegido. El orden de un tensor sera´ el nu´mero de ı´ndices necesario
para especificar sin ambigu¨edad una componente de un tensor: un escalar sera´ considerado
como un tensor de orden 0; un vector, un tensor de orden 1; y dada una base vectorial, los
tensores de segundo orden pueden ser representados por una matriz [17].
El punto de partida del proyecto es un modelo de red neuronal clave-valor listo para ser
entrenado y validado con diferentes conjuntos de datos.
2.2. Procesamiento del lenguaje natural
El procesamiento del lenguaje natural, o NLP por sus siglas en ingle´s, ha
ganado recientemente mucha atencio´n por representar y analizar el lenguaje natural
computacionalmente. Su aplicacio´n se ha extendido a diferentes campos como traduccio´n,
deteccio´n de spam, extraccio´n de informacio´n y bu´squeda de respuestas entre otras.
NLP es un subcampo de la ciencia computacional, ingenier´ıa de la informacio´n y de la
Inteligencia Artificial dedicado a hacer que los ordenadores comprendan las frases o palabras
escritas en un lenguaje humano. Debido a que la forma natural de comunicacio´n de las
personas es usando el lenguaje humano, NLP cubre aquellos usuarios que no tienen tiempo
para aprender o perfeccionar lenguajes te´cnicos y a cambio utilizar el ma´s comu´n de los
lenguajes usados por los humanos: el lenguaje natural.
Dentro del procesamiento del lenguaje natural se pueden diferenciar dos piezas que lo
forman: comprensio´n del lenguaje (Natural Language Understanding, NLU ) y generacio´n del
lenguaje (Natural Language Generation, NLG). A su vez la comprensio´n del lenguaje natural
se compone de diversas piezas: la lingu¨´ıstica, es la ciencia detra´s del lenguaje que incluye
fonolog´ıa (referente al sonido); la morfolog´ıa o formacio´n de palabras; la sintaxis o estructura
2Python es un lenguaje interpretado, usa tipado dina´mico, esto implica que no hay que especificar el tipo
de datos durante la creacio´n de variables sino que el lenguaje sabe interpretar el valor asignado y por lo tanto
tratarlo como el tipo de datos correspondiente, tambie´n es un lenguaje multiplataforma. Para ma´s informacio´n
la documentacio´n e informacio´n junto a los enlaces de descarga se encuentran en Python
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de las frases; la sema´ntica o significado que aportan cada uno de los elementos que componen
una frase y la pragma´tica. E´sta u´ltima se refiere a la comprensio´n del texto. En la figura 2.1
se puede ver una descomposicio´n del procesamiento del lenguaje natural [18].
Figura 2.1: Fragmentacio´n NLP ([18])
Una vez introducido brevemente que es el procesamiento del lenguaje natural, se explica
el comienzo de este rama de la Inteligencia Artificial, desde do´nde y por que´ comenzo´,
hasta los avances ma´s recientes en nuestros d´ıas. Por u´ltimo, se detallara´ de que´ manera
el procesamiento del lenguaje natural ha sido integrado en el proyecto, determinando que´
labor desempen˜a dentro del proyecto y co´mo se combina con Machine Learning.
Durante la de´cada de los 60 se empezo´ a utilizar la Inteligencia Artificial en algunos
trabajos de NLP, como por ejemplo en los sistemas BASEBALL Q-A [19], los cuales
respond´ıan preguntas sobre datos de be´isbol.
La de´cada de los 80 fue en la que ma´s crecio´ la comunidad cient´ıfica en estos temas.
Aparecieron herramientas y recursos pra´cticos como The Alvey Natural Language Tools
(Briscoe et al., 1987) [20]. Las conferencias (D)ARPA de reconocimiento del discurso y
comprensio´n del mensaje (extraccio´n de informacio´n) no eran so´lo para reconocer los logros
que se hab´ıan alcanzado sino para marcar un nuevo punto de partida para todo el futuro del
procesamiento del lenguaje natural en la siguiente de´cada, los 90.
Desde los 90, todo el foco se puso en combinar te´cnicas de procesamiento del lenguaje
natural con los algoritmos de aprendizaje automa´tico no supervisado o semi-supervisado, con
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la intencio´n de conseguir que la ma´quina aprenda a partir de las conversaciones que mantenga
con el usuario. Cada an˜o surgen nuevos modelos de aprendizaje automa´tico, y por lo tanto,
un nuevo frente de estudio aparece para combinar estos nuevos modelos con NLP.
En estos u´ltimos 15 an˜os han surgido una serie de herramientas y sistemas que establecen
el actual estado en cuanto a NLP. Se han desarrollado herramientas de ana´lisis de sentimientos
y pos tagging para lenguajes europeos pero tambie´n para otros lenguajes como el ara´bigo o el
sa´nscrito. El ana´lisis de sentimientos se refiere al uso del procesamiento del lenguaje natural,
ana´lisis de textos y lingu¨´ıstica computacional para identificar y extraer informacio´n subjetiva
de unos recursos, esto es, determinar la actitud de un interlocutor o un escritor con respecto
a algu´n tema de un documento. Herramientas de pos tagging, proceso de asignar o etiquetar a
cada una de las palabras del texto su categor´ıa gramatical (sustantivo, nombre, verbo, etc.).
Otras herramientas utilizadas son las de deteccio´n de emociones, que funcionan de la misma
manera que las de ana´lisis de sentimientos pero orientadas a las redes sociales.
Adicionalmente se usan herramientas de chunking, proceso que consiste en dividir un
texto en partes sinta´cticamente correlacionadas de palabras, como son los grupos nominales,
grupos verbales, etc, pero no especifica su estructura interna, ni su papel en la oracio´n
principal. Tambie´n se utilizan herramientas de reconocimiento de entidades, tarea de la
extraccio´n de informacio´n que localiza y clasifica nombres de entidades en unas categor´ıas
predefinidas. E´stas resultan dif´ıcil de utilizar en Internet debido a que la gente no hace un uso
del lenguaje gramaticalmente correcto; se usan abreviaturas, se ignoran letras mayu´sculas en
nombres, ciudades, etc. Esto degrada considerablemente la actuacio´n de e´stas.
Para este proyecto se necesita adaptar y utilizar un reconocedor de entidades3 ya que los
datos del corpus utilizado se componen por nombres de personas, organizaciones y roles que
deben ser extra´ıdos como unidades independientes. El chatbot tiene que ser capaz de responder
a preguntas sobre estos datos, por lo que se necesita tokenizar nombres, organizaciones, roles
y fechas como entidades u´nicas. Adema´s el modelo utilizado requiere que las respuestas sean
un u´nico token para usarlo. La tokenizacio´n es el proceso que consiste en separar un texto
en tokens. En un texto, se denomina token a cada cadena de caracteres separada de otra por
un delimitador. Ejemplos de tokens pueden ser, por ejemplo, las palabras.
3NER (Named Entity Recognition) desarrollado por el departamento de Big Data y Sistemas Cognitivos
del ITAINNOVA, toda la informacio´n sobre este extractor de entidades se puede encontrar en el Anexo II
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2.3. Chatbots
Las u´ltimas tendencias en cuanto a la oferta de servicios a trave´s de Internet esta´n
migrando desde el modelo ma´s comu´n, usar una aplicacio´n concreta que resuelva un propo´sito
espec´ıfico, a ofrecer este mismo servicio mediante el uso de chatbots a trave´s de plataformas
de mensajer´ıa ya sean aplicaciones conocidas como Telegram, Facebook, hasta interfaces Web.
Esta tendencia comenzo´ en la de´cada de los 90 con el desarrollo de un lenguaje de
programacio´n: AIML [21]. Fue disen˜ado espec´ıficamente para ayudar en la creacio´n de la
primera entidad chatbot informa´tica de lenguaje artificial online o A.L.I.C.E., siglas en ingle´s
de Artificial Linguistic Internet Computer Entity Chatterbot.
Los chatbots son software que interactuan con los usuarios mediante el uso de
infraestructuras (aplicaciones, interfaces web) proporcionando una mu´ltiple variedad de
servicios, desde reservar una habitacio´n de hotel o una mesa de restaurante, hasta descargar
contenido multimedia de la Web o incluso realizar la compra online. Cada chatbot es
personalizable, se programa en funcio´n de las funcionalidades que debe ofrecer, por ejemplo,
no tiene sentido preguntar el precio de una habitacio´n para cuatro personas en un chatbot de
una pizzer´ıa.
La interaccio´n con los chatbots se realiza de la misma manera que se har´ıa con una persona
en una plataforma de chat, mediante la introduccio´n de texto usando lenguaje natural. Esto
supone una gran ventaja frente a aplicaciones espec´ıficas porque a diario y con el paso del
tiempo, cada vez de manera ma´s frecuente, millones de personas utilizan Internet para realizar
sus tareas, como las mencionadas anteriormente.
La utilizacio´n de chatbots es una manera de facilitar todas estas tareas. Un solo chatbot
puede ofrecer las mismas funcionalidades que varias aplicaciones o webs espec´ıficas. Adema´s,
el uso del lenguaje natural se desarrolla y aprende con los an˜os, por lo que los humanos tienden
a automatizar y optimizar su uso. Por ejemplo, utilizando abreviaturas, objetos directos para
referenciar algo de la conversacio´n que ya se ha especificado y no es necesario repetir, etc.
La existencia de una aplicacio´n que sea capaz de entender el lenguaje natural, ofrece una
clara ventaja sobre las aplicaciones convencionales debido a que los seres humanos esta´n muy
acostumbrados a expresarse con lenguaje natural ya sea mediante v´ıa oral o escrita. Incluso la
lectura forma parte de este desarrollo del uso del lenguaje. Al usar estos chatbots se evita tener
que entender y comprender el uso de aplicaciones y webs espec´ıficas. Simplemente usa´ndolos,
como si de un contacto ma´s de nuestro tele´fono se tratara, se consigue el mismo resultado
ma´s ra´pido, se usa un u´nico chatbot para esas tareas que requer´ıan una aplicacio´n concreta.
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El hecho de que sean servicios, mayormente, accesibles a trave´s de la web es considerada
otra ventaja, ya que no requiere espacio de almacenamiento en el dispositivo desde el que
se use a diferencia de las aplicaciones para smartphones o las aplicaciones web para las
computadoras. Que sean servicios tambie´n implica que los desarrolladores pueden actualizarlo
sin suponer ningu´n tipo de coste de espacio para el usuario ni actualizacio´n en su dispositivo.
Una vez el usuario se haya conectado al servicio web, tendra´ a su alcance la u´ltima versio´n
del chatbot estable.
En la actualidad se pueden diferenciar tres tipos de chatbots [22]: basados en botones,
basados en palabras clave y contextuales. A continuacio´n se listan las caracter´ısticas de cada
uno de ellos en orden ascendente de complejidad (ve´ase Figura 2.2):
− Basados en botones: Son los bots ma´s ba´sicos que se pueden encontrar en el mercado
hoy en d´ıa. En la mayor´ıa de casos se basan en un a´rbol de decisiones presentado al
usuario en forma de botones. A pesar de ser capaces de dar soporte al 80 % de las
preguntas ma´s frecuentes que se realizan, son muy lentos para llegar a la respuesta
deseada por el usuario. Al estar basado en un a´rbol de decisiones, cada boto´n so´lo puede
determinar un factor de la tarea mientras que otros chatbots basados en la comprensio´n
del lenguaje, pueden determinar varios factores importantes con so´lo un mensaje del
usuario. Para tareas que requieren especificar muchos factores claves, como por ejemplo
reservar un hotel (nu´mero de personas, estrellas, tiene o no tiene piscina, zona, rango
de precios, etc.) so´lo pueden detectar un factor por boto´n. Algunos incluso necesitan
de dos, por ejemplo, fecha de entrada y salida.
− Reconocimiento de palabras clave: Estos pueden entender lo que los usuarios
escriben y responder apropiadamente, o al menos intentarlo extrayendo palabras clave
y utilizando Inteligencia Artificial para determinar una respuesta apropiada al usuario.
Por ejemplo si un usuario introduce: “¿Qu´e tiempo hara´ man˜ana en Zaragoza?”, el
chatbot extrae las palabras relevantes: tiempo, man˜ana, Zaragoza para determinar la
mejor respuesta a la pregunta. Este tipo de chatbots fallan cuando tienen que responder
preguntas similares, ya que puede tener problemas si existe redundancia de palabras.
Por ejemplo, con el ejemplo anterior, si un usuario introdujera: “¿Cua´ndo empieza el
primer tiempo del partido del Zaragoza man˜ana?”, se obtendr´ıan las mismas palabras
claves que en el caso anterior y el bot podr´ıa no responder adecuadamente. Una
tendencia muy popular es encontrarse chatbots h´ıbridos que utilicen tanto botones como
entrada textual directamente para mantener una conversacio´n. Estos proporcionan la
posibilidad al usuario de introducir la pregunta directamente o utilizar un menu´ de
botones si las respuestas no esta´n siendo adecuadas.
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− Contextuales: Son los ma´s avanzados de los tres. Utilizan Machine Learning e
Inteligencia Artificial para recordar conversaciones con los usuarios y as´ı mejorar las
respuestas con el tiempo. A diferencia de los chatbots basados en el reconocimiento
de palabras clave, e´stos son lo suficientemente inteligentes y a trave´s de te´cnicas de
aprendizaje automa´tico son capaces de mejorar basa´ndose en la conversacio´n con el
usuario. Este tipo de chatbots se basan en la importancia de los datos, es decir, tener una
base de datos que guarde el contexto de las conversaciones antiguas mediante te´cnicas
de aprendizaje automa´tico como redes neuronales de memoria facilita conversaciones
futuras acortando la interaccio´n en conversaciones futuras. De esta forma, se tiene un
sistema que aprende con cada conversacio´n diferente, pero que es capaz de guardar el
contexto de las mismas, funcionando en el caso de que estas se repitan como una mera
interfaz de usuario [23].
Figura 2.2: Tipos de bots ([22])
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2.4. Conclusiones del estado del arte
El objetivo final de este proyecto es conseguir un chatbot que utilice te´cnicas de
Machine Learning o aprendizaje automa´tico, procesamiento de lenguaje natural y bu´squeda
de respuestas y que sea capaz de mantener una conversacio´n con sentido con el usuario. En
los apartados anteriores ya se ha establecido que´ te´cnicas tanto de aprendizaje automa´tico
como de procesamiento de lenguaje se van a utilizar y combinar para conseguir un chatbot
funcional y que cumplan las especificaciones del proyecto.
Dentro de las te´cnicas de Machine Learning se va a utilizar un modelo de red
neuronal clave-valor para responder preguntas sobre el corpus de datos abiertos del portal
“Arago´n Open Data”. Para el procesamiento del texto se va a utilizar un extractor de
entidades desarrollado por el departamento que permite la correcta tokenizacio´n de los datos.
Adicionalmente se usa una librer´ıa de deteccio´n de expresiones temporales (pasado man˜ana,
el pro´ximo martes, etc.).
Para el procesamiento del lenguaje natural se ha decidido usar un extractor de entidades
para el reconocimiento de entidades tales como nombres de persona, roles de trabajo y
organizaciones.
Se ha optado por desarrollar un chatbot contextual ya que este tipo de chatbot ofrece
mayor abanico de posibilidades para trabajar con algoritmos de Machine Learning, aprenden
a conversar a trave´s de estos algoritmos. Adema´s, este tipo de chatbots suelen integrar a los
otros dos, esto permite que, en un futuro se puede transformar de manera ma´s sencilla del
chatbot a un sistema h´ıbrido, incluyendo toma de decisiones con botones dejando al usuario
el poder de decidir de que manera llegar al resultado que desee.
Para la implementacio´n del chatbot se ha utilizado la librer´ıa open-source Rasa [24].
Es un framework de co´digo abierto, altamente escalable en Machine Learning, u´til para
la construccio´n y creacio´n de software conversacional. Este framework se compone de dos
mo´dulos separados: un primer mo´dulo para el tratamiento del texto y su procesamiento
(Rasa NLU ), realizando tareas de extraccio´n de entidades y deteccio´n de intenciones; y un
segundo mo´dulo (Rasa Core), que se encarga del control del dia´logo. Despue´s de comprender lo
que el usuario quiere decir, es necesario responder adecuadamente al usuario, esta respuesta
se basa en lo que el usuario ha dicho y en el conocimiento previo (misma conversacio´n o
entrenamiento del chatbot). Toda la informacio´n detallada acerca del funcionamiento de esta
librer´ıa se encuentra en el Anexo III.






con un chatbot interactivo
En el presente cap´ıtulo se describe la arquitectura, desarrollo e implementacio´n del
sistema de comunicacio´n usuario-computador que se ha denominado Pilar. Se ha elegido
este nombre en honor a la ciudad de Zaragoza y Arago´n.
Se ha utilizado una arquitectura de tres mo´dulos y dos base de datos. Estos tres mo´dulos
son el modelo del red neuronal, el framework conversacional, el cual forma el nu´cleo del
sistema, y un traductor de lenguaje natural a lenguaje de consulta de base de datos. El sistema
se completa con dos bases de datos, una primera base de datos de indexacio´n que guarda
todos los datos extra´ıdos por procesos de crawling1, y una segunda base de datos sema´ntica
que guarda informacio´n relevante estructurada en tripletas (sujeto, predicado, objeto). Los
dos primeros mo´dulos se ejecutan de manera secuencial, es decir, si el primero falla, el segundo
es el encargado de dar la respuesta al usuario. El segundo mo´dulo se apoya en un tercero
para responder preguntas sobre el corpus. La arquitectura final del sistema se puede apreciar
en la figura 3.1.
La implementacio´n se ha realizado siguiendo una metodolog´ıa iterativa e incremental:
1ª iteracio´n: Estudio teo´rico del funcionamiento del framework conversacional Rasa.
Implementacio´n de un una primera versio´n de un chatbot muy simple para ver el
funcionamiento de este framework de una manera pra´ctica. Esta primera versio´n es capaz
de saludar, despedirse y preguntar por el estado de animo, respondiendo en funcio´n de dos
valores: alegre y triste. El chatbot desarrollado con este framework es el mo´dulo principal de
nuestro sistema y se encuentra en segunda posicio´n dentro del sistema por razones que se
explican en este apartado.
1Automatizacio´n de la extraccio´n de datos de diferentes pa´ginas Web
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Figura 3.1: Arquitectura del chatbot
2ª iteracio´n: Trabajo con el modelo de red neuronal clave-valor especificado en la
seccio´n 2.1. Esta red neuronal conforma el segundo mo´dulo principal del sistema y se encarga
de responder preguntas referentes a los datos del corpus utilizado. Al ser menor el alcance de
este mo´dulo, para dar una respuesta adecuada a la conversacio´n puesto que esta´ limitado a
un tipo de pregunta en concreto, se ha optado porque este mo´dulo sea el que ocupe la primera
posicio´n en el sistema, es decir, sea el primer mo´dulo en procesar la entrada del usuario y de
esta manera, si este no es capaz de responder adecuadamente, enviar la entrada del usuario
al nu´cleo de nuestro sistema, encargado del control de la conversacio´n.
En la figura 3.1 se puede observar un tercer mo´dulo que sirve de apoyo al framework
conversacional. En ocasiones, no so´lo se requiere identificar que quiere decir el usuario y
responder con un mensaje; a veces es necesario utilizar APIs externas para algunas tareas
como buscar en una base de datos, reservar un hotel, consultar el tiempo. El chatbot final
tiene que ser capaz de responder preguntas sobre el corpus dando la respuesta correcta. Es
en estas preguntas donde interviene este tercer mo´dulo. La red neuronal no es un sistema
100 % eficaz y puede no responder adecuadamente en algunas ocasiones sobre preguntas del
corpus. Este mo´dulo cubre estas situaciones accediendo directamente a las bases de datos.
Este tercer mo´dulo se trata de un framework programado en Python para transformar
preguntas en lenguaje natural a consultas en lenguaje de base de datos. Se llama QuePy por
la combinacio´n de consulta (query en ingle´s) y el lenguaje en el que esta´ implementado [25].
Es muy personalizable para diferentes tipos de preguntas en lenguaje natural y consultas
a base de datos. Actualmente provee funcionalidad para SPARQL y MQL (lenguajes de
consulta a base de datos de ontolog´ıa [26]). Se ha hecho uso de una versio´n adaptada por
el departamento durante el an˜o 2017 utilizada sobre los datos del corpus, usando SPARQL
como lenguaje de consulta. Existe un servicio Web sobre el que se pueden realizar consultas
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en lenguaje natural. El framework realiza la consulta a la base de datos semantizada donde
se tiene toda la informacio´n relevante estructurada sobre el organigrama del Gobierno de
Arago´n. En caso de no obtener resultado de esta base de datos, se realiza la misma consulta
a la base de datos de indexacio´n.
3ª iteracio´n: Integracio´n de los dos mo´dulos desarrollados en las iteraciones previas
junto al desarrollo de un servicio Web mediante el cual el usuario se pueda comunicar con
el chatbot. Para ello se ha disen˜ado una pa´gina Web que simula una sala de chat virtual con
un aspecto similar a la interfaz gra´fica de Telegram (aplicacio´n de mensajer´ıa instanta´nea).
Dentro de esta iteracio´n tambie´n se ha incluido el chatbot dentro del proyecto del avatar
virtual del departamento de Big Data y Sistemas Cognitivos. El chatbot es la inteligencia
que hay detra´s del avatar. Se puede decir que es el “cerebro” del avatar.
3.1. Modelo red neuronal
Como ya se ha comentado en el estado del arte (ve´ase seccio´n 2.1), se ha utilizado un
modelo de red neuronal con memoria para continuar con una de las l´ıneas de investigacio´n del
departamento en cuanto a la bu´squeda de respuestas. En concreto, se ha utilizado un modelo
de red neuronal clave-valor [15], considerando la pregunta como la clave y la respuesta como
el valor.
Se ha partido de una implementacio´n de co´digo abierto disponible en GitHub e
implementada en el lenguaje de programacio´n Python [16]. En el Anexo I se encuentra una
descripcio´n detallada del modelo clave-valor, incluyendo las matema´ticas involucradas, los
accesos a la memoria clave y a la memoria valor.
A continuacio´n se va a describir la representacio´n de la informacio´n utilizada para
entrenar el modelo clave-valor. En el estado del arte se ha mencionado que era necesario
crear datos de entrenamiento a partir de los datos recogidos por el corpus utilizado. El
entrenamiento recoge datos para un total de 923 personas; relativos a:
1. Organizacio´n a la que pertenece
2. Rol que ocupa dentro de la organizacio´n
3. Fecha de inicio de desempen˜o del rol
4. Fecha de finalizacio´n del per´ıodo de trabajo
Con esta premisa, se han definido cuatro preguntas “tipo” que abarcan toda la
informacio´n disponible para cada una de las personas (ve´ase Tabla 3.1).
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¿Do´nde trabaja persona?
¿Que´ puesto ocupa persona?
¿Cua´ndo empezo´ a trabajar persona?
¿Cua´ndo termino´ de trabajar persona?
Tabla 3.1: Preguntas para persona
A partir de estas preguntas, se han definido las frases que contienen la respuesta a las
mismas. Al ser la primera vez que se trabajaba con estos datos y este modelo en concreto,
se han creado datos muy sencillos en los que so´lo existiese una frase que respondiera a cada
una de las preguntas. De esta manera para cada una de las personas se proporcionaban las
siguientes frases “tipo” (ve´ase Tabla 3.2):
persona trabaja en organizacio´n
persona ocupa el puesto de rol
persona empezo´ a trabajar el fecha inicio
persona termino´ de trabajar el fecha fin
Tabla 3.2: Frases “tipo” para persona
A partir de las frases y las preguntas era posible determinar la respuesta a las preguntas,
ve´ase Tabla 3.3:
Pregunta Respuesta
¿Do´nde trabaja persona? organizacio´n
¿Que´ puesto ocupa persona? rol
¿Cua´ndo empezo´ a trabajar persona? fecha inicio
¿Cua´ndo termino´ de trabajar persona? fecha fin
Tabla 3.3: Preguntas y respuestas frases “tipo”
Para poder usar la implementacio´n elegida, las respuestas tienen que ser un u´nico token.
Esta tarea de tokenizacio´n y obtencio´n de entidades referentes a persona, organizacio´n, rol,
fecha inicio y fecha fin, se realiza a trave´s del extractor de entidades (ve´ase seccio´n 2.2 y
anexo II).
Con estos datos se creo´ un fichero de entrenamiento. Una apariencia de este fichero se
puede observar en la Figura 3.2:
Con todas las palabras de los datos, se ha creado un diccionario ordenado
alfabe´ticamente. A cada palabra se somete a un proceso de des-acentuacio´n y se le asigna el
ı´ndice de su posicio´n en el diccionario. La des-acentuacio´n se realiza debido a que un usuario
no tiene por que´ acentuar las palabras y es de obligatorio cumplimiento que la entrada
del usuario se empareje con las palabras guardadas en el diccionario. Por lo tanto, cada
entrada del usuario sufrira´ el mismo proceso. Se asegura as´ı utilizar siempre el mismo valor
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1 Antonio Alastrue´ Tierra trabaja en, Direccio´n General de Trabajo
2 ¿Do´nde trabaja Antonio Alastrue´ Tierra? Direccio´n General de Trabajo 1
3 Antonio Alastrue´ Tierra ocupa el puesto de, DIRECTOR GENERAL DE TRABAJO




3014 ¿Cua´ndo empezo´ a trabajar Maria Antonia Garcı´a Huici? 2011-07-16 3013
3015 Maria Antonia Garcı´a Huici termino´ de trabajar el 2015-07-04
3016 ¿Cua´ndo termino´ de trabajar Maria Antonia Garcı´a Huici? 2015-07-04 3015
3017 Elena Marquesa´n Dı´ez trabaja en Servicio de Estudios Autono´micos




Figura 3.2: Fichero de datos de entrenamiento
sin importar como el usuario escribe el texto. El diccionario que contiene todas las palabras
ordenadas junto al ı´ndice correspondiente tiene el formato presentado en la Figura 3.3.
DICCIONARIO:
{
’1978-04-09’: 1, ’1979-05-21’: 2, ’1980-04-28’: 3,
...
’antonio alastrue´ tierra’: 96, ’antonio angulo borque’: 97,
...





Figura 3.3: Diccionario de palabras-valor
Cada una de las palabras es sustituida por su nu´mero asociado en el diccionario. Las
respuestas se codifican como vectores one-hot2. Ve´ase Tabla 3.4 como ejemplo de one-hot.
a azul casa donde es la roja tiene
0 1 1 0 1 1 0 0
Tabla 3.4: Codificacio´n one-hot para la frase: La casa es azul
Las dimensiones de los tensores en los que se almacenan las historias, las preguntas y
las respuestas se van a describir de manera abstracta sin valores concretos debido a que esta
implementacio´n puede ser utilizada para mu´ltiples conjunto de datos.
2Codificacio´n catego´rica de los datos, vectores de 1s y 0s.
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− Historias (x, y, z)
1. x es el nu´mero de preguntas del conjunto
2. y es la longitud de la historia ma´s larga en nu´mero de tokens
3. z es la longitud de la frase ma´s larga, considerando tanto historia como preguntas
− Preguntas (x, y)
1. x es el nu´mero de preguntas
2. y es la longitud de la frase ma´s larga
− Respuestas (x, y) vector de vectores one-hot
1. x es el nu´mero de respuestas
2. y es el nu´mero de palabras en el diccionario
Dado que Tensorflow no tiene implementado trabajar con matrices irregulares, todas
aquellas frases de los datos que por su taman˜o de frase no alcancen a cubrir el taman˜o ma´ximo
del vector, se rellenara´ con 0s hasta cumplir con el taman˜o establecido. Se sigue el mismo
procedimiento para las historias.
Para que el mo´dulo de red neuronal responda, la entrada del usuario tiene que cumplir
una serie de requisitos:
1. Comprobar si es una pregunta verificando si hay signos de interrogacio´n.
2. No debe superar la longitud ma´xima que soporta la red como para´metro de entrada.
3. Al menos tres tokens de la entrada tienen que estar en el diccionario.
4. De los tres tokens, uno debe estar dentro de los 923 nombres de personas entrenados.
En la Tabla 3.5 hay un muestrario de entradas de ejemplo junto al motivo por el que
son o no son entradas va´lidas.
Hola 7 No es pregunta
¿En que an˜o nacio´ el inventor de la imprenta? 7 No cumple restriccio´n de taman˜o
¿Do´nde trabaja A´lvaro Monteagudo? 7 Falta nombre del diccionario
¿Do´nde estudia Antonio Alastrue´ Tierra? 7 Faltan palabras del diccionario
¿Que puesto ocupa Antonio Alastrue´ Tierra? 3
Tabla 3.5: Entradas de ejemplo
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3.2. Control de dia´logo
Dentro de los agentes virtuales existen dos pilares fundamentales: la comprensio´n del
texto (extraccio´n de entidades, eliminacio´n de stopwords, etc.) y el control del dia´logo, es
decir, comprender el orden de la conversacio´n, mantener las palabras ma´s relevantes de la
misma y construir una conversacio´n que tenga sentido para el usuario.
Para el control del dia´logo se ha hecho uso de la librer´ıa Rasa basada en el lenguaje de
programacio´n Python. Se ha decidido optar por esta librer´ıa debido a que es open-source,
lo que quiere decir que es gratis de usar y con el co´digo disponible en red. Adema´s, es una
de las tecnolog´ıas nuevas de gestio´n de dia´logo ma´s completa y con desarrollo continuo,
tienen un foro online para responder cuestiones sobre el uso de Rasa. Y por u´ltimo, Rasa no
utiliza servidores de Microsoft o Google, por lo que se puede utilizar en entornos internos que
requieren mantener la confidencialidad de los datos.
Esta librer´ıa se compone de dos mo´dulos separados: un primer mo´dulo para el
tratamiento del texto y su procesamiento (Rasa NLU ), que realiza tareas de extraccio´n de
entidades y deteccio´n de intenciones (una intencio´n se puede definir como el significado del
mensaje del usuario), recibe texto en formato libre y lo convierte en datos estructurados;
y un segundo mo´dulo que se encarga del control del dia´logo (Rasa Core). Este u´ltimo
mo´dulo mantiene una conversacio´n con sentido para el usuario, actu´a como gestor del dia´logo,
manteniendo el flujo de la conversacio´n y decidiendo como proceder con la misma. En esta
seccio´n se introduce el trabajo realizado con Rasa, para obtener informacio´n ma´s detallada
acerca del funcionamiento de esta librer´ıa ve´ase el Anexo III.
Tras haber estudiado el funcionamiento de Rasa, se implemento´ un chatbot muy ba´sico.
Este primer chatbot estaba programado para saludar, preguntar por el nombre, por tu estado
de a´nimo, reaccionar a este, darte la bienvenida por tu nombre y despedirse. Los pasos a
seguir para la implementacio´n de esta versio´n son los siguientes: usar Rasa Core para definir
historias, intenciones y acciones; usar NLU para la comprensio´n del lenguaje sobre los datos
de ejemplo.
El primer componente necesario para construir un chatbot con Rasa es definir el flujo de
la conversacio´n, que´ intenciones sabe identificar y co´mo responde a las mismas. Para esto se
utiliza el mo´dulo Core de la librer´ıa. El primer paso es escribir una serie de historias, de esta
manera el chatbot es capaz de aprender de las mismas y generalizar. Una historia se define
como una intencio´n seguida de una serie de acciones que el chatbot tiene que realizar una
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vez identificada esa intencio´n. El formato de las historias se define usando Markdown3. Las
frases que comienzan con ‘##’ son la cabecera de la historia (u´til para etiquetar y diferenciar
historias), las l´ıneas que comienzan por ‘∗’ son las intenciones detectadas por el chatbot en
funcio´n de una entrada del usuario, y las que comienzan por ‘−’ son las acciones que lleva
a cabo el chatbot. Normalmente, las acciones son mensajes de respuesta hacia el usuario,
tambie´n llamados utterances, pero en general una accio´n (action) puede hacer cualquier tipo
de labor, incluyendo llamadas a una API externa, bases de datos, etc. Ve´ase Figura 3.4.
En la figura 3.4 tambie´n se puede observar una historia que no tiene intencio´n declarada,
esta historia es predeterminada de Rasa, denominada ‘## fallback’. Esta historia cubre la
funcio´n de responder a entradas del usuario que el bot no esta´ programado para responder por
su configuracio´n. Esta historia responde con un mensaje: “No le he entendido” y se ejecuta










Figura 3.4: Ejemplo historias
El segundo componente necesario para el chatbot es el dominio. El dominio determina
todas las intenciones que el chatbot sabe identificar, todas las acciones que puede realizar y
la informacio´n que puede guardar. E´sta viene definida por entidades y slots, las primeras
son piezas de informacio´n que se desea extraer de los mensajes, y los segundos son el
espacio donde almacenar estas piezas. Dentro de las respuestas al usuario podemos ver que se
han declarado diferentes utterances pero tambie´n se ha declarado una accio´n personalizada
(actions.ActionFallback). En la Figura 3.5 se puede ver el dominio de este primer chatbot.
Para declarar una accio´n personalizada es necesario declarar una clase con el nombre
definido en el dominio (ActionFallback) la cual contenga dos me´todos: un me´todo que
devuelva el nombre de la accio´n (e´ste tiene que corresponderse con el nombre utilizado en las
historias), y un segundo me´todo con la funcio´n de la accio´n, ya bien sea devolver un mensaje
como en este caso, realizar ca´lculos, buscar datos, etc. Ve´ase Listing 3.1.
3Lenguaje de marcado que tiene como objetivo el hacer ma´s fa´cil la tarea de dar formato a un texto
mediante el uso de algunos caracteres. Un lenguaje de marcado es un tipo de formateo de texto ma´s o menos























- text: "Hasta la pro´xima"
- text: "Esperamos verle de nuevo por aquı´"
utter_welcome:
- text: "Bienvenido al asistente de bu´squeda de Arago´n OpenData. ¿Como se llama?"
utter_welcome_name:
- text: "Bienvenido {name}. ¿Co´mo estas?"
utter_happy:
- text: "Me alegro"
utter_sad:
- text: "¿Que´ puedo hacer para ayudarte?"
Figura 3.5: Ejemplo dominio
from rasa_core.actions.action import Action




def run(self , dispatcher , tracker , domain ):
dispatcher.utter_message("No le he entendido")
return []
Listing 3.1: Accio´n personalizada
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El nu´cleo del chatbot es capaz de reconocer intenciones, responder a e´stas, realizar
acciones espec´ıficas e incluso tiene reservado espacio para guardar informacio´n de la
conversacio´n. So´lo falta an˜adirle textos de ejemplo para que sepa diferenciar entre las
diferentes intenciones y de ese modo identifique adecuadamente que´ quiere decir el usuario y
responder acordemente. Hasta ahora, el chatbot so´lo sabe lo que puede hacer pero no tiene
ningu´n ejemplo para diferenciar entre responder un “Hola” o un “Adio´s”.
A continuacio´n se tiene que configurar el chatbot para que comprenda el lenguaje natural.
Para ello es necesario establecer un inte´rprete que sea capaz de comprender los mensajes
y transformarlos en datos estructurados comprensibles por el chatbot. Aunque existen otras
alternativas para el procesamiento del lenguaje, para este proyecto se ha utilizado Rasa NLU,
ya que para el control del dia´logo se ha hecho uso del mo´dulo Core y as´ı se usaba toda la
librer´ıa al completo.
Con Rasa NLU es necesario definir mensajes del usuario que el chatbot tiene que entender.
No es necesario incluir todos los mensajes posibles, so´lo unos casos para que el chatbot sepa
inferir con otros nuevos. Para la generacio´n de datos, se ha utilizado una herramienta online
llamada Chatito [27] ya que posee una interfaz Web que permite transformar texto etiquetado
en intenciones, entidades y frases de ejemplo. La generacio´n de datos produce un resultado
como el mostrado en la Figura 3.6, en la que se puede observar que los mensajes esta´n
asociados con una intencio´n, con los valores referentes a las entidades buscadas con posicio´n
inicial, final y valor de la entidad.
La u´ltima pieza del chatbot es la configuracio´n del modelo NLU, esto quiere decir, que´
procesos sufren los datos de entrada del usuario para extraer intenciones y entidades tal y
co´mo se tiene en los datos de ejemplo. Estos componentes pueden ser muy diversos, entre ellos
se puede definir un extractor de entidades, el lenguaje del modelo a utilizar (corresponde con
el lenguaje que se espera que utilice el usuario), librer´ıas externas para extraer fechas como
Duckling4, la forma de tokenizar los datos, ya sea mediante palabras, frases, etc, por nombrar
algunos de ellos. Para cada chatbot se requiere una configuracio´n diferente en funcio´n de la
finalidad de e´ste. Para esta primera versio´n se ha utilizado la configuracio´n de la Figura 3.7,
es una configuracio´n sencilla para un modelo de comprensio´n del lenguaje en castellano.
Con todas estas piezas se pasa al entrenamiento del modelo NLU y el entrenamiento del
control de la conversacio´n (Core). Ve´anse listings 3.2 y 3.3.
4Biblioteca escrita en Clojure que extrae entidades temporales dentro de un texto, e.g. pasado man˜ana, las






{"text": "Hola", "intent": "greet", "entities": []},
...
{
"text": "Me llamo Lucia",
"intent": "inform",
"entities": [





"text": "Mi nombre es Fran",
"intent": "inform",
"entities": [
{"end": 17, "entity": "name", "start": 13, "value": "Fran"}
]
},
{"text": "Estoy bien", "intent": "happy", "entities": []},
...
{"text": "Mal", "intent": "sad", "entities": []},
...
















Figura 3.7: Configuracio´n ba´sica para un modelo NLU en Espan˜ol
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def train_nlu(training_data , config_file , model_dir , fixed_model_name ):
from rasa_nlu.training_data import load_data
from rasa_nlu.model import Trainer
from rasa_nlu import config
training_data = load_data(training_data)
trainer = Trainer(config.load(config_file ))
trainer.train(training_data)
model_directory = trainer.persist(model_dir ,
fixed_model_name=fixed_model_name)
return model_directory
Listing 3.2: Entrenamiento modelo NLU
def train_dialogue(domain_file , model_path , training_data_file ):
fallback = FallbackPolicy(fallback_action_name="utter_default",
core_threshold =0.25, nlu_threshold =0.3)
agent = Agent(domain_file ,
policies =[ AugmentedMemoizationPolicy(max_history =2),
KerasPolicy (), fallback ])
training_data = agent.load_data(training_data_file)




Listing 3.3: Entrenamiento dia´logo (Core)
En la Figura 3.8 se puede observar una pequen˜a conversacio´n con esta primera versio´n
del chatbot. Para el proyecto se han an˜adido ma´s datos de entrenamiento y todo lo necesario
para que este sea capaz de reconocer preguntas relacionadas con el corpus de datos abiertos
(historias, acciones, intenciones, etc).
Figura 3.8: Conversacio´n de ejemplo con el chatbot
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3.3. Framework traductor lenguaje natural a consulta de base
de datos
Para responder a las preguntas sobre el corpus desde Rasa, se ha utilizado un framework
de Python llamado QuePy [25], adaptado y configurado por el departamento de Big Data
y Sistemas Cognitivos del ITAINNOVA. Este framework permite transformar preguntas en
lenguaje natural a consultas en lenguaje de base de datos. Actualmente provee funcionalidad
para SPARQL y MQL (lenguajes de consulta a base de datos). Este framework se usa a trave´s
de una accio´n personalizada cuando el modelo de red neuronal no ha sabido responder a une
pregunta sobre los datos del corpus. Con este problema resuelto se consigue tener un sistema
completo funcional y que cumple los objetivos del proyecto.
3.4. Interfaz
Para la comunicacio´n con el chatbot se ha implementado una interfaz gra´fica que simula
una sala de chat. Se ha utilizado HTML, CSS y JavaScript para el disen˜o de la Web.
Se ha partido de una plantilla de Bootstrap5 [28] basada en una pantalla principal con
una caja de texto y un boto´n, a trave´s del cual se env´ıa un mensaje al chatbot. Inicialmente,
una vez cargada la aplicacio´n Web, el chat proporciona un mensaje de bienvenida al usuario
enumerando las capacidades que´ tiene y que tipo de mensajes entiende el chatbot. Un ejemplo
de conversacio´n simple se encuentra en la figura 3.9 y 3.10.
El pseudoco´digo del sistema completo se puede encontrar en el anexo V, este
pseudoco´digo incluye tanto el modelo clave-valor como la gestio´n de rasa, se han obviado
declaracio´n de variables.
5Bootstrap es una herramienta open-source para el desarrollo con tecnolog´ıa Web: HTML, CSS y JS.
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Figura 3.9: Ejemplo conversacio´n Web 1
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A lo largo de esta cap´ıtulo se van a detallar todas las pruebas realizadas para la validacio´n
tanto del modelo de red neuronal clave-valor, como de la librer´ıa Rasa para el control del
dia´logo. Adicionalmente se expondra´n en detalle las conclusiones obtenidas. Por u´ltimo, se
enumerara´n todas las dificultades encontradas a la largo del proyecto.
4.1. Validacio´n modelo clave-valor
A la hora de entrenar el modelo de red neuronal es necesario explicar los para´metros
que influyen en los resultados del entrenamiento: e´stos son el nu´mero de e´pocas de ejecucio´n,
el taman˜o del lote o batch y el nu´mero de saltos. Una e´poca en una red neuronal es una
pasada hacia adelante y otra hac´ıa atra´s de todos los datos de entrenamiento en la red.
El taman˜o de lote determina el nu´mero de ejemplos de entrenamiento en una pasada hacia
delante y hac´ıa atra´s. El nu´mero de saltos determina el nu´mero de veces que durante una
e´poca se realiza una pasada completa de los datos. Se ha utilizado un 80 % de los datos para
entrenamiento y un 20 % para validacio´n. Antes de analizar los resultados obtenidos con los
diferentes entrenamientos realizados, es necesario especificar la tarjeta gra´fica utilizada, se
trata de una Titan XP, ve´ase Tabla 4.1.
Especificaciones del motor de GPU
NVIDIA CUDA® Cores 3840
Frecuencia acelerada (MHz) 1582
Especificaciones de la memoria
Frecuencia de la memoria 11.4 GB/s
Config. de memoria esta´ndar 12 GB GDDR5X
Ancho de la interfaz de memoria 384 bits
Ancho de banda de memoria (GB/s) 547.7 GB/s
Tabla 4.1: Especificaciones tarjeta gra´fica
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Para los entrenamientos estos para´metros han tomado los siguientes valores:
− E´pocas: desde 100 hasta 600, incremento de 100.
− Taman˜o del lote: potencias de 2 desde 32 hasta 512.
− Saltos (hops): desde 1 hasta 6, incremento de 1.
El valor de las e´pocas y el taman˜o del lote se aumenta para comprobar si cuanto ma´s
grande sea el valor, mejor resultado se obtiene. Los valores del taman˜o del lote se han elegido
basa´ndonos en la implementacio´n original y en los valores de uso ma´s comunes, normalmente
se utilizan potencias de 2 entre 1 y varios cientos [29]. Los resultados obtenidos en los
diferentes entrenamientos se pueden observar en la Tabla 4.2
E´pocas Batch Hops Train acc Val acc
100 64 3 0.57 0.42
200 64 3 0.82 0.49
300 64 3 0.92 0.42
400 64 3 0.96 0.48
500 64 3 0.99 0.59
600 64 3 0.95 0.52
500 64 1 0.89 0.41
500 64 2 0.97 0.46
500 64 4 0.98 0.42
500 64 5 0.97 0.48
500 64 6 0.96 0.40
500 32 3 0.91 0.44
500 128 3 0.97 0.42
500 256 3 0.82 0.51
500 512 3 0.79 0.42
Tabla 4.2: Resultados entrenamiento variando nu´mero de saltos
La primera prueba realizada fue el aumento de e´pocas para diferentes entrenamientos
hasta determinar un nu´mero de e´pocas concreto a partir del cual los resultados comienzan
a empeorar, este valor se trata de 500, para el resto de pruebas se ha establecido como
para´metro fijo el nu´mero de e´pocas a dicho valor. La siguiente prueba consistio´ en aumentar
y disminuir el nu´mero de saltos (hops), como se puede ver en la Tabla 4.2 se puede determinar
que el nu´mero de saltos que mejor resultado ofrece es 3. Una vez establecidos el nu´mero de
e´pocas y de saltos, la u´ltima prueba fue utilizar diferentes taman˜os de batch, en la tabla
de resultados se puede observar que aumentar o disminuir el taman˜o de batch no mejora los
resultados. Finalmente se ha utilizado el modelo de 500 e´pocas, 3 hops y taman˜o de lote de 64
por obtener los mejores resultados. A continuacio´n se detallan las conclusiones obtenidas de
estos resultados compara´ndolos con los obtenidos utilizando el mismo modelo con las tareas
bAbI de Facebook [16].
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Antes de comparar los resultados, es necesario especificar que el corpus utilizado consta
de 7384 datos con un total de 1841 palabras diferentes y que el diccionario de las tareas de
bAbI ronda entre 30 y 60 palabras.
En la tabla 4.3 se puede observar la comparacio´n de los resultados de nuestros datos
(Opendata) frente al de los de la tarea 1 de bAbI, e´sta consiste en un u´nico hecho para dar
apoyo a una pregunta al igual que en los datos utilizados del corpus.
Corpus Precisio´n (en %)
Entrenamiento Validacio´n
bAbI 1 100 100
Opendata 99 59
Tabla 4.3: Tabla comparativa
Los porcentajes de entrenamiento son bastante parecidos. Con el porcentaje de validacio´n
no se ha conseguido el mismo resultado, el desfase que se aprecia se debe a la cantidad y
el formato de datos que se ha utilizado. Algunas palabras se queden fuera de los datos de
entrenamiento y so´lo se encuentran en los datos de validacio´n, por este motivo el porcentaje
de validacio´n disminuye. Esto no sucede con los datos de la tarea bAbI porque so´lo consta
de 29 palabras distintas y los datos esta´n formados por diferentes historias, lo que supone
que todas las palabras aparezcan en los conjuntos de entrenamiento y validacio´n. En nuestro
caso so´lo se tiene una u´nica historia por lo que hay palabras que no son entrenadas y por lo
tanto fallan en la validacio´n.
Para verificar su funcionamiento se han realizado una serie de pruebas con el modelo
pregunta´ndole diferentes preguntas sobre el corpus. Esta prueba consiste en evaluar el
resultado devuelto por el modelo cogiendo las 5 palabras con confianza ma´s alta devueltas
por el modelo y comparando la palabra con confianza ma´s alta con la respuesta correcta. Por
ejemplo, para la pregunta: ¿Do´nde trabaja Antonio Alastrue´ Tierra?, la respuesta adecuada
es Direccio´n General de Trabajo; el resultado de la respuesta se puede ver en la Tabla 4.4.
Respuesta Confianza
Direccio´n General de Trabajo 0.95241714
Servicio de Gestio´n de Personal y Asuntos Generales 0.03495254
Direccio´n General de Deporte 0.00404497
Servicio de Comercializacio´n y Calidad Agroalimentaria 0.00266335
Direccio´n General de Desarrollo Estatuario 0.00125885
Tabla 4.4: Respuesta a pregunta ¿Donde trabaja Antonio Alastrue´ Tierra?
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Dentro de la interfaz Web, para apoyar la respuesta, se ha incluido este ranking de
palabras y confianza. El resultado Web para la pregunta anterior se puede observar en la
Figura 4.1. So´lo se apoyan las respuestas del modelo de red neuronal. Los casos que el usuario
pregunta por algo que la red neuronal no sabe responder o no tiene la confianza suficiente
para hacerlo, desaparece la informacio´n de apoyo.
Figura 4.1: Ejemplo conversacio´n Web con apoyo de la red neuronal
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4.2. Validacio´n control del dia´logo
Para la validacio´n del control del dia´logo so´lo se tiene que seguir la metodolog´ıa
especificada en el cap´ıtulo 3. Simplemente hay que modificar los componentes involucrados
en el procesamiento del texto e ir probando que´ configuracio´n ofrece los mejores resultados.
Para este proyecto se han evaluado tres configuraciones diferentes para el procesamiento
del lenguaje natural, estas configuraciones esta´n formadas por los componentes que van a
actuar sobre el texto (extractor de entidades, tokenizador, etc.). Para la evaluacio´n de las
mismas se ha probado la misma conversacio´n con todas. La conversacio´n tiene el formato
mostrado en la Figura 4.2.
Chatbot: Bienvenida chatbot
Usuario: Decir nombre
Chatbot: Bienvenido nombre, pregunta por animo
Usuario: Informar estado de animo
Chatbot: Respuesta




Figura 4.2: Pseudoco´digo de conversacio´n, intenciones del mensaje
Antes de comenzar la evaluacio´n de las configuraciones elegidas se explica que
caracter´ısticas tienen cada una de ellas. Las tres configuraciones se basan en usar modelos
de spaCy y un backend de tensorflow de manera individual o conjunta. Esto nos deja con
tres configuraciones: una primera que utiliza exclusivamente spaCy, una segunda que utiliza
ambos, y una tercera que utiliza so´lo tensorflow.
SpaCy es una librer´ıa de co´digo abierto escrita en Python y Cython1 para el
procesamiento del lenguaje natural [30]. Esta´ disen˜ada para realizar tareas tales como la
extraccio´n de entidades, POS Tagging, dependencias entre palabras, etc.
La mayor diferencia entre spaCy y tensorflow es que la primera utiliza vectores
de palabras pre entrenados, ya sea usando GloVe [31] o fastText [32], algoritmos de
representacio´n del texto. Por otro lado, el segundo no utiliza vectores pre entrenados, los
crea espec´ıficamente para el conjunto de datos entrenados.
1Lenguaje de programacio´n utilizado para simplificar la escritura de mo´dulos en C y C++ y que funcionen
con Python, la sintaxis es la misma que Python pero con algunas caracter´ısticas an˜adidas.
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Los resultados del chatbot utilizando la primera configuracio´n (la que utiliza
exclusivamente spaCy) son los mostrados en la Figura 4.3.
Figura 4.3: Configuracio´n spaCy
Como se puede observar, esta primera configuracio´n no sabe diferenciar entre estados de
a´nimo ya que la respuesta del chatbot “¿Que´ puedo hacer para ayudarte?” se devuelve
so´lo si el usuario se encuentra mal y no al contrario.
Esta configuracio´n tampoco sabe extraer la ciudad como la entidad que deber´ıa. Como
se observa en la Figura 4.4, la entidad que se ha extra´ıdo ha sido nombre, y no ciudad. A
pesar de reconocer la intencio´n del usuario correctamente, el extractor de entidades de la
configuracio´n no es capaz de extraer la entidad adecuadamente. Por este motivo, en la Figura
4.3 aparece una frase resultante de geolocalizar la posicio´n del usuario. Esto se realiza cuando
la intencio´n es predecir el tiempo y no se ha guardado un valor en el slot correspondiente a
la localizacio´n.
Figura 4.4: Resultado respuesta a: “Tiempo en Zaragoza”
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La segunda configuracio´n utiliza una combinacio´n del modelo espan˜ol de spaCy y el
backend de tensorflow. Se abstrae del lenguaje del modelo para extraer entidades. Esta
configuracio´n funciona de tal manera que la respuesta del chatbot se basa en la mayor
confianza de ambos componentes. Como se puede observar en la Figura 4.5, la respuesta
al estado de a´nimo se ha corregido, pero no lo ha hecho la extraccio´n de la entidad de la
localizacio´n.
Figura 4.5: Configuracio´n spaCy y tensorflow
La tercera y u´ltima configuracio´n so´lo utiliza el backend de tensorflow. En la figura 4.6
se puede observar como la abstraye´ndose del lenguaje y creando vectores de palabras que se
ajusten a los datos de entrenamiento, el sistema es capaz de responder y extraer entidades
adecuadamente. En el sistema final se ha utilizado esta u´ltima configuracio´n por ofrecer los
mejores resultados.
Figura 4.6: Configuracio´n tensorflow
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4.3. Dificultades y problemas encontrados
La dificultad ma´s representativa del proyecto ha sido la utilizacio´n de librer´ıas tan
extensas y complejas como Tensorflow y Rasa, las cuales requieren un aprendizaje extenso
para usarlas correctamente.
En concreto, el mayor problema durante el proyecto ha sido el hecho de utilizar
Tensorflow para guardar un modelo de red neuronal tras su entrenamiento y luego
restaurarlo posteriormente para su uso. Esto es debido a que a la hora de restaurar un
modelo, Tensorflow inicializa todas las variables declaradas previa carga del modelo junto a
las del modelo. Rasa internamente utiliza y declara variables usando Tensorflow, las cuales
no pueden ser inicializadas en la carga del modelo. Adema´s, Tensorflow trabaja con sesiones
de trabajo en las que se pueden usar las variables mientras e´sta este´ activa. El control de la
sesio´n y restauracio´n adecuada de las variables llevo´ dos semanas de trabajo completas, lo
que equivale a unas 70 horas.
Una dificultad externa a la realizacio´n del proyecto ha sido el uso de la librer´ıa Rasa, que
se encuentra en constante desarrollo. Semanalmente, se lanzan parches o nuevas versiones de
alguno de los mo´dulos que la componen: NLU o´ Core. Esto ha supuesto la reestructuracio´n
de algunos me´todos centrales del chatbot ya que facilitaban el uso del chatbot o bien porque
versiones antiguas se quedaban anticuadas.
Otro problema fue la utilizacio´n de un extractor de entidades, debido a que los datos
del corpus guardan toda la informacio´n referente al Gobierno de Arago´n. Esto quiere decir,
que algunos datos no se corresponden con la etiqueta que tienen, por ejemplo: algunos roles
no tienen persona asociada en algunos per´ıodos de trabajo, esto se guarda en la base de
datos como Vacante temporal, un extractor de entidades no puede detectar un rol dentro de
Vacante temporal por lo que se tuvo que realizar un ana´lisis manual de todos los casos en los
que el extractor de entidades no identificaba adecuadamente el valor de la entidad y guardar
manualmente el valor.
Otra de las dificultades del proyecto ha sido el aprendizaje para utilizar todas las
herramientas de las que dispone el departamento de Big Data y Sistemas Cognitivos para
la gestio´n de proyectos. Entre estas herramientas se incluye Subversio´n para el control de
versiones y Moriarty Studio (plataforma o conjunto de herramientas para desarrollar servicios
de ana´lisis y procesamiento de grandes conjuntos de datos de manera a´gil).
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Cap´ıtulo 5
Conclusiones, l´ıneas de trabajo
futuro y evaluacio´n personal
En este cap´ıtulo final se presentan las conclusiones del proyecto explicando en primer
lugar, de que´ manera se han logrado los objetivos espec´ıficos del proyecto, en segundo lugar,
mostrando un listado descriptivo con posibles l´ıneas de trabajo futuras y en tercer tercer lugar,
exponiendo mi experiencia y valoracio´n personal respecto a la realizacio´n de este proyecto.
5.1. Conclusiones
Los objetivos planteados en el cap´ıtulo 1 han sido cumplidos de manera satisfactoria. A
lo largo del proyecto se ha explicado todo lo realizado, entre lo que se incluye:
1. El estudio del actual estado de tecnolog´ıas sobre procesamiento y comprensio´n del
lenguaje natural, bu´squeda de respuestas y aprendizaje automa´tico. En concreto se ha
continuado con la l´ınea de investigacio´n de ITAINNOVA en el campo de la bu´squeda
de respuestas usando un modelo de Machine Learning.
2. La eleccio´n de un framework conversacional para el desarrollo del chatbot y el control
del dia´logo.
3. La integracio´n de todo lo anterior, formando un sistema completo capaz de mantener
una conversacio´n simplemente cumpliendo con el objetivo marcado: responder a las
preguntas referentes al corpus de datos abiertos del portal “Arago´n Open Data”.
4. La realizacio´n de todas las pruebas necesarias para validar todo el sistema, de manera
independiente para cada mo´dulo y de manera global para el sistema completo.
5. La combinacio´n del chatbot con un avatar virtual propiedad del departamento. El
chatbot dota de inteligencia al avatar. Ve´ase Anexo VI.
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5.2. L´ıneas de trabajo futuro
En esta seccio´n se introducen diferentes l´ıneas de trabajo futuro para el proyecto:
1. En este proyecto so´lo se han utilizado datos concretos y muy espec´ıficos. Generar
diferentes datos de entrenamiento para mejorar los porcentajes de validacio´n del modelo
de manera que sepa responder adecuadamente a ma´s preguntas as´ı como que el lenguaje
de las preguntas sea ma´s flexible.
2. Modificar el modelo de red neuronal para que responda con frases elaboradas y no so´lo
con una palabra o entidad.
3. Realizar tareas de la intranet de ITAINNOVA a trave´s del chatbot como reserva
de material de oficina, imputacio´n de horas de trabajo, peticio´n de temporadas de
vacaciones.
4. Ampliar el alcance del chatbot, incrementando la cantidad de datos de entrenamiento
para que sea capaz de comprender ma´s casos y situaciones. Incluyendo, por ejemplo,
datos de ma´s proyectos a parte de “Arago´n Open Data”, ma´s ejemplos de intenciones
del usuarios, etc.
5. Continuar con el proyecto del avatar virtual incluyendo ma´s funcionalidades y
caracter´ısticas como por ejemplo: reconocimiento de caras.
5.3. Valoracio´n personal
A nivel personal este proyecto ha servido para entender mejor de que manera funciona un
entorno profesional, las metodolog´ıas seguidas durante los proyectos y la constancia necesaria
en proyectos de larga duracio´n, as´ı como la importancia de mantener una buena y organizada
documentacio´n a lo largo de todo el proyecto.
Adema´s me ha servido como punto de partida para labrar un perfil profesional y
competitivo para el futuro, adquiriendo conocimientos de gestio´n de proyectos, trabajo
colaborativo, seguimiento continuo de los proyectos, uso de metodolog´ıas a´giles, aprendizaje
de nuevas herramientas y tecnolog´ıas.
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Glosario
Ana´lisis de sentimientos: El ana´lisis de sentimientos se refiere al uso del procesamiento
del lenguaje natural, ana´lisis de textos y lingu¨´ıstica computacional para identificar y
extraer informacio´n subjetiva de unos recursos. Esto es, determinar la actitud de un
interlocutor o un escritor con respecto a algu´n tema de un documento.
Chunking: Es el proceso que consiste en dividir un texto en partes sinta´cticamente
correlacionadas de palabras, como son los grupos nominales, grupos verbales, etc., pero
no especifica su estructura interna, ni su papel en la oracio´n principal.
Corpus: En lingu¨´ıstica, se denomina corpus a un conjunto amplio y estructurado de textos
(etiquetado) de acuerdo a unos ciertos criterios que, normalmente, suele ser almacenado
y procesado automa´ticamente.
Lenguaje natural: Es la lengua o idioma hablado o escrito por humanos para propo´sitos
generales de comunicacio´n.
POS-Tagger (o etiquetado gramatical): Es el proceso de asignar o etiquetar a cada una
de las palabras del texto su categor´ıa gramatical (sustantivo, nombre, verbo, etc.).
Parsing (o analizador sinta´ctico): Es el proceso que consiste en analizar sinta´cticamente
una frase.
Reconocimiento de entidades (NER): Es una tarea de la extraccio´n de la informacio´n
que localiza y clasifica nombres de entidades en unas categor´ıas predefinidas.
Stopwords: Son palabras sin poder discriminatorio, que no aportan significado.
Token: En un texto, se denomina token a cada cadena de caracteres separada de otra por
un delimitador. Ejemplos de tokens pueden ser, por ejemplo, las palabras.
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