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Cap´ıtulo 1
Introduccio´n
En los mamı´feros, incluido el hombre, los tejidos esquele´ticos se limitan a tres tipos:
cola´geno denso, cart´ılago y tejido o´seo. Si bien, en definitiva, todos pueden englobarse en
la denominacio´n comu´n de tejidos conectivos, poseen diferencias bien marcadas. El teji-
do conectivo de cola´geno denso se puede describir como una variante del tejido conectivo
comu´n (ver pag.222 de [33]), mientras que el cart´ılago y el tejido o´seo son formas muy
especializadas de tejido conectivo. En esta tesis nos ocuparemos del tejido o´seo, que como
es sabido se caracteriza por poseer una gran rigidez adema´s de resistencia a la tensio´n y
a la compresio´n. El tejido o´seo esta´ formado principalmente por una matriz mineralizada
compuesta mayormente por cola´geno (casi en un 90%) y por sales minerales (fosfato de
calcio cristalino formando cristales similares a la hidroxiapatita). Esto hace que estos teji-
dos sean el reservorio de calcio del organismo. Adema´s de la matriz mencionada, el tejido
o´seo posee una parte celular (las ce´lulas osteoprogenitoras, los osteobla´stos, los osteocitos,
las ce´lulas de recubrimiento o´seo y los osteoclastos) encargada, entre otras cosas, del creci-
miento y de la resorcio´n del tejido. A nivel macrosco´pico se pueden diferenciar dos tipos de
tejido o´seo: el trabecular (o esponjoso) y el cortical (compacto). En esta tesis estudiamos
principalmente el tejido o´seo trabecular que se encuentra generalmente en las extremidades
de los huesos largos.
Este interesante material posee una gran cantidad de mecanismos que au´n no han sido
explicados satisfactoriamente razo´n por la cual continu´a siendo ampliamente estudiado.
Tal es as´ı que existe una gran diversidad de publicaciones espec´ıficas sobre el tema (Bone,
Journal of Bone and Mineral Metabolism, Calcified Tissue International, Journal of Bone
and Mineral Research, Osteoporosis International, Bone Marrow Transplantation, Revista
Argentina de Osteolog´ıa, etc.).
Por otro lado, la osteoporosis y la osteopenia son dos patolog´ıas o´seas que traen apare-
jadas grandes dificultades tanto a nivel personal como social ya que no solamente son
responsables de una disminucio´n significativa en la calidad de vida de las personas que
la padecen (principalmente mujeres postmenopa´usicas), sino que tambie´n econo´micamente
son causantes de un importante encarecimiento de los sistemas de salud (para un revi-
sio´n completa de estos aspectos ver [69]). Actualmente las formas de diagno´stico de estas
patolog´ıas consisten en la medicio´n de algunos para´metros (T-score, Z-score [16, 97]) rela-
1
2 CAPI´TULO 1. INTRODUCCIO´N
cionados principalmente con el nivel de calcio del tejido o´seo. En efecto, la definicio´n de
osteoporosis de la Organizacio´n Mundial de la Salud (OMS) en el an˜o 1993 era: “Enferme-
dad caracterizada por poca masa o´sea y deterioro de la micro-arquitectura del tejido o´seo
que predispone a una mayor fragilidad del hueso y en consecuencia aumenta el riesgo de
fractura”. Como la micro-arquitectura no puede ser medida directamente se recomendaba
que el diagno´stico se realice mediante un marcador correlacionado que es el nivel de cal-
cio [48]. Se supone entonces que cuanto ma´s calcio posea el tejido menos probabilidad de
fracturarse tendra´. Estudios recientes han demostrado que la correlacio´n frecuentemente
reportada entre densidad mineral “areal” y resistencia o´sea, no se mantiene al asociar los
cambios positivos inducidos por tratamientos corrientes en la densidad mineral o´sea (DMO)
y en la incidencia de nuevas fracturas en pacientes con osteopenias severas [13,69]. Esto se
debe a que lamentablemente la DMO no provee informacio´n biomeca´nica relevante como
para evaluar la resistencia o´sea o predecir fracturas. Estos motivos hacen que el estudio en
tejidos o´seos tenga amplia vigencia en la actualidad y que sea continua la bu´squeda que
realiza la comunidad cient´ıfica de nuevas te´cnicas que brinden informacio´n complementaria.
Una alternativa que actualmente tiene gran aplicacio´n es el ultrasonido (US) [7,11,35].
Sin embargo los para´metros que se miden normalmente en las aplicaciones me´dicas de esta
te´cnica no brindan la informacio´n complementaria deseable, por cuanto las mediciones se
limitan a observar correlaciones con la DMO (y en consecuencia en general so´lo se ob-
tiene informacio´n sobre el contenido de calcio). No debe extran˜ar, entonces, la cantidad
de investigaciones dirigidas a determinar nuevos para´metros relevantes del tejido o´seo que
introduzcan informacio´n ma´s alla´ de la brindada por la DMO [10,35,64,93], tales como la
orientacio´n de las trabe´culas y su taman˜o en hueso trabecular. En su mayor´ıa son trabajos
de mediciones in vitro. El US en los tejidos biolo´gicos y las caracter´ısticas del tejido que
e´ste pueda detectar continu´an siendo, en consecuencia, temas abiertos en la investigacio´n.
Por otro lado, trabajos recientes han reportado altas correlaciones entre las propiedades
diele´ctricas y ele´ctricas de tejidos o´seos con la DMO, el contenido de cola´geno, el conte-
nido de calcio y el grado de porosidad, entre otros [8, 44, 47, 81–84, 95]. Por el momento
las mediciones han sido realizadas in vitro. En los trabajos experimentales de Sierpowska
et al. [81–83] se midieron las correlaciones de las propiedades diele´ctricas y ele´ctricas con
la mayor´ıa de las componentes del tejido o´seo trabecular humano (en estado fisiolo´gico1)
hasta alrededor de los 10MHz. En los trabajos de Invancich et al. [44] se midio´ hueso
cortical bovino en estado nativo (aunque no fisiolo´gico, se midio´ en agua bi-destilada) y
en estado desmineralizado con la intencio´n de buscar alguna explicacio´n a nivel molecular:
como afecta el contenido de calcio a las fibras de cola´geno. En cuanto al modelado teo´rico,
recientemente en el trabajo de Bonifasi et al. [8] se lograron resultados que relacionan la
porosidad del hueso trabecular con la parte real de la permitividad diele´ctrica compleja y
con la conductividad. En el trabajo de Katz et al. [47] tambie´n se desarrollo´ un modelo
1cuando se dice en estado fisiolo´gico el hueso se almaceno´ y se midio´ en solucio´n fisiolo´gica esta´ndar,
por ejemplo: phosphate buffered solution (PBS)
3teo´rico diele´ctrico para la deteccio´n de cambios de densidad mineral en hueso.
El tema central de esta tesis es la utilizacio´n de las propiedades diele´ctricas como
te´cnica alternativa para la evaluacio´n de la calidad o´sea. Para esto desarrollamos algunos
experimentos in vitro en el rango de frecuencias que va desde los 80MHz hasta 1300MHz.
Estos experimentos apuntan en u´ltima instancia a establecer la posibilidad de diagnosticar
patolog´ıas o´seas en humanos. Con ese fin muchos de los experimentos se llevan a cabo en
tejido o´seo trabecular humano en estado fisiolo´gico. Para una evaluacio´n biomeca´nica no
destructiva de las muestras desarrollamos algunos experimentos de ultrasonido tambie´n
en condiciones fisiolo´gicas in vitro. Adema´s, para una evaluacio´n contrastada con te´cnicas
cl´ınicas se observa la DMO de las muestras in vitro utilizando equipamiento cl´ınico. En
todos los casos se busca realizar mediciones no invasivas o no destructivas para la reutili-
zacio´n de las muestras en sucesivos ensayos.
Otro tema al que apunta esta tesis es a desarrollar un marco general para el proce-
samiento de sen˜ales provenientes de la reflectometr´ıa en dominio de tiempo (te´cnica que
empleamos en la estimacio´n de las propiedades diele´ctricas del hueso). Se busca exten-
der algunos modelos matema´ticos para diele´ctricos multicapa y adema´s con exponentes
no lineales en frecuencia (tales como diele´ctricos tipo Cole-Cole). Para el procesamiento
de las mediciones diele´ctricas en tiempo se utiliza la te´cnica denominada Identificacio´n
de Sistemas. En particular, identificacio´n de sistemas de tiempo continuo y de sistemas
fraccionarios. En ambos casos, desarrollamos el software necesario. Para la identificacio´n
en sistemas de orden no entero (fraccionarios) exploramos la simulacio´n computacional,
necesaria para la etapa de identificacio´n.
La tesis esta´ organizada de la siguiente manera.
En el cap´ıtulo 2 se describe el tejido a estudiar junto con las muestras, su preparacio´n y
almacenado. Tambie´n se comenta el estado actual de la tecnolog´ıa en la mediciones cl´ınicas
de la salud o´sea. Finalmente se muestran los estudios cl´ınicos realizados a las muestras en
cuestio´n.
En el cap´ıtulo 3 se realiza una resen˜a sobre las mediciones diele´ctricas con especial e´nfasis
en la utilizacio´n de l´ıneas coaxiales abiertas (con sus modelos teo´ricos y emp´ıricos) y las
te´cnicas de medicio´n en dominio de tiempo (time domain reflectometry, TDR). Al final
del cap´ıtulo se realiza una revisio´n de la literatura sobre las propiedades diele´ctricas y
ele´ctricas de tejidos o´seos.
En el cap´ıtulo 4 se comentan los principios f´ısicos que rigen la propagacio´n de ondas acu´sti-
cas en los tejidos y los dos tipos de experimentos que se practicaron: por transmisio´n y
reflexio´n.
En el cap´ıtulo 5 se introducen los sistemas dina´micos, tanto lineales como fraccionarios. Se
detallan las herramientas utilizadas para el procesamiento de las sen˜ales que resultan de
las mediciones diele´ctricas: te´cnicas de Identificacio´n de Sistemas. Estas te´cnicas se apli-
can con los dos enfoques tanto en tiempo discreto como en continuo. A su vez se aplican a
sistemas fraccionarios. En las u´ltimas secciones de este cap´ıtulo consideramos la evaluacio´n
y validacio´n de los modelos mediante simulacio´n y testeo de los algoritmos. Para remarcar
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las aplicaciones originales las hemos escrito en ita´lica
En el cap´ıtulo 6 se muestran los experimentos que hemos realizado junto con los resultados.
Finalmente en el cap´ıtulo 7 se describen brevemente las conclusiones.
Cap´ıtulo 2
Tejido o´seo
En este cap´ıtulo se comentara´n las caracter´ısticas principales del tejido o´seo trabecu-
lar humano. Con ese fin primeramente se describira´n las caracter´ısticas del cola´geno y de
algunos de los componentes principales de la matriz o´sea y sus ce´lulas. A continuacio´n, se
comentara´n algunos me´todos cl´ınicos actuales para la medicio´n de la calidad o´sea. Final-
mente se detallara´ la preparacio´n de las muestras que utilizamos en esta tesis: muestras
de hueso trabecular humano y tambie´n de tejido o´seo bovino. Estas u´ltimas, tanto cortical
como trabecular, se almacenaron en estado no fisiolo´gico y posteriormente se modificaron
con el objetivo de observar el comportamiento de la matriz en s´ı. Se pretendio´ en este caso
“aislar” la respuesta de la matriz mineralizada y completamente desmineralizada. Para las
muestras humanas, en cambio, se prefirio´ trabajar en estado fisiolo´gico y observar su con-
tenido mineral con me´todos cl´ınicos tradicionales. En particular se les practico´ un ensayo
cl´ınico de densitometr´ıa.
2.1. Descripcio´n del sistema
2.1.1. Tejido o´seo trabecular humano
El tejido en estudio en esta tesis es el o´seo, particularmente, hueso trabecular humano
proveniente de la cabeza de fe´mur. El fe´mur pertenece a un tipo especial de huesos del
esqueleto humano: los huesos largos. En este tipo de huesos las regiones de la dia´fisis y
ep´ıfisis esta´n bien definidas. En la Fig.2.1 se muestra un esquema de tibia (hueso largo)
con las zonas mencionadas anteriormente. En relacio´n a la estructura y organizacio´n de los
epífisis epífisisdiáfisis
Figura 2.1: Hueso largo: tibia.
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Figura 2.2: Niveles jera´rquicos de tejido o´seo. Reproduccio´n de D. Vashishth, International
Journal of Fatigue 29 (2007) 1024–1033.
huesos largos se puede decir que se trata de tejidos con diferentes niveles jera´rquicos. En la
parte izquierda de la Fig.2.2 se muestra un esquema en el cual se pueden ver las diferencias
macrosco´picas:
Tejido trabecular o esponjoso (“cancellous”). Consiste en un arreglo tridimensional
de listones finos u hojas llamadas trabe´culas. Se lo encuentra en la zona interna de
la mayor´ıa de los huesos. Estas trabe´culas se entrecruzan en distintas direcciones
y forman un reticulado esponjoso, cuyos espacios huecos intercomunicantes esta´n
ocupados por la me´dula o´sea.
Tejido cortical o compacto. Esta´ constituido por placas densas y so´lidas con pequen˜os
canales. Se lo encuentra en la corteza de la ep´ıfisis y en la dia´fisis de los huesos largos.
Tambie´n se lo encuentra en los huesos planos. Esta´ rodeado por el perio´steo, que es
tejido conectivo denso y provee el potencial osteoge´nico (osteoblastos). En las zonas
art´ıculares, esta´ cubierto por cart´ılago hialino.
A nivel microsco´pico el hueso cortical tiene una estructura compuesta por cilindros (osteo-
nes) de la´minas conce´ntricas (lamelas) que a su vez esta´n formadas por fibras de cola´geno
tipo I orientadas paralelamente al eje del hueso.
En el hueso esponjoso, las trabe´culas (de un taman˜o de alrededor de 200µm) son teji-
dos calcificados en arreglos en forma de mosaicos laminares; forman numerosas cavidades
interconectadas que constituyen la porosidad del tejido. Estos mosaicos laminares esta´n for-
mados por matrices anisotro´picas compuestas por cristales minerales y fibras de cola´geno.
El elemento ba´sico estructural del tejido o´seo trabecular es la osteona trabecular (ver
Fig.2.2). Tiene la forma de un disco plano de unos 70µm de espesor y una longitud prome-
dio de 600µm. El disco esta´ formado por alrededor de 20 la´minas paralelas. El espesor de
las trabe´culas var´ıa entre 10 y 400µm. En el tejido o´seo que soporta pesos en condiciones
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Figura 2.3: Fibras de cola´geno.
normales, las trabe´culas son ma´s gruesas en la direccio´n de carga. De esta manera son ma´s
resistentes a la compresio´n.
2.1.2. Matriz o´sea
La matriz o´sea extracelular se compone de una matriz orga´nica y de sales inorga´nicas.
La orga´nica esta´ formada por fibras de cola´geno incluidas en una sustancia fundamental.
En adultos el cola´geno representa alrededor del 90% de la matriz orga´nica. Se estima que la
dureza y la resistencia a la compresio´n del tejido o´seo son atribuibles al contenido de sales
inorga´nicas (minerales), mientras que las propiedades ela´sticas y resistencia a la traccio´n
deben atribuirse al cola´geno.
Cola´geno
Las fibras de cola´geno del tejido o´seo se componen fundamentalmente por cola´geno
del tipo I, es decir, el mismo tipo general del tejido conectivo. El grosor de las fibras es
variable entre 1 − 10µm. Las fibras a su vez esta´n compuestas por fibras ma´s delgadas
denominadas fibrillas (0, 2− 0, 5µm de dia´metro). Con microscop´ıa electro´nica se observa
que las fibrillas esta´n compuestas por microfibrillas paralelas de un dia´metro aproximado de
50nm. Las microfibrillas son la unidad fibrilar del cola´geno y poseen un rayado transversal
caracter´ıstico perio´dico de 68nm. Finalmente, estas microfibrillas esta´n compuestas por
unidades ma´s pequen˜as denominadas tropocola´geno, que son mole´culas alargadas r´ıgidas de
unos 300nm de largo y 1, 5nm de espesor. Cada mole´cula de tropocola´geno esta´ compuesta
por 3 cadenas polipept´ıdicas, denominadas cadenas alfa, arrolladas entre s´ı en una espiral
triple.
Sales minerales
Los componentes minerales inorga´nicos del tejido o´seo representan en el adulto alrede-
dor del 75% del peso seco y esta´n compuestos en su mayor parte por depo´sitos de fosfato
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de calcio cristalino. Los cristales son casi ide´nticos a los del mineral hidroxiapatita, con
formula general Ca10(PO4)6(OH)2. Tienen la forma de varas finas de unos 3nm de espe-
sor y hasta 60nm de largo. Se disponen en paralelo, en relacio´n estrecha con las fibras de
cola´geno.
Adema´s del fosfato de calcio el hueso contiene numerosos iones diferentes: magnesio, pota-
sio, sodio, carbonato y citrato.
2.1.3. Ce´lulas o´seas
Existen cinco tipo de ce´lulas o´seas: las osteoprogenitoras, los osteobla´stos, los osteoci-
tos, las ce´lulas de recubrimiento o´seo y los osteoclastos.
Las ce´lulas osteoprogenitoras durante la formacio´n de hueso se dividen y desarrollan a
ce´lulas formadoras de hueso y osteoblastos. Esto ocurre durante la vida fetal y la etapa de
crecimiento, en adultos en cambio se observan en relacio´n con la curacio´n de fracturas.
Los osteoblastos son ce´lulas formadoras de hueso, es decir, sintetizan y secretan la matriz
o´sea orga´nica (fibras de cola´geno, proteoglucanos, entre otras mole´culas pequen˜as como
la osteocalcina). La remodelacio´n o´sea es activada por los osteoblastos como respuesta a
est´ımulos meca´nicos. Adema´s secretan varias citoquinas1 y factores de crecimiento de efec-
to local sobre la formacio´n y la resorcio´n del hueso.
En las zonas con formacio´n de hueso los osteoblastos forman una capa semejante a un
epitelio de ce´lulas cu´bicas sobre la superficie del tejido o´seo recie´n formado. Los que que-
dan atrapados en la matriz o´sea se transforman en osteocitos. Es posible que los osteocitos
desempen˜en un papel importante en la comunicacio´n del estado del tejido o´seo hacia la
superficie, hacia las ce´lulas de recubrimiento o´seo y tambie´n a los osteoclastos. Aparente-
mente los osteocitos tienen capacidad para registrar campos piezoele´ctricos. En consecuen-
cia es posible que los osteocitos intervengan as´ı en el mantenimiento de la calidad de tejido
o´seo [33].
Las ce´lulas de recubrimiento o´seo se originan a partir de osteoblastos que han finalizado la
formacio´n de hueso y recubren como una capa de epitelio plano simple todas las superficies
o´seas internas y externas en las que no hay actividad de osteoblastos u osteoclastos.
Los osteoclastos son ce´lulas que degradan el hueso. Son ce´lulas grandes de formas muy
variadas (dia´metro ma´ximo de 100µm) que poseen mu´ltiples nu´cleos. Estas ce´lulas pri-
mero demineralizan la matriz o´sea adyacente con a´cidos y subsecuentemente disuelven el
cola´geno con enzimas. Tras la finalizacio´n de la resorcio´n se cierra la superficie o´sea li-
bre con una l´ınea de cemento2 que se forma inmediatamente despue´s y el osteoclasto se
desplaza con rapidez por sobre la superficie del hueso para comenzar una posible nueva
resorcio´n.
1Las citoquinas o citocinas son un grupo de prote´ınas de bajo peso molecular constituidas por 120-180
aminoa´cidos. Controlan muchas funciones fisiolo´gicas cr´ıticas como el control de la proliferacio´n, diferen-
ciacio´n y fenotipo celular, la regulacio´n de la hematopoyesis, la regulacio´n de la respuesta inmune innata
y adaptativa, la remodelacio´n tisular y osteoge´nesis y otros mecanismos del metabolismo celular.
2Capa de matriz o´sea pobre en fibras de cola´geno que no posee elementos vasculares.
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2.2. Ana´lisis cl´ınicos actuales
Actualmente existen varios me´todos f´ısicos para la evaluacio´n de la calidad o´sea ya
sea in vitro o in vivo (ver por ejemplo: [52]). En estudios ma´s recientes [82] se utiliza
la denominada micro Tomograf´ıa Computada, que permite reconstruir ima´genes 3D de
alta resolucio´n de manera no destructiva mediante radiacio´n de rayos X. La bu´squeda
de me´todos alternativos de evaluacio´n es intensa, sin embargo la densidad mineral o´sea
continu´a siendo el para´metro ma´s frecuentemente utilizado en cl´ınica. En general se busca
que los me´todos de evaluacio´n de la DMO sean precisos, reproducibles, sensibles, baratos
y de mı´nima radiacio´n ionizante. En las pra´cticas cl´ınicas actuales se dispone de cuatro
modalidades principales para medir masa o´sea:
Densitometr´ıa de foto´n simple (SPA). Medicio´n de foto´n simple, por lo general del
antebrazo o del calca´neo. Se explora el antebrazo por lo menos en dos lugares con un
haz mono-energe´tico de fotones de una fuente de I1253 que se recuperan y se analizan.
A mayor densidad o´sea corresponde la recuperacio´n de un haz foto´nico ma´s de´bil.
El antebrazo se sumerge en una cubeta con agua para calcular los efectos sobre los
tejidos blandos que rodean los huesos. Los lugares de exploracio´n se determinan por
el grado de separacio´n entre el radio y el cu´bito y un programa de deteccio´n de los
contornos. Hay equipos ma´s actualizados en donde la fuente de I125 fue reemplazada
por un tubo de rayos X.
Densitometr´ıa o´sea radiogra´fica dual (DEXA o DPX o DXA). Densitometr´ıa radio-
graf´ıa dual (doble foto´n) (DPX o DEXA) de la columna vertebral, del cuello de fe´mur,
de la regio´n trocante´rea del fe´mur o de todo el esqueleto. Esta te´cnica desplaza la
foto´nica dual DPA (con radioiso´topos) y hoy se la considera el “gold entandar” en
densitometr´ıa o´sea. Mediante esta te´cnica se explora el lugar donde se va a efectuar
la medicio´n con un haz de rayos X de energ´ıa doble (o´ dual).
En este caso la atenuacio´n del haz de alta energ´ıa es inversamente proporcional a la
densidad o´sea. En esta te´cnica se evalu´a la densidad del tejido blando con el haz de
baja energ´ıa. La zona de exploracio´n la determina el operador con la ayuda de un
programa de deteccio´n de contornos.
Las ma´quinas ma´s modernas poseen detectores que pueden realizar tanto una explo-
racio´n lateral como anteroposterior para medir la densidad o´sea del cuerpo vertebral.
Las regiones que se indican en la literatura como las o´ptimas para la medicio´n de la
densidad en dos sitios distintos, para poder establecer con certeza el diagno´stico de
osteope´nia u osteoporo´sis. Uno de los sitios ma´s habituales es el cuello femoral.
Tomograf´ıa computada cuantitativa. Tomograf´ıa computada cuantitativa (QCT de
sus siglas en ingle´s) de la columna vertebral. Dentro de esta te´cnica tambie´n se
encuentra la pQCT. Se denomina Tomograf´ıa computada cuantitativa perife´rica y
se aplica en las extremidades. Las ima´genes se obtienen mediante rayos X. En esta
3I-125 es un radioiso´topo del yodo que tiene una vida media de 60 d´ıas y una energ´ıa foto´nica de 28keV
en la banda γ.
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Figura 2.4: Imagen de cabeza de fe´mur de la muestra F12 obtenida mediante QCT con un
tomo´grafo odontolo´gico.
te´cnica se realiza un corte tomogra´fico en la mitad de la ve´rtebra lumbar y se compara
con un patro´n. Se selecciona un a´rea de intere´s (generalmente una porcio´n trabecular
del cuerpo vertebral) y se calcula la densidad o´sea por comparacio´n con los esta´ndares
de un patro´n.
Posiblemente sea el mejor me´todo para valorar masa o´sea aunque la irradiacio´n del
paciente es mayor que la de los densito´metros DPX habituales.
La alternativa de la pQCT se utiliza para mediciones perife´ricas de antebrazo con una
dosis no muy elevada de radiacio´n. Es posible con esta te´cnica separar la parte cortical
y trabecular y diferenciar as´ı sus respectivos contenidos de calcio. Por medio de
este me´todo se han logrado determinar para´metros biomeca´nicos (Strength – Strain
Index SSI). Este para´metro esta´ siendo validado a trave´s de pruebas de resistencia
biomeca´nica.
En la Fig.2.4 se muestra la QCT realizada a una de nuestras muestras mediante un
equipo odontolo´gico . Se procesaron las ima´genes con el programa Medical image
examiner Amide. Como se aprecia en la figura, se puede reconstruir una imagen 3D
de gran resolucio´n. Se puede observar la direccio´n principal de la trabeculas en el
sentido de la carga.
Ultrasonido. Se trata de una te´cnica relativamente nueva en lo referente a su apli-
cacio´n a huesos que sirve para estudiar otros aspectos de la estructura adema´s de
la densidad ( [35] y referencias all´ı). Exceptuando pQCT, las te´cnicas mencionadas
antes buscan determinar la densidad mineral del tejido o´seo y de esta manera prede-
cir la salud del mismo. Las mediciones mediante ultrasonido constituyen una te´cnica
que potencialmente podr´ıa obtener informacio´n complementaria no captada por los
me´todos absorciome´tricos. Tiene la ventaja de que es econo´mico, porta´til y adema´s
no existe riesgo de radiacio´n.
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Los para´metros que se miden son la atenuacio´n ultraso´nica de amplia banda de ultra-
sonido (BUA) y la velocidad del sonido (SOS) en los huesos. Se han encontrado altos
valores de correlacio´n entre estos para´metros y la DMO, aunque particularmente en
la osteoporosis esta correlacio´n no es tan grande.
Los lugares ma´s estudiados han sido el calca´neo y la ro´tula (con predominio de tra-
becular). Recientemente se ha desarrollado una nueva te´cnica que permite medir
la velocidad del ultrasonido en el hueso cortical de la tibia y que utiliza una sonda
transductora disen˜ada para minimizar los efectos de los tejidos blandos que la rodean.
2.3. Estudio del sistema in vitro
La motivacio´n del estudio de sistemas in vitro viene dada por la posibilidad de aislar las
respuestas de los diferentes componentes del tejido o´seo. As´ı, en esta tesis, utilizamos tejido
o´seo bovino para el estudio de la matriz o´sea tanto en tejido cortical como trabecular. Ma´s
precisamente, se busca aislar la respuesta del cola´geno y su relacio´n con la mineralizacio´n
en estado natural y desmineralizado totalmente. Para las muestras de tejido trabecular
humano se prefirio´ trabajar en condiciones lo ma´s pro´ximas al estado in vivo. En la ac-
tualidad, se busca preservar las muestras en un tampo´n salino denominado comu´nmente
PBS4. En esta seccio´n se comentara´ la preparacio´n de las muestras que esta´n basadas en
me´todos probados en la literatura (ver [44, 83]). Tambie´n mostraremos las mediciones de
DMO que realizamos en nuestras muestra humanas.
2.3.1. Preparacio´n de muestras
En estado no fisiolo´gico
Se prepararon muestras de fe´mur bovino adulto. Las muestras fueron extra´ıdas de la
cabeza femoral (muestras trabeculares, n = 4) y de la dia´fisis (muestras corticales, n = 4).
Durante el procedimiento de corte, cada muestra se lavo´ con frecuencia con agua destilada
fr´ıa para evitar desnaturalizacio´n te´rmica [44]. Despue´s del cortado y mecanizado de las
mismas, fueron dejadas en remojo en agua bidestilada a 3oC con agitacio´n continua du-
rante un mes a fin de eliminar los iones. En las mediciones invasivas, las muestras fueron
transformadas en cilindros de 7 mm de dia´metro con un agujero conce´ntrico de 3 mm de
dia´metro. Despue´s de eso, las muestras fueron inmersas en agua bidestilada (repitiendo el
procedimiento detallado anteriormente) y, finalmente se extrajeron de la heladera 1 hora
antes de las mediciones diele´ctricas. En las mediciones no invasivas, el tejido fue cortado y
almacenado en cubitos de 1 cm y se repitio´ el proceso de las muestras invasivas.
En las muestras corticales invasivas, la extraccio´n se realizo´ de tal manera que las orien-
taciones de las fibras de cola´geno sean normales al campo ele´ctrico. Esta orientacio´n de
4PBS (de sus siglas en ingle´s Phosphate buffered saline) es una solucio´n tampo´n de uso comu´n en la
investigacio´n biolo´gica. Es una solucio´n de agua salada, que contiene cloruro de sodio, fosfato de sodio,
cloruro de potasio y fosfato de potasio. El tampo´n ayuda a mantener un pH constante. La osmolaridad y
la concentracio´n de iones de la solucio´n por lo general coinciden con las del cuerpo humano (isoto´nica).
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las fibras cola´geno so´lo es factible en este tipo de muestras. La estructura trabecular es
altamente anisotro´pica, por lo que no es posible alinear el campo ele´ctrico con la direccio´n
normal de las fibras. Una situacio´n similar se produce en las medidas no invasivas tanto de
muestras trabeculares y corticales.
Despue´s de la primera medicio´n, las muestras fueron completamente desmineralizadas su-
mergie´ndolas en una solucio´n de EDTA (0.5mol / l con un pH = 7,5) durante 14 d´ıas,
cambiando completamente la solucio´n despue´s de 7 d´ıas. Los frascos fueron agitados de
forma continua. Despue´s de la desmineralizacio´n las muestras fueron dializadas con agua
bidestilada para eliminar el EDTA.
En estado fisiolo´gico
Las muestras de las que se dispuso corresponden de donantes vivos a los cuales se les
realizo´ un reemplazo total de cadera y dieron por escrito su consentimiento para el estudio.
Son pacientes ancianos y algunas muestras provienen de huesos artro´sicos. El protocolo
seguido fue:
1. Extraccio´n de las muestras (Dr. Sergio Valente) y freezado inmediatamente despue´s
de la extraccio´n (−20oC). Este es el procedimiento utilizado tambie´n en el almace-
nado en bancos de huesos.
2. Freezado posterior en solucio´n fisiolo´gica PBS.
3. Medicio´n de DMO de la cabeza de fe´mur extra´ıda (ver seccio´n 2.3.2).
4. Corte de muestra cil´ındrica en zona 2 (ver Fig.2.5). Las muestras fueron extra´ıdas
del interior de cabeza femoral con sierras de baja velocidad y enjuagando constante-
mente con PBS. De esta manera se evita la desnaturalizacio´n del cola´geno adema´s
de mantener lo mejor posible el estado fisiolo´gico.
5. Medicio´n de DMO de la muestra cil´ındrica (ver seccio´n 2.3.2).
6. Mediciones de US.
7. Freezado en PBS
8. Mediciones diele´ctricas.
2.3.2. Mediciones cl´ınicas aplicadas a muestras in vitro
Como se adelanto´ previamente, una estimacio´n de la salud o´sea en general y de la fra-
gilidad o´sea en particular se puede cuantificar midiendo la masa o´sea en regiones de intere´s
o en todo el cuerpo. Puesto que la masa o´sea, medida en gramos, depende del taman˜o del
hueso y el taman˜o de la regio´n de intere´s, suele ser normalizada a la zona de hueso para
crear una densidad o´sea areal en gramos por unidad de a´rea (g/cm2) o por volumen del
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Figura 2.5: Zonas de medicio´n de cabeza de fe´mur.
Figura 2.6: Resultado de densitometr´ıa en muestra in vitro. Cabeza de fe´mur de muestra
F12.
hueso, que representa una densidad o´sea volume´trica en gramos por unidad de volumen
(mg/cm3).
Tanto la densidad o´sea de areal y la densidad o´sea volume´trica se las conoce como densidad
mineral o´sea (DMO). Las regiones de intere´s ma´s comunes para diagnosticar la osteoporosis
son las a´reas ma´s fra´giles o las ma´s susceptibles a fracturas, es decir, la columna vertebral
y fe´mur proximal. Todas las regiones pueden medirse utilizando la absorciometr´ıa de pro-
yeccio´n dual de rayos X (DXA).
Las mediciones con equipos cl´ınicos en nuestras muestras fueron realizadas en el centro
TIEMPO gracias a la colaboracio´n de la Dra. Zulema Man y su equipo te´cnico 5. Se midie-
ron, primeramente la cabeza de fe´mur (ver Fig.2.6) y luego la muestra cil´ındrica extra´ıda
para las mediciones de ultrasonido y diele´ctricas (ver Fig.2.7).
Los resultados de las densitometr´ıas se muestran en la Tabla2.1.
5http://centrotiempo.com.ar/
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Cuadro 2.1: Resultados de las densitometr´ıas.
PIEZA DMO (cil´ındrica) [gr/cm2] DMO (cabeza) [gr/cm2]
F15 0.217 0.435
ENE1 0.262 0.530
F10 0.270 0.373
ENE3 0.272 0.458
A5 0,288 x
ENE2 0.306 0.769
F12 0.403 0.767
ENE5 0.409 1.577
A4 0,474 x
Figura 2.7: Densitometr´ıa en muestra in vitro. Muestra cil´ındrica de muestra F12.
Cap´ıtulo 3
Mediciones diele´ctricas
Las mediciones diele´ctricas y ele´ctricas en tejidos biolo´gicos tuvieron sus trabajos fun-
dacionales en los estudios realizados por Herman P. Schwan. Sus aportes ma´s destacados
fueron en mediciones a baja frecuencia [74]. Por otro lado, en un intento por tabular las ca-
racter´ısticas diele´ctricas y ele´ctricas de los tejidos, an˜os ma´s tarde los grupos de Stuchly [6]
y Gabriel [26], publicaron varios trabajos que tienen amplia vigencia en la actualidad. De
hecho, la mayor´ıa de las simulaciones mediante te´cnicas nume´ricas (FDTD, FEM, etc) uti-
lizan para´metros publicados en esos trabajos.
En este cap´ıtulo se resen˜an algunas de las razones que motivan el estudio de las propie-
dades ele´ctricas y diele´ctricas del hueso. Se continuara´ con un resumen sobre la teor´ıa de
diele´ctricos. Seguidamente se comentara´n algunos resultados teo´ricos sobre l´ıneas coaxiales
abiertas y finalmente se realiza una revisio´n de las mediciones diele´ctricas en tejido o´seo
encontrados en la literatura.
3.1. ¿Por que´?
A nuestro entender existen varias razones que justifican el intere´s por las propiedades
diele´ctricas en hueso: En primer lugar esta´ siempre la curiosidad cient´ıfica por entender
cada vez ma´s la naturaleza. En este caso particular, el estudio de estructuras biolo´gicas con
caracter´ısticas casi o´ptimas para la respuesta meca´nica es cient´ıficamente muy interesante.
Pero adema´s existen motivos pra´cticos y de relevancia me´dica que inducen fuertemente a
este tipo de estudios. Entre much´ısimos otros podemos mencionar:
Tecnolog´ıa en biomateriales. En la fabricacio´n de biomateriales o de materiales biolo´gi-
cos [60] y de su uso como matrices (scaffolds), combina´ndolos con materiales bioac-
tivos o ce´lulas, es deseable un gran conocimiento en las propiedades f´ısicas para la
generacio´n de un medio viable alrededor de los implantes (por citar un ejemplo [40]).
Proceso de regeneracio´n en huesos. Una aplicacio´n que ha adquirido cierta preponde-
rancia los u´ltimos an˜os es la regeneracio´n en huesos. Basados en el trabajo de Fukada
et al. [24] y en la estimulacio´n celular para la reparacio´n de tejidos, existe una gran
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variedad de equipos cl´ınicos de magneto terapia (PEMF de sus siglas en ingle´s Pulse
Electro Magnetics Field therapy). El efecto producido con estos equipos no es para
nada conocido [75]. Por consiguiente, es interesante entender al menos la respuesta
diele´ctrica del hueso, con el objeto de cuantificar las tensiones y corrientes inducidas
en los mismos cuando una terapia de este tipo es aplicada.
Tomograf´ıa de impedancia ele´ctrica. Un punto interesante que se estudia en esta
tesis, es la potencial aplicacio´n en la evaluacio´n de la calidad o´sea. Tal como se
publico´ recientemente en los trabajos de simulacio´n [8] y [47] la comunidad cient´ıfica
esta´ realizando esfuerzos en la aplicacio´n de me´todos inversos para la evaluacio´n de la
calidad o´sea por medio de la llamada Tomograf´ıa de Impedancia. Esto es a partir de la
medicio´n diele´ctrica (o de la conductividad) del hueso estimar en el peor de los casos
la densidad mineral o´sea. En el trabajo de Bonifasi et al. [8] se obtiene, adema´s,
una estimacio´n de la porosidad del hueso trabecular mediante la medicio´n de la
permitividad y la conductividad. Estos trabajos as´ı como tambie´n el creciente intere´s
en los me´todos tomograf´ıa de impedancia (por ejemplo: ver proyecto EIDORS [2])
constituyen una motivacio´n para la correcta evaluacio´n de las propiedades diele´ctricas
y ele´ctricas del tejido o´seo. Como ventaja extra es interesante notar que debido al
rango de frecuencias este tipo de tecnolog´ıas constituir´ıan radiaciones no ionizantes
y relativamente econo´micas.
3.2. Resen˜a sobre la teor´ıa diele´ctrica
3.2.1. Introduccio´n
El objetivo de esta seccio´n es introducir tanto los conceptos esenciales sobre diele´ctricos
como tambie´n una descripcio´n de la teor´ıa macrosco´pica y su relacio´n con para´metros y
con comportamientos microsco´picos de la materia.
La manera ma´s usual para introducir la idea de respuesta diele´ctrica y polarizacio´n en un
medio material es a trave´s de un condensador plano en presencia de un campo ele´ctrico
(Fig.3.1). En el caso en que el medio entre las placas es el vac´ıo, se inducira´ una carga
+Q y –Q. Y entonces la capacidad sera´ C0 = Q/V . Por efecto del campo ele´ctrico externo
aplicado sobre las placas del capacitor y dependiendo de las caracter´ısticas de la sustancia
colocada dentro del mismo se producira´, a nivel microsco´pico, un reordenamiento de las
mole´culas denominado polarizacio´n. Se inducira´ la carga +P y −P , por tanto ahora la
carga neta sera´ Q+ P y la capacidad cambiara´ a:
C =
Q+ P
V
(3.1)
Macrosco´picamente, el resultado observado sera´ un aumento de la capacidad respecto a su
valor en vac´ıo. La constante de proporcionalidad que hay entre esas dos capacidades es lo
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Figura 3.1: Capacitor de placas paralelas.
que comu´nmente se denomina permitividad diele´ctrica:
ε =
C
C0
(3.2)
En el caso que el campo ele´ctrico se mantiene constante con el tiempo la permitividad
sera´ una constante y hablamos de la permitividad esta´tica o constante diele´ctrica. Si en
cambio el campo ele´ctrico var´ıa con cierta frecuencia, macrosco´picamente la capacidad ya
no sera´ ma´s constante sino que variara´ con la frecuencia del campo y consecuentemente
lo hara´ la permitividad dando lugar a los feno´menos asociados de relajacio´n y absorcio´n
diele´ctrica.
3.2.2. Polarizacio´n Ele´ctrica
Descripcio´n general
La polarizacio´n ele´ctrica puede explicarse si consideramos un sistema formado por
much´ısimas (del orden del nu´mero de Avogadro) unidades (por ejemplo a´tomos o mole´cu-
las). Estas unidades, como comentaremos ma´s adelante, en presencia de un campo externo
reorientan sus cargas ya sea por rotacio´n o por simple desplazamiento de las mismas sien-
do el resultado equivalente a pequen˜os dipolos que tienden a orientarse con el campo. La
orientacio´n no es perfecta debido a las fluctuaciones te´rmicas (ver Fig.3.2). Como resulta-
do tenemos una polarizacio´n ele´ctrica macrosco´pica que tiende a alinearse pero en sentido
opuesto con el campo aplicado de manera que el campo ele´ctrico resultante que siente
el sistema ha disminuido. Si el campo ele´ctrico aplicado E se mantiene constante con el
tiempo, entonces la polarizacio´n y el campo externo seguira´n en una situacio´n de equilibrio
como la descrita.
Si ahora hacemos que el campo aplicado var´ıe en el tiempo con cierta frecuencia los pe-
quen˜os dipolos (permanentes o inducidos) y consecuentemente tambie´n la polarizacio´n
tratara´n de seguir la orientacio´n del campo aplicado. Dependiendo del valor del tiempo
caracter´ıstico que requieren las unidades microsco´picas, ya sean mole´culas, iones, a´tomos
o electrones, para alcanzar cierta polarizacio´n se dan dos situaciones:
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Figura 3.2: Reorientacio´n de los dipolos de un sistema al aplicar un campo ele´ctrico (es-
quema´tico)
1. El campo E var´ıa dentro de un periodo del orden del tiempo caracter´ıstico mencio-
nado, entonces de esta forma las unidades no se mueven lo suficientemente ra´pido
como para “seguir” el campo, mejor dicho la polarizacio´n no esta´ en equilibrio con
el campo ele´ctrico o visto de otra manera la polarizacio´n y el campo externo esta´n
desfasados.
2. La otra situacio´n es cuando el campo ele´ctrico es lento respecto de los tiempos ca-
racter´ısticos, lo que da la posibilidad que la polarizacio´n P (t) este´ instanta´neamente
en equilibrio (siga en fase) con el campo.
En general, para un diele´ctrico lineal e iso´tropo, la relaciones entre la polarizacio´n P
y el campo externo E y entre el desplazamiento D y E son:
P = χE (3.3)
D = εE (3.4)
Siendo χ la susceptibilidad ele´ctrica. Su relacio´n con la permitividad ele´ctrica se puede
expresar como:
χ =
(ε− 1)
4pi
(3.5)
Para campos variables en el tiempo la polarizacio´n y el desplazamiento esta´n desfasados
con el campo ele´ctrico aplicado lo cual implica que tanto la susceptibilidad ele´ctrica como la
permitividad son magnitudes complejas. En particular la permitividad se indica en general
ε∗, y se escribe:
ε∗ (jω) = ε
′
(jω)− jε′′ (jω) (3.6)
donde ε
′
(ω) es la componente dispersiva y ε
′′
(ω) es el factor de pe´rdida o componente
disipativa.
En la Fig.3.3 podemos apreciar gra´ficos t´ıpicos de ambas componentes en funcio´n de la
frecuencia. Para bajas frecuencias ε∗ coincide con la constante diele´ctrica y con ε
′
(ω)
siendo la componente disipativa nula. El comportamiento general de la Fig.3.3 es comu´n a
muchas sustancias y se puede explicar mediante tres mecanismos que dan lugar a tres tipos
polarizacio´n: orientacional, ato´mica y electro´nica. En el pro´ximo punto comentaremos un
poco ma´s sobre esta cuestio´n.
Al aumentar la frecuencia, ε
′
(ω) decae siempre que el rango de frecuencia sea menor que el
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Figura 3.3: Comportamiento de la permitividad en sustancias polares.
o´ptico y predominan en esta regio´n los efectos de relajacio´n que se relacionan usualmente
con la polarizacio´n por orientacio´n. Para frecuencias mayores se observan picos abruptos,
estas resonancias esta´n asociadas con las polarizaciones ato´micas y electro´nicas.
Diele´ctricos polares y no polares
En las sustancias diele´ctricas se pueden clasificar en relacio´n a la distribucio´n de carga
de las part´ıculas constituyentes en polares y no polares.
Diele´ctricos polares: un diele´ctrico polar es aque´l cuyas componentes (a´tomos, mole´cu-
las etc.) presentan una distribucio´n asime´trica de sus cargas positivas respecto de las
negativas (aunque la carga neta podr´ıa ser nula) y por consiguiente, cada una de las
part´ıculas posee (au´n en ausencia de campo ele´ctrico externo) un momento dipolar
permanente, que en el caso de la Fig.3.2 puede considerarse igual a q · d (siendo q
las cargas netas positiva y negativa y d la distancia entre los sitios en que esta´n cen-
tradas). Entonces en presencia de un campo ele´ctrico externo el dipolo permanente
intentara´ orientarse en el sentido del campo y se producira´ el efecto antes nombrado
de rotacio´n u orientacio´n. Si el diele´ctrico en cuestio´n no presenta carga neta la fuer-
za de traslacio´n sera´ nula. Segu´n ya comentamos, esta alineacio´n no sera´ completa,
dado que existe una competencia entre la orientacio´n inducida por el campo y las
fluctuaciones en la orientacio´n de los dipolos por efecto te´rmico. Si bien entonces, el
a´ngulo de rotacio´n promedio es de so´lo fracciones de grado, para un sistema de mu-
chas part´ıculas el efecto es considerable y se manifiesta macrosco´picamente a trave´s
de la permitividad. Teo´ricamente la obtencio´n del momento dipolar de una mole´cula
a partir de su estructura, se realiza mediante ca´lculos cua´nticos. No obstante si se
puede realizar la medicio´n experimental del momento dipolar, el ca´lculo de la per-
mitividad diele´ctrica de un arreglo de dichas mole´culas es, en principio, un problema
meca´nico-estad´ıstico cla´sico.
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Diele´ctricos no polares: un diele´ctrico no polar es aquel cuyas part´ıculas no poseen un
momento dipolar permanente pero que, en presencia de un campo ele´ctrico externo,
este u´ltimo favorece la formacio´n de un dipolo inducido mediante la separacio´n de las
cargas positivas de las negativas de la part´ıcula en cuestio´n. Como se deduce de los
pa´rrafos anteriores las part´ıculas no polares no contribuyen a la polarizacio´n orienta-
cional, la consecuencia es que la permitividad se mantiene pra´cticamente constante
para un amplio rango de frecuencias y cuando se produce relajacio´n es a frecuencias
relativamente altas. El valor de la permitividad a frecuencias bajas es generalmente
menor que el observado en sustancias polares. Otra diferencia entre sustancias po-
lares y no-polares es que la permitividad diele´ctrica es fuertemente dependiente de
para´metros tales como la temperatura y la presio´n para las primeras y no tanto para
las no-polares.
Mecanismos de polarizacio´n
Como se menciono´ anteriormente al aplicar un campo ele´ctrico variable con el tiempo
a un material se dan varios tipos de contribuciones a la polarizacio´n. Una clasificacio´n
general es la que divide a los diferentes efectos como: de traslacio´n o deformacio´n (da lugar
a dipolos inducidos) y los de orientacio´n o rotacio´n (de los dipolos permanentes). Den-
tro de los primeros se pueden distinguir, la polarizacio´n electro´nica, que se produce por
el desplazamiento de la densidad electro´nica respecto al nu´cleo positivo debido al campo
ele´ctrico aplicado. Esta polarizacio´n se produce a frecuencias del orden de las transiciones
electro´nicas entre distintos niveles de energ´ıa en el a´tomo (visible, ultravioleta y rayos X).
Otro tipo de polarizacio´n es la ato´mica, producida por el desplazamiento relativo de los
a´tomos que modifica o provoca el momento dipolar molecular. Esta se produce a las fre-
cuencias propias de vibracio´n del a´tomo en las mole´culas (infrarrojo).
Los mecanismos de orientacio´n o rotacio´n se producen por la orientacio´n de los momentos
dipolares permanentes que debe competir con el movimiento te´rmico de las mismas, esto
es a frecuencias mucho menores que las anteriores, del orden de los 0,01 a 1GHz.
3.2.3. Relajacio´n diele´ctrica
Descripcio´n general
Como se adelanto´ existen dos tipos de comportamientos en diele´ctricos bajo accio´n de
campos variables en el tiempo, relajacio´n y resonancia. El primero corresponde principal-
mente a la desaparicio´n de las contribuciones orientacionales a la polarizacio´n y el segundo
a tiene que ver con la polarizacio´n por induccio´n o deformacio´n.
En esta tesis el mecanismo que tendremos principalmente en cuenta se refiere a la orienta-
cio´n de las part´ıculas, es decir, los estudios se van centrar en los procesos de relajacio´n. A
continuacio´n se desarrollara´n estos conceptos en lo que se conoce como “Teor´ıa macrosco´pi-
ca de la dispersio´n diele´ctrica”. De aqu´ı en adelante los vectores P , E y D son por unidad
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de volumen. Definimos P1 como polarizacio´n por distorsio´n y P2 como parte remanente de
la polarizacio´n. La primera es establecida ra´pidamente con el campo, y la segunda es la
que tarda en llegar al estado de equilibrio (relaja a frecuencias relativamente bajas y tiene
que ver con la polarizacio´n orientacional). Asumiendo que la velocidad de incremento de
P2 es proporcional a su separacio´n del punto de equilibrio:
∂P2
∂t
=
P − P1 − P2
τ
(3.7)
donde P es el valor de la polarizacio´n en equilibrio y τ es el tiempo de relajacio´n.
Si se aplica un campo senoidal (E = E0e
jωt) la Ec. 3.7 tiene solucio´n:
P2 =
ε (0 − n2)E0
4pi (1 + jωτ)
ejωt (3.8)
dondeε, 0 y n son, respectivamente, la permitividad del vac´ıo, la permitividad a frecuencia
cero y el ı´ndice de refraccio´n (asociado con la polarizacio´n electro´nica).
Entonces teniendo en cuenta las dos formas de polarizacio´n definidas, el total sera´:
P = P1 + P2 = P
′ − jP ′′ = ε (n
2 − 1)E
4pi
+
ε (0 − n2)E
4pi (1 + jωτ)
(3.9)
La relacio´n de la Ec. 3.9 con la permitividad compleja es:
ε∗ (jω) = ε
′
(jω)− jε′′ (jω) = 1 + 4pi
(
P
′ − jP ′′)
εE
= n2 +
(0 − n2)
1 + jωτ
(3.10)
Como se aprecia en la Ec. 3.10 la permitividad tiene parte real e imaginaria. Como lo
hemos planteado aqu´ı con un so´lo tiempo de relajacio´n (ver Ec. 3.7) la respuesta obtenida
se denomina respuesta diele´ctrica tipo Debye.
Funcio´n de respuesta diele´ctrica
El valor del vector desplazamiento D (t) en funcio´n del campo ele´ctrico puede ser escrito
como sigue:
D (t) = ∞E (t) +
∫ t
−∞
E (t)
dϕ (t− t′)
dt
dt′ (3.11)
donde:
∞: valor de la permitividad compleja cuando la frecuencia tiende a infinito.
ϕ (t) = ∞ + φ (t): es la funcio´n de respuesta diele´ctrica.
φ (t) = (0 − ∞)
[
1− P (t)
P (0)
]
donde 0 es la permitividad cuando al frecuencia tiende a cero.
La permitividad compleja y la funcio´n de respuesta diele´ctrica es:
ε∗ (jω) = jωF {ϕ (t)} (3.12)
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aumenta
Figura 3.4: Diagrama Cole-Cole para un Debye.
donde F {•} significa la transformada de Fourier de (•). Es de esperar que el vector pola-
rizacio´n siga el campo (y ana´logamente, decaiga cuando la excitacio´n es anulada) de una
forma exponencial, de hecho, si:
P (t)
P (0)
∼ e− tτ (3.13)
se llega a una relacio´n del tipo Debye, (τ representa el tiempo de relajacio´n diele´ctrica). En
algunos materiales existe ma´s de un tiempo de relajacio´n, esto es tenemos una distribucio´n
de tiempos de relajacio´n. Ocurre que, en general, la relacio´n de Debye no es suficiente
para describir el comportamiento diele´ctrico en tejidos biolo´gicos, que . Necesariamente se
deben utilizar fo´rmulas emp´ıricas que se describira´n a continuacio´n.
Representacio´n en el plano complejo
Respuesta tipo Debye. Se dijo entonces que en el estudio de los materiales se suele
partir de la idea de que los mismos poseen solo un tiempo de relajacio´n τr (o frecuencia
angular ωr), y que el comportamiento sigue una relacio´n llamada Debye, e´sta es:
ε∗ (jω) = ∞ +
∆(
1 + j ω
ωr
) = ∞ + 0 − ∞
(1 + jωτr)
(3.14)
donde 0 y ∞ son los para´metros definidos en la Ec.3.11.
En los diagramas llamados Cole-Cole se grafica ε
′′
versus ε
′
y el correspondiente a
un diele´ctrico Debye tiene la forma que se aprecia en la Fig. 3.4. Notar que se trata
de una semi-circunferencia.
Respuesta tipo Cole-Cole (C-C). Algunos materiales, particularmente en largas cade-
nas moleculares, no siguen la semi-circunferencia de las sustancias tipo Debye. Para
salvar este inconveniente Cole y Cole modificaron la Ec. 3.14 de la siguiente manera:
ε∗ (jω) = ∞ +
∆[
1 +
(
j ω
ωr
)1−α] (3.15)
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Figura 3.5: Diagramas cole-cole de diferentes tipos de relajaciones. (a) Cole-Cole, (b) Cole-
Davidson, (c) Havriliak-Negami y (e) Kohlrausch-Williams-Watts.
donde ∆ = 0 − ∞ el para´metro α es emp´ırico, por ejemplo en el caso de hueso
cortical bovino este para´metro se encontro´ cerca de 0,6 y con una frecuencia de
relajacio´n fr ≈ 5kHz, donde ωr = 2pifr. En la Fig.3.5a) se grafica un ejemplo con
α = 0,2
Respuesta tipo Cole-Davidson (C-D). Este comportamiento es observado, por ejem-
plo, en el gricerol y tiene la forma:
ε∗ (jω) = ∞ +
∆(
1 + j ω
ωr
)β . (3.16)
El para´metro β toma valores menores que 1, un ejemplo para β = 0,5 se muestra en
la Fig.3.5b).
Respuesta tipo Havriliak-Negami (H-N). Esta es otra parametrizacio´n ma´s general
que las anteriores y la ecuacio´n es la siguiente:
ε∗ (jω) = ∞ +
∆[
1 +
(
j ω
ωr
)α]β (3.17)
La Fig.3.5c) muestra el caso particular de α y β con valores de 0,7 y 0,6, respectiva-
mente.
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Respuesta de tipo Raicu (R). Aunque esta denominacio´n no esta´ formalmente acepta-
da por la comunidad cient´ıfica en general, en esta tesis decidimos llamarla as´ı porque
fue propuesta por Raicu en 1999 [66,67]. Esta representacio´n contiene a las anteriores
y su forma es:
ε∗ (jω) = ∞ +
∆[(
j ω
ωr
)α
+
(
j ω
ωr
)1−β]γ (3.18)
α, β y γ esta´n en el intervalo [0, 1].
Respuesta con ma´s de un tiempo de relajacio´n. Existen materiales que tienen varios
tiempos de relajacio´n, como por ejemplo las macromole´culas. Esto se ve evidencia-
do en que ε
′′
tiene ma´s de un ma´ximo. Para tener en cuenta este feno´meno, Von
Schweider (1907) propuso una distribucio´n de tiempos de relajacio´n:
ε∗ (jω) = ∞ +
∑
k
∆k(
1 + j ω
ωrk
) . (3.19)
Luego tambie´n se sugirio´ una distribucio´n continua de tiempos de relajacio´n, con lo
que la sumatoria anterior se transforma en una integral.
Respuesta temporal de Kohlrausch-Williams-Watts (KWW). Esta relajacio´n se ob-
serva en el dominio del tiempo y la Ec. 3.13 toma la forma de una “exponencial
estirada”:
P (t)
P (0)
∼ e−
(
t
τβ
)β
(3.20)
nuevamente 0 < β ≤ 1 y 1
τβ
= ωr es la frecuencia de relajacio´n. La respuesta
correspondiente en el espacio de frecuencias es [41]:
ε∗i (jω)− ∞
∆
=
 1−
∑∞
k=0
(−1)kΓ( k+1β )
βΓ(k+1)
(−jωτβ)k+1 cuando |jωτβ| → 0
1−∑∞k=0 (−1)kΓ(βk+1)Γ(k+1) (−jωτβ)−βk cuando |jωτβ| > 0 (3.21)
donde Γ (x) denota funcio´n gamma completa complementaria.
Relajaciones en tejidos biolo´gicos
Tal como se mostro´ en la Fig.3.3 la permitividad en las sustancias polares disminuye
con la frecuencia. Los tejidos biolo´gicos as´ı como tambie´n diversas suspensiones en celulares
presentan curvas de relajacio´n como las que se muestra en la Fig. 3.6 a). En ella se ven
cuatro regiones denominadas α, β y γ separadas por zonas de variacio´n constante (mesetas).
en algunos materiales biolo´gicos tambie´n existe una regio´n δ que se superpone entre β y
γ. Es una dispersio´n “pequen˜a” y esta´ comprendida entre 0,1 y 3GHz. Cada una de las
relajaciones mencionadas se adjudica a diferentes procesos o mecanismos o que contribuyen
a la polarizacio´n diele´ctrica:
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Figura 3.6: Comportamiento de la permitividad en tejidos biolo´gicos. (a) Diferentes rela-
jaciones bien marcadas. (b) Relajaciones ma´s “anchas”.
Regio´n α. Entre mHz y kHz. Se atribuye a la difusio´n de iones, contra iones, etc.
Regio´n β. [0,1− 100MHz]. Generalmente debido a las cargas capacitivas de mem-
branas celulares, orientacio´n de dipolos de las prote´ınas de los tejidos.
Regio´n γ. [0,1− 100GHz]. Se piensan como mecanismos dipolares adjudicados al
agua.
Regio´n δ. [0,1− 3GHz]. Como es sabido los tejidos biolo´gicos poseen gran cantidad
de agua, no solo agua libre (en el bulk), sino tambie´n otras mole´culas de agua que
interactu´an de manera diferente con las prote´ınas o lo que constituya el tejido. A este
“tipo” de agua se la suele denominar agua ligada y tiene incidencia en este rango de
frecuencias. Por otro lado, los tejidos biolo´gicos poseen, en general, mole´culas grandes
con cadenas laterales que interactu´an tambie´n con el campo ele´ctrico aplicado en esta
regio´n.
Si bien las regiones anteriores se observan en muchos sistemas biolo´gicos, son frecuentes las
dispersiones superpuestas y ma´s “anchas”, en algunos casos sin mesetas (ver Fig.3.6 b)).
Es tambie´n usual en el estudio diele´ctrico de tejidos biolo´gicos agregar la conductividad
io´nica (σdc) a la permitividad compleja (a las Ecs. 3.16-3.19), aunque no es una estricta-
mente una relajacio´n.
3.3. Me´todos de medicio´n
En cuanto a la adquisicio´n de los datos experimentales, en general existe una gran ofer-
ta de equipamiento y te´cnicas para mediciones diele´ctricas de laboratorio. Una excelente
revisio´n de las te´cnicas para RF y Microondas se puede encontrar en la referencia [12]. Otro
material interesante a modo de introduccio´n es la nota de aplicacio´n de Agilent [61]. En
nuestro caso, se utilizaron tres equipos de medicio´n: en baja frecuencia, un Analizador de
impedancia HP4192A (Hewlett-Packard), que cubre el rango hasta los 10MHz. Mientras
que en alta frecuencia (hasta 1.3GHz) con un analizador de redes escalar (Scalar Network
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Analyzer (SNA) HP8711A desde 10 a 1300MHz) y en dominio de tiempo con un set com-
pleto de TDR (de sus siglas en ingle´s Time Domain Reflectometry) marca Hewlett-Packard.
Este u´ltimo consta de un grupo Hewlett-Packard TDR/Sampler 1815B con un osciloscopio
Hewlett-Packard 1801A y un muestreador un con un diodo HP1106A.
A continuacio´n se resumen los principios en que se basa el equipamiento usado y se descri-
ben brevemente las celdas de medicio´n utilizadas en cada uno de los casos.
3.3.1. Mediciones en baja frecuencia
Segu´n mencionamos, en baja frecuencia (para nosotros < 10MHz) se utilizo´ un Ana-
lizador de Impedancias HP 4192A. El principio de funcionamiento del mismo se basa en
un circuito puente auto balanceado (ver [1]). Este tipo de equipos posee una calibracio´n
tanto en corto como en circuito abierto que permite desafectar las capacidades espu´reas
debidas al cableado y las conexiones. En principio este equipo tiene un rango que va des-
de los 5KHz hasta los 13MHz, en nuestro caso, solo lo utilizaremos desde 1MHz hasta
10MHz. Esto es as´ı porque tomaremos estas mediciones como datos complementarios a
los de alta frecuencia.
3.3.2. Mediciones en alta frecuencia
En general para altas frecuencias (> 100MHz) se utilizan analizadores de redes vec-
toriales. En los cuales la medicio´n se realiza en el dominio de la frecuencia a trave´s de
osciladores muy precisos.
Debido a que estos sistemas son demasiado costosos existen alternativas ma´s econo´micas
en frecuencia, tales como los analizadores de redes escalares, con los que se puede medir
mo´dulos pero no fases. Como se menciono´ anteriormente, en este trabajo se utiliza un
equipo de este tipo, ma´s espec´ıficamente un HP8711A. Por otro lado, los reflecto´metros de
6 puertos tambie´n son econo´micos y trabajan en el dominio de la frecuencia. Tienen como
ventaja que se puede obtener informacio´n de mo´dulo y fase pero como desventaja poseen
un rango de frecuencias limitado.
Otra de las alternativas econo´micas que au´n poseen una amplia aplicacio´n (ver [23] y [21]
entre otros), son las mediciones en dominio de tiempo. Este tipo de metodolog´ıas se basa en
la aplicacio´n de sen˜ales transitorias a la muestra y en la posterior medicio´n de su respuesta.
Las sen˜ales pueden ser, por ejemplo, pulsos o escalones de amplio espectro. Es decir, lo
que se busca es excitar tantas frecuencias como sea posible a trave´s de una sola sen˜al de
excitacio´n. Este tipo de medicio´n sera´ descrita con algu´n detalle a continuacio´n dado que
el procesamiento de datos obtenidos por este medio constituye un aporte importante de
esta tesis.
Mediciones en dominio de tiempo
Los me´todos de reflectometr´ıa en dominio de tiempo consisten en aplicar un escalo´n
de tensio´n (V0(t)) y observar la respuesta (R(t)). Esto es posible por el retardo producido
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Figura 3.7: Mediciones en dominio de tiempo: reflectometr´ıa.
en la l´ınea de transmisio´n (que en general son coaxiales, ver un diagrama simplificado en
Fig.3.7). Las sen˜ales enviadas y recibidas esta´n separadas en tiempo y se pueden discri-
minar fa´cilmente una de otra. A continuacio´n describimos algunos de los modelos que se
suelen utilizar para el procesamiento de estas sen˜ales.
Modelo directo. La aproximacio´n ma´s frecuentemente adoptada para caracterizar diele´ctri-
camente una muestra (ver Fig.3.7), implica la medicio´n del coeficiente de reflexio´n al final
de la l´ınea. Este valor es utilizado para calcular la permitividad compleja. En algunos casos,
este problema tiene una relativa complejidad matema´tica. Sin embargo, se puede modelar
la muestra con un circuito equivalente de la siguiente forma:
Y = C0ε
∗ + Cf (3.22)
donde C0 es la capacidad de la celda y Cf es la capacidad debido a campos del borde (se
denomina fringe capacitance). La permitividad puede estimarse mediante mediciones de
calibracio´n a costo de reducir la precisio´n de la medida. Si se adopta entonces un modelo
de capacitor con pe´rdidas el coeficiente de reflexio´n ( Γ(jω)) es el siguiente:
Γ(jω) =
F {R(t)}
F {V0(t)} =
1− jωZ0(C0ε∗ap + Cf)
1 + jωZ0(C0ε∗ap + Cf)
(3.23)
donde Z0 es la impedancia caracter´ıstica de la l´ınea
1. Aclaramos que en esta tesis este
modelo se usara´ so´lo para simulacio´n.
Modelo diferencial. El rango de frecuencias utilizado en esta tesis permite suponer que
los modelos f´ısicos usados sean electrosta´ticos, de esta manera los modelos equivalentes (o
de para´metros concentrados) tienen la suficiente aproximacio´n. Como se explica en [21,22],
nume´ricamente los modelos diferenciales tienen un comportamiento ma´s adecuado (si se
comparan con elmodelo directo). La cancelacio´n del ruido diferencial tambie´n es una mejora
que introducen estos me´todos. Aunque estos me´todos fueron ampliamente estudiados para
1Tomando el coeficiente de reflexio´n como una funcio´n de transferencia en el dominio de Laplace Γ(s =
jω) ≡ H(s) y usando la Ec. 3.14 el sistema puede ser visto como una funcio´n de transferencia de un
sistema lineal e invariante en el tiempo (ver cap´ıtulo 5).
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celdas coaxiales capacitivas, aqu´ı desarrollamos los mismos conceptos para l´ıneas coaxiales
abiertas. La muestra al final de la l´ınea (de impedancia caracter´ıstica Z0) es modelada
como un capacitor con pe´rdidas. Si se le aplica un pulso de tensio´n V0(t) la carga ele´ctrica
del mismo var´ıa segu´n:
Q(t) = C0
ε∞V0(t) + t∫
0
ϕ˙(t− t′)V0(t′)dt′
 (3.24)
donde ε∞ es la permitividad cuando la frecuencia tiende a infinito y
.
ϕ(t) es la derivada
con respecto al tiempo de la funcio´n de respuesta diele´ctrica.
Por otro lado, segu´n [22] Q(t) puede escribirse:
Q(t) =
2
Z0
t∫
0
[
f3(t
′)− f3(∞)
f2(∞)
]
dt′ (3.25)
donde f2(t) y f3(t) son las diferencias entre la muestra y el corto circuito (R(t) + V0(t))
y entre el circuito abierto y la muestra (V0(t) − R(t)), respectivamente. Operando sobre
estas dos expresiones y definiendo F = 1
C0Z0
y K = f3∞)
f2(∞)
queda:
t∫
0
f3(t
′)dt′ =
t∫
0
[
K + ε∞
F
δ(t− t′) + 1
F
ϕ˙(t− t′)] f2(t′)dt′ (3.26)
donde δ(t) es la delta de Dirac.
Remarcamos que este tipo de medicio´n es ma´s robusta que el me´todo directo y constituye
el me´todo elegido en esta tesis para el procesamiento de las sen˜ales.
3.4. L´ıneas coaxiales abiertas
Cuando se debe realizar una medicio´n en un tejido biolo´gico es de gran intere´s tratar de
que el preparado de la muestra la afecte lo menos posible, dado que la manipulacio´n de la
misma puede llegar a causar efectos no deseados en la medicio´n. Adema´s, al almacenarla,
se trata de mantener las condiciones fisiolo´gicas lo mejor posible. Si bien en general las
mustras no constituye un tejido vivo, la idea es en lo posible no “modificarlas” de tal
manera de conservarlas en condiciones cercanas a las originales. Es por eso que el uso de
l´ıneas coaxiales abiertas ha sido tan difundido en la caracterizacio´n de tejidos biolo´gicos
incluso in vivo dado que este tipo de lineas coaxiales exigen una menor manipulacio´n de
las muestras. [4, 20, 26, 28, 54, 87]. En lo que sigue se resumen algunos conceptos sobre la
formulacio´n variacional de una l´ınea coaxial abierta a un medio multi-capa. Adema´s se
muestran los resultados que obtuvimos a partir de proponer un modelo emp´ırico para un
medio de cuatro capas.
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Figura 3.8: L´ınea coaxial abierta en contacto con un medio multi-capa.
3.4.1. Modelo teo´rico: formulacio´n variacional
La capacidad esta´tica2 de una estructura arbitraria que tiene dos conductores a poten-
cial cero y V0, respectivamente [20], puede ser expresada como sigue:
C =
1
V 20
∫
v
ε(∆V )2dv (3.27)
donde v es el volumen del capacitor, V es el potencial ele´ctrico y ε es la permitividad
del material entre ambos. La expresio´n (3.27) es un funcional de la funcio´n potencial3. Se
asume que el el sistema opera a una frecuencia tal que so´lo haya propagacio´n de los modos
transversal electro-magne´tico (TEM). En el caso particular de una l´ınea coaxial abierta se
asume adema´s que existen los modos TMon cerca del final de la l´ınea (ver Fig. 3.8). Esta
u´ltima suposicio´n es necesaria para cumplir las condiciones de contorno en la interfase
l´ınea-material y entre cada una de las capas. Puede demostrarse que si nos restringimos
a aquellas funciones de potencial que satisfacen las condiciones de borde, la funcio´n de
potencial correcta da el mı´nimo global del funcional. Esto significa que el funcional es
estacionario. De acuerdo con estas suposiciones, la capacidad de una l´ınea coaxial abierta
en contacto con un medio multi-capa o un medio semi-infinito esta´ dado por la siguiente
expresio´n:
C = 2piε10
V 20
(P00 + 2g1P01 + 2g2P02 + 2g1g2P21 + . . .
+g21P11 + g
2
2P22 + . . .) + 2piεt0
I∑
i=1
g2i piti
(3.28)
2por “esta´tica” queremos decir que la l´ınea no radia en el medio
3un funcional es una expresio´n cuyo valor nume´rico depende de la funcio´n que es sustituida en ella.
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donde para I = 2, los coeficientes gi se hallan mediante:[
P11 − V 20 εtε1p1t1 P12
P21 P22 − V 20 εtε1p2t2
2
] [
g1
g2
]
=[ −P01
−P02
] (3.29)
donde:
ti =
b2
2
[αiJ1 (pib) + βiY1 (pib)]
2 − a2
2
[αiJ1 (pia) + βiY1 (pia)]
2
Aqu´ı Ji y Yi son las funciones de Bessel de primer y segundo tipo. Los coeficientes αi, βi y
pi son determinados nume´ricamente de las condiciones de borde: Ti (a) = Ti (b) = 0, donde
Ti (ρ) = αiJ0 (piρ) + βiY0 (piρ) y de las condiciones de normalizacio´n α
2
i + β
2
i = 1.
Los coeficientes Pmn dependen del material a medir y del nu´mero de capas. Por ejemplo,
para un medio de cuatro capas la obtuvimos de la siguiente manera.
Pij =
∞∫
0
Fi(λ)Fj(λ)
1− RT e−2λd2
1 +RT e−2λd2
λ2dλ (3.30)
donde RT se define como:
RT =
R1 −Rt2e−2λd2
1 +R1Rt2e
−2λd2
(3.31)
y
Rt2 =
R2 −R3e−2λd3
1 +R2R3e−2λd3
(3.32)
Ri =
εi − εi+1
εi + εi+1
(3.33)
donde di y εi es el ancho y la permitividad compleja relativa de la capa i. El resto de las
definiciones son:
F0 (λ) =
V0
λ2 ln(a/b)
[J0 (bλ)− J0 (aλ)]
Fi (λ) =
V0p2i
p2i−λ
2 {bJ0 (bλ) [αiJ1 (pib) + βiY1 (pib)] − aJ0 (aλ) [αiJ1 (pia) + βiY1 (pia)]}.
En las formulaciones anteriores debe resaltarse que la aproximacio´n del modelo elec-
trosta´tico limita el rango de frecuencias. En consecuencia las dimensiones de la l´ınea deben
ser mucho menores que la longitud de onda en el medio, en otras palabras 2a/λ << 1.
3.4.2. El modelo emp´ırico
De lo anteriormente expuesto surge un inconveniente: si deseamos estimar la permiti-
vidad de alguna capa en particular no es posible obtenerla fa´cilmente y se deben utilizar
me´todos inversos iterativos. Es decir, a partir de alguna capa conocida y de los anchos de
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cada capa estimados, resolver la Ec. 3.28 (que es una ecuacio´n trascendente) y comparar-
la con la capacidad total medida. Una alternativa es aplicar me´todos emp´ıricos (ver por
ejemplo [3,4,20]). En estos me´todos se proponen algunas ecuaciones en funcio´n de las per-
mitividades y del ancho de capa para obtener una “permitividad aparente” (ε∗ap). Aunque
la aproximacio´n anterior es ma´s exacta, implica integraciones nume´ricas que en la pra´ctica
no son del todo convenientes. En Alanen et al. [20] se propone la siguiente expresio´n para
la permitividad de un medio de dos capas:
ε∗ap = (ε1 − ε2)(1− e−qd) + ε2 cuando ε1 > ε2 (3.34)
1
ε∗ap
= (
1
ε1
− 1
ε2
)(1− e−qd) + 1
ε2
cuando ε1 < ε2 (3.35)
donde q es una constante que depende de las dimensiones de la l´ınea coaxial abierta. Como
se puede ver de la Ec. 3.35 es necesario tener algu´n conocimiento a priori sobre la muestra
a medir.
En Alanen et al. [20] se desarrollan las fo´rmulas emp´ıricas para un modelo particular de tres
capas y es exitosamente aplicado a la medicio´n de piel en humanos. Nosotros proponemos
aqu´ı, a partir de las ecuaciones anteriores, un modelo para un material de cuatro capas:
ε∗2−4 = ε2(1− e−q2d2) +
ε3ε4
ε3e−q3d3 + ε4(1− e−q3d3)e
−q2d2 (3.36)
ε∗ap =
1
(1− e−q1d1)( 1
ε1
− 1
ε∗2−4
) + 1
ε∗2−4
(3.37)
q1, q2 y q3 son constantes que se pueden encontrar nume´ricamente a partir de un ajuste
con la Ec. 3.28 aplicando la siguiente relacio´n:
ε∗ap =
C − Cf
C0
; (3.38)
donde C0 y Cf son las capacidades de la l´ınea abierta al vac´ıo y la debida a los campos
electromagne´ticos formados en la interfase (borde) de la muestra.
En este resultado se debe notar que antes de la deduccio´n de la Ec. 3.37 es necesario
asumir ciertas relaciones entre las permitividades de las capas (por ejemplo: ε1 < ε2).
Adema´s es necesario remarcar que este tipo de ecuaciones tambie´n son va´lidas para medios
conductivos.
3.4.3. Simulaciones
En las secciones 3.4.1 y 3.4.2 se estudiaron dos maneras de obtener la permitividad
aparente de un medio multicapa. Sin embargo, el modelo emp´ırico aparec´ıan las constantes
qi que, en principio, son desconocidas. Una manera de estimarlas ser´ıa midiendo un medio
conocido, pero una ma´s pra´ctica es mediante la simulacio´n con el modelo variacional. El
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Figura 3.9: Permitividad diele´ctrica aparente de una estructura de cuatro capas “vista”
por una linea de 16mm. Simulacio´n mediante me´todo variacional (l´ınea continua) y aproxi-
macio´n emp´ırica (puntos). Los para´metros emp´ıricos obtenidos fueron: q1 = 0,86, q2 = 0,75
y q3 = 0,56.
procedimiento seguido es similar al descripto por Alanen et al. [20].
C0 y Cf son calculados previamente usando la aproximacio´n:
C(εi) = C0εi + Cf (3.39)
donde C(εi) se obtiene a partir de la Ec. 3.28 aplicada a un medio semi-infinito. Luego
se propone una ecuacio´n emp´ırica segu´n el medio que se desea medir (2, 3 o 4 capas) y
se realiza un ajuste con la Ec. 3.28 resuelta para la cantidad de capas correspondiente
(con anchos de capa di y permitividades conocidas εi)
4. Por ejemplo la Fig. 3.9 muestra
una comparacio´n entre el valor de la permitividad aparente teo´rica y emp´ırica de un me-
dio de cuatro capas con una l´ınea de 16mm de dia´metro externo. Se grafico´ en funcio´n
del ancho de la segunda capa variando d1 = 0, 20µm y 40µm y para d3 = 0, 1mm. Las
constantes diele´ctricas de cada capa fueron: 10, 50, 8 y 40. Se obtuvieron resultados cam-
biando los para´metros anteriores y las constantes emp´ıricas fueron: 0,86/0,75/0,56mm−1
y 0,54/0,74/0,61mm−1 para q1, q2 y q3 en l´ıneas de dia´metro externo 10mm y 16mm, res-
pectivamente.
En la Fig.3.10 se testeo´ el modelo emp´ırico de tres capas para una l´ınea de 16mm de
dia´metro externo en las siguientes configuraciones:
En las Figs.3.10 (a) y (c) se cumple: ε1 > ε2 y ε2 < ε3.
En las Figs.3.10 (b) y (d) se cumple ε1 > ε2 y ε2 > ε3.
En la Fig.3.10 (c) se ve que la aproximacio´n no es muy buena cuando var´ıa el ancho de la
segunda capa. Otro punto a destacar es que para los dos modelos las constantes emp´ıricas
4Todas las rutinas y programas para los ca´lculos de esta seccio´n los desarrollamos en co´digo Matlab.
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Figura 3.10: Comparacio´n entre las curvas emp´ıricas (l´ıneas con “+” y “x”) y el modelo
teo´rico (curvas continuas y punteadas) para un modelo de tres capas. En (a) y (c) ε1 > ε2
y ε2 < ε3 (las constantes diele´ctricas de cada capa 70, 5, 20 (curvas continuas) y 50, 10,
30 (curvas punteadas)). En (b) y (d) ε1 > ε2 y ε2 > ε3 (las constantes diele´ctricas de cada
capa se asumieron como 70, 40, 20 (curvas continuas) y 70, 30, 10 (curvas punteadas))
son diferentes.
En las simulaciones anteriores las permitividades de cada capa toman un valor constante.
En las Figs.3.11 (a) y (b) fue simulado un medio de calibracio´n a T = 25◦C con valores
extra´ıdos de la literatura solucio´n salina NaCl (al 0,45% y d1 = 0,5mm) / film de nylon
(ε2 = 3 y d2 = 0,1mm)/ 2-propanol (ver [79]).
3.5. Propiedades diele´ctricas en tejido o´seo
Como ya mencionamos, las mediciones diele´ctricas en tejidos biolo´gicos se remontan a
los trabajos pioneros de H. P. Schwan [74]. Gran parte de las bases de datos usadas en
la actualidad para la simulacio´n de campos electromagne´ticos en medios biolo´gicos fueron
mediciones recopiladas por [27, 29, 30] (ver sitio web http://niremf.ifac.cnr.it/). El grupo
de S. S. Stuchly tambie´n contribuyo´ a la medicio´n de propiedades diele´ctricas en tejidos
biolo´gicos [6,88]. En el caso particular de las mediciones en hueso, entre los primeros traba-
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Figura 3.11: Simulaciones en un medio de tres capas con una respuesta Debye. (a) y (b)
son la parte real e imaginaria de ε∗ap (jω) del medio: solucio´n salina / film de nylon /
2-propanol. Las curvas teo´ricas son las l´ıneas continuas y las emp´ıricas las rayadas.
jos se encuentran los K.R. Foster (por mencionar alguno [49]) en los cuales se comenzo´ con
mediciones del tipo invasivas (discos de hueso).
En esta seccio´n haremos una breve resen˜a de literatura en cuanto a las propiedades diele´ctri-
cas en tejido o´seo trabecular y comentaremos las propiedades de su componente orga´nico
principal: el cola´geno.
3.5.1. En hueso trabecular
La dependencia con la frecuencia de las propiedades ele´ctricas del tejido o´seo, es com-
parable con la de otros tejidos con bajo contenido celular, por ejemplo, los ligamen-
tos [27, 29, 30]. El contenido de agua relativamente bajo de este tejido podr´ıa ser la razo´n
principal de la diferencia en los valores de permitividad con los tejidos alto contenido ce-
lular.
En contraste con los numerosos datos existentes sobre el hueso compacto (ver entre otros
[27, 73] y las referencias all´ı), los trabajos sobre el hueso trabecular son relativamente po-
cos y recientes [72, 81–83]. En el rango de frecuencia de intere´s de esta tesis encontramos
algunos resultados en hueso trabecular ovino en [25]. A pesar de que los huesos compacto
y trabecular son muy diferentes en estado fisiolo´gico (debido, por ejemplo, las diferencias
en la porosidad y la inclusio´n de la me´dula en el tejido trabecular), algunos hallazgos
obtenidos en investigaciones de hueso compacto son aplicables al hueso trabecular. Re-
sulta interesante observar que a taman˜os menores que 10µm las estructuras de la matriz
(cola´geno + sales minerales) son muy similares. Sin embargo, la diferencia en su macro-
estructura hacen que los resultados deben ser interpretados con cautela al describir una
matriz saturada de l´ıquido. El comportamiento ele´ctrico de una matriz que contiene agua
unida a sus mole´culas difiere del comportamiento de una matriz seca. Au´n ma´s, si el fluido
es PBS la diferencia tambie´n es notoria. En el trabajo de Kosterich y otros [50] se evalu´a
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Cuadro 3.1: Modelos diele´ctricos de literatura para hueso trabecular y cortical [30].
tejido ∞ ∆1 fr1
a α1 ∆2 fr2 α2 ∆3 fr3 α3 σ
b
trabecular 2,5 18 12× 109 0,22 300 2× 106 0,25 2× 104 1× 103 0,2 0,07
cortical 2,5 10 12× 109 0,2 180 2× 106 0,2 5× 103 1× 103 0,2 0,02
aValor en Hz.
bValor en Sm−1.
Cuadro 3.2: Valores aproximados de ε
′
de literatura para hueso trabecular.
Especie tipo de hueso 1MHz 10MHz 100MHz 1000MHz
Humanoa tibia distal (trabecular) 50-80 - -
Humanob co´ndilo femoral medial (trabecular) ∼30 - -
Ovinoc cra´neo (trabecular) ∼800 ∼100 -
Combinacio´nd trabecular 248,97 70,779 27,629 20,584
aExtra´ıdo de referencia [72].
bExtra´ıdo de referencia [82].
cExtra´ıdo de referencia [25] a 37oC.
dValores extra´ıdos de http://niremf.ifac.cnr.it
la respuesta diele´ctrica hasta los 8MHz para hueso de rata preservado en soluciones salinas
con diferentes concentraciones de sal. Los autores obtienen diferentes relajaciones para di-
ferentes tipo de soluciones.
Las propiedades ele´ctricas de los diferentes componentes del hueso, como la me´dula o´sea
(ver por ejemplo sitio web http://niremf.ifac.cnr.it/ basado en las investigaciones S. Gabriel
y otros), el cola´geno [37, 58], hidroxiapatita [34] y el agua han sido ampliamente estudia-
das. La combinacio´n de estos componentes es responsable del comportamiento ele´ctrico del
tejido trabecular, y por lo tanto los datos deben utilizarse con cuidado. Obviamente las
interacciones entre estas fases no deben ser omitidas en la interpretacio´n de las mediciones.
La tabla 3.1 muestra los para´metros tomando un modelo tipo Cole-Cole de tres relajacio-
nes de la referencia [30]. Es importante aclarar que los para´metros los autores obtuvieron
estos valores haciendo una regresio´n con mediciones de diferentes tipos de hueso (animal y
humano). Por otro lado, las Tablas 3.2 y 3.3 muestran los valores aproximados (extra´ıdos
de las figuras de las referencias citadas) de ε
′
y σ, respectivamente, para hueso trabecular.
En estas tablas se tomaron valores para frecuencias mayores a 1MHz, que es el rango de
esta tesis.
De Mercato y Garc´ıa Sa´nchez [17] han sugerido que la conductividad en baja frecuencia
el hueso trabecular es una consecuencia de la micro-estructura del tejido y su contenido
l´ıquido y esto lo apoya el trabajo de Kosterich [50] mencionado previamente. Es decir, la
porosidad y los canales que eventualmente se forman podr´ıan contribuir a la conductividad
io´nica.
En cuanto al resto de los componentes, en el trabajo de Sierpowska [83] se encontro´ que
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Cuadro 3.3: Valores aproximados de σ de literatura para hueso trabecular en Sm−1.
Especie tipo de hueso 1MHz 10MHz 100MHz 1000MHz
Humanoa tibia distal (trabecular) 0,2-0,5 - - -
Humanob co´ndilo femoral medial (trabecular) ∼0.085 - - -
Ovinoc cra´neo (trabecular) ∼0,09 ∼0,2 - -
Combinacio´nd trabecular 0.0903 0.1228 0.1725 0.3639
aExtra´ıdo de referencia [72].
bExtra´ıdo de referencia [81].
cExtra´ıdo de referencia [25] a 37oC.
dValores extra´ıdos de http://niremf.ifac.cnr.it
el contenido de grasa y de cola´geno esta´ altamente correlacionado con la permitividad.
Utilizando baja frecuencia (1kHz) y alta ( 300kHz) los autores pueden predecir tanto el
contenido de grasa como el de cola´geno. En cambio, en l´ınea con lo propuesto por De
Mercato y Garc´ıa Sanchez, el contenido de agua lo encontraron correlacionado con la con-
ductividad.
En cola´geno
Las propiedades diele´ctricas del cola´geno han sido medidas por varios grupos (ver por
ejemplo referencias [37, 58, 70, 80]). Existen algunas hipo´tesis con respecto al proceso de
polarizacio´n en el rango de frecuencia de esta tesis. Por ejemplo, en [80] los autores ad-
judican la relajacio´n a diferentes tipos de agua; bulk y ma´s o menos ligada a la mole´cula
de cola´geno. En cuanto a la relacio´n del cola´geno con el grado de mineralizacio´n de la
matriz o´sea, existen trabajos que pueden dar alguna idea de cual es el feno´meno que ocu-
rre. En trabajos previos de nuestro laboratorio [37], fueron estudiadas las propiedades de
polvo hidratado de cola´geno. Cambiando el contenido de agua se identifico´ un proceso de
polarizacio´n con frecuencia de relajacio´n entre 300 y 400MHz. Debido al cambio en la
frecuencia de relajacio´n con el cambio de contenido de agua se concluyo´ que el origen de
esta polarizacio´n se podr´ıa deber a la distribucio´n de carga en las cadenas laterales de la
mole´cula de cola´geno. De esta manera, se puede observar un mecanismo de polarizacio´n
que es sensible a cambios en la rigidez del medio. Al comparar huesos bovinos en estado na-
tural y completamente desmineralizado [44] tambie´n resulto´ en valores similares en cuanto
a la frecuencia de relajacio´n, del orden de 400 y 200MHz, respectivamente. Al observarse
los valores de ∆ de la regio´n mencionada, se concluyo´ que la eliminacio´n de calcio podr´ıa
incrementar la libertad de las cadenas laterales del cola´geno y de esta manera aumentar
su contribucio´n a la permitividad diele´ctrica. Al aumentar el momento de inercia de las
mole´culas, se reducir´ıa la frecuencia caracter´ıstica.
Algunos trabajos recientes [15] se encontraron correlaciones entre las propiedades meca´ni-
cas y el entrecruzamiento inter-molecular del cola´geno. Es decir, los autores observaron
que combinando la densidad mineral con unos para´metros relacionados con el entrecruza-
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miento del cola´geno se obten´ıan mejores predicciones de las propiedades meca´nicas. Esto
es interesante, porque paralelamente Marzec y otros [58] evalu´an la posibilidad de predecir
el “grado” de entrecruzamiento en una matriz de cola´geno mediante la medicio´n de pro-
piedades diele´ctricas.
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Cap´ıtulo 4
Mediciones de Ultrasonido
Como un complemento a las mediciones diele´ctricas y de densidad mineral implemen-
tadas en esta tesis, la evaluacio´n de las propiedades de ultrasonido (US) del tejido o´seo
constituyen una manera de estimar el comportamiento biomeca´nico de una forma ma´s di-
recta. De hecho el ultrasonido es una onda meca´nica.
En este cap´ıtulo se comentara´n las motivaciones que llevaron al estudio de las propiedades
de US en esta tesis. Se hara´ una breve resen˜a sobre la aplicacio´n de US en tejidos biolo´gicos
junto con las dos te´cnicas implementadas: transmisio´n y reflexio´n. Finalmente se revisara´ el
estado actual de las mediciones de US en hueso trabecular, en particular.
4.1. ¿Por que´?
Hasta hace poco tiempo las mediciones de US en aplicaciones cl´ınicas se consideraban
efectivas so´lo en ciertas regiones del cuerpo como tobillo y mano (ver Fig.4.1). Ma´s recien-
temente se ha agregado el fe´mur proximal [7]. Los para´metros que se observan tal como se
apunto´ en el Cap´ıtulo 1 son: la velocidad del sonido en el hueso (sus siglas en ingle´s SOS) y
la atenuacio´n lineal que sufre la onda acu´stica en el mismo, denominado nBUA. Estos dos
para´metros constituyen datos complementarios a la medicio´n de la densidad mineral o´sea.
Esto es as´ı, porque en los estudios que avalan estas aplicaciones se busco´ la correlacio´n
entre DMO y SOS o nBUA.
Figura 4.1: Mediciones cl´ınicas de US. Extraido de [53]
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Una motivacio´n ma´s que interesante que existe en el estudio del ultrasonido en huesos, es
la naturaleza meca´nica involucrada. Es bien sabido que en materiales homoge´neos la ve-
locidad del sonido es directamente proporcional al mo´dulo ela´stico. Por otro lado, aunque
se conoce que la atenuacio´n en tejidos o´seos esta´ altamente correlacionada con la densidad
mineral, los feno´menos f´ısicos involucrados no esta´n del todo explicados.
Si bien todav´ıa no es de aplicacio´n cl´ınica, otro punto interesante es la posible evaluacio´n
de estructura mediante me´todos de backscattering (ver por ejemplo [10]).
4.2. Resen˜a sobre US
Por ultrasonido se entiende toda aquella vibracio´n meca´nica con frecuencias mayores a
las audibles por el humano (mayores que 20KHz). Estas vibraciones producen compresio-
nes y decompresiones en las part´ıculas acu´sticas formando una onda que se propaga en el
medio. Distinto a lo que ocurre con las ondas electromagne´ticas, en las ondas acu´sticas no
puede haber propagacio´n en el vac´ıo. Las frecuencias usadas en ultrasonido var´ıan segu´n
la aplicacio´n, por ejemplo: para deteccio´n de submarinos se utilizan frecuencias del orden
de los 30kHz, en la industria, para la evaluacio´n de metales y soldaduras, por encima del
MHz. En aplicaciones me´dicas se usan frecuencias de que van de 1MHz a 10MHz [45]
aunque algunas aplicaciones recientes de ima´genes de piel o ima´genes intravasculares de
vasos sangu´ıneos utilizan entre 20−30MHz. En la llamada biomicroscop´ıa de ojo el rango
va de 50 a 100MHz y lo que se conoce como microscop´ıa acu´stica, que se usa en la carac-
terizacio´n de muestras muy finas, va desde 1 a 2GHz
Las ondas de ultrasonido (tambie´n llamadas ondas de presio´n) se pueden propagar de
diferentes maneras:
Ondas longitudinales: la oscilacio´n de las part´ıculas es en la misma direccio´n que la
propagacio´n de la onda. Este es el u´nico modo por el cual existe transmisio´n en los
l´ıquidos y el ma´s comu´nmente utilizado en los tejidos.
Ondas transversales: Si el medio es capaz de transmitir esfuerzos de cizalladura, lo
que ocurre en la mayor´ıa de los so´lidos, las part´ıculas pueden oscilar tambie´n en
direccio´n transversal de la propagacio´n de la onda.
Ondas de Rayleigh: se propagan solamente en la periferia plana o curva de un so´lido
semi-ifinito, siguiendo las irregularidades de la superficie del mismo.
Ondas de Lamb: si el so´lido semi-infinito se reduce en espesor, se obtiene una “chapa”
en la que la onda puramente de superficie ya no puede existir como tal, a no ser que
su longitud de onda sea considerablemente inferior.
Idealmente las ondas longitudinales y transversales se transmiten en medios infinitos. Si el
medio es limitado, se producen reflexiones y refracciones en las superficies y como conse-
cuencia estas alteraciones aparecen otros tipos de ondas.
Entre los para´metros generales que describen una onda se encuentran: la velocidad (c),
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frecuencia (f), longitud de onda (λ) y su amplitud (A). Esta u´ltima, que para ser ma´s
espec´ıficos se denomina amplitud ma´xima de oscilacio´n, se define como el desplazamiento
ma´ximo de una part´ıcula de su posicio´n cero. En cuanto a los para´metros particulares de
las ondas so´nicas, se encuentran la presio´n acu´stica y la velocidad instanta´nea de vibracio´n.
Para la primera, es evidente que en los puntos de gran densidad de part´ıculas la presio´n
es mayor que la presio´n en estado de reposo, mientras que en las zonas dilatadas es me-
nor, entonces es necesario definir la presio´n instanta´nea P . La velocidad instanta´nea V es
la propia de la part´ıcula en su movimiento oscilatorio. La relacio´n existente entre estos
u´ltimos se denomina impedancia acu´stica (Z):
P = ρcV = ZV (4.1)
donde ρ es la densidad del material. Esta relacio´n es estrictamente va´lida para ondas planas
cuyas crestas esta´n en planos perpendiculares a la direccio´n de propagacio´n [51].
Se define tambie´n la intensidad I como la energ´ıa que lleva la onda ultraso´nica. Usualmente
se toma la energ´ıa que pasa por unidad de a´rea (1cm2) por unidad de tiempo y se conecta
con los para´metros anteriores mediante:
I =
P 2
2Z
(4.2)
En US se denomina superficie l´ımite a aque´lla que separa dos medios con propiedades
ela´sticas diferentes. Entonces, por ejemplo, si un material se encuentra rodeado de vac´ıo,
la onda se reflejara´ en la superficie y retornara´. Si por el contrario a ese material hay otro
adherido, la onda se propagara´ ma´s o menos alterada en direccio´n, intensidad y modo.
En el caso de una onda plana incidiendo de manera ortogonal en una superficie plana que
separa dos medios diferentes, una parte se refleja y vuelve en la misma direccio´n y otra
se propaga manteniendo adema´s el sentido. Se puede definir entonces los coeficientes de
reflexio´n (R) y transmisio´n (T ):
R =
Ir
Ii
y T =
It
Ii
(4.3)
donde los sub´ındices i, r y t significan incidente, reflejada y transmitida. Haciendo el
balance de energ´ıa se sabe que R + T = 1 y teniendo en cuenta la Ec. 4.2, se llega a:
R =
(
Z2 − Z1
Z2 + Z1
)2
y T =
4Z2Z1
(Z2 + Z1)
2 . (4.4)
Cuando la incidencia no es normal se obtienen las siguientes ecuaciones:
R =
(
Z2cosθ2 − Z1cosθ1
Z2cosθ2 + Z1cosθ1
)2
y T =
4Z2Z1cosθ2cosθ1
(Z2cosθ2 + Z1cosθ1)
2 . (4.5)
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Figura 4.2: Esquema del sistema de medicio´n de las propiedades de ultrasonido por trans-
misio´n.
4.3. Mediciones de US
4.3.1. Transmisio´n
Las mediciones por transmisio´n de US en general son llevadas a cabo mediante el me´todo
de sustitucio´n [11]. En la Fig.4.2 se muestra un esquema del sistema de medicio´n. El sistema
consiste en dos palpadores (transductores, piezo ele´ctricos), transmisor y receptor montados
coaxialmente separados por el doble de su distancia focal. La muestra se coloca, entonces,
en el centro de los transductores. Tanto los palpadores como la muestra se encuentran
sumergidos en una cuba de agua (o como es nuestro caso en particular en PBS). En este
tipo de metodolog´ıas se emite un pulso por el palpador T (una onda acu´stica longitudinal)
que incide de manera normal a la muestra y la onda transmitida es recibida por el palpador
R. Para desafectar las transferencias tanto de los palpadores como del equipo de medicio´n
etc, primero se mide el pulso sin la muestra y se obtiene la sen˜al de calibracio´n o referencia,
cuyo espectro tiene la siguiente forma:
Ar (f) = A0 (f)A
r
d (f) (4.6)
donde A0 (f) es la transferencia de la instrumentacio´n, esto incluye: el espectro de la sen˜al
ele´ctrica que se aplica al palpador T, y las transferencias de los palpadores T y R. Ard (f) es
la funcio´n de transferencia del efecto del paso de la onda por el PBS (difraccio´n). En este
experimento se supone despreciable la atenuacio´n que sufre la onda en el medio (PBS).
Si la onda acu´stica atraviesa una muestra de ancho ` entonces el espectro de la sen˜al
recibida sera´:
A (f) = A0 (f)T (f)Ad (f) e
−α(f)` (4.7)
donde Ad (f) y α (f) representan la difraccio´n y la atenuacio´n en la muestra, respectivamen-
te. T (f) es el producto de los coeficientes de transmisio´n de las interfaces PBS-muestra
y muestra-PBS (o la referencia). Si se conocen las impedancias acu´sticas (Z) de ambos
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miembros tomara´ la forma:
T (f) =
4Zr · Z (f)
[Zr + Z (f)]
2 , (4.8)
donde Zr = ρrVr y Z (f) = ρV (f), son las de la referencia y la muestra, respectivamente.
ρr y ρ, son las densidades del medio y la muestra, y Vr y V (f) las respectivas velocidades.
Los dos para´metros ma´s utilizados para la generacio´n de ima´genes de US, como se ade-
lanto´ en la seccio´n 4.2, son la velocidad del sonido (SOS) y el nBUA (de sus siglas en ingle´s
normalized broadband ultrasonic attenuation, se lo denomina normalizado porque se lo di-
vide por el ancho de la muestra). De acuerdo con el desarrollo que se hizo en los pa´rrafos
anteriores, se podr´ıa obtener entonces el nBUA, que define como la pendiente del coeficien-
te de atenuacio´n (α (f)) cuando se grafica en funcio´n de la frecuencia f (si nos referimos
al para´metro cl´ınicamente aceptado deber´ıamos restringirnos entre 0,2 y 0,8MHz). En lo
que sigue se detallara´n algunas aproximaciones necesarias para la obtencio´n del nBUA,
ma´s adelante nos referiremos al ca´lculo de SOS.
Si se realiza el cociente entre las ecuaciones 4.7 y 4.6, se desafectan las transferencias de los
palpadores. Al logaritmo natural del mo´dulo de este cociente se lo suele llamar atenuacio´n
aparente y se lo denota α̂ (f) · `:
α̂ (f) ` = Ln
( | Ar (f) |
| A (f) |
)
= α (f) ` + Ln
( | Ard (f) |
| Ad (f) |
)
︸ ︷︷ ︸
pe´rdidas por difraccio´n
− Ln (| T (f) |)︸ ︷︷ ︸
pe´rdidas por transferencia
(4.9)
y a α̂ (f) se lo denomina coeficiente de atenuacio´n aparente.
Segu´n la Chaffa¨ı et al. [11], si una onda acu´stica que viaja por un fluido atraviesa un hueso
poroso saturado en fluido (que es nuestro caso) las pe´rdidas por transferencia son menores
que el 1%, ya sea por reflexio´n o por conversio´n de modo. En otras palabras, la mayor´ıa
de la energ´ıa incidente se transfiere como una onda ra´pida longitudinal. Esto sugiere que
las pe´rdidas por cambio de impedancia acu´stica son despreciables. Por otro lado, para
tener en cuenta las pe´rdidas por difraccio´n es posible realizar una correccio´n teo´rica de los
espectros medidos, tanto de la referencia como el de la muestra (ver [94]). Sin embargo en
el trabajo de Droin et al. [19] se realizo´ un estudio particular en hueso trabecular y, para
las velocidad del sonido en hueso (del orden de 1500 a 1650m/seg), los errores cometidos
en el coeficiente de atenuacio´n debido a la difraccio´n esta´n por debajo de los ±0,05dB/cm
y por lo tanto pueden ser despreciadas.
En cuanto al otro para´metro (SOS), se han intentado obtener estimas robustas a trave´s
de sucesivos trabajos [18, 19, 92] logrando en algunos casos resultados interesantes. Wear
en [92] realiza un estudio teniendo en cuenta sono´metros cl´ınicos comerciales, en el que
se detallan los inconvenientes que existen en cada uno de los enfoques y el por que´ de
las discrepancias en los valores publicados. Existen dos enfoques para el ca´lculo de este
para´metro, en dominio de tiempo, utilizando “marcadores” en la forma de onda temporal
y en frecuencia, observando la velocidad de fase. En la Fig.4.3 se muestra una sen˜al t´ıpica
con los marcadores para la medicio´n en tiempo de la velocidad del sonido. Una vez que se
obtiene ese marcador, se toma la diferencia del tiempo de vuelo con un medio de referencia
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Figura 4.3: Ca´lculo de la velocidad del sonido en hueso.
(la llamaremos ∆t), en general es agua o PBS. Entonces se obtiene la siguiente expresio´n:
SOS =
Vr
1 + Vr∆t
`
(4.10)
donde Vr y ` son la velocidad de sonido en la referencia (agua o PBS) y el ancho de la
muestra, respectivamente.
En tejido o´seo, las mediciones en tiempo de SOS se ven afectadas principalmente por la alta
atenuacio´n lineal y por la difraccio´n. Por esta razo´n, en algunos trabajos, se utiliza tambie´n
el enfoque en el dominio de la frecuencia (medicio´n de la velocidad observando la fase, ver
por ejemplo [92]). En un trabajo publicado recientemente [18] se utilizo´ un enfoque diferente
a los cla´sicos utilizando la transformada wavelet continua. El tiempo de vuelo se calcula
entonces observando un gra´fico tiempo-frecuencia de la sen˜al, de tal manera de obtener el
ma´ximo coeficiente (en valor absoluto) de la transformada (denominado comu´nmente Cab,
donde a y b son ana´logos a la frecuencia y al tiempo)1.
4.3.2. Reflexio´n: Backscattering
Lo interesante en las medidas por reflexio´n es que se utiliza un solo palpador, aunque
ma´s interesante au´n es que se pueden obtener para´metros de micro-estructura. Esto es,
las part´ıculas dispersoras, en el caso del hueso trabecular, ser´ıan las trabe´culas y segu´n
Chaffa¨ı et al. [10] se puede obtener informacio´n del ancho de trabe´cula y nu´mero de tra-
beculas (densidad). Si bien la aplicacio´n cl´ınica en huesos todav´ıa no es corriente, existe
un gran intere´s en obtener modelos adecuados capaces de relacionar; taman˜o, separacio´n,
orientacio´n, etc de las part´ıculas dispersoras (ver por ejemplo: [9, 71, 93]).
Contrariamente a lo que ocurre en las mediciones por transmisio´n, en general no hay acuer-
do total en la literatura sobre cua´l es el para´metro a observar en mediciones por reflexio´n.
Entonces aparecen definiciones tales como: (broadband ultrasonic backscatter, BUB [39]),
1Esta metodolog´ıa no sera´ comentada en esta tesis, el procedimiento es similar al utilizado en [18].
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Figura 4.4: Experimento de reflexio´n: backscattering. a) Primero se mide un reflector per-
fecto y luego se compara con la muestra (b).
(integrated reflection coefficient, IRC [39]), (apparent integrated backscatter, AIB [42]).
En el desarrollo que sigue los iremos definiendo a medida que aparezcan.
Un diagrama esquema´tico del experimento se muestra en la Fig.4.4. Se pueden ver nueva-
mente el palpador (ahora en una configuracio´n pulso-eco) y la muestra sumergidos en la
cuba de agua o PBS. La muestra se coloca a la distancia focal del transductor. De nuevo se
supone despreciable la atenuacio´n en el l´ıquido. El me´todo utilizado tambie´n se denomina
de sustitucio´n dado que, para desafectar la transferencia del palpador, se coloca primero
una pieza de acero inoxidable (o alguna referencia esta´ndar) a la distancia focal y se “de-
convoluciona”2 con la sen˜al reflejada en la muestra de intere´s. Esta deconvolucio´n se realiza
de forma ana´loga a la seccio´n 4.3.1, transformando las sen˜ales al dominio de la frecuencia.
Observando el haz so´nico en la Fig.4.4, aunque es esquema´tica, no es dif´ıcil pensar que
la regio´n de sensado no esta´ determinada claramente. Para salvar este inconveniente se
utiliza la denominada Short Fourier transform (SFT) y se observa una ventana temporal
en la regio´n de intere´s, que en principio tendr´ıa que ser centrada en la distancia focal. La
mayor´ıa de los trabajos utilizan una ventana Hamming que, con una estimacio´n de la SOS
en la muestra, se puede dimensionar para sensar la longitud deseada (en la Fig.4.4 esa
longitud ser´ıa d). Una vez aplicada la SFT en ambas sen˜ales, se elevan al cuadrado para el
ca´lculo de los respectivos espectros de potencia y se puede obtener as´ı una estimacio´n del
coeficiente de dispersio´n aparente:
µ̂B (f) =
SB (f)
Sr (f)
(4.11)
donde SB (f) y Sr (f) son los espectros de potencia de la muestra y la referencia, res-
pectivamente. Estas estimas se ven afectadas por la difraccio´n y atenuacio´n que sufre la
onda en su recorrido por la muestra. Es importante notar que como se busca caracterizar
un propiedad del material, la medicio´n debe ser independiente del volumen sensado, por
consiguiente este efecto debe ser compensado. En cuanto a la difraccio´n, existen diversas
maneras de compensarla, en este desarrollo no se realizara´ correccio´n por difraccio´n. Para
2utilizamos este te´rmino porque en la literatura es frecuente.
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una descripcio´n detallada del tema ver la referencia [71]. Se define entonces el coeficiente
de dispersio´n con las correcciones pertinentes de la forma:
µB (f) = µ̂B (f) · C (f, x) · Fvol (f) (4.12)
donde C (f, x) y Fvol (f) son las correcciones por atenuacio´n y volumen, respectivamente.
La correccio´n debido al volumen se detalla en [89]. Brevemente,
Fvol (f) =
k2a2
8pid
[
1 +
(
ka2
4F
)2] (4.13)
donde a es el radio del palpador y F es la distancia focal. Este te´rmino asume que el perfil
de directividad del palpador (en la regio´n de sensado) es gaussiano y que la longitud de
correlacio´n de las part´ıculas dispersoras son mucho ma´s pequen˜as que el radio del palpador
y que el ancho del haz so´nico. El factor C (f, x) se obtiene siguiendo el razonamiento de [62]:
C (f, x) =
4α (f) d · e4α(f)(x1− d2)
1− e−4α(f)d . (4.14)
En la Fig.4.4 se muestran las definiciones x1 y d para este caso. La Ec.4.14 depende de la
atenuacio´n, que puede ser obtenida por transmisio´n o bien a partir del siguiente razona-
miento. Supongamos que se expresa el espectro de potencia mediante:
SB (f) = B (f) e
−2α(f)2z1 (4.15)
donde B (f) contiene la informacio´n de la transferencia debido a la dispersio´n y que por lo
tanto no depende de la atenuacio´n. Por esta razo´n se puede aplicar logaritmo a la Ec.4.15
y si esto se hace para varias distancias z1 conocidas, se puede construir una recta y estimar
por regresio´n lineal α (f).
A continuacio´n se resumen los para´metros ma´s frecuentemente hallados en la literatura.
Broadband Ultrasonic Backscatter (BUB), se mide en [dB] y se calcula de la siguiente
manera:
BUBdB =
∫ fmax
fmin
[µB (f)]dB df
fmax − fmin (4.16)
Apparent Integrated Backscatter (AIB), se mide en [dB] y en este caso no se hace
ninguna correccio´n:
AIBdB =
∫ fmax
fmin
[µ̂B (f)]dB df
fmax − fmin (4.17)
Integrated Reflection Coefficient (IRC), se mide en [dB], pero este para´metro no tiene
en cuenta la zona anterior (la de los otros para´metros) sino la interfase PBS-muestra:
IRCdB =
∫ fmax
fmin
[Rr−h (f)]dB df
fmax − fmin (4.18)
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Figura 4.5: Regiones de intere´s de los para´metros observados en un experimento por refle-
xio´n.
donde Rr−h (f) es el coeficiente de reflexio´n de la interfase PBS / muestra (es una
funcio´n de las impedancias acu´sticas del PBS y la muestra).
La Fig.4.5 muestra donde se tiene que ubicar las ventanas para observar cada para´metro
mencionado en la regio´n de intere´s.
4.4. Ultrasonido en tejido o´seo
La interaccio´n entre las ondas ultraso´nicas y los tejidos biolo´gicos no esta´ totalmente
explicada. Si bien en general hay coincidencia en la literatura sobre la dependencia aproxi-
madamente lineal de la atenuacio´n con la frecuencia, el mecanismo f´ısico que hay detra´s no
es del todo conocido. Existen algunas proposiciones en las cuales se sugiere explicarlo con
la relajacio´n meca´nica a escala macromolecular, tal como en el caso de la espectroscop´ıa
diele´ctrica pero no esta´n del todo aceptadas (ver por ejemplo [35]).
Un factor limitante entonces en las mediciones de US es la atenuacio´n que sufre la onda al
penetrar el tejido, y como se dijo antes es mayor a medida que aumento la frecuencia. En
el caso del hueso la atenuacio´n es ma´s alta que en los tejidos blandos y por eso el rango de
frecuencias t´ıpicas es de 0.5 a 1MHz.
En el caso del hueso trabecular, la situacio´n es todav´ıa ma´s compleja que para tejidos
blandos. La interaccio´n viscosa entre la matriz mineralizada y los fluidos (grasa, me´dula
o´sea, etc) puede contribuir significativamente a la absorcio´n. Tambie´n existen conversiones
de modo que a su vez contribuyen a la atenuacio´n.
Los valores publicados en hueso trabecular son bastante dis´ımiles, esto se debe principal-
mente a la diversidad biolo´gica, la orientacio´n de la medicio´n, los me´todos experimentales
utilizados, preparacio´n de la muestra, etc. Tomando el caso de mediciones por transmisio´n
la Tabla 4.1 presenta los para´metros SOS y nBUA junto con las respectivas DMO por
unidad de a´rea o volume´trica. La mayor´ıa de los grupos coinciden en realizar las mediciones
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Cuadro 4.1: Valores medidos por transmisio´n hallados en la literatura.
BMD [g/cm3] BMD [g/cm2] nBUA [dB/MHzcm] SOS [m/seg] Referencia
200.7 - 12.4 1516 [10]
123.7 - 18.83 1529 [64]
- 0.828 - 1515-1589 [38]
- 0.85-0.83 - 1561-1585 [18]
0.225 - 13.1 2005 [39]a
- - 5-30 1600-3500 [42]b
aEstas mediciones fueron realizadas en muestras con grasa y en PBS.
bEstas mediciones fueron realizadas en muestras con grasa, en solucio´n salina y a frecuencias
mayores que 1MHz
Cuadro 4.2: Valores de los para´metros medidos por reflexio´n hallados en la literatura.
BUB [dB] AIB [dB] IRC [dB] Referencia f [MHz]
−22,8± 4,9 - −20,8± 3,6 [39] 1
−12,32± 5,66 - - [64] 0.4-1.2
−12,32± 6,0 - - [10] 0.5
- [−42,−34] - [42] 1.0-3.0 a
aEstas mediciones fueron realizadas en muestras con grasa.
sobre las muestras desgrasadas, sino se aclara lo contrario esa es la situacio´n.
La Tabla 4.2 resume algunos valores encontrados en la literatura que fueron obtenidos por
reflexio´n. Existe una gran cantidad de trabajos que se ocupan de la bu´squeda de modelos
teo´ricos que representen una configuracio´n pulso-eco, para de esta manera tener alguna
informacio´n del taman˜o, orientacio´n, etc de las part´ıculas dispersoras (ver por ejemplo la
referencia [9]).
Cap´ıtulo 5
Identificacio´n de Sistemas
En este cap´ıtulo se introducira´n algunas formas de obtener modelos matema´ticos de
sistemas dina´micos basados en mediciones sobre el sistema. El cap´ıtulo esta´ dividido en
tres partes: introduccio´n a los sistemas dina´micos, introduccio´n a identificacio´n de sistemas
y finalmente un testeo de los algoritmos desarrollados mediante simulacio´n. Las introduc-
ciones, tanto a sistemas dina´micos como a la identificacio´n, estara´n dirigidas al problema
que se busca resolver: modelar la respuesta diele´ctrica del tejido o´seo.
Tal como se vio en el cap´ıtulo 3 las aproximaciones emp´ıricas permiten obtener un modelo
de funcio´n de transferencia que relaciona la sen˜al aplicada con la medicio´n de la muestra.
Ahora bien, en el caso de una respuesta Debye (ver seccio´n 3.2.3) la frecuencia aparece
elevada a una potencia entera. En cualquier otro tipo de diele´ctrico la frecuencia apare-
cera´ elevada a un nu´mero no entero lo que resulta en un sistema dina´mico fraccionario.
Este cap´ıtulo comienza con una introduccio´n a sistemas dina´micos en su representacio´n
como funcio´n de transferencia y luego una breve introduccio´n a los sistemas de orden
fraccionario. Se estudiara´n algunas formas de obtener modelos matema´ticos a partir de
mediciones sobre el sistema. Por definicio´n esto es lo que se conoce como Identificacio´n de
Sistemas. Los modelos f´ısicos de sistemas dina´micos de intere´s en esta tesis son de tiempo
continuo (TC). En la identificacio´n de sistemas existen dos aproximaciones para la obten-
cio´n de modelos de TC: indirecta y directa. En la primera, se obtiene un modelo discreto a
partir de los datos y luego se lo transforma a continuo. En cambio en el enfoque directo se
obtiene el modelo continuo a partir de los datos. Se comentara´ la identificacio´n en tiempo
discreto (TD) utilizando bases ortogonales discretas, que es un me´todo indirecto. Luego
se continuara´ con la aproximacio´n directa, identificando el sistema en TC. Cerrando el
tema de introduccio´n a la identificacio´n y lo que es un aporte significativo de esta tesis, se
mostrara´n algunos resultados utilizando identificacio´n de sistemas fraccionarios en TC.
Finalmente se observara´ el comportamiento de los me´todos anteriores mediante la simula-
cio´n en los sistemas de intere´s.
A lo largo de este cap´ıtulo se desarrollara´n ejemplos de ejemplificacio´n desarrollados por
el autor de esta tesis. Los ejemplos se encuentran en letra cursiva (ita´lica).
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Sistema
Perturbaciones
Entradas Salidas
Figura 5.1: Sistema dina´mico.
5.1. Introduccio´n a Sistemas Dina´micos
De manera general se puede decir que un sistema es un objeto en el cual interactu´an va-
riables y produce sen˜ales observables. Estas sen˜ales son usualmente llamadas salidas (y (t))
y los est´ımulos externos que puede manejar un observador se denominan entradas (u (t)).
Existen otros est´ımulos externos que no pueden ser controlados por el observador que se
denominan perturbaciones (ver Fig.5.1), se representara´n mediante ξ (t). En un sistema
dina´mico el valor de la sen˜al de salida en un instante depende, no so´lo de los est´ımulos en
ese instante, sino tambie´n de los est´ımulos anteriores. Un sistema se denomina estaciona-
rio si la respuesta del sistema a una misma entrada es la misma independientemente del
instante en que se la aplica. Un sistema se dice causal cuando las salidas no dependen de
est´ımulos futuros.
Un sistema lineal es aque´l en cual se cumple el principio de superposicio´n, es decir, que la
respuesta a una combinacio´n lineal de una serie de entradas dadas se corresponden con la
combinacio´n lineal de las salidas individuales respectivas. En lo que sigue se extendera´ este
concepto y los modelos y formas de representar un sistema lineal (para una descripcio´n
detallada ver las referencias [55]). Tambie´n se comentara´ sobre los sistemas de orden frac-
cionario, motivados por las Ecs.3.15-3.18 en las cuales aparecen ordenes de derivacio´n no
entera [91].
5.1.1. Sistemas lineales
Un sistema continuo, lineal, invariante en el tiempo y estacionario puede ser completa-
mente descripto por su respuesta al impulso (g (t)), dado que la respuesta a un est´ımulo
cualquiera puede ser calculada por:
y (t) = g (t) ∗ u (t) =
∫ ∞
−∞
g (τ) u (t− τ) dτ. (5.1)
Cuando se observan principios f´ısicos es habitual obtener representaciones en ecuaciones
diferenciales. Una manera alternativa de representar el sistema anterior es:
dny (t)
dtn
+ a1
dn−1y (t)
dtn−1
+ . . .+ any (t) = b0
dmu (t)
dtm
+ b1
dm−1u (t)
dtm−1
+ . . .+ bmu (t) (5.2)
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donde ai y bi son coeficientes reales, m y n son nu´meros enteros. Esta ecuacio´n puede ser
escrita de la siguiente manera:
A (p) y (t) = B (p)u (t) (5.3)
donde:
A (p) = pn + a1p
n−1 + . . .+ an
B (p) = b0p
m + b1p
m−1 + . . .+ bm, n ≥ m
donde p denota el operador derivada, por ejemplo: px (t) =
dx (t)
dt
. Operando con la Ec.
5.3 se llega a:
y (t) =
B (p)
A (p)
u (t) = G (p)u (t) . (5.4)
En los razonamientos anteriores el u´nico tipo de est´ımulo externo que se ha tenido en
cuenta son las entradas. Para considerar las perturbaciones se puede pensar el siguiente
modelo (conocido tambie´n como modelo de error de ecuacio´n [56, 57, 96]):
A (p) y (t) = B (p) u (t) + v (t)⇒ y (t) = G (p)u (t) + ξ (t) (5.5)
en el cual ξ (t) = 1
A(p)
v (t) representa las perturbaciones o errores de toda naturaleza. La
fuente de ξ (t) pueden ser: errores de medicio´n, perturbaciones, dina´mica no modelada o
combinaciones de estos factores. La igualdad de derecha de la Ec. 5.5 es llamada modelo
de error de salida. Aqu´ı, G (p)u (t) representa la salida libre de ruido. Una caracter´ıstica
importante de ambos modelos (error de ecuacio´n y error de salida) es que v (t) o ξ (t) no
se conocen de antemano. Existen dos enfoques para su caracterizacio´n: el determin´ıstico
(por ejemplo: se asume que esta sen˜al esta´ acotada) y el probabil´ıstico. En este u´ltimo caso
se asume que {ξ (t)} es un proceso estoca´stico continuo1.
Por otro lado, si se toma la transformada de Laplace a la Ec. 5.2 se obtiene la representacio´n
en funcio´n de transferencia:
Y (s) = G (s)U (s) (5.6)
donde Y (s) y U (s) son las transformadas de Laplace de la salida y la entrada, respectiva-
mente y
G (s) =
b0s
m + b1s
m−1 + . . .+ bm
sn + a1sn−1 + . . .+ an
. (5.7)
La Ec. 5.7 es una funcio´n racional de polinomios de s elevado a potencias enteras.
Se obtuvieron hasta ahora algunas representaciones de sistemas dina´micos en TC. La Ec.
5.1 representa al sistema mediante la respuesta al impulso y la Ec. 5.4 lo hace utilizando
el operador derivada. Por su parte en la Ec. 5.5 tenemos en cuenta la perturbacio´n. Por
u´ltimo se mostro´ la representacio´n en funcio´n de transferencia. Una descripcio´n ma´s deta-
llada se puede encontrar en las referencias [32].
1ma´s adelante se explicara´ con ma´s detalle las implicancias teo´ricas y algunas formas de salvar este
inconveniente
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Ejemplo 1. Diele´ctrico tipo Debye como sistema
En el cap´ıtulo 3 se llego´ a la siguiente expresio´n (Ec. 3.26):
t∫
0
f3(t
′)dt′ =
t∫
0
[
K + ε∞
F
δ(t− t′) + 1
F
ϕ˙(t− t′)] f2(t′)dt′ (5.8)
Esta ecuacio´n se puede considerar como un sistema dina´mico continuo e invariante en el
tiempo tomando lo que esta´ entre corchetes como la respuesta al impulso. Aplicando la
transformada de Laplace se tiene una representacio´n similar a la Ec. 5.6:
G (s) =
ε(s)
F
+
K
s
=
F3 (s)
sF2 (s)
(5.9)
donde F2 (s) y F3 (s) son las transformadas de Laplace de f2 (t) y f3 (t), respectivamente.
Suponiendo que se toma un diele´ctrico Debye puro entonces:
ε(s) = ∞ +
∆(
1 + s
ωr
) ⇒ G (s) = 1
F
∞ + ∆(
1 + s
ωr
)
 (5.10)
suponiendo K = 0 (esto es f3 (∞) = 0) y expresado en la forma de la Ec. 5.7, queda:
G (s) =
b0s+ b1
s + a1
(5.11)
donde:
b0 =
∞
F
b1 =
0ωr
F
a1 = ωr
La representacio´n de sistemas lineales que ha tenido ma´s desarrollo en me´todos de
identificacio´n, es la de sistemas de TD. En este caso el sistema sera´ completamente descripto
mediante la ecuacio´n:
y (tn) =
∞∑
k=−∞
gd (tk) u (tn − tk) (5.12)
que es equivalente a la Ec.5.1 para sistemas de TC y las sen˜ales muestreadas se denotan
{u (tk) ; y (tk)}. La Ec.5.2 se transforma en una ecuacio´n en diferencias y la parametrizacio´n
del modelo teniendo en cuenta una perturbacio´n estoca´stica discreta (ξ (tk)) deviene en:
y (tk) = Gd
(
q−1
)
u (tk) + ξ (tk) =
Bd (q
−1)
Ad (q−1)
u (tk) +
1
Ad (q−1)
v (tk) (5.13)
donde:
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Ad (q
−1) = 1 + a1q
−1 + . . .+ anaq
−na
Bd (q
−1) = b1q
−1 + . . .+ bnbq
−nb.
El operador q−1 equivale al retardo de una muestra, por ejemplo: q−1x (tk) = x (tk−1). Cabe
aclarar que los coeficientes ai y bi de la Ec.5.13 no son los mismos que los de la Ec.5.3.
La transformada Z nos da una funcio´n de transferencia discreta del sistema anterior:
Y (z) =
b1z
−1 + . . .+ bnbz
−nb
1 + a1z−1 + . . .+ anaz
−na
U (z) + ξ (z) . (5.14)
5.1.2. Sistemas lineales de orden fraccionario
Como motivacio´n del uso de este tipo de aproximacio´n de reciente aplicacio´n en el a´rea
del sistemas [78], se comenzara´ desarrollando un ejemplo con un diele´ctrico particular.
Ejemplo 2. Sistema fraccionario: diele´ctrico Cole-Cole
En el ejemplo 1 se utilizo´ un diele´ctrico tipo Debye. Si en cambio el diele´ctrico es de tipo
Cole-Cole en lugar de la Ec. 5.11 para la funcio´n de transferencia tendremos:
G (s) =
∞
F
s1−α +
sω
1−α
r
F
s1−α + ω1−αr
. (5.15)
En la Ec. 5.15, s aparece elevada a una potencia no entera y por definicio´n de transfor-
mada de Laplace se sabe que:
L{Dνx (t)} = sνX (s) (5.16)
donde x (t) = 0 ∀ t < 0, ν ∈ R+ y Dν denota la derivada fraccionaria, esto es, el concepto
de derivacio´n aplicado a un orden arbitrario.
Dν
4
=
(
d
dt
)ν
(5.17)
Existen algunas definiciones que permiten calcular la derivada de orden fraccionario. La
definicio´n de Riemann-Liouville:
RD
νx (t) =
1
Γ (m− ν)
(
d
dt
)m(∫ t
0
x (τ)
(t− τ)1−(m−ν)
dτ
)
(5.18)
con t > 0, ν > 0 y m = bνc+1. Donde b•c significa parte entera de •. Cuya transformada
de Laplace es:
L{RDνx (t)} = sνX (s)−
m−1∑
k=0
skxν−k−1 (0) (5.19)
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siendo x` (0) la derivada de orden ` evaluada en el origen. Notar que para calcular estos
valores necesitar´ıamos conocer las derivadas fraccionarias en el origen. Una definicio´n que
incorpora las derivadas enteras en el origen es la de Caputo:
CD
νx (t) =
1
Γ (m− ν)
∫ t
0
x(m) (τ)
(t− τ)ν−m−1dτ (5.20)
cuya transformada de Laplace es:
L{CDνx (t)} = sνX (s)−
m−1∑
k=0
skxk (0) . (5.21)
Existen otras definiciones con diferentes particularidades, para una introduccio´n a las mis-
mas ver referencia [91].
Hasta el momento se definieron algunas herramientas como para comenzar el estudio de
ecuaciones fraccionarias en general. Siguiendo el esquema de la Ec. 5.2 la representacio´n
de una sistema dina´mico, lineal y de orden fraccionario es:
Dαny (t) + a1D
αn−1y (t) + . . .+ anD
α0y (t) = b0D
βmu (t) + b1D
βm−1u (t) + . . .+ bmD
β0u (t)
(5.22)
donde αj > αj−1 y βj > βj−1. Aplicando transformada de Laplace relajando las condiciones
iniciales se llega a una funcio´n de transferencias de la forma:
G (s) =
b0s
βm + b1s
βm−1 + . . .+ bm
sαn−1 + a1sαn−1 + . . .+ an
(5.23)
donde αk y βk ∈ R+. En los sistemas de orden conmensurable se cumple:
αk, βk = kν, donde ν ∈ R, k ∈ Z.
Los sistemas de orden racional son aque´llos que, adema´s de ser de orden conmensurable,
el nu´mero ν es racional (ν = p
q
donde p, q ∈ Z+).
Es importante aclarar que para estos sistemas se pueden estudiar condiciones de estabi-
lidad, respuesta al escalo´n, controlabilidad, observabilidad (ver [91] [78]) y lo que es ma´s
importante para el objetivo de esta tesis, co´mo aproximar estos sistemas por sistemas
lineales [5]. A este punto nos referiremos en la seccio´n 5.6.
5.2. Identificacio´n de Sistemas
Esta te´cnica se define como el a´rea de la teor´ıa de sistemas que intenta determinar
modelos matema´ticos particulares a partir de mediciones sobre el sistema. La literatura
que aborda este tema es abundante [32, 55, 85].
Un sistema lineal invariante en el tiempo se puede expresar como se indico´ en la Ec. 5.5. Se
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asume que una sen˜al de entrada {u (t) , t1 < t < tN} es aplicada en ese intervalo de tiem-
po y muestreada en los instantes t1, t2, . . . , tN . Se denotan los datos como {u (tk) ; y (tk)}.
Entonces, si existen “suficientes” datos experimentales es posible construir modelos ma-
tema´ticos simples que describan el sistema en un cierto rango de operacio´n. Esto es lo que
se conoce como Identificacio´n de Sistemas.
El proceso de Identificacio´n de Sistemas se puede resumir como sigue:
Generacio´n de un conjunto de datos. Lo denotaremos ZN = {u (tk) ; y (tk)}k=Nk=1 .
Eleccio´n de la estructura del modelo.
Eleccio´n del criterio de ajuste entre los datos y el modelo.
Eleccio´n de una forma de evaluar el sistema, proceso conocido como validacio´n del
modelo.
Para la generacio´n de datos, una condicio´n que debe cumplir la sen˜al de entrada u (t)
es lo que se denomina convergencia de excitacio´n. La entrada debe ser lo suficientemente
rica como para excitar todos los modos dina´micos del sistema. So´lo pueden identificarse
los modos que son observables desde las salidas y son suficientemente excitados desde las
entradas (i.e., la parte controlable y observable del sistema).
En cuanto a la eleccio´n de la estructura de modelo, ba´sicamente, en la identificacio´n de
sistemas se suele hablar de modelos de caja-blanca, gris y negra. En los primeros, todos los
para´metros del sistema tienen un significado f´ısico. Los modelos tipo caja-negra son u´tiles
en los casos en que el sistema a identificar es desconocido o de ecuaciones de muy compleja
resolucio´n, como consecuencia los para´metros no tienen significado f´ısico. En esta tesis,
cuando se utilicen me´todos de identificacio´n de sistemas fraccionarios, se estara´ aplicando
un modelo tipo caja-gris.
De manera general se puede decir que un proceso de estimacio´n del modelo involucra los
siguientes pasos. La prediccio´n de la salida del sistema en el instante k viene dada por una
funcio´n g (•) (llamada predictor) de los datos pasados y de la parametrizacio´n espec´ıfica:
yˆ (tk, θ) = g
(
θ, Zk−1
)
. (5.24)
donde θ representa el conjunto de los para´metros involucrados.
El procedimiento general en la estimacio´n de un modelo es el siguiente:
1. Formar la secuencia de errores de prediccio´n:
ε (tk) = y (tk)− yˆ (tk, θ) para k = 0, 1, . . . , N (5.25)
2. En algunas circunstancias es conveniente atenuar o resaltar ciertos rangos de frecuen-
cia en el error de prediccio´n, esto se logra mediante un filtrado lineal F (•):
εF (tk) = F (•) ε (tk) (5.26)
donde • puede ser el operador derivada o retardo segu´n sea continuo o discreta la
estimacio´n.
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3. Luego se debe aplicar alguna norma y medir la misma, para cuantificar el error de
prediccio´n. De esta manera se busca una funcio´n escalar positiva ` (•) del error de
prediccio´n filtrado.
` (εF (tk)) (5.27)
4. El u´ltimo paso es minimizar con respecto a los para´metros teniendo en cuenta algu´n
criterio, la suma de esas normas para todos los tiempos:
θˆ = argmin
θ
VN (θ) (5.28)
donde:
VN (θ) =
1
N
N∑
k=1
` (εF (tk, θ)) (5.29)
Particularmente, el sistema a identificar en esta tesis se modela como un sistema de
tiempo continuo. En general, en la construccio´n de modelos f´ısicos se utilizan mayormente
ecuaciones diferenciales que son inherentemente continuas en tiempo. En identificacio´n de
sistemas en el dominio de tiempo existen principalmente dos aproximaciones para obtener
un modelo del sistema continuo: la aproximacio´n indirecta, primero identifica un modelo
discreto para luego convertirlo a continuo, y la aproximacio´n directa, en la cual el modelo
se identifica directamente en tiempo continuo. En el caso de sistemas continuos de orden
fraccionario se tomara´ solamente el enfoque directo.
A continuacio´n se definira´n algunas expresiones que sera´n u´tiles para las secciones 5.3 y 5.4
y se comentara´n algunos resultados que se obtienen al utilizar un enfoque probabil´ıstico.
5.2.1. Regresor lineal en sistemas lineales
Aproximacio´n indirecta. En la bu´squeda de un modelo discreto que represente los da-
tos muestreados uniformemente se debe optar por una estructura de modelo, tal como
se adelanto´ previamente. Por ejemplo, en el caso que se tome una parametrizacio´n
de error de ecuacio´n, la (Ec.5.13) puede ser reescrita de la siguiente manera:
y (tk) = ϕ
T (tk) θ + v (tk) (5.30)
donde:
θ = [a1 a2 . . . ana b1 b2 . . . bnb ]
ϕT (tk) = [−y (tk−1) . . . − y (tk−na) u (tk−1) u (tk−nb)].
En este caso el predictor puede ser:
yˆ (tk, θ) = ϕ
T (tk) θ (5.31)
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escogiendo una norma particular:
` = (εF (tk, θ))
2 ⇒ 1
N
N∑
k=1
(y (tk)− yˆ (tk, θ))2 . (5.32)
Esta ecuacio´n es lineal en los para´metros y la estima de mı´nimos cuadrados es:
θˆLS =
[
1
N
N∑
k=1
ϕ (tk)ϕ
T (tk)
]−1
· 1
N
N∑
k=1
ϕ (tk) y (tk) . (5.33)
Esta estima es un caso particular del me´todo de error de prediccio´n (PEM, de sus
siglas en ingle´s), en el cual la solucio´n anal´ıtica no existe y se utilizan me´todos re-
cursivos.
Si la caracterizacio´n de la perturbacio´n es la probabil´ıstica, se puede estudiar la
consistencia2 y la covarianza de la estima de mı´nimos cuadrados. Para asegurar la
consistencia de esta estima se debe cumplir que los procesos sean ergo´dicos y adema´s
que el regresor ϕ (tk) sea no correlacionado con el ruido v (tk). Esto se puede dar si el
ruido es blanco independiente e ide´nticamente distribuido (iid) o si el vector regresor
es una secuencia determin´ıstica. Lo anterior puede resumirse en el siguiente lema:
Lema 1. Propiedades estad´ısticas de la estima de mı´nimos cuadrados [55,
86]
Dada la estructura de modelo de la Ec. 5.30 se supone que v (tk) = e (tk) es ruido
blanco con media nula y covarianza σ2. Tomando N datos y una realizacio´n del ruido
vN , se puede expresar la Ec. 5.30 en forma matricial:
YN = Φ
T θ + vN (5.34)
Se asume tambie´n que existe θ0 (valor verdadero del conjunto de para´metros) y que
cumple:
YN = Φ
T θ0 + vN (5.35)
Entonces:
1. θˆNLS es una estima insesgada de θ0, esto significa que E{θˆNLS} = θ0.
Si adema´s los regresores son determin´ısticos, entonces tambie´n se cumple:
2. La estimacio´n de la covarianza da una cuantificacio´n de la incertidumbre de la
estima.
cov{θˆNLS} = σ2
(
ΦΦT
)−1
(5.36)
2Una estima θˆN se dice consistente si se verifica θˆN→θ0 para N →∞
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3. Y finalmente para obtener una estimacio´n no desviada de σ2 se debe calcular:
σˆ2N =
N
N − npVN
(
θNLS
)
(5.37)
donde np es la dimensio´n de θ y VN
(
θNLS
)
se define como en la Ec.5.32.
La demostracio´n de este lema se puede encontrar en las referencias [55,86].
Entonces segu´n el lema anterior, la u´nica forma de que la estima de mı´nimos cua-
drados sea insesgada es que la perturbacio´n (v (tk), o en su forma matricial vN) sea
ruido blanco. Se estudiara´ una forma de relajar esta condicio´n en sistemas de TD en
la seccio´n 5.3.1.
Por otro lado, es sabido que existen grandes desventajas en la discretizacio´n de sis-
temas continuos en tiempo. En este caso, el problema ma´s importante es la baja
sensibilidad cuando la tasa de muestreo (Ts) es alta. Esto se explica porque el plano
Z es una transformacio´n del plano S a trave´s de la relacio´n esTs . Como consecuencia
el plano semi-infinito (todas funciones de transferencia continua) se mapea dentro
del c´ırculo unidad y se cumplir´ıa:
Ts −→ 0⇒ z −→ 1. (5.38)
Entonces es evidente que no es posible reconstruir el sistema continuo original, al
menos cuando el tiempo de muestreo tiende a cero. Para atenuar este efecto no
deseado, se suelen tomar diferentes aproximaciones del operador de retardo (q−1),
denominados modelos discretos no convencionales (para una discusio´n detallada del
tema ver la referencia [68]). Un enfoque que en los u´ltimos an˜os a tomado cierta
preponderancia es el de la aproximacio´n directa.
Aproximacio´n directa. Como muestra la Ec. 5.5 un sistema continuo puede ser para-
metrizado con una ecuacio´n de error de salida. Siguiendo un razonamiento similar al
anterior se puede llegar a una estima de mı´nimos cuadrados a partir de la ecuacio´n
(su´per-´ındice (n) indica derivada n-e´sima):
y(n) (t) = ϕT (t) θ + v (t) (5.39)
donde:
θ = [a1 a2 . . . ana b1 b2 . . . bnb ]
ϕT (t) =
[−y(n−1) (t) . . . − y (t) u(m) (t) . . . u (t)].
La norma a minimizar en este caso puede formularse como sigue:
` =
∫ tN
0
(ε(t, θ))2dt (5.40)
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donde ε(t, θ) = y(n)(t)− yˆ(n)(t). Lo que resulta en una estima de mı´nimos cuadrados
continua dada por:
θˆLSC =
(∫ tN
0
ϕ(t)ϕT (t)dt
)−1(∫ tN
0
ϕ(t)y(n)(t)dt
)
(5.41)
Como se puede ver aparecen las derivadas de la entrada y la salida. Generalmente no
se dispone de estos datos razo´n por lo cual se utilizan algunas estrategias que ma´s
adelante se comentara´n. Otro punto importante es el modelado del ruido. Existen
inconvenientes tanto pra´cticos como teo´ricos debido a que se esta´ modelando un pro-
ceso estoca´stico continuo. Pospondremos el estudio de la modelizacio´n probabil´ıstica
y las propiedades estad´ısticas para la seccio´n 5.3.2.
En lo que sigue en lugar de usar las formas continuas de las Ecs. 5.39-5.41 utili-
zaremos sus versiones discretas para su ca´lculo nume´rico. Es decir, evaluaremos las
ecuaciones en un instante de tiempo arbitrario t = tk.
5.2.2. Regresor lineal en sistemas de orden fraccionario
Una forma de obtener una estima de una ecuacio´n similar a la Ec. 5.41 aparece en el
trabajo de Malti et al. [56]. Partiendo de la siguiente ecuacio´n diferencial:
y (t)+a1D
αn−1y (t)+ . . .+anD
α0y (t) = b0D
βmu (t)+ b1D
βm−1u (t)+ . . .+ bmD
β0u (t)+v (t)
(5.42)
operando:
y (t) = ϕT (t) θ + v (t) =
=
[−Dαn−1y (t) . . . −Dα0y (t) Dβmu (t) Dβm−1u (t) . . . Dβ0u (t)] ·

a1
...
an
b1
...
bm

+ v (t)
(5.43)
y minimizando una norma similar a la Ec. 5.40, se puede llegar a una estima de mı´nimos
cuadrados. Aqu´ı nuevamente aparecen las derivadas (aunque fraccionarias) de la entrada
y la salida. De manera equivalente a como se comento´ la seccio´n anterior la solucio´n a este
problema se describira´ en la seccio´n 5.4.
5.3. Identificacio´n en sistemas lineales
Como se mostro´ en la seccio´n anterior, la estima de mı´nimos cuadrados de un sistema
discreto es insesgada si el ruido v (tk) es blanco independiente e ide´nticamente distribuido
(iid) o si el vector regresor es una secuencia determin´ıstica, caso contrario sera´ sesgada. En
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la seccio´n 5.3.1 se comentara´ un me´todo de identificacio´n para sistemas discretos (me´todo
indirecto) en el cual el vector regresor es una secuencia determin´ıstica, de esta manera la
estima es insesgada y robusta al ruido coloreado.
Por otra parte, es sabido que la estima de mı´nimos cuadrados de TC tambie´n es sesgada.
En la seccio´n 5.3.2 se justificara´ esta afirmacio´n y adema´s se corregira´ el sesgo mediante
la implementacio´n de la estima Simplified Refined Instrumental Variables para sistemas
Continuous (SRIVC).
5.3.1. Identificacio´n con Bases Ortogonales discretas
Por construccio´n, como se mostrara´ ma´s adelante, la descomposicio´n por bases orto-
gonales determina la naturaleza determin´ıstica de los regresores obtenidos, porque e´stos
no dependen de la salida. En consecuencia, la estima sera´ insesgada. Por otro lado, las
estructuras tipo caja-negra, como las que se viene trabajando hasta el momento, no permi-
ten incorporar informacio´n a priori sobre la dina´mica del sistema. Las bases ortonormales,
salvan esta limitacio´n.
Para describir la descomposicio´n en bases ortogonales de funciones de transferencia discre-
tas del tipo a la introducida en la Ec. 5.14, es necesario primero formular algunos conceptos.
Un espacio funcional de Hilbert (H2 (T ) dado T = {z : |z| = 1} ) es un espacio con pro-
ducto interno completo con respecto a la me´trica inducida por la norma. Se asocia este
espacio con todas las funciones discretas racionales y causales en el dominio Z. Una base
ortonormal del espacio de Hilbert es tal, si es un conjunto completo, i.e. si verifica:
〈Bk,B`〉 = δk` (5.44)
donde δk` es la delta de Kronecker y adema´s:
span
({Bk (q−1)}∞k=0) = H2 (T ) (5.45)
esto es, genera todo el espacio. Esto implica que cualquier funcio´n perteneciente a ese
espacio de Hilbert puede ser representada por una combinacio´n lineal de las bases.
En este contexto se puede pensar el modelo visto en la Ec. 5.13 de la siguiente manera:
y (tk) = Gd
(
q−1
)
u (tk) + ξ (tk) =
∞∑
i=0
biBi
(
q−1
)
u (tk) + ξ (tk) . (5.46)
donde los bi son los coeficientes en principio desconocidos y {Bi (q−1)}∞i=0 son las bases
ortogonales.
La estima de mı´nimos cuadrados correspondiente tomando j te´rminos de la serie es la
misma que la Ec. 5.33 con la salvedad que el llamado vector de regresio´n ϕT (tk) tiene la
forma:
ϕT (tk) =
[B0 (q−1)u (tk) B1 (q−1)u (tk) · · · Bj−1 (q−1)u (tk)] . (5.47)
Este regresor es robusto con respecto al ruido dado que no depende de salidas pasadas
por lo tanto no va a estar correlacionado con el ruido ξ (tk) y consecuentemente la estima
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obtenida sera´ insesgada.
Existe una gran diversidad de bases ortonormales como, por ejemplo, de Laguerre, de Kautz
o la que utilizaremos en esta tesis cuya definicio´n es:
B` (q−1) =
(√
1− |ζ`|2
q−1 − ζ`
)
`−1∏
i=0
1−ζiq
−1
q−1−ζi
, ` > 0
B0(q−1) =
√
1−|ζ0|2
q−1−ϕ0
(5.48)
donde ζ` son los modos estables ( |ζ`| < 1 ) elegidos arbitrariamente. De all´ı su nombre
Bases ortonormales de polos fijos. Una vez construido el regresor (Ec.5.47) se puede obtener
la estima de mı´nimos cuadrados:
θˆOBFP =
[
1
N
N∑
k=1
ϕ (tk)ϕ
T (tk)
]−1
· 1
N
N∑
k=1
ϕ (tk) y (tk) . (5.49)
Una extensa bibliograf´ıa y una discusio´n detallada se puede encontrar en [36].
Algoritmo OBFP
En este caso utilizamos algoritmos desarrollados por J.C.Go´mez [36], que adaptamos
convenientemente tanto a las herramientas de identificacio´n de sistemas de matlab (desa-
rrollado por Ljung y otros) como al ana´lisis de mediciones de propiedades diele´ctricas tal
como se detalla en los pasos siguientes.
En caso que el diele´ctrico a medir tenga solo una capa, el algoritmo es simple, se deben co-
nocer los valores aproximados de los polos dominantes y se construyen las bases ortogonales
para luego hacer el ca´lculo de la estima de mı´nimos cuadrados. Si en cambio el material a
medir tiene varias capas, el algoritmo puede ser resumido en los siguientes puntos:
1. Estimar la dina´mica dominante
Se puede realizar identificando previamente el sistema con un me´todo convencional
de sistemas discretos (por ejemplo: PEM), por consiguiente utilizar esos polos domi-
nantes, o bien mediante conocimiento previo de los valores del diele´ctrico a medir.
Por ejemplo: si es un material de tres capas y se estima que ε1 > ε2 y ε2 < ε3,
entonces se aplica la Ec. 3.34 entre la primer y segunda capa y luego se combina con
la Ec. 3.35 para la tercera. Con estas ecuaciones se tiene una expresio´n en la que se
reemplazara´n los valores aproximados de los diele´ctricos a medir.
2. Encontrar los polos discretos
Si en el paso 1 se construyo´ una funcio´n de transferencia continua, el paso siguiente
es obtener los polos discretos mediante ϕ` = exp(p`Ts), donde los ϕ` son los polos
discretos, p` son los continuos y Ts es el intervalo de muestreo.
3. Obtener las bases ortogonales
Aqu´ı se utiliza la Ec. 5.48.
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4. Ca´lculo de la estima de mı´nimos cuadrados
Una vez obtenida la la estima mediante la Ec. 5.49, se debe validar el sistema y si es
necesario iterar cambiando los polos dominantes.
5.3.2. SRIVC
SRIVC (de su denominacio´n en ingle´s Simplified refined instrumental variable method
for continuous time systems) es el me´todo utilizado para salvar algunos de los inconvenien-
tes mencionados en la seccio´n 5.2.1.
En el enfoque directo (Ec.5.39) aparecen las derivadas de la entrada y la salida. En la
mayor´ıa de los casos no se tienen estas mediciones, por lo que en la identificacio´n de sis-
temas continuos se adiciona un paso previo de acondicionamiento de las sen˜ales. En ese
sentido existen varios me´todos: funciones modulantes, funciones ortogonales, aproximacio´n
mediante la ecuacio´n integral y a trave´s de funcionales de los momentos de Poisson (PMF
de sus siglas en ingle´s). Estos me´todos en su mayor´ıa esta´n ı´ntimamente relacionados con
la metodolog´ıa conocida como filtros de variable de estado (SVF de sus siglas en ingle´s).
En el caso de los PMF, la idea ba´sica es tomar la transformada de i-e´sima de PMF de la
entrada y la salida en el intervalo de [0, t0]. Se define como:
Mi {f (t)}t0 =
∫ t0
0
f (t) pi (t0 − t) dt (5.50)
donde:
pi (t0 − t) = βi+1 (t0 − t)
i
i!
e−λc(t0−t) (5.51)
con β y λc ∈ R y t0 > 0.
Filtros de variables de estados (SVF)
La transformada anterior puede ser calculada eficientemente como la salida de i + 1
filtros en cascada de la forma β/ (s+ λc), denominados cadena de filtros de Poisson [31].
Esta idea se puede generalizar a cualquier filtro. Por ejemplo, evaluando en cada instante
t = tk, si a la siguiente ecuacio´n:
pny (tk) + a1p
n−1y (tk) + . . .+ any (tk) = b0p
mu (tk) + b1p
m−1u (tk) + . . .+ bmu (tk) + v (tk)
(5.52)
se aplica un filtro de la forma:
F (p) =
1
(p+ λc)
n (5.53)
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entonces se llega a:
pn
(p+ λc)
ny (tk) + a1
pn−1
(p + λc)
ny (tk) + . . .+ an
1
(p + λc)
ny (tk) =
= b0
pm
(p+ λc)
nu (tk) + b1
pm−1
(p+ λc)
nu (tk) + . . .+ bm
1
(p+ λc)
nu (tk) + v (tk)
1
(p+ λc)
n
.
(5.54)
Esto se puede ver como si se filtraran la salida, la entrada y el ruido por filtros de la forma:
Fi (p) =
pi
(p+ λc)
n (5.55)
cuya respuesta al impulso la definiremos como fi (t). La Ec. 5.54 entonces puede ser reescrita
como:
y
(n)
f (tk)+a1y
(n−1)
f (tk)+ . . .+anyf (tk) = b0u
(m)
f (tk)+b1u
(m−1)
f (tk)+ . . .+bmuf (tk)+vf (tk)
(5.56)
definiendo ahora xif (tk) = fi(tk) ∗ x(tk).
Reescribiendo la ecuacio´n anterior podemos llegar a una similar a la Ec. 5.39, un modelo
de regresio´n. Se puede obtener la estima de mı´nimos cuadrados, minimizando un error
arbitrario. Por ejemplo aplicando la Ec.5.32, para un sistema de TC, el resultado es similar
al obtenido en sistemas discretos:
θˆLSSV F =
[
1
N
N∑
k=1
ϕf (tk)ϕ
T
f (tk)
]−1
· 1
N
N∑
k=1
ϕf (tk) y
(n)
f (tk) . (5.57)
Notar que los regresores ahora esta´n filtrados, eligiendo el para´metro λ se pueden disen˜ar los
filtros que tendra´n un comportamiento pasabajo y resuelven de esta manera, el problema
de la estimacio´n de las derivadas.
Para observar el comportamiento estad´ıstico de esta estima se puede operar de manera
similar que con sistemas discretos y se arriba a la misma conclusio´n. Para que la estima
sea asinto´ticamente inseagada y consistente, el modelo de ruido v(tk) en la Ec. 5.39 debe
ser blanco y de media cero. Esto se puede verificar al observar la esperanza de la estima
cuando N →∞. Para esto debemos suponer que existe un vector de para´metros θ0 y una
realizacio´n del ruido v0f (tk) y que ambos representan la salida medida del sistema:
y
(n)
f (tk) = ϕ
T
f (tk) θ0 + v0f (tk) (5.58)
Introduciendo Ec. 5.58 en Ec. 5.57:
θˆLSSV F =
[
1
N
N∑
k=1
ϕf (tk)ϕ
T
f (tk)
]−1
· 1
N
N∑
k=1
ϕf (tk)
(
ϕTf (tk) θ0 + v0f (tk)
)
(5.59)
y operando se llega a:
θˆLSSV F − θ0 =
[
1
N
N∑
k=1
ϕf (tk)ϕ
T
f (tk)
]−1
· 1
N
N∑
k=1
ϕf (tk) v0f (tk) . (5.60)
Si suponemos que los sistemas son ergo´dicos entonces cuando N →∞ se cumple:
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E
{
1
N
∑N
k=1 ϕf (tk)ϕ
T
f (tk)
}
→ Rϕfϕf
E
{
1
N
∑N
k=1 ϕf (tk) v0f (tk)
}
→ Rϕfv0f
donde Rϕfϕf y Rϕfv0f son la autocorrelacio´n del vector regresor y de e´ste con el ruido,
respectivamente. Rϕfv0f sera´ distinto de cero siempre, dado que el regresor depende de la
salida y sus derivadas, y e´stas dependen impl´ıcitamente del ruido. Esto significa que la
estima siempre sera´ sesgada (no consistente). Otro punto importante que hay que resaltar
es que en el modelo de error de salida (parte derecha de la Ec. 5.5) aunque el ruido ξ (tk)
sea blanco, la estima θˆLSSV F tambie´n sera´ no consistente.
Variables instrumentales (IV): aplicacio´n al algoritmo SRIVC
Lo anterior constituye la motivacio´n de gran nu´mero de trabajos en los que se busca
obtener una estima insesgada de los para´metros. Uno de los me´todos ma´s desarrollados
es el de variables instrumentales (IV de su denominacio´n en ingle´s). La idea entonces
es modificar la ecuacio´n normal (Ec. 5.57), de tal manera que los regresores no este´n
correlacionados con el ruido. Una manera muy simplificada de introducir el me´todo puede
ser la siguiente. Dado que la finalidad de los me´todos de identificacio´n es minimizar el error
de prediccio´n del modelo, se puede partir de la siguiente ecuacio´n:
0 = y
(n)
f (tk)− yˆ(n)f (tk, θ) = y(n)f (tk)− ϕTf (tk) θ (5.61)
multiplicando a ambos miembros por un vector ϕˆf (tk) que denominaremos instrumentos
o variables instrumentales y que no este´ correlacionado con vf (tk):
0 = ϕˆf (tk) y
(n)
f (tk)− ϕˆf (tk)ϕTf (tk) θ. (5.62)
Operando y sumando todo el conjunto de datos se llega a la estima de variables instru-
mentales:
θˆIV =
[
1
N
N∑
k=1
ϕˆf (tk)ϕ
T
f (tk)
]−1
· 1
N
N∑
k=1
ϕˆf (tk) y
(n)
f (tk) . (5.63)
Es claro que es una versio´n muy simplificada de la estima y que hasta ahora no se ha
mencionado nada de la eleccio´n de los instrumentos, ma´s que su “no correlacio´n” con el
ruido.
Profundizando este punto ser´ıa conveniente adema´s pedirle a la estima no so´lo con-
sistencia, sino tambie´n varianza mı´nima (estima o´ptima). Para esto se puede partir de la
eleccio´n de una funcio´n de error de prediccio´n como la siguiente:
ε(tk) = y (tk)− B (p, θ)
A (p, θ)
u (tk) . (5.64)
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La motivacio´n de esta eleccio´n es que si ξ(tk) tiene distribucio´n gaussiana y con media cero
entonces de aqu´ı sale la estima de Ma´xima Verosimilitud (ver [32] cap´ıtulo 4). Se puede
modificar esta ecuacio´n como sigue:
ε(tk) =
1
A (p, θ)
[A (p, θ) y (tk)−B (p, θ)u (tk)] = A (p, θ) yf (tk)− B (p, θ) uf (tk) . (5.65)
En la parte derecha se intercambio´ el orden del filtrado e yf(tk) y uf(tk) son las sen˜ales
filtradas por el filtro continuo
1
A (p, θ)
.
La Ec. 5.65 puede ser reescrita como un modelo de regresio´n:
y
(n)
f (tk) = ϕ
T
f (tk) θ + vf (tk) (5.66)
remarcando que tanto y
(n)
f (tk), ϕ
T
f (tk) y vf (tk) esta´n filtradas por
1
A (p, θ)
. Partiendo de
esta ecuacio´n se puede llegar a una estima similar a la SVF pero el filtro es diferente
al definido en la Ec. 5.55, de hecho esta es una generalizacio´n del me´todo SVF. Se sabe
entonces que sera´ una estima sesgada por la correlacio´n intr´ınseca de la salida con el
ruido. Siguiendo con el razonamiento de las dos u´ltimas secciones, se debe corregir el sesgo
mediante variables instrumentales. La manera o´ptima (de mı´nima varianza) ser´ıa definiendo
la salida libre de ruido como los instrumentos. Por tanto, el vector regresor ϕˆf (tk) se puede
definir como:
ϕˆf(tk) = [−x(n−1)f (tk) − x(n−2)f (tk) . . .− xf (tk) u(m)f (tk) . . . uf(tk)] (5.67)
donde xif (t) es la derivada i-e´sima de la salida del sistema libre de ruido x(t) = G(p)u(t),
filtrada por
1
A (p, θ)
. Si bien esto no es realizable en principio, porque justamente lo que
se quiere estimar es el modelo libre de ruido (no se conoce a priori), se puede realizar el
proceso iterativamente comenzando por una primera estimacio´n dada por la estima θˆLSSV F .
Lo anterior puede resumirse en un lema:
Lema 2. Propiedades estad´ısticas de la estima SRIVC
La estima SRIVC resulta de la siguiente ecuacio´n:
θˆjSRIV C = argmin
θ
‖ 1
N
N∑
k=1
Fˆ (p)ϕˆ (tk) Fˆ (p)ϕ
T (tk) θˆ
j−1
SRIV C −
1
N
N∑
k=1
Fˆ (p)ϕˆ (tk) Fˆ (p)y
(n) (tk)‖2
(5.68)
donde ‖x‖2 = xT · x que en nuestro caso es igual a x2 porque es un sistema siso. El valor
inicial de la estima (θˆ0SRIV C) puede ser θˆLSSV F (o una obtenida con filtros de Poisson) y
el filtro continuo Fˆ (p) es la estima de
1
A
(
p, θˆj−1SRIV C
) de la iteracio´n anterior (se omite
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aqu´ı la notacio´n Fˆ (p, θˆj−1SRIV C) que ser´ıa la correcta).
Entonces:
1. Esta estima es insesgada si cumple las siguientes condiciones (ver referencias [32,
86]): {
E{Fˆ (p)ϕˆ(tk)Fˆ (p)ϕT (tk)} es no singular
E{Fˆ (p)ϕˆ(tk)Fˆ (p)ξ(tk)} = 0 . (5.69)
2. Para un sistema de lazo abierto la cota de Crame´r-Rao para cualquier me´todo inses-
gado indica que la covarianza o´ptima es:
P optθ = [E{F (p)ϕ(tk)F (p)ϕT (tk)T}]−1 (5.70)
donde:
ϕ(tk) = [−x(n−1)(tk) − x(n−2)(tk) . . .− x(tk) u(m)(tk) . . . u(tk)]
F (p) =
1
A0(p)
(5.71)
A0(p) es el denominador de la funcio´n de transferencia libre de ruido y las derivadas
de la salida x(i)(tk) son las obtenidas a partir del sistema libre de ruido.
En la Fig. 5.2 se muestra un diagrama que representa la obtencio´n de la estima SRIVC
a partir de una primera iteracio´n dada por θˆLSSV F .
En el lema anterior se muestra la covarianza mı´nima que se puede obtener. Para esto es
necesario conocer el denominador exacto del sistema a identificar. Se puede demostrar que
la covarianza calculada mediante:
Pˆθ = σˆ
2
[
1
N
N∑
k=1
ϕˆf (tk) ϕˆ
T
f (tk)
]−1
(5.72)
tiende en probabilidad al valor verdadero Pθ. Esta justificacio´n excede la tema´tica de esta
tesis, una explicacio´n detallada se puede encontrar [32] pag.106. En esta expresio´n σˆ2 es la
estima de la varianza de los residuos.
Algoritmo SRIVC
Tal como se adelantara, para la identificacio´n en sistemas continuos utilizamos el tool-
box para matlab (CONTSID) desarrollado por H.Garnier y otros. Este toolbox tiene la
facilidad de iniciar el algoritmo SRIVC con diferentes aproximaciones. En nuestro caso
siempre inicializamos con filtros de Poisson con una frecuencia de corte convenientemente
seleccionada.
En general el algoritmo se puede detallar como sigue:
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Figura 5.2: Algoritmo SRIVC (ver definiciones de filtros y variables en texto).
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1. Generar una funcio´n de transferencia inicial (j=0).
En general utilizamos filtros de Poisson (Ec. 5.55). Usar esta estima para prefiltrar
las iteraciones subsiguientes.
2. Iteraciones. Desde j=1 a convergencia
a) Generacio´n de variables instrumentales: xˆ(t, θˆj−1)
Se debe utilizar el modelo estimado en la iteracio´n previa j-1.
b) Prefiltrado con el nuevo filtro contı´nuo
El filtro cont´ınuo sera´ entonces:
1
A
(
p, θˆj−1
) (5.73)
c) Generar la nueva estima: θˆj .
3. Ca´lculo de la covarianza.
Una vez que la iteracio´n converge calcular la estima de la covarianza:
Pˆθ = σˆ
2
[
1
N
N∑
k=1
ϕˆf (tk) ϕˆ
T
f (tk)
]−1
(5.74)
5.4. Identificacio´n en sistemas fraccionarios
En su tesis O. Cois [14] estudia la identificacio´n de sistemas de orden fraccionario
tanto en su versio´n continua como discreta. En esta seccio´n nos ocuparemos solamente
de la identificacio´n de sistemas fraccionarios continuos. Los resultados que se obtienen en
este tipo de sistemas son similares a los obtenidos en sistemas lineales continuos (seccio´n
5.3.2). Por consiguiente parte de las discusiones son similares y no se reiterara´n aqu´ı. Se
extendera´n los conceptos de filtros de Poisson a sistemas fraccionarios as´ı como tambie´n
SVF y la estimacio´n a trave´s de variables instrumentales.
5.4.1. SRIVCF
Filtros de variables de estados fraccionarios (SVFF)
En una serie de trabajos recientes [14, 56, 57] se considera una simple extensio´n de
los filtros de Poisson continuos a sistemas de orden fraccionario a partir de la siguiente
ecuacio´n:
Fγ (s) =
1((
s
λc
)γ
+ 1
)Nf (5.75)
5.4. IDENTIFICACIO´N EN SISTEMAS FRACCIONARIOS 69
donde λc debe ser elegida cercana a la frecuencia ma´s alta que se desea identificar y,
recordando la Ec. 5.42, Nf debe cumplir:
γNf ≥ max(αn, βm)
de tal manera de lograr el efecto pasabajo deseado. Aplicando este filtro a la Ec. 5.42
yf (t)+a1D
αn−1yf (t)+. . .+anD
α0yf (t) = b0D
βmuf (t)+b1D
βm−1uf (t)+. . .+bmD
β0uf (t)+vf (t)
(5.76)
donde Dβxf (t) = L−1 {Fγ(s)} ∗Dβx(t), se puede obtener el modelo de regresio´n deseado.
Los operadores L−1 {•} y (∗) representan la transformada inversa de Laplace y la convo-
lucio´n, respectivamente.
Minimizando la forma discreta de la norma de la Ec. 5.40 se puede obtener una estima
como la dada por la Ec. 5.57, con la diferencia que el vector regresor tiene ahora la forma:
yf (tk) = ϕ
T
f (tk) θ + vf (tk) =
=
[−Dαn−1yf (tk) . . . −Dα0yf (tk) Dβmuf (tk) Dβm−1uf (tk) . . . Dβ0uf (tk)] ·

a1
...
an
b1
...
bm

+ vf (tk)
(5.77)
De aqu´ı se puede encontrar la estima de mı´nimos cuadrados de filtros de variables de
estados fraccionarios (θˆLSSV FF ). Al igual que la que se encontro´ para sistemas lineales
de TC, tambie´n es sesgada y se pueden generalizar los conceptos que se comentaron en
la seccio´n 5.3.2. Es posible tambie´n generalizar el uso de variables instrumentales para
corregir el sesgo y por consiguiente obtener una estima o´ptima cuando el ruido aditivo es
blanco con el algoritmo iterativo SRIVC pero ahora para sistemas fraccionarios (SRIVCF).
En la Fig. 5.3 se muestra un esquema del algoritmo SRIVCF.
Se pueden generalizar todos los conceptos desarrollados para la estima SRIVC. Es decir,
θˆSRIV CF es insesgada si el ruido es blanco y es eficiente con una estimacio´n de covarianza
similar a la de la Ec.5.74.
Algoritmo SRIVCF
Para la utilizacio´n de este algoritmo desarrollamos un software propio para Matlab que
utiliza para la simulacio´n de los sistemas fraccionarios el software Ninteger (ver seccio´n
5.6). A continuacio´n detallamos los pasos y ca´lculos que realiza el algoritmo.
Hay que remarcar que el ı´ndice fraccionario debe conocerse de antemano, es decir, en todas
las estimaciones el ı´ndice al cual esta´ elevada la frecuencia debe ser conocido (por ejemplo:
en sα, α no es un para´metro a estimar por el SRIVCF). El procedimiento implica entonces
hacer una bu´squeda de este valor.
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Figura 5.3: Algoritmo SRIVCF (ver definiciones de filtros y variables en texto).
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1. Generar una funcio´n de transferencia inicial (j=0).
Una vez seleccionado el ı´ndice fraccionario, filtrar la entrada y la salida medidas por
medio de Ec. 5.75 para estimar θˆLSSV FF cuya versio´n matricial es:
θˆLSSV FF =
(
ΦTf Φf )
)−1
ΦTf Y (5.78)
donde:
Φf = [ϕf(t1) ϕf(t2) · · · ϕf(tN )]T e Y es el vector de salidas.
Remarcando que es necesario conocer αi y βi pues para obtener el regresor en cada
instante de tiempo se debe saber que´ derivada calcular (ver Ec. 5.77).
2. Iteraciones. Desde j=1 a convergencia.
a) Generacio´n de variables instrumentales: xˆ(t, θˆj−1)
Se debe utilizar el modelo estimado en la iteracio´n previa j-1.
b) Prefiltrado con el nuevo filtro contı´nuo
Las sen˜ales filtradas sera´n:
Dβiuf(t) = u(t)∗L−1
{
F j−1βi (s)
}
= u(t)∗L−1
{
sβi
A(p,θˆj−1)
}
Dαiyf(t) = y(t)∗L−1
{
F j−1αi (s)
}
= y(t)∗L−1
{
sαi
A(p,θˆj−1)
}
Dαixˆf (t) = xˆ(t)∗L−1
{
F j−1αi (s)
}
= xˆ(t)∗L−1
{
sαi
A(p,θˆj−1)
} (5.79)
c) Generar la nueva estima: θˆj .
θˆjSRIV CF =
(
Φj−1 Tf Φf
)−1
Φj−1 Tf Y (5.80)
3. Ca´lculo de la covarianza.
Una vez que la iteracio´n converge calcular la estima de la covarianza:
Pˆθ = σˆ
2
(
Φj−1 Tf Φ
j−1
f
)−1
(5.81)
5.5. Evaluacio´n y validacio´n del modelo
En las secciones anteriores se detallaron formas de obtener estimas eficientes e insesga-
das del vector de para´metros. Una vez estimados los modelos, el procedimiento siguiente
consiste en seleccionar el mejor en algu´n sentido. En el caso particular de esta tesis, los
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para´metros estimados tienen relacio´n directa con para´metros f´ısicos del sistema, esto limi-
tara´ en primera instancia la eleccio´n de la estructura del modelo identificado. Esta limi-
tacio´n es au´n mayor si se esta´n midiendo diele´ctricos cuyo comportamiento en frecuencia
es conocido (Debye, C-C, C-D, etc.). En el caso de los tejidos biolo´gicos, en cambio, se
debe buscar la estructura de modelo que mejor “explique” los datos. Los para´metros que
observaremos en esta tesis son los siguientes:
1. Coeficiente de determinacio´n R2T .
R2T = 1−
σ2εˆ
σ2y
(5.82)
donde σ2εˆ es la varianza del ruido estimado y σ
2
y es la varianza de la salida medida.
2. El siguiente para´metro denominado YIC, tiene en cuenta el grado de parametrizacio´n
del modelo, cosa que el coeficiente de determinacio´n no.
Y IC = ln
σ2εˆ
σ2y
+ ln
(
1
nθ
nθ∑
i=1
pˆii
θˆ2i
)
(5.83)
nθ es el nu´mero de para´metros a identificar y pˆii es la diagonal principal de la matriz
de covarianza (Pˆθ). La parte izquierda de la ecuacio´n tiene en cuenta el error de salida
y la parte derecha el grado de parametrizacio´n dado que constituye una medida de la
matriz de covarianza que debe ser invertida para el ca´lculo de los para´metros. Mien-
tras peor condicionada sea esa matriz, ma´s grande sera´ ese nu´mero lo que significa
que el sistema esta´ sobreparametrizado.
3. El para´metro JdB se define de la siguiente manera:
JdB = 10log10
(∑N
k=1 (ym(kTs)− yˆ(kTs))2∑N
k=1 y
2
m(kTs)
)
(5.84)
donde ym y yˆ son las salidas medida y estimada, respectivamente. Otro para´metro
similar es el FIT (ver definicio´n en [55]).
Por el momento, validaremos el sistema con la misma sen˜al que identificamos el modelo.
La situacio´n ideal ser´ıa utilizar una excitacio´n independiente a la utilizada en la etapa de
identificacio´n y comparar la salida del modelo estimado con la medida. En el cap´ıtulo 6 se
comentara´ una forma alternativa de validacio´n aplicada en esta tesis.
5.6. Simulacio´n y testeo de algoritmos
En el ejemplo 1, se obtuvo la funcio´n de transferencia del sistema a identificar. Re-
emplazando en la Ec. 5.9 algu´n modelo de diele´ctrico (Debye, Cole-Cole, etc) se pueden
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obtener ya sean funciones de transferencias lineales o fraccionarias. Tal como se remarca-
ra en la seccio´n 3.3.2, el me´todo diferencial de medicio´n en dominio de tiempo es el que
escogimos para el procesamiento de las sen˜ales obtenidas de la reflectometr´ıa en dominio
de tiempo. Como se puede ver en las ecuaciones del ejemplo 1, las sen˜ales entrada y salida
del sistema son f2(t) y f3(t), respectivamente y ambas son combinaciones que utilizan la
respuesta del sistema. En consecuencia para observar el funcionamiento de los algoritmos
de identificacio´n se necesita conocer la respuesta del sistema para obtener las mediciones
f2(t) y f3(t). Por lo tanto se hace necesario el uso del modelo directo.
El procedimiento general para la simulacio´n sera´:
1. Si se desea simular un diele´ctrico de varias capas utilizar las Ecs. 3.34)-3.37.
2. Escoger un modelo de diele´ctrico (Ecs. 3.14- 3.21) para cada capa.
3. Utilizar la Ec. 3.23 del modelo directo. La repetimos aqu´ı para aclarar el procedi-
miento.
Γ(s) =
L{R(t)}
L {V0(t)} =
1− sZ0(C0εap(s) + Cf)
1 + sZ0(C0εap(s) + Cf)
(5.85)
4. Simular entonces la respuesta R(t) a un escalo´n aplicado V0(t). Segu´n el diele´ctrico
elegido se obtendra´ un sistema lineal o un sistema fraccionario, para la simulacio´n del
primero se pueden utilizar rutinas convencionales (toolbox de control de Matlab®),
para los sistemas fraccionarios sera´ necesario hacer algunas aproximaciones.
Sobre este u´ltimo punto se detallara´n a continuacio´n los procedimientos seguidos. Para
la simulacio´n de sistemas lineales no se detallara´n aqu´ı los pasos necesarios solo diremos
que utilizamos las cla´sicas rutinas lsim y clsim de matlab que ya han sido ampliamen-
te probadas. Para la simulacio´n de sistemas fraccionarios, en cambio, se deben realizar
algunas aclaraciones. Comenzaremos por este u´ltimo punto para terminar con la imple-
mentacio´n de algunos ejemplos con diferentes tipos de diele´ctricos aplicando los algoritmos
de identificacio´n explicados anteriormente.
5.6.1. Sistemas lineales fraccionarios
El software elegido para la simulacio´n es el desarrollado por D. Vale´rio [90]. Es un
conjunto de rutinas de matlab (toolbox matlab) de distribucio´n gratuita y de co´digo abierto.
Posee la mayor´ıa de las herramientas necesarias para la simulacio´n de sistemas de orden
fraccionario, as´ı como tambie´n una detallada bibliograf´ıa.
Segu´n Aoun et al [5] los me´todos para la simulacio´n de sistemas fraccionarios se pueden
clasificar en tres, los basados en:
el ca´lculo de la expresio´n anal´ıtica de salida.
aproximacio´n por un modelo racional lineal discreto.
aproximacio´n por un modelo racional lineal continuo.
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Aproximacio´n de s−α
En esta tesis se utilizara´ solamente el tercer me´todo. En particular, el enfoque dado
por Matsuda y otros en [59]. La idea ba´sica es aproximar el operador sα (con 0 < α < 1)
en el plano complejo. Uno de los me´todos ma´s comu´nmente utilizados en la s´ıntesis de
este tipo de funciones es la aproximacio´n por fracciones continuadas. Si se lo compara con
una expansio´n en serie de potencias, tiene la ventaja de una convergencia ma´s ra´pida. Si se
desea aproximar la funcio´n de transferencia fraccionaria G(s), el resultado puede expresarse
de la siguiente manera:
G(s) ≈ A0(s) + B1(s)
A1(s) +
B2(s)
A2(s)+
B3(s)
A3(s)+···
(5.86)
siendo Ai(s) y Bi(s) funciones racionales de la variable s o constantes (ver [90]). La aproxi-
macio´n se realiza a partir de conocer la funcio´n a determinar (por ejemplo: f(x)) en ciertos
puntos x0, x1, · · · calculando:
f(x) ≈ d0(x0) + x− x0
d1(x1) +
x−x1
d2(x2)+
x−x2
d3(x2)+···
(5.87)
donde las siguientes funciones se calculan de forma recursiva:
d0(x) = f(x)
dk+1(x) =
x− xk
dk(x)− dk(xk) , k = 0, 1, 2, · · ·
Lo´gicamente, esta aproximacio´n es va´lida en un rango de frecuencias predeterminado. Por
ejemplo, en la Fig. 5.4 se muestra la aproximacio´n a un integrador de orden fraccionario
1
s0,25
en el rango ω ∈ [0,01, 100] cortando la Ec. 5.87 en N = 10 y N = 30 (siendo ω la
frecuencia angular, s = jω). Como se puede observar el error cometido para N = 30 es
muy bajo con la desventaja que aumenta el grado del sistema, haciendo menos eficiente su
simulacio´n.
Ejemplos de sistemas fraccionarios
Utilizando las herramientas del apartado anterior se mostrara´n ahora algunos sistemas
ejemplo para observar la precisio´n de las aproximaciones. El primer sistema (H1(s)) posee
una respuesta al escalo´n conocida dada por:
Sistema 1 −→ H1(s) = 1
s0,25
⇒ y1(t) = 1
Γ (1, 25)
t0,25.
La comparacio´n en tiempo de las aproximaciones dadas por el me´todo de Matsuda para
N = 10 y N = 30 se muestran en la Fig.5.5. Se observa que el error cuadra´tico es muy
bajo, por debajo de 10−5 para N = 10.
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Figura 5.4: Aproximacio´n de un integrador fraccionario 1
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Figura 5.5: Respuesta al escalo´n del sistema H1(s).
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Figura 5.6: Respuesta en frecuencia en mo´dulo y fase del sistema H2(s) y errores compa-
rados con el sistema real.
En el Sistema 2, la expresio´n de la respuesta temporal es un tanto ma´s complicada, razo´n
por la cual se muestran las respuestas en frecuencia con sus respectivos errores, en mo´dulo
y fase (ver Fig.5.6).
Sistema 2 −→ H2(s) = 0, 1
(s0,8 + 1)
+
1
(s0,8 + 10)
Por u´ltimo simularemos un ejemplo variando el orden del polinomio N. Tal como muestra
la Ec.5.15 si se mide un diele´ctrico Cole-Cole se obtiene un sistema dina´mico fraccionario.
La aproximacio´n por un sistema lineal de una funcio´n de transferencia fraccionaria puede
realizarse utilizando cualquier me´todo de identificacio´n de sistemas en el dominio de la
frecuencia (ver por ejemplo [65]). En la Fig 5.7 se muestran la diferencias entre el cla´sico
algoritmo de Levy (se utilizaron rutinas de Matlab) y la aproximacio´n de Matsuda para
un diele´ctrico Cole-Cole con para´metros ∞/∆/τ/α iguales a 4/25/0,4nseg/0,2, respecti-
vamente. Como se puede ver la convergencia de Matsuda es ma´s ra´pida en te´rminos de N.
5.6. SIMULACIO´N Y TESTEO DE ALGORITMOS 77
10
1
10
2
10
3
10
−15
10
−10
10
−5
E
rr
o
r 
c
u
a
d
rá
ti
c
o
frec [MHz]
aprox. Matsuda
aprox. Levy
N=15
0 5 10 15
10
−10
10
−5
10
0
10
5
E
rr
o
r 
c
u
a
d
rá
ti
c
o
 a
c
u
m
u
la
d
o
grado del polinomio (N)
aprox. Matsuda
aprox. Levy
(a) (b)
Figura 5.7: Aproximacio´n de sistema fraccionario por uno lineal utilizando el algoritmo de
Levy y el algoritmo de Matsuda.
5.6.2. Testeo de algoritmos de identificacio´n
Identificacio´n en sistemas lineales
En la siguiente seccio´n se mostrara´ la identificacio´n con bases ortogonales (me´todo in-
directo) para un medio multicapa de calibracio´n y como segundo ejemplo se observara´ la
problema´tica de identificar polos separados en frecuencia con los algoritmos SRIVC (me´to-
do directo del CONTSID para matlab) y OE de matlab.
Ejemplo 3. Ca´lculo de las bases ortogonales para un medio de 4 capas
En el siguiente ejemplo simularemos un medio de cuatro capas. Todas ellas tienen permi-
tividad constante o respuesta Debye. Supongamos que el diele´ctrico de cuatro capas es un
medio de calibracio´n como sigue: film de nylon / agua / film de nylon / 1-butanol con los
respectivos anchos 0,01/0,5/0,1/∞ mm. Entonces la funcio´n de transferencia a identificar
es la siguiente:
G (s) =
εap(s)
F
+
K
s
(5.88)
donde εap(s) viene dada por Ec. 3.37, utilizando para´metros de literatura (ε1 = 3 / ε2 =
5 + 75−5
1+s/(2pi109)
/ ε3 = 3 / ε4 = 2, 4 +
17,3−2,4
1+s/(2pi109)
).
Para identificar la misma, primeramente se deben encontrar los para´metros del modelo
emp´ırico utilizando la Ec. 3.37 combinada con la Ec. 3.28. De esta manera se obtiene una
permitividad aparente (εap(s)). Luego a partir de la siguiente ecuacio´n:
Γ(s) =
1− sZ0(C0εap(s) + Cf)
1 + sZ0(C0εap(s) + Cf )
(5.89)
se construye la funcio´n de transferencia a la que se le debe aplicar el escalo´n (V0(t)) que
se aplica en los me´todos de reflectometr´ıa.
El procedimiento general para estimar el sistema utilizando bases ortogonales y el modelo
diferencial es el siguiente. entonces el procedimiento para su identificacio´n es:
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1. Estimar la dina´mica dominante con la Ec. 3.36 utilizando los valores aproximados de
los anchos de cada capa 0,03/0,45/0,14 mm y los valores de permitividad ε1 = ε2 = 3
y valores de literatura para agua y 1-butanol. Entonces la permitividad aparente de
la cual se extraera´ la dina´mica dominante a priori, viene dada por:
ε∗ap (s) =
3,4216 (s+ 3,811× 1011) (s+ 3,45× 109)
(s+ 8,1× 1010) (s+ 2,894× 109)
2. Encontrar los polos discretos aproximados (si el intervalo de muestreo es Ts =
14psec):
ξ0 = exp(p0Ts) = exp(−2,894× 109sec−1 14psec) ' 0,9621
ξ1 = exp(p1Ts) = exp(−8,1× 1010sec−1 14psec) ' 0,3396
3. Generar las bases con las Ecs. (5.48): B0 (q) y B1 (q).
4. Obtener la estima de mı´nimos cuadrados y validar los sistemas en tiempo y frecuen-
cia. En el siguiente ejemplo:
yk =
∑1
i=0 b̂iBi (q)uk + νk
que puede ser expresado como:
yk = ϕ
T
k b̂ = [B0 (q) uk,B1 (q) uk] ·
[
b̂0
b̂1
]
donde •̂ significa “estimado” y b̂ puede ser anal´ıticamente obtenido (ver detalles
en [36]).
Ejemplo 4. Sistema con polos separados en frecuencia.
Se comento´ la problema´tica de identificar polos separados en frecuencia. La Fig.5.8 muestra
la habilidad de la identificacio´n en tiempo continuo mediante un ejemplo de simulacio´n. Se
propone simular una medicio´n con la l´ınea de 10mm de dia´metro externo de un diele´ctrico
con la siguiente permitividad:
ε (s) = 4 +
180[
1 +
(
s
2pi1MHz
)] + 4[
1 +
(
s
2pi400MHz
)1−0,2] + 18[1 + ( s
2pi10GHz
)] . (5.90)
Una vez simuladas las sen˜ales se le agrego´ ruido blanco de media cero ajustando la varianza
hasta conseguir 10dB de relacio´n sen˜al a ruido (SNR). El ruido fue generado usando la
rutina de Matlab randn con una semilla igual a 654564. Los resultados de la identificacio´n
en DT (mediante la rutina oe del toolbox de identificacio´n de Matlab) y CT (mediante la
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Figura 5.8: Simulacio´n de identificacio´n de dos polos separados con identificacio´n de sis-
temas continuos. (a) Escalo´n aplicado y respuesta simulada. (b) Identificacio´n DT (rutina
oe de Matlab) y CT (rutina srivc de CONTSID). (c) Parte real e imaginaria de la permi-
tividad relativa del sistema verdadero y el estimado. (d) Mo´dulo y fase del coeficiente de
reflexio´n verdadero y estimado.
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rutina srivc del toolbox CONTSID) se muestran en la Fig. 5.8. Notar que la aproximacio´n
continua mejora la estimacio´n del polo ra´pido (alta frecuencia, ver Figs.5.8 c) y d)). Es
importante remarcar que los resultados son buenos en baja frecuencia a pesar que la ventana
de tiempo observada es de 7nseg. Adema´s en la Fig. 5.8 c) se puede ver que el sistema
lineal aproxima relativamente bien al fraccionario (Cole-Cole).
Identificacio´n en sistemas lineales fraccionarios
Se mostrara´n ejemplos de identificacio´n de modelos con diele´ctricos Cole-Cole en medios
de una sola capa. Esto se puede extender fa´cilmente a medios multi-capa.
Ejemplo 5. Sistema de un polo Cole-Cole
Para la demostracio´n de la identificacio´n de sistemas fraccionarios, comenzaremos con
un diele´ctrico Cole-Cole con para´metro α (ver Ec. 3.15). Supongamos que es un diele´ctrico
de una capa entonces la permitividad sera´:
ε (s) = ∞ +
∆[
1 +
(
s
ωr
)1−α] .
Suponiendo conductividad nula (y que observamos la sen˜al en una ventana de tiempo lo
suficientemente grande) entonces el para´metro K −→ 0 (ver Ec.5.9), entonces la funcio´n
de transferencia a identificar sera´:
G (s) =
Y (s)
U(s)
=
ε(s)
F
donde Y (s) = F3(s)
s
y U(s) = F2(s). Reemplazando la ecuacio´n anterior se llega a:
G (s) =
∞
F
[
1 +
(
s
ωr
)1−α]
+ ∆
F[
1 +
(
s
ωr
)1−α]
≈ b0 + b1s
1−α
1 + a1s1−α
.
Para obtener el regresor lineal de esta ecuacio´n se debe observa el equivalente en tiempo:
yf (tk) = ϕ
T
f (tk) θ + vf (tk) =
= [−D1−αyf (tk) uf (tk) D1−αuf (tk)] ·
 a1b0
b1

+vf (tk)
5.6. SIMULACIO´N Y TESTEO DE ALGORITMOS 81
Cuadro 5.1: Diele´ctrico simulado.
∞ ∆ fr [MHz] α
2, 4 20 80 0, 2
0 0.5 1 1.5 2 2.5 3 3.5
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
∫ f 3
(t)
dt
Simulado
Salida del modelo (SRIVCF)
0 0.5 1 1.5 2 2.5 3 3.5
0
0.5
1
1.5
x 10−6
Er
ro
r2
tiempo [nseg]
Figura 5.9: Salida del sistema fraccionario del ejemplo 5.
donde: Dβxf (t) = L−1 {Fγ(s)} ∗ Dβx(t) y Fγ(s) es un filtro generalizado de Poisson o
un filtro o´ptimo fraccionario. En esta ecuacio´n tambie´n se tuvo en cuenta el modelado
probabil´ıstico (vf (tk)).
Como ejemplo se simula un diele´ctrico con las caracter´ısticas que se muestran en la Tabla
5.1 y el filtro utilizado para obtener la estima inicial de mı´nimos cuadrados es del tipo:
Fγ(s) =
1[
1 +
(
s
2pi×109
)γ] .
Las salidas de los sistemas simulado e identificado mediante el algoritmo SRIVCF se mues-
tran en la Fig. 5.9. Tambie´n se grafica el cuadrado del error de salida. Como se puede ver
las dos sen˜ales esta´n casi solapadas. En la Fig. 5.10 se muestran la parte real e imagina-
ria de los valores reales comparados con los identificados. Se compara en este caso con un
sistema lineal con el mismo nu´mero de coeficientes (utilizando la rutina srivc del toolbox
para matlab CONTSID). La eleccio´n del filtro de Poisson no tiene mayor incidencia en la
estima final del SRIVCF, siempre y cuando no se filtren las frecuencias de intere´s. En este
caso el valor elegido fue γ = 0, 8. En la Tabla 5.2 se muestran los para´metros de evaluacio´n
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Figura 5.10: Permitividad de los sitemas identificados comparadas con el sistema verdadero
del ejemplo 5.
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Cuadro 5.2: Datos de evaluacio´n del modelo identificado del ejemplo 5 variando el expo-
nente fraccionario (α).
α J [dB] Y IC[dB] FIT %
0, 05 −40,4 −16,4 97, 70
0, 10 −42, 9 −13,8 98, 28
0, 15 −50, 6 −14, 8 99, 29
0, 20 −69, 0 −23, 4 99, 91
0, 25 −51,3 −13,6 99,35
0, 30 −45, 4 −9, 4 98, 72
Cuadro 5.3: Mejor modelo identificado del ejemplo 5 (α = 0, 2).
Algoritmo aˆ1 bˆ0 bˆ1
LSSV FF 3,6045× 10−8 7,4889× 10−11 5, 2367× 10−9
SRIV CF 3,8443× 10−8 0, 7532 4,1497× 10−9
Verdadero 3, 7998× 10−8 0, 7280 2,9638× 10−9
de los modelos identificados con SRIVCF cuando se var´ıa el exponente fraccionario desde
0, 05 a 0, 3.
Como era de esperar los mejores para´metros se obtienen con α = 0, 2, el valor verdadero.
Notar, sin embargo que el criterio FIT tiene valores similares en todos los modelos. El
mejor modelo se muestra en la Tabla 5.3 comparado
Si al ejemplo anterior se le agrega una conductividad io´nica al modelo de permitividad en-
tonces los resultados en tiempo se muestran en la Fig. 5.11 y las permitividades encontradas
en la Fig. 5.12.
Ejemplo 6. Sistema de dos polos: uno Debye y uno Cole-Cole
El siguiente ejemplo muestra la identificacio´n de un sistema con un polo Debye y otro
Cole-Cole. Supongamos que es un diele´ctrico de una capa entonces la permitividad sera´:
ε(s) = ∞ +
∆1
1 + s
ω1
+
∆2
1 +
(
s
ω2
)α (5.91)
y la funcio´n de transferencia a identificar sera´:
G (s) =
ε(s)
F
. (5.92)
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Figura 5.11: Salidas simuladas y estimadas con el sistema identificado del ejemplo 5 con el
agregado de una conductividad.
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Figura 5.12: Permitividad de los sistemas identificados comparadas con el sistema verdadero
del ejemplo 5 con el agregado de una conductividad.
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En esta ecuacio´n no aparece el factor K
s
porque el para´metro K −→ 0 debido a que es un
diele´ctrico sin conductividad. Observando este modelo, el polinomio fraccionario a identi-
ficar sera´:
G (s) =
ε(s)
F
=
∞
(
1 + s
ω1
) [
1 +
(
s
ω2
)α]
+∆1
[
1 +
(
s
ω2
)α]
+∆2(1 +
s
ω1
)
F ·
(
1 + s
ω1
) [
1 +
(
s
ω2
)α]
≈ b0 + b1s+ b2s
α + b3s · sα
1 + a1s+ a2sα + a3s · sα
(5.93)
su contraparte en tiempo, teniendo en cuenta la parte probabil´ıstica (v (t)), sera´:
yf (tk) = ϕ
T
f (tk) θ + vf (tk) =
=
[
−dyf (tk)
dt
−Dαyf (tk) −Dα+1yf (tk) uf (tk) duf (tk)
dt
Dαuf (tk) D
α+1uf (tk)
]
·

a1
a2
a3
b0
b1
b2
b3

+vf (tk)
(5.94)
donde: Dβxf (t) = L−1 {Fγ(s)} ∗Dβx(t) y Fγ(s) es un filtro generalizado de Poisson o un
filtro o´ptimo fraccionario.
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Cap´ıtulo 6
Resultados
En este cap´ıtulo se comentara´n los resultados de esta tesis. Se divide en tres secciones,
una referida a las mediciones diele´ctricas, otra referida a las de ultrasonido y finalmente se
comparan con la literatura y se correlacionan los resultados en muestras humanas.
Entre los resultados diele´ctricos hemos desarrollado tres experimentos. Primeramente se
validara´n los resultados teo´ricos obtenidos en la seccio´n 3.4 con medios multi-capa de
propiedades diele´ctricas conocidas, esto constituye el experimento 11. En el experimento 2
estudiamos las propiedades diele´ctricas en hueso bovino comparando mediciones invasivas
y no invasivas. En el experimento 3, lo que consideramos el aporte ma´s significativo de esta
tesis, se estudian las propiedades diele´ctricas en hueso trabecular humano. Cabe destacar
que en los experimentos 2 y 3 se utilizaron configuraciones del tipo dos capas (haciendo
uso de los modelos testeados en el experimento 1) para salvar el inconveniente del contacto
l´ınea-muestra en el caso de superficies tan irregulares como la de las muestras o´seas (ver
[43, 63]).
En la seccio´n de los resultados de ultrasonido se presentara´ el desarrollo de los experimentos
por transmisio´n y reflexio´n. Si bien no son experimentos novedosos, para el procesamiento
se utilizo´ la te´cnica de onditas (en transmisio´n) cuya aplicacio´n al ultrasonido es bastante
reciente.
Por u´ltimo compararemos los resultados obtenidos en las muestras humanas con datos de
literatura y se correlacionara´n los para´metros medidos.
6.1. Resultados en mediciones diele´ctricas
6.1.1. Equipamiento
En general en la mayor´ıa de los experimentos desarrollados utilizamos el siguiente equi-
pamiento. Para las mediciones diele´ctricas en tiempo un osciloscopio de muestreo Hewlett-
1Las validaciones en mediciones diele´ctricas generalmente se realizan utilizando alcoholes (n-propanol,
etanol, n-butanol, etc. ver [79]). En la tesina de grado del autor se obtuvieron las constantes de celda (C0 y
Cf ) mediante mediciones en medios semi-infinitos de alcoholes. Es decir, la l´ınea coaxial abierta sumergida
en el alcohol. Estos resultados no se presentara´n en esta tesis.
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Figura 6.1: Esquema del equipamiento usado en las mediciones diele´ctricas en dominio del
tiempo y mediciones complementarias para validacio´n.
Packard 1801A que junto con partes adicionales como Hewlett-Packard TDR/Sampler
1815B plug in, una cabeza de muestreo HP1106A y un diodo tu´nel HP1106 constituyen el
conjunto generador de sen˜al ra´pida y adquisidor. Con este equipamiento se obtuvieron las
sen˜ales para el proceso de identificacio´n. De esta manera se genera un escalo´n de tensio´n de
200mV de 35pseg de tiempo de subida. Esto hace que la sen˜al de entrada del sistema tenga
un amplio espectro2. Esta sen˜al es aplicada a la celda (la l´ınea coaxial abierta por ejemplo).
Como medicio´n complementaria de validacio´n (adema´s de los para´metros presentados en la
seccio´n 5.5) tambie´n se midio´ el mo´dulo del coeficiente de reflexio´n (|Γ∗ (s)|med con s = jω)
de la l´ınea con un Analizador de Redes Escalar (SNA) HP8711A desde 10 a 1300MHz.
Para cuantificar el ajuste del sistema identificado con una medicio´n completamente in-
dependiente, utilizaremos una magnitud relacionada con esta medicio´n complementaria
que denominamos FITf . Compara los coeficientes de reflexio´n en frecuencia calculado y
2En general se pueden utilizar otras entradas (con un espectro ma´s plano, por ejemplo: sen˜ales binarias
pseudoaleatorias (PRBS)) para los procesos de identificacio´n que cumplan con la condicio´n de persistencia
de la excitacio´n (ver [55]).
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Figura 6.2: Medio multicapa de calibracio´n.
medido:
FITf = 100
[1− norm(|Γ∗ (jω)|id − |Γ∗ (jω)|med)]
norm
[
|Γ∗ (jω)|med − |Γ∗ (jω)|med
] (6.1)
donde |Γ∗ (jω)|id es el mo´dulo de coeficiente de reflexio´n calculado con la admitancia re-
sultante del proceso de identificacio´n:
Y (jω)|id = jω
(
C0 ε
∗
ap (jω)
∣∣
id
+ Cf
)
En la Fig. 6.1 se esquematiza el proceso de mediciones diele´ctricas y las mediciones com-
plementarias para validacio´n.
Las conexiones entre los instrumentos de medicio´n y las muestras se realizaron mediante
l´ıneas coaxiales flexibles marca Pasternack®y conectores tipo N. En cuanto a las celdas
utilizadas adema´s de la l´ınea APC7 con su correspondiente circuito abierto (2b = 7mm
utilizado como celda coaxial abierta), fabricamos dos l´ıneas coaxiales abiertas con dia´me-
tro externos 2b = 10mm y 16mm, respectivamente. Otra celda utilizada en algunos de los
experimentos fue la celda invasiva desarrollada por Yu D. Feldman ( [22]), que consiste en
un capacitor cil´ındrico al final de una l´ınea APC7 (ver experimento 2).
La temperatura fue controlada mediante un crio´stato LAUDA RE106.
6.1.2. Experimento 1: modelo matema´tico multi-capa
En el este experimento se busca observar la validez del modelo matema´tico para l´ıneas
coaxiales abiertas descripto en la seccio´n 3.4. Se desarrollo´ el dispositivo mostrado en la
Fig. 6.2. Para la verificacio´n con diferentes l´ıneas coaxiales, se le pueden adaptar fa´cilmente
l´ıneas de diferente dia´metro externo. Los tipos de estructuras que se pueden implementar
son film/l´ıquido/film/l´ıquido. Consta de un calibre que permite medir el ancho de la se-
gunda capa, mientras que la primera (film de nylon que recubre la l´ınea coaxial abierta) y
la tercera (film de nylon) se mantienen de ancho constante. La cuarta capa consta de un
recipiente cuyo fondo es la tercer capa.
Para la medicio´n de un medio tres capas, se debe remover el film de nylon que recubre la
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Cuadro 6.1: Medio de dos capas de comparado con el modelo emp´ırico utilizando una
l´ınea coaxial abierta de 10mm de dia´metro externo (se toma el para´metro emp´ırico q =
0,85mm−1 y d1 = 0, 5mm).
identificado emp´ırico
s ∞ FITf s ∞
2-propanol 11.8 6.2 63% 7.9 2.5
1-butanol 7.5 2.9 68% 7.3 2.5
etanol 9.8 2.6 63% 9.6 3.0
l´ınea coaxial abierta. Las estructuras en este caso sera´n l´ıquido/film/l´ıquido.
Sin el film de nylon que recubre la celda coaxial y adaptando un cubo de teflo´n al calibre
(como segunda capa) se puede medir un medio de dos capas.
En la Tabla 6.1 se muestran los resultados de un modelo de dos capas del tipo: alcohol/teflo´n
con un ancho de la primer capa d1 = 0, 5mm identificado con bases ortogonales (Algorit-
mo OBFP ver seccio´n 5.3.1) inicializado a partir de valores de frecuencia de relajacio´n de
literatura. Se compara con un modelo emp´ırico previamente obtenido utilizando las Ecs.
(3.28) y (3.34).
Los experimentos con cuatro capas se detallan a continuacio´n. La primer capa es de ny-
lon (d1 ≈ 0,01mm) cubriendo la l´ınea coaxial abierta. En la capa dos de ancho variable
generalmente se utilizo´ agua destilada o solucio´n fisiolo´gica. La capa tres es otro nylon de
ancho aproximado de 0,1mm y la capa cuatro se cambio´ midiendo varios alcoholes.
Como ejemplo de aplicacio´n del procedimiento explicado en la seccio´n 5.3, se midio´ una
configuracio´n de calibracio´n de cuatro capas: film de nylon / agua destilada / film de nylon
/ 1-butanol con espesores 0,01/0,5/0,1/∞ mm, respectivamente. Para el proceso de identi-
ficacio´n seguimos el ejemplo 3 detallado en el cap´ıtulo 5. La Fig. 6.3 muestra los resultados
obtenidos con una l´ınea coaxial abierta de 16mm de dia´metro externo. En la Fig. 6.3 a)
se ven las dos sen˜ales medidas en tiempo, entrada (f2(t)) y salida (f3(t)) del sistema a
identificar. En la Fig. 6.3 b) se muestra la integral de la salida estimada comparada con
la medida3. En la Fig. 6.3 c) se muestran los datos de validacio´n en frecuencia comparado
con la estimacio´n dada por la permitividad estimada (Ec. 6.1). Algo para remarca es que si
tenemos en cuenta que la frecuencia de relajacio´n del 1-butanol a 25oC es 314MHz y reem-
plazamos los valores tanto en el modelo teo´rico variacional como en el emp´ırico notaremos
que la frecuencia de la permitividad aparente se corre a 460MHz. Esto interesantemente
se verifica en las funciones de transferencia estimadas en las mediciones (ver Fig.6.3 d)).
En la Fig. 6.4 se muestra otro arreglo, esta vez de tres capas: agua/film de nylon/2-propanol,
variando el ancho de la capa de agua con una l´ınea de 10mm de dia´metro externo.
3Se debe aclarar que en los me´todos de identificacio´n es necesario que las funciones de transferencia de
los sistemas a identificar sean propios, es decir que el grado del polinomio denominador sea mayor o igual
al del numerador. Esta es la razo´n por la cual se debe utilizar como funcio´n de salida la integral de f3(t)
(por ejemplo ver Ec. 5.9)
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Figura 6.3: Calibracio´n en una geometr´ıa de cuatro capas usando una l´ınea coaxial abierta
de 16mm de dia´metro externo (ver texto). (a) Sen˜ales de entrada y salida filtradas. (b)
Datos de validacio´n en tiempo (modelo estimado en l´ınea continua y medido en l´ınea de
puntos). (c) Datos de validacio´n en frecuencia (modelo estimado en l´ınea continua y medido
en l´ınea de puntos). (d) Permitividad aparente estimada (l´ınea continua), emp´ırica (x) y
teo´rica (en l´ınea a rayas).
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Figura 6.4: Modelos de tres capas comparados: teo´ricos (en l´ınea continua), emp´ıricos (en
rayada) y medidos (en x,O y puntos). Las tres capas fueron: agua (con ancho variable) /
film de nylon (d2 = 0, 1mm) / 2-propanol con una l´ınea coaxial abierta de 10mm.
Cuadro 6.2: Datos de validacio´n en frecuencia. Para´metros FITf para medios de tres y
cuatro capas.
3 capas (10mm o.d.) 4 capas (16mm o.d.)
d1 [mm] ∼0.0 0.5 1.0 0.01
d2 [mm] 0.1 ∼0.0 0.5 1.0
estructura 1 75% 74% 84% 81% 82% 78%
estructura 2 50% 55% 62% 51% 72% 61%
Las Figs. 6.4-6.5 muestran distintos medios de calibracio´n y los resultados de las medi-
ciones. La Tabla 6.2 muestra los datos de validacio´n en frecuencia (FITf) obtenidos en
medios de tres y cuatro capas, usando las l´ıneas de 10mm y 16mm de dia´metro externo,
respectivamente. En el arreglo de tres capas se utilizo´ agua / nylon / 2-propanol, esto es
la estructura 1. La estructura 2 de tres capas en lugar de agua se utilizo´ 0,45% de solucio´n
salina. Para el medio de cuatro capas, la l´ınea de 16mm de dia´metro externo se cubrio´ con
un film de nylon. Los medios son similares a los comentados anteriormente. La Fig.6.5
muestra los datos de validacio´n del medio de cuatro capas.
Como resultado ma´s interesante de este experimento se puede destacar la verificacio´n
del modelo variacional de una l´ınea coaxial abierta a un medio multicapa. Si bien en las
referencias [4,20] se midieron algunos, en esta tesis se comparan varios medios de calibracio´n
con distintas configuraciones y ma´s capas, hasta un ma´ximo de cuatro. El acuerdo con los
modelos emp´ıricos es relativamente bueno, lo que alienta su utilizacio´n en el modelado de
sistemas multicapa.
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Figura 6.5: Datos de validacio´n en frecuencia para un medio de cuatro capas usando una
l´ınea de 16mm con ancho variable de la segunda capa: film de nylon (d1 = 0, 01mm) /
0, 45% solucio´n de NaCl / film de nylon (d3 = 0, 1mm) / 2-propanol.
6.1.3. Experimento 2: Resultados en matrices de cola´geno
En este caso, el experimento se disen˜o´ para obtener una estima de las propiedades
diele´ctricas de las muestras cu´bicas y de los discos de hueso bovino descriptos en la sec-
cio´n 2.3.1. Se comparan las mediciones en estado nativo y totalmente desmineralizado de
tal manera de observar si se cumplen los resultados propuestos por los autores en [44],
pero ahora en mediciones no invasivas. Las muestras se midieron exactamente despue´s de
extra´ıdas de heladera (ver cap´ıtulo 2 seccio´n 2.3.1). Como se adelantara, se realizaron me-
diciones del tipo invasivas (disco de tejido o´seo) y no invasiva (cubos). En las primeras se
seco´ previamente la muestra y se introdujo en la celda invasiva (capacitor cil´ındrico). En
las no invasivas se midio´ fijando un espesor de 0, 5mm entre la l´ınea coaxial abierta (10mm
de dia´metro externo) y la muestra. Llenando el espacio intermedio con agua bi-destilada.
Como consecuencia se mide un arreglo del tipo bi-capa. El objetivo de esta configuracio´n
es salvar los inconvenientes de contacto l´ınea-muestra.
A continuacio´n se describe el procedimiento:
1. Extraccio´n de la muestra de la heladera hasta lograr que este´ a temperatura ambiente.
2. Enjuague de la muestra con la misma tanda de agua bi-destilada que se utilizara´ para
formar la primer capa.
3. Llenado del dispositivo de la Fig. 6.8 (o introduccio´n del disco de hueso en el capacitor
cil´ındrico) y estabilizacio´n de la temperatura a 20oC.
4. Medicio´n con TDR con ancho de la primer capa fijo en d1 = 0, 5mm (o en el caso de
los discos, medir la celda coaxial capacitiva).
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5. Repetir la medicio´n con el SNA el mismo ancho de capa (o del capacitor en el caso
de las mediciones invasivas).
En lo que respecta al procesamiento de las sen˜ales, se deben estimar los modelos con
los diferentes algoritmos detallados en el cap´ıtulo 5. En este experimento seguimos los
siguientes pasos:
1. Identificacio´n con me´todo indirecto (por ejemplo: rutina oe del toolbox de identifica-
cio´n de sistemas de Matlab y posteriormente convertir en continuo el sistema discreto
identificado, rutina d2c).
2. Identificacio´n mediante SRIVC, me´todo directo4.
3. Validar los modelos comparando el coeficiente de reflexio´n medido con el SNA con el
estimado a partir de la permitividad aparente obtenida anteriormente.
4. Desafectar la primer capa utilizando Ec. 3.34 y las propiedades diele´ctricas del agua
bi-destilada y ancho (0, 5mm).
5. Obtencio´n de ε
′
(jω) y σ(jω).
La Fig. 6.6 muestra una t´ıpica medicio´n invasiva en un disco de hueso cortical en estado
natural. En la Fig. 6.6 b) se muestra la comparacio´n de los errores en tiempo (salida medida
- salida del sistema identificado) de los sistemas identificados (discreto y continuo). En la
Fig. 6.6 d) se muestra la permitividad y conductividad obtenida con el mejor modelo
identificado. La Fig. 6.7 muestra una medicio´n no invasiva de hueso trabecular utilizando
el modelo de dos capas para salvar el problema del contacto.
Para interpretar estos datos se puede suponer un modelo de permitividad de la forma:
ε (s) = ∞ +
∆bf[
1 + s
ωbf
] + ∆mf[
1 + s
ωmf
] + ∆af[
1 + s
ωaf
] . (6.2)
donde ωbf , ωmf y ωaf son las frecuencias de relajacio´n en baja (< 50MHz), media (50MHz <
f < 1300MHz) y alta frecuencia (de manera similar se definen los ∆if ). En la Tabla 6.3
se muestran los para´metros Debye obtenidos para las muestras invasiva (discos) en el rango
de frecuencias que va desde los 80MHz hasta 1300MHz para hueso cortical y trabecular
en los estados natural y descalcificado.
En la Tabla 6.4 se muestran los para´metros Debye obtenidos para las muestras no invasivas
de cortical y trabecular en estado nativo y desmineralizado. En ambas Tablas (6.3 y 6.4)
el para´metro mf es la parte real de la permitividad estimada evaluada en f = 80MHz
(este es el l´ımite inferior de nuestra estimacio´n mediante TDR).
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Figura 6.6: Medicio´n invasiva en hueso cortical en estado natural. (a) Datos medidos en
tiempo. (b) Errores con identificacio´n con sistema discretos y continuos. (c) Validacio´n en
frecuencia. (d) Permitividad y conductividad obtenida con el mejor modelo.
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Figura 6.7: Medicio´n no invasiva de 0,5mm de agua bi-destilada/hueso cortical en estado
natural. (a) Datos medidos en tiempo. (b) Error observado con identificacio´n discreta y
continua. (c) Datos de validacio´n en frecuencia. (d) Permititvidad y conductividad obteni-
das (luego de desafectar la primer capa) utilizando el mejor modelo.
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Cuadro 6.3: Mediciones invasivas (discos) en hueso cortical y trabecular (Muestras 1 y 2,
respectivamente). Para´metros extra´ıdos de los mejores modelos de tiempo continuo (mejor
FITf con algoritmo SRIVC).
Muestra 1 (nat.) Muestra 1 (desm.) Muestra 2 (nat.) Muestra 2 (desm.)
mf 14,8 27,5 16,0 42,6
∆mf 2,1 1,8 1,8 2,3
fr 452MHz 247MHz 580MHz 264MHz
Cuadro 6.4: Mediciones no invasivas (cubos) en hueso cortical y trabecular (Muestras 3
y 4, respectivamente). Para´metros extra´ıdos de los mejores modelos de tiempo continuo
(mejor FITf con algoritmo SRIVC).
Muestra 3 (nat.) Muestra 3 (desm.) Muestra 4 (nat.) Muestra 4 (desm.)
mf 21,2 29,9 23,8 51,1
∆mf 2,8 2,8 3,7 7,8
fr 350MHz 174MHz 442MHz 112MHz
Los resultados presentados en las Tablas 6.3 y 6.4, en principio, esta´n de acuerdo con los
presentados por [37, 44]. Esto es, que los procesos de polarizacio´n en los cientos de MHz
son debidos al movimiento de las cadenas laterales de cola´geno. La justificacio´n de esta
hipo´tesis es el aumento de la permitividad y la disminucio´n de la frecuencia de la relajacio´n
debido al aumento del momento de inercia de la mole´cula de cola´geno (las cadenas laterales
esta´n ma´s libres).
En cuanto a la comparacio´n de las mediciones invasivas y no invasivas, es claro que se
obtienen valores de permitividad ma´s elevados. Esto esta´ de acuerdo con lo publicado
en [83], en donde se encontraron correlaciones positivas con el contenido de agua. En nuestro
caso, en las mediciones no invasivas las muestras estaban completamente embebidas en
agua. Esto contribuye a que se llenen todos los poros del tejido, cosa que no ocurre cuando
se miden los discos, en los cuales se seco´ previamente la muestra. Hay que destacar que los
comportamientos son similares en ambos casos.
6.1.4. Experimento 3: Resultados en muestras humanas
Este experimento se disen˜o´ para obtener una estima robusta de las propiedades diele´ctri-
cas de las muestras cil´ındricas de hueso trabecular humano descriptas en la seccio´n 2.3.1.
Como se explico´ en la seccio´n anterior los modelos multi-capas son u´tiles para salvar el
inconveniente del contacto l´ınea coaxial abierta-muestra. En la medicio´n de las muestras
cil´ındricas trabeculares tambie´n optamos por una configuracio´n de dos capas: la primera
4Si bien la propuesta de un modelo de sistema lineal no es del todo adecuado, para observar los resultados
que se desean probar no se hace necesaria la aplicacio´n de sistemas fraccionarios (ver [44]).
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Figura 6.8: Configuracio´n para la medicio´n de muestras cil´ındricas de hueso trabecular
humano variando el ancho de la primera capa es PBS.
solucio´n fisiolo´gico (PBS en el que fueron almacenadas las muestras) y la segunda la mues-
tra cil´ındrica. Para esto, se debio´ adaptar el dispositivo de la Fig. 6.2 de tal manera que se
pueda colocar la muestra cil´ındrica. La Fig.6.8 muestra la configuracio´n utilizada. En esta
configuracio´n se utilizo´ la l´ınea coaxial abierta de 7mm de dia´metro externo.
Calibracio´n
Primeramente se calibro´ un medio de dos capas con un cilindro de teflon de taman˜o
similar al de las muestras humanas (ver Fig. 6.9) y se comparo´ con una muestra cu´bica de
teflon de taman˜o mayor (suponiendo un medio semi-infinito). El objeto de esto es observar
si una muestra de 11mm de dia´metro puede ser “vista” como un medio semi-infinito. En la
Fig. 6.9 se muestran las mediciones en tiempo de agua destilada y agua destilada / teflon
variando el ancho de la segunda capa. Como se puede ver hay una buena coincidencia.
En la Fig. 6.10 se muestra la conductividad aparente (extra´ıda directamente en tiempo5)
y la estimada mediante el modelo emp´ırico (Ec. 3.34 con q = 1,5192) de otro medio de
calibracio´n: PBS / cilindro de teflon.
Procedimiento de medicio´n
La idea central es tomar varios anchos de la primer capa (PBS) moviendo la segunda
capa (muestra cil´ındrica). Se utilizo´ la misma tanda de PBS para todas las muestras (del
mismo contenedor), incluso los enjuagues previos a las mediciones tambie´n se hicieron con
el mismo PBS.
1. Extraccio´n de la muestra del freezer hasta lograr que este´ a temperatura ambiente.
5Notar que la conductividad aparente (σap) puede ser calculada directamente en tiempo mediante:
σap =
0f3(∞)
C0Z0f2(∞)
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Figura 6.9: Calibracio´n agua destilada / teflo´n con l´ınea de 7mm variando la distancia de
la capa de agua, medida con un cilindro de taman˜o similar al de las muestras o´seas y un
cubo suficientemente grande como para simular una capa infinita en ambas direcciones.
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Figura 6.10: Calibracio´n PBS/teflo´n con l´ınea de 7mm variando la distancia de la capa de
PBS, medida con un cilindro de taman˜o similar al de las muestras o´seas y un cubo sufi-
cientemente grande como para simular una capa infinita en ambas direcciones (para´metros
del modelo emp´ırico C0 = 0,051pF , q = 1,5192 y σ es la conductividad medida en dominio
de tiempo midiendo so´lo PBS).
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2. Enjuague de la muestra con la misma tanda de PBS que se utilizara´ para formar la
primer capa.
3. Llenado del dispositivo de la Fig. 6.8 y estabilizacio´n de la temperatura a 20oC.
4. Medicio´n con TDR desde ancho de la primer capa ≈ 0, 0 a 0, 6mm con paso 0, 1mm.
5. Repetir la medicio´n con el SNA con los mismos anchos de capa.
6. Finalmente tambie´n se realizaron mediciones complementarias con otras dos l´ıneas
coaxiales abiertas (5 y 10mm de dia´metro externo) y en baja frecuencia.
En lo que respecta al procesamiento de las sen˜ales, se deben estimar los modelos con
los diferentes algoritmos detallados en el cap´ıtulo 5. En este experimento seguimos los
siguientes pasos:
1. Identificacio´n mediante SRIVC, me´todo directo.
2. Validar los modelos comparando el coeficiente de reflexio´n medido con el SNA con el
estimado a partir de la permitividad aparente obtenida anteriormente.
3. Desafectar la primer capa utilizando Ec. 3.34 y propiedades diele´ctricas del PBS (por
literatura o medidas).
4. Mejora de los modelos utilizando SRIVCF. Bu´squeda del exponente fraccionario.
5. Obtencio´n de ε
′
(jω) y σ(jω)6.
En la Fig. 6.11 se muestran los datos temporales de la salida medida y estimada por el
algoritmo SRIVC para una muestra en particular. Tambie´n se grafican los errores cuadra´ti-
cos (notar que siempre son menores que 3× 10−6).
En la Fig. 6.12 se muestran los datos de validacio´n de los modelos identificados mediante
el algoritmo SRIVCF utilizando un modelo de un polo tipo Cole-Cole (exponente fraccio-
nario 1−α) y una conductividad. En la Fig. 6.12 (a) se muestra la bu´squeda del exponente
fraccionario para un ancho de la primer capa fijo en 0, 1mm tratando de encontrar el menor
valor de JdB (ver la seccio´n 5.5). Como se puede observar el mı´nimo se obtiene en α ≈ 0, 15.
En la Fig. 6.12 (b) se muestran los datos de validacio´n en frecuencia midiendo el mo´dulo
del coeficiente de reflexio´n (|Γ∗(jω)|) con el analizador escalar (SNA).
En la Fig. 6.13 se grafica el valor medio de la permitividad y la conductividad de una mues-
tra en particular en funcio´n del logaritmo de la frecuencia, las barras de error equivalen a
una desviacio´n esta´ndar. En la Fig. 6.14 se grafican las permitividades y conductividades
aparentes obtenidas de la muestra que se viene desarrollando, a partir de los modelos li-
neales y fraccionarios.
Al observar las Figs. 6.12 y 6.14 se puede decir que el modelo fraccionario identificado
6Para obtener una media y una desviacio´n esta´ndar de los para´metros medidos se utilizan todas las
mediciones desde 0, 0 hasta 0, 5mm.
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Figura 6.11: Datos en tiempo medidos y de los modelos identificados mediante el algoritmo
SRIVC, para anchos de la primer capa desde ≈ 0, 0 a 0, 5mm con paso 0, 1mm. Tambie´n
se grafica el error cuadra´tico.
mejora la estimacio´n de los valores para baja frecuencia (< 100MHz). Esto se deduce de la
validacio´n con el coeficiente de reflexio´n (Fig. 6.12 b). El valor obtenido del para´metro JdB
para el modelo identificado con el algoritmo SRIVC fue siempre menor que el obtenido con
los modelos fraccionarios. Esto indica que sin las mediciones en frecuencia no hubie´ramos
distinguido cual de los dos fue el mejor modelo. Hay que remarcar que en el rango que
va desde los 100MHz y 1300MHz (nuestro l´ımite en alta frecuencia) las estimas con los
modelos lineales y fraccionarios son muy similares.
Si bien los rangos de frecuencia encontrados en literatura son menores a los de esta tesis, si
se observan los valores extrapolados, los resultados mostrados hasta aqu´ı esta´n de acuerdo
con los publicados por [72]. Esto es, valores medios de 80 para una frecuencia de 1MHz.
Si se extrapolan los valores de [81], los obtenidos en esta tesis son un poco mayores.
6.2. Resultados en mediciones de Ultrasonido
Las mediciones de ultrasonido se realizaron en las mismas muestras de tejido o´seo tra-
becular humano mencionadas en el experimento 3 de mediciones diele´ctricas.
Todos los experimentos de ultrasonido fueron desarrollados en cooperacio´n con el Instituto
Nacional de Tecnolog´ıa Industrial (INTI), en su sede Miguelete, y el Gabinete de Bio-
meca´nica de la Facultad de Ingenier´ıa de la Universidad de Buenos Aires (FI-UBA). En
particular trabajamos con Mart´ın Cagnoli y la profesora Eugenia Blangino.
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Figura 6.12: Bu´squeda del “mejor” modelo. (a) JdB para un ancho de primer capa fi-
jo 0,1mm variando el ı´ndice fraccionario hasta conseguir el mı´nimo. (b) Coeficiente de
reflexio´n (|Γ∗(jω)|) medido con SNA (en puntos), obtenido a partir del mejor modelo iden-
tificado con SRIVC (en l´ıneas continuas) y del mejor modelo fraccionario identificado con
SRIVCF (en l´ıneas punto y raya). En todos los casos anchos de la primer capa van desde
≈ 0, 0 a 0, 5mm con paso 0, 1mm.
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Figura 6.13: Datos en frecuencia obtenidos de los modelos identificados mediante el algo-
ritmo SRIVC, para anchos de la primer capa desde ≈ 0, 0 a 0, 5mm con paso 0, 1mm. Las
barras de error equivalen a una desviacio´n esta´ndar.
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Figura 6.14: Permitividad aparente de la muestra estimada mediante SRIVC (continua y
cruces) y SRIVCF (l´ınea de punto y raya).
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Figura 6.15: Experimento de ultrasonido: mediciones por transmisio´n.
6.2.1. Equipamiento
En estos experimentos se utilizo´ un generador de ultrasonido Krautkramer Serie USN
60. Usualmente este generador se utiliza como dispositivo de campo y posee cierto tipo de
herramientas de visualizacio´n y adquisicio´n. Como contrapartida, no permite la obtencio´n
de los datos crudos, razo´n por la cual se obtuvieron las sen˜ales interponiendo conectores
en las entradas del generador y adquiriendo los datos mediante un osciloscopio Tektronik
TDS 210.
Se utilizaron transductores de frecuencia central 0, 5MHz para las mediciones de trans-
misio´n y de amplio espectro con frecuencia central en 1MHz para las mediciones por
reflexio´n. En todos los casos los transductores fueron enfocados con lentes o´pticas especial-
mente disen˜adas.
En la Fig. 6.15 se muestran los dispositivos desarrollados para las mediciones de ultrasoni-
do. La cuba de medicio´n se lleno´ con PBS, previo a la mediciones se dejo´ reposar el l´ıquido
para la desgasificacio´n del mismo as´ı como tambie´n la estabilizacio´n de la temperatura.
Las mediciones en este caso se realizaron a temperatura ambiente controlada (T = 22oC).
Para la adquisicio´n y el procesamiento de las sen˜ales desarrollamos un conjunto de rutinas
en Matlab (utilizando el paquete de onditas) y python (http://www.python.org/).
6.2.2. Experimento 1: medicio´n por transmisio´n
La Fig. 6.15 muestra el experimento de transmisio´n. En este caso la muestras cil´ındricas
se ubicaron de manera vertical. La muestra puede ser girada en tres a´ngulos: 0o, 120o y
−120o 7 (Ver Fig. 6.16). Se pueden controlar tanto el eje horizontal (x) como el vertical
(y). Con el eje horizontal se procede a la bu´squeda manual de la muestra hasta asegurarse
que el haz so´nico este´ en el centro del cilindro. Despue´s de esto se puede medir en varias
posiciones verticales. En nuestro caso realizamos 6 mediciones por muestra, dos verticales
y 3 “rotacionales” (0o, 120o y −120o). El procedimiento de medicio´n fue el siguiente:
7Para el ca´lculo final se promediaron estos valores. Esta funcionalidad del dispositivo de medicio´n se
disen˜o´ para otros objetivos que esta´n fuera del intere´s de esta tesis.
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Figura 6.16: Muestra de hueso trabecular humano previo al experimento por transmisio´n.
1. Estabilizacio´n de la temperatura y desgasificacio´n de la cuba con PBS.
2. Medicio´n del PBS.
3. Medicio´n de la muestra en a´ngulos: 0o, 120o y −120o y diferentes alturas.
4. Posterior ca´lculo de SOS y nBUA para cada sen˜al.
5. Promedio y desviacio´n esta´ndar de cada para´metro con todas las sen˜ales de una
muestra particular.
En las Figs. 6.17 y 6.18 se muestra el procedimiento para obtener las estimas de la velocidad
del sonido utilizando onditas. Primero se realiza la transformada seleccionando como ondita
madre el sombrero mexicano. Luego se encuentra el ma´ximo (en la Fig. 6.17 el punto ma´s
blanco). Una vez encontrado el ma´ximo se observa a que´ tiempo ocurre. La Fig. 6.18
muestra los valores absolutos de los coeficientes Cab para la escala a donde se encontro´ el
ma´ximo. Las cruces indican el valor ma´ximo para la escala “a” que corresponde, como
era de esperar, a 0, 5MHz. Es decir, da una idea del instante de tiempo en que arriba la
mayor potencia cuando la frecuencia es 0, 5MHz. Esto constituye, tal como se comento´ en
el cap´ıtulo 4, una estima robusta del tiempo de vuelo de la onda y por consiguiente del
ca´lculo de la velocidad del sonido en la muestra.
En cuanto a la obtencio´n del nBUA se sigue el procedimiento descripto en la seccio´n 4.3.1.
En las Fig.6.19 se muestra la obtencio´n del para´metro nBUA, hallando la pendiente de la
recta estimada en el gra´fico de la atenuacio´n aparente α̂ (f) versus la frecuencia (ver Ec.
4.9).
6.2.3. Experimento 2: medicio´n por reflexio´n
La Fig. 6.21 muestra el experimento de reflexio´n. Ba´sicamente este experimento es simi-
lar al anterior con la diferencia que superficies planas de la muestra cil´ındrica se ubicaron
de forma perpendicular al transductor permitie´ndose acercar o alejar la misma de manera
controlada (direccio´n x).
So´lo se calculo´ el para´metro AIB (ver Ec. 4.17). Se integro´ entre 0,6MHz y 1,25MHz.
Para observar el interior de la muestra se utilizo´ una ventana Hamming de 128 para la
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Figura 6.17: Coeficientes Cab de la transformada onditas con los palpadores de 0, 5MHz.
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Figura 6.18: Ca´lculo de los coeficientes usando onditas, coeficientes en f = 0, 5MHz.
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Figura 6.19: Atenuacio´n para los diferentes a´ngulos y alturas para la estimacio´n del nBUA.
Las barras de error significan una desviacio´n esta´ndar.
muestra y de 256 para la referencia (el intervalo de muestreo fue de 0,4µseg).
El procedimiento de medicio´n fue el siguiente:
1. Estabilizacio´n de la temperatura y desgasificacio´n de la cuba con PBS.
2. Medicio´n del reflector ideal (bloque de aluminio en nuestro caso).
3. Medicio´n de la muestra en diferentes distancias al transductor (movie´ndonos en la
direccio´n x).
4. Posterior ca´lculo de AIB para cada sen˜al.
5. Promedio y desviacio´n esta´ndar de cada para´metro con todas las sen˜ales de una
muestra particular.
6.3. Resultados de comparados en muestras humanas
En la Tabla 6.5 se muestran la media y desviacio´n esta´ndar de los para´metros medidos
en esta tesis para las muestras de hueso trabecular humano.
Mediante tests de Pearson se estudiaron las correlaciones lineales entre los diferentes
para´metros medidos. En la Fig. 6.24 se muestran las correlaciones ma´s significativas entre
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Figura 6.20: Experimento de ultrasonido: mediciones por reflexio´n. (a) Primero se obtiene
la sen˜al medida de un reflector perfecto. (b) Luego de la muestra.
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Figura 6.21: Mediciones por reflexio´n en tiempo. En cada una de las figuras se dibuja en
l´ınea de puntos el resultado de multiplicar la ventana Hamming con la sen˜al medida (en
l´ınea continua).
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Cuadro 6.5: Valores medidos en esta tesis.
Tipo de medicio´n Para´metro Valor Valor de literatura
Diele´ctricas ε
′
(10MHz) 165± 45 ∼100 [25]
ε
′
(0, 1GHz) 67± 14 27, 629a
ε
′
(1GHz) 41± 5 20, 584a
σ(10MHz)[S/m] 0, 034± 0, 09 0,1228a
σ(0, 1GHz)[S/m] 0, 51± 0, 17 0,1725a
σ(1GHz)[S/m] 0, 76± 0, 18 0,3639a
Ultrasonido SOS[m/seg]b 1679± 195 2005 [39]
nBUA [dB/MHzcm]c 22± 9 13 [39]
AIB[dB]d −34± 7 (−42− 34) [42]
Densitometr´ıa BMD [g/cm2] cil´ındrica 0, 320± 0, 081
aValores extra´ıdos de http://niremf.ifac.cnr.it
bObtenida mediante onditas a f ≈ 0, 5MHz.
cLos valores de la pendiente se obtuvieron entre 0, 4MHz < f < 0, 7MHz.
dLos valores se obtuvieron integrando entre 0, 6MHz < f < 1, 25MHz.
la DMO, la permitividad y la conductividad. Notar que se utilizaron las DMO desde 0,217 a
0,300. En el caso de ε
′
la correlacio´n negativa es relativamente significativa (p < 0, 05). Para
las frecuencias que van desde los 500 hasta los 700MHz se obtienen valores de R ≈ −0, 8
con p-valores menores que 0, 05. En cuanto a la conductividad los valores no son significati-
vos. Se encontro´ un p-valor de 0,07 para la conductividad hallada directamente en tiempo
(ver nota al pie en la seccio´n 6.1.4) con valores de R ≈ −0, 6.
En la Fig. 6.23 se comparan con la DMO de la muestra cil´ındrica. En las Fig. 6.23(a) se
muestran las mediciones de SOS utilizando un umbral (ver Fig. 4.3 cap´ıtulo 4), es decir
una marca en tiempo, mientras que en la (b) las mediciones se realizaron utilizando onditas
(sombrero mexicano). Las barras de error se corresponden con una desviacio´n esta´ndar.
Notar que el p-valor de la estima con onditas es menor, justificando el uso de esta te´cnica.
Para las mediciones de nBUA se calculo´ entre 0,4MHz y 0,7MHz. Los valores de correla-
cio´n en este caso no fueron significativos. Si bien en la literatura se encuentra que es posible
observar una correlacio´n negativa en muestras muy calcificadas, en general las correlaciones
son positivas para valores menores que 0, 300gr/cm2. En nuestro caso podemos adjudicar
este comportamiento extran˜o a dos cosas: las muestras pertenecen a pacientes artro´sicos
(huesos muy calcificados) y por otro lado nuestro transductor no es de amplio espectro
(si bien la estima de la velocidad es buena, no se excitan frecuencias menores que 0, 4 y
mayores que 0, 7MHz8).
Los resultados observados en el para´metro AIB esta´n de acuerdo con los encontrados por
Hoffmeister y otros [46].
Por u´ltimo se realizaron modelos de regresio´n mu´ltiple utilizando la densidad mineral o´sea
y los para´metros diele´ctricos para varias frecuencias como predictores de los para´metros
8Recordar que el rango cl´ınico de este para´metro es un poco mayor entre los 0, 3 y 1, 2MHz
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o´sea.
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
1400
1600
1800
2000
2200
2400
2600
p_valor=0.0414988184322
R- =0.597705612125
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
1000
1200
1400
1600
1800
2000
2200
p_valor=0.00698555617836
R =0.795156290369
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
5
10
15
20
25
30
35
40
p_valor=0.158963725207
R- =0.353741672629
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
55
50
45
40
35
30
25
20
15
p_valor=0.00493652753673
R =0.8209359449372
2
2 2
(a) (b)
(d)(c)
DMO [gr/cm ]2 DMO [gr/cm ]2
n
B
U
A
 [
d
B
 /
c
m
 M
H
z
]
S
O
S
 (
u
m
b
r
a
l)
 [
m
/s
]
S
O
S
 (
o
n
d
it
a
s
) 
[m
/s
]
A
IB
 [
d
B
]
Figura 6.23: Correlaciones de para´metros de ultrasonido con densidad mineral o´sea.
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Figura 6.24: Regresio´n multivariable aplicada a la permitividad con DMO y como variable
dependiente AIB para 700MHz.
de ultrasonido. Los ma´s significativos se muestran en las Figs. 6.24 y 6.25. Los valores
obtenidos para la regresio´n mu´ltiple (realizada con rutina de matlab regress) se resumen
en las Tablas 6.6 y 6.7.
La hipo´tesis cero en todos los casos es que las variables ε
′
, σ y DMO son independientes del
para´metro de ultrasonido. El significado de los para´metros R, Valor cr´ıtico y p-valor son los
siguientes. Por ejemplo para la prediccio´n del AIB con DMO y ε
′
, con R de 0, 87 dice que el
modelo explica el 87% de los datos con un p-valor de 0,0149. En el caso de la permitividad,
el mı´nimo p-valor obtenido fue siempre en f = 3, 4GHz, que es una frecuencia que excede
Cuadro 6.6: Resumen estad´ıstico de regresio´n mu´ltiple para ε
′
y DMO como predictores
de los para´metros de ultrasonido.
Para´metro frecuencia R Valor cr´ıtico p-valor
AIB 3, 4GHz 0,8781 14,4012 0,0149
AIB 0, 7GHz 0,8646 12,7673 0,0183
SOS 3, 4GHz 0,9083 19,8048 0,0084
SOS 0, 7GHz 0,7319 5,4603 0,0719
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Figura 6.25: Regresio´n multivariable aplicada a la permitividad con DMO y como variable
dependiente AIB para 3,4GHz.
la validez de nuestros me´todos de medicio´n. En el caso de 700MHz la estad´ıstica obtenida
muestra un nivel significativo so´lo en la prediccio´n del para´metro AIB.
Un comportamiento similar se encuentra con la conductividad con la diferencia que al
parecer no hay evidencia suficiente como para asegurar que el modelo explica el para´metro
SOS (Notar los p-valores > 0, 03).
Cuadro 6.7: Resumen estad´ıstico de regresio´n mu´ltiple para σ y DMO como predictores de
los para´metros de ultrasonido.
Para´metro frecuencia R Valor cr´ıtico p-valor
AIB 3, 4GHz 0,9505 38,3686 0,0025
AIB 0, 2GHz 0,9410 31,9049 0,0035
SOS 3, 4GHz 0,8331 9,9810 0,0279
SOS 0, 2GHz 0,6615 3,9081 0,1146
Cap´ıtulo 7
Observaciones finales
En esta tesis consideramos el desarrollo de dos tipos de experimentos no destructi-
vos sobre muestras de hueso: experimentos de ultrasonido y, principalmente, mediciones
diele´ctricas. La no invasividad o no destructividad constituye una cualidad importante en
estudios experimentales sobre tejidos biolo´gicos por varias razones. Entre estas podemos
mencionar la posibilidad de reutilizar las mismas muestras para varias pruebas, y tambie´n
la posibilidad de trabajar cerca de las condiciones fisiolo´gicas con poco esfuerzo en lo refe-
rente a la preparacio´n de las muestras. A esto habr´ıa que sumar la potencialidad de este
tipo de mediciones para diagno´sticos me´dicos. Por otro lado, debido al rango de frecuencias
utilizado en las mediciones diele´ctricas, la radiacio´n electromagne´tica aplicada es del tipo
no ionizante.
A nuestro conocimiento, tal como se mencionara en el cap´ıtulo 3, las propiedades
diele´ctricas en hueso trabecular a frecuencias mayores que 10MHz no han sido dema-
siado estudiadas. El conocimiento de las propiedades diele´ctricas en tejidos biolo´gicos en
general es de suma importancia, particularmente en el rango que va desde 100 a 1000MHz.
Un ejemplo de utilizacio´n de las mismas es en los ca´lculos del “specific absorption rate”
(SAR), un para´metro importante en el disen˜o de antenas de tele´fonos celulares. La predic-
cio´n de este tipo de para´metros se realiza mediante software de simulacio´n1 o mediciones en
medios de referencia (phantom) con propiedades diele´ctricas de literatura. Las mediciones
en este rango de frecuencias constituyen entonces una contribucio´n importante de esta tesis.
Las l´ıneas coaxiales abiertas han sido utilizadas exitosamente en varios campos de la
ciencia y la tecnolog´ıa. Existe una gran cantidad de modelos matema´ticos de estas l´ıneas
aplicadas a medios multi-capa, sin embargo la verificacio´n experimental de los mismos no
ha sido del todo analizada. En esta tesis, testeamos el comportamiento de un modelo teo´ri-
co variacional y obtuvimos algunas aproximaciones emp´ıricas para medios de hasta 4 capas
con sus correspondientes validaciones experimentales (ver experimento 1 del cap´ıtulo 6).
La motivacio´n del uso de este tipo de modelos fue la aplicacio´n en mediciones de superfi-
1en general se suponen conocidas las permitividades y conductividades para cada capa de tejido y se
resuelven las ecuaciones de Maxwell con me´todos de diferencias finitas en dominio de tiempo
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cies irregulares como la de los tejidos o´seos (en el caso particular del tejido trabecular la
situacio´n es au´n peor por la porosidad de la matriz).
En cuanto a la mediciones de ultrasonido, si bien los me´todos no son novedosos, se
aplicaron algunas te´cnicas que surgieron muy recientemente en la literatura, como la ob-
tencio´n de la velocidad del sonido mediante onditas. Si bien esto no es una aporte original,
contribuyo´ al desarrollo de experimentos y dispositivos que sera´n utilizados para obtencio´n
de resultados en etapas futuras del autor de esta tesis.
Un aporte central de esta tesis es la aplicacio´n de identificacio´n de sistemas al pro-
cesamiento de sen˜ales provenientes de la reflectometr´ıa en dominio de tiempo. Esta in-
teresante te´cnica permite la construccio´n de modelos matema´ticos a partir de mediciones
sobre el sistema. En nuestro caso particular, lo utilizamos para la medicio´n de propiedades
diele´ctricas. El cap´ıtulo 5, donde se introducen los me´todos de identificacio´n, esta´ orienta-
do y ejemplificado principalmente al modelado de diferentes diele´ctricos tanto multi-capas
como uniformes y con respuestas Debye y Cole-Cole. Para el modelado de relajaciones
ma´s “anchas” (como la Cole-Cole) se hizo necesaria la aplicacio´n de sistemas dina´micos de
orden fraccionario. Esto tambie´n constituye un aporte interesante de esta tesis, ya que la
identificacio´n de este tipo de sistemas es de aplicacio´n reciente. Todas estas herramientas
se pueden utilizar en tiempo real dado que son algoritmos de ra´pida aplicacio´n.
En cuanto a las propiedades diele´ctricas del hueso trabecular humano se observaron
correlaciones negativas (R ≈ −0, 8) entre la permitividad y la densidad mineral o´sea para
frecuencias entre 500MHz y 700MHz con p-valores menores que 0, 05 para muestras con
densidad mineral o´sea entre 0, 200 y 0, 300gr/cm2. Este tipo de correlaciones contradice en
cierta forma lo que observamos en las muestras bovinas (en estado no fisiolo´gico), en las que
se observo´ un crecimiento en la permitividad con la desmineralizacio´n de las muestras. Por
otro lado, las relajaciones encontradas entre 200 y 500MHz en las matrices o´seas bovinas,
no son tan notorias en las muestras humanas en estado fisiolo´gico. Hay que remarcar que el
nu´mero de muestras observado es muy bajo, en consecuencia estos resultados podr´ıan estar
afectados por la variacio´n biolo´gica. Estos puntos constituyen una motivacio´n interesante
para continuar el estudio de este tipo de materiales en los que el comportamiento de la
matriz en estado no fisiolo´gico difiere del fisiolo´gico. Por otra parte, existe un creciente
intere´s en me´todos de tomograf´ıa de micro ondas para la evaluacio´n de tejidos blandos in
vivo [76, 77]. Los resultados obtenidos en esta tesis permiten pensar que ser´ıa interesante
la evaluacio´n de estos me´todos en mediciones diele´ctricas en tejidos o´seos.
La revisio´n de la literatura sobre el tema sugiere que la combinacio´n de mediciones de
propiedades diele´ctricas y de ultrasonido no ha sido todo lo que, a nuestro criterio, podr´ıa
haber sido explotada. Los resultados aqu´ı presentados muestran que se debe tener especial
cuidado en la interpretacio´n de las mediciones en los materiales constituyentes de los tejidos
o´seos por separado. En ese contexto, para la prediccio´n de para´metros biomeca´nicos es ne-
cesario el desarrollo de modelos f´ısicos en los cuales se tengan en cuenta no so´lo para´metros
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de estructura y de propiedades de los materiales constituyentes sino tambie´n las relaciones
entre los mismos, tanto parte orga´nica e inorga´nica como su parte biolo´gica. Entendemos
que el estudio de esta combinacio´n puede ayudar a la construccio´n de este tipo de modelos
y a la futura implementacio´n de me´todos alternativos de evaluacio´n biomeca´nica del tejido
in vivo.
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