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The applicability of machine learning for predicting chaotic dynamics relies heavily upon the data used in the training
stage. Chaotic time series obtained by numerically solving ordinary differential equations embed a complicated noise
of the applied numerical scheme. Such a dependence of the solution on the numeric scheme leads to an inadequate
representation of the real chaotic system. A stochastic approach for generating training times series and characterising
their predictability is suggested to address this problem. The approach is applied for analysing two chaotic systems
with known properties, Lorenz system and Anishchenko-Astakhov generator. Additionally, the approach is extended to
critically assess a reservoir computing model used for chaotic time series prediction. Limitations of reservoir computing
for surrogate modelling of chaotic systems are highlighted.
The progress in machine learning techniques and meth-
ods makes them a tempting alternative to traditional mod-
elling based on expert knowledge. For example, the rela-
tive simplicity of the reservoir computing technique leads
to a remarkable range of its applications, from natural
voice generation to turbulence prediction. Such a broad
range could make an impression that reservoir computing
is universally applicable for representing the system’s dy-
namics. Therefore, a critical assessment and benchmark-
ing of the machine learning technique are essential. Due
to their complexity, chaotic systems provide a challenging
benchmark for the technique. Since reservoir computing
is a data-driven method, the time series used in the train-
ing stage should reflect the properties of a natural chaotic
system. This paper illustrates that a typical numerical
chaotic solution of ordinary differential equations signif-
icantly depends on the applied numerical scheme. Whilst
this dependence is well-known, it is rarely taking into ac-
count. Using such a numerical solution for developing a
reservoir computing model implies that the model rep-
resents a mixture of the system’s dynamics and noise of
the numerical scheme. In such a case, the extrapolation
of the model’s outcome for predicting the dynamics of a
real system is questionable. A stochastic approach to gen-
erate data for machine learning methods is suggested to
eliminate the influence of numerical noise. The approach
includes explicitly stochastic terms that represent the dy-
namics of a natural system adequately. Furthermore, this
approach provides a robust boundary of the predictabil-
ity horizon for a given chaotic system. Therefore, to de-
velop data-driven models, stochastic time series must be
used, and models’ predictability must be compared with
that obtained via the stochastic approach. Additionally,
it is essential to understand the chaotic system’s proper-
ties that data-driven models accumulate to be considered
a “true” model. The consideration of two systems with
distinct chaos structures shows significant limitations of a
reservoir computing model for replacing one based on ex-
pert knowledge.
I. INTRODUCTION
Industry 4.0 revolution involves a broad application of
cyber-physical systems and embeds models in engineering de-
sign. The latter requires transferring the expert knowledge
and experience accumulated by the engineering community
in the corresponding models. The traditional design based
on linear models and decomposition of the whole system into
smaller hierarchical subsystems needs to be adjusted to non-
linear characteristics and subsystems interactions. Therefore
developing a comprehensive engineering model is a challeng-
ing and time-consuming task. The task is particularly difficult
when nonlinearity plays the dominant role, for example, in
the design and applications of NEMS1. Also, nonlinear mod-
els are rare in the engineering curriculum, which slows down
embedding nonlinearity in engineering design. In such a sit-
uation, the development of data-driven models using artificial
intelligence and machine learning techniques looks like an at-
tractive alternative. Significant resources pouring into devel-
oping autonomous vehicles is one of many striking examples.
An additional factor for advancing machine learning models
consists in searching for novel unconventional computational
paradigms. One of such paradigms is reservoir computing
(RC).
RC implements a random recursive network that mimics
neuronal cell cultures2. The key idea is that the network can
be implemented in various hardware as an analogue neural cir-
cuit. Examples3 of the RC implementation include electronic
circuits4–6, spin-torque nano oscillators7, photonic devices8,9
and NEMS10. Note that conventional computing is used in
the majority of RC research. The relative simplicity of as-
sociated computations can explain the popularity of RC. A
small set of output gain factors is adjusted using a computa-
tionally inexpensive and robust procedure. It was argued2 that
a high-dimension of the random network could approximate
any signal. The RC technique has demonstrated a remark-
able performance for various signals, including chaotic and
turbulent2,11,12. Typically, a task of time series prediction is
considered. This task has been extended to the surrogate mod-
elling, where RC replaces the model for generating the system
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output2,11–13. Recently, a more challenging task of generalis-
ing the machine learning models has been tackled14–16. Whilst
RC showed great promise, RC outcome often lacks critical as-
sessment.
Due to the complexity of chaotic systems, chaotic time se-
ries is often used to benchmark machine learning techniques.
The techniques are complicated; their implementation is the
main subject of consideration, and as a result, the properties
of chaos get less attention. Typically2,11–13, a chaotic time se-
ries is obtained by numerical solving the corresponding ordi-
nary differential equations. However, how well this numerical
time series represents a real chaotic system? This question
is central to applying machine learning methods to practical
problems but remains outside many considerations. More-
over, discussions of the chaotic systems’ complexity are often
reduced to the analysis of the system’s sensitivity to the initial
conditions. Such a reduction undermines the benchmarking
itself. Thus the question of what chaotic time series can rep-
resent the output of a real chaotic system remains open. An-
other related question is which properties of dynamical chaos
should the machine learning model represent. For example,
the RC model is a nonlinear and high-dimensional dynamical
system, so RC dynamics can be complex, and adjusting the
output gain factors provides a time series representation of
RC high-dimensional state space. Additionally, the RC model
has several parameters for tuning during the learning (train-
ing) process and initialisation. As a result, infinitely many
RC approximations represent the time series and the corre-
sponding dynamical system. Such an approximation can not
be an exact copy of the analysing system. Some properties are
preserved, but some are lost. Note that the comprehensive de-
scription of a given chaotic system is a challenge that requires
an extensive analysis of bifurcations that leads to chaotic be-
haviour. There are different types of chaotic attractors with
distinct manifestation. Widely considered Lorenz attractor is
a quiasi-hyperbolic one. The attractor is robust to parameters
uncertainties and external perturbations (noise). The structure
of Lorenz attractor is well-understood17. A typical chaotic
system is dramatically different, and there is no consensus on
what a chaotic attractor is. A notion of a quasi-attractor as
a combination of stable and unstable sets is widely applied.
The structure of the quasi-attractor undergoes an infinite num-
ber of bifurcations as the system’s parameters vary18,19. A
co-existence of several regular and chaotic sets are often ob-
served, and a typical chaotic system is structurally unstable.
The noise significantly changes the properties of the quasi-
attractor. The noise influence is particularly important for
practical consideration since noise is abundant in real systems.
Note that RC implementations also include noise. So typical
chaotic and RC systems are stochastic, and this should be tak-
ing into account.
This paper aims to consider some of the questions formu-
lated above. More specifically, first, an RC model is speci-
fied. Second, the RC predictability of chaotic time series is
critically revised using two chaotic systems. One system is
Lorenz model20. The second one is a generator with iner-
tial nonlinearity (GIN) of Anishchenko–Astakhov21,22. GIN
system is comprehensively described in Anishchenko’s book
“Complex Oscillations in Simple Systems”23. An approach
for generating chaotic time series for the predictability assess-
ment is suggested. The approach aims to overcome the pit-
falls of the numerical methods for solving ordinary differen-
tial equations by adding explicit stochastic components into
the system. Further, the surrogate modelling and the generali-
sation of a machine learning model are discussed for these two
systems. Finally, the results are summarised and discussed in
the conclusion section.
II. RESERVOIR COMPUTING
Among all possible implementations of RC, the echo
state network (ESN) of leaky integrator neurons is the most
popular11–15. A dynamical reservoir of neurons is described





where vector v = (v1,v2, . . . ,vn) describes the state of n neu-
rons with same decay constant τ , u = (u1,u2, . . . ,ul) is neu-
ron’s input, matrices Wi and W define input and internal
weights, respectively. An additional layer forms the recur-
rence in the network:
u̇ = Wouu+Wovv (2)
with matrices Wou and Wov defining output weights. In a con-
ventional computer, the differential equations (1) and (2) are
used in the form of the following discrete-time system (map):
vk+1 = (1−α)vk + tanh(Wiuk +Wvk) , (3)
uk+1 = Wo[ukvk]. (4)
This map is formally obtained by applying the explicit Eu-
ler method24 with the step size h. Parameter α ∈ (0,1] is the
leaking rate which links to the decay constant via the expres-
sion α = hτ . It is known
24 that the explicit Euler method is
conditionally stable, and the step size controls the stability.
Therefore, adjusting parameter α affects the neuron’s decay
rate and the stability of maps (3) and (4) simultaneously. It
means that the selection of the value of h is irrelevant in the
transition from continuous to discrete time. However, h plays
a crucial role in the opposite transition to an analogue realisa-
tion of the ESN.
Matrix Wi is random, having values within a particular
range for mapping input u into the linear range of the hyper-
bolic tangent. Similar mapping is applied to matrix W with
additional constraint on the spectral radius2, ρ(W) ≤ 1. Ad-
ditionally, it is recommended2 to use a sparse matrix W. The
learning process consists of determining matrix Wo via the
least-square regression for a given input time series s, used
for substitution u = s. The input time series is scaled. Dur-
ing learning, the leaking rate, α , and spectral radius, ρ(W),
are adjusting parameters for the network’s stability and longer
prediction. The successful application of RC requires expe-
rience and following some tips25. Several codes templates
are freely available, and the Matlab script from the website
https://mantas.info/ was used in this paper.
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III. ON THE PREDICTION OF CHAOTIC TIME SERIES
A. Lorenz and GIN systems
Lorenz and GIN systems are selected for analysis. Both are
three dimensional and well studied. The differential equations
for Lorenz system are
ẋ = p(y− x)
ẏ =−xz+ rx− y (5)
ż = xy− bz
where p, r and b are parameters. The following parameters
values are used: p = 10, r = 28 and b = 8/3. GIN system has
the following form:
ẋ = mx+ y− xz
ẏ =−x (6)
ż =−gz+ gI(x)x2
where m and g are parameters; m = 2.412 and g = 0.097.
Function I(x) is defined by the following expression:
I(x) =
{
1, x ≥ 0
0, x < 0
B. Pitfalls of numerical solving chaotic systems
In the majority of publications considering RC, chaotic
time series were obtained by numerical solving the corre-
sponding ordinary differential equations. Standard numerical
methods implemented in software packages or custom codes
were used. Typically, these methods are based on the Runge-
Kutta approach24. Solutions of systems (5) and (6) obtained
using three different Runge-Kutta methods with the same in-
tegration step size h = 0.02 are shown in Fig. 1. These time
series confirm that chaotic systems demonstrate sensitivity
to numerical methods. It is apparent that a given numerical
chaotic time series is an approximation of an unknown “true”
solution. The approximation’s properties depend significantly
on the applied numerical methods. More strictly, a numerical
solution of chaotic systems does not guarantee that the nu-
merical approximation is close to the true solution. Therefore
the analysis of a chaotic system must include an additional
consideration using bifurcations of simpler sets, for example,
equilibrium points, cycles and their manifolds26, or approxi-
mate analytical methods27,28.
The differences in the applied numerical schemes lead
to the mismatch between time series (Fig. 1). One of the
schemes is the explicit Euler method, which has a low-order
accuracy with the global error of O(h). Two other schemes
have the same fourth-order accuracy O(h4) but different coef-
ficients. One of them is the classical 4th order Runge-Kutta
scheme29, and another is known as the Ralston scheme aim-
ing to minimize the truncation error30. Runge-Kutta meth-
ods are based on Taylor series with the corresponding order
truncation. The truncation leads to an error at every integra-
tion step. This integration error depends on the system’s state












































FIG. 1. Numerical solutions obtained by Euler method (red dashed
line), the classical 4th order Runge-Kutta method (blue dotted line)
and Ralston method (green solid line) are shown for Lorenz system
(a) and GIN system (b, c and d). The step size, h = 0.02, was used
for all numerical methods.
(x,y,z). The round-off errors of computations also contribute
to the numerical error. As a result, numerical solving of a
deterministic system (ordinary differential equations) leads to
a stochastic map with multiplicative (state dependent) noise
with complicated properties. The numerical noise could lead
to different effects depending on the structure of a chaotic
set. In Fig. 1(a), parameters of Lorenz system are selected in
the range of a quasi-hyperbolic chaotic attractor with a well-
defined structure. The noise influence for such attractors is
expected to be minimal because of the shadowing properties
of a hyperbolic chaotic set31. In GIN system, identifying the
corresponding attracting chaotic set(s) is an open question. It
is known23 that this system has a quasi-attractor: a mixture
of different stable and unstable sets. So, the numerical noise
induces a diffusion between sets and, in this sense, this noise
is an embedded feature of the observed chaotic motion. Note
that GIN system is generic.
The Euler method has the lowest accuracy, and the result-
ing trajectories (red dashed lines in Fig. 1) significantly differ
from those obtained by high order schemes. The influence of
the numerical noise is strong in the Euler method. For Lorenz
system (Fig. 1(a)), trajectories obtained by 4th order meth-
ods are close to each other until a particular time moment
(t ≈ 11). Then the trajectories deviate abruptly. This devia-
tion happens in the region of splitting stable manifold of the
saddle point of system (1)17. It has been shown32,33 that this
region is responsible for large deviations from the chaotic at-
tractor. Fig. 1(a) shows that this region also amplifies the nu-
merical noise. A different picture is observed for GIN system
(Fig. 1(b-c)). Trajectories of 4th order schemes are close to
each other for long interval, and when the trajectories deviate
from each other, they still stay close. The difference between
trajectories oscillates and remains smaller than the range of
coordinates x (Fig. 1(c)) for a long time interval. The presence
of the state space regions with strong and weak dissipations in
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GIN system23 could explain the oscillations. Thus, in con-
trast to Lorenz system, the numerical noise does not dramat-
ically differentiate trajectories in GIN system. Nevertheless,
the presence of numerical errors is apparent.
C. Stochastic approach
The pitfalls of the numerical solutions described earlier
are vital for rigorous consideration of deterministic chaotic
systems. Real systems include stochastic components, and
their statistical properties are different from those of numeri-
cal noise. The pitfalls can be addressed by the explicit inclu-
sion of stochastic additive terms into differential equations. I
learnt this idea from Prof. Vadim Anishchenko a long time
ago, but this idea has not been explored. So, a model in the
form of stochastic differential equations (SDEs) is more re-
alistic. If the noise intensity is larger than the level of the
numerical noise, the latter becomes irrelevant. More impor-
tantly, the stochastic model stresses an approximate, random
character of a single numerical solution. Also, the SDE model
includes the step size value into consideration. Note that the
selection of h value is rarely discussed and often set arbitrary,
especially among the machine learning community. Addition-
ally, there is an opportunity to select the stochastic term in a
particular form for reflecting the properties of a given real sys-
tem. White Gaussian noise is a reasonable representation of
stochasticity in many situations.
The SDEs for Lorenz system are the following:
ẋ = p(y− x)+
√
Dxξx(t)
ẏ =−xz+ rx− y+
√
Dyξy(t) (7)
ż = xy− bz+
√
Dzξz(t)
and for GIN system, the SDEs are the following:









where Dx, Dy and Dz are intensities of white Gaussian noises
ξx(t), ξy(t) and ξz(t), respectively.
For particular initial conditions, a stochastic system shows
infinitely many realisations. Therefore, a statistical analysis
of an ensemble of system’s trajectories (time series) must be
applied. This analysis leads to the robust boundary for time
series predictability. Additionally, a comparison between a
deterministic system and its stochastic counterpart clarifies
the role of numerical noise for the given system. Note that
many numerical schemes can be extended to include stochas-
tic terms.
Deterministic trajectories shown in Fig. 1 were obtained
for the step size h = 0.02. For stochastic systems (7) and
(8) the step size should be smaller for eliminating the nu-
merical noise, so the selected step size is hs = 0.001. Noise
intensities should be larger than the magnitude of the nu-
merical noise, which for the classical 4th order Runge Kutta
scheme is O(h4). Therefore, the selected noise intensities are
FIG. 2. The application of the stochastic approach for characteris-
ing the predictability of Lorenz system (a) and GIN system (b, c and
d) is illustrated. Time-dependent mean xm(t), and range, xr(t), for
the trajectories ensemble are shown by solid and dashed blue lines,
respectively. The range, xr(t), is additionally highlighted by shad-
owed area. One of the ensemble trajectories is shown by red dotted
line. The step size for SDEs is h = 0.001 and noise intensities are
Dx = Dy = Dz = 10
−6.
Dx = Dy = Dz = 10
−6. Ensemble of 1000 trajectories started
with the same initial conditions as those in Fig. 1 was used for
the statistical description. The time evolution of the ensemble
is characterised by the mean value and range of coordinate x.
Note that in the RC prediction, a single coordinate (one state
variable) is typically considered. So, for both systems (7) and
(8), time-dependent mean, xm(t), and the range, xr(t), for the
trajectories ensemble are calculated for coordinate x(t). Fig-
ure 2 illustrates a time evolution of the ensemble. Similar
to the numerical noise in Fig. 1, the stochastic perturbations
lead to an abrupt deviation of trajectories in Lorenz system
(Fig, 2(a)) and oscillatory trajectories’ difference in GIN sys-
tem (Fig. 2(b-c)). However, the stochastic approach provides
a quantitative description. The approach gives a robust esti-
mation of the trajectories’ predictability for given initial con-
ditions.
D. Predictability of chaotic time series
In this section, the prediction horizons defined by the nu-
merical noise in systems (5) and (6) and by white noise in
systems (7) and (8) are compared. Two trajectories started for
the same initial conditions but estimated using the classical
Runge-Kutta and Ralston schemes are considered for systems
(5) and (6). The time-dependent absolute error, d(t), for coor-
dinate, x, is calculated: d(t) = |xRK(t)− xR(t)|; subscripts RK
and R correspond to the classical Runge-Kutta and Ralston
schemes, respectively. The size, dr(t), of the range, xr(t), of
trajectories ensemble is used for SDEs (7) and (8). The results
are summarised in Fig. 3.
For Lorenz system, both indicators d(t) and dr(t) (Fig.3(a))
Stochastic approach for assessing the chaotic predictability 5
























FIG. 3. The predictions errors d(t) (orange dotted line) and dr(t)
(blue solid line) are shown for Lorenz (a) and GIN (b) systems. The
ordinate axis is shown in the logarithmic scale. Exponential scaling
of both errors is illustrated with a fitting line.
show an initial exponential growth followed by a sharp in-
crease at some time moments. After the increase, both indi-
cators tend to a saturation value comparable with the range of
coordinate x. Time moments, τ , corresponding to the sharp
increase of the indicators, are the prediction horizons. The
value of τ was calculated using the conditions: d(τ) > 0.1xm
and dr(τ) > 0.1xm; here xm is the maximal value of coor-
dinate x(t). For selected initial conditions, the horizon de-
fined by the numerical noise is τn ≈ 11, and the horizon ob-
tained using the stochastic framework is longer, τs f ≈ 14.
Both indicators undergo a sharp increase when trajectories ap-
proached a region of splitting of stable manifold sheets. Note
that the manifold structure is comprehensively described by
Jackson17. The exponential growth interval can be used for
estimating the largest Lyapunov exponent, λ . Indicator d(t)
gives value λ ≈ 0.744, and the stochastic approach leads to
value λ ≈ 0.953. The latter is close to the largest Lyapunov
exponent, which is around 0.9.
The time evolution of indicators d(t) and dr(t) for GIN
system is shown in Fig. 3(b). An initial exponential growth
leads to a saturation level around which both indicators oscil-
late. The stochastic approach shows that trajectories do not
spread over the whole chaotic attractor for a long period of
time. There is an alternating pattern of spreading and con-
tracting of trajectories. This pattern reflects the state space
structure in GIN system having regions with instability and
strong dissipation23. The prediction horizon, τ , is defined
by the same conditions as for Lorenz system. The prediction
horizons for the numerical and stochastic noises are τn ≈ 600
and τs f ≈ 300, respectively. However, the prediction error
defined by d(t) or dr(t) remains finite, and trajectories are
close to each other for significantly longer than τn and τs f
time intervals. For the stochastic ensemble, if the prediction
horizon is defined as a time moment, τm, when the minimal
range min[dr(t)] > 0.1xm for t ≥ τm, then τm ≈ 3000. Note
that the initial exponential growth of d(t) or dr(t) gives close
estimations of the largest Lyapunov exponents: λ = 0.031
and λ = 0.030 for the stochastic and numerical noise, respec-
tively. The largest Lyapunov exponent for system (6) is ap-
proximately 0.027. The results shown in Fig. 2 and Fig. 3,
confirm that the stochastic approach provides a robust estima-
tion of the prediction horizon for both systems.
The predictability of chaotic dynamics using an RC model
was reported in many publications2,11–16. For example, Jaeger


















































FIG. 4. The ESN trajectory (blue dotted line) is shown alongside a
reference trajectory (red solid line) for Lorenz (a) and GIN (c) sys-
tems. In figures (b) and (d), the prediction error dRC(t) is shown for
Lorenz and GIN systems, respectively. In these figures, the ordinate
axis is shown in the logarithmic scale, and a straight fitting line is
shown for checking the exponential scaling of the error.
et al2 reported a very long prediction horizon τ = 600 for
Lorenz system. Note that the same values of Lorenz sys-
tem’s parameters but different initial conditions are used in
this work. The Jaeger et al2 considered a single trajectory ob-
tained by 5th order Runge-Kutta scheme without any stochas-
tic perturbations. Their RC model has been extensively opti-
mised. In general, the development and implementation of
an RC model involve a try and error approach2,25. A pre-
dicted trajectory, xRC(t), for Lorenz system using ESN (3-4)
is shown by dots in Fig. 4(a). A reference trajectory used
for the training and prediction is the same as that obtained by
the classical 4th order Runge-Kutta scheme (blue dotted line
in Fig. 1(a)). The prediction horizon is τ ≈ 5 which is less
than that for trajectories in Fig. 1(a) and Fig.2(a). The applied
ESN consists of 500 units. The trajectory of prediction error
dRC(t) = |x(t)− xRC(t)| (Fig. 4(b)) includes an initial expo-
nential growth with the factor 0.8. This value is close to the
largest Lyapunov exponent. The error dRC(t) reaches the size
of the attractor after the prediction horizon. It means that the
prediction after this interval is not possible. The application
of a similar ESN for GIN system is presented in Fig. 4(c) and
(d). After τ ≈ 171, the prediction error dRC(t) reaches a satu-
ration level. However, similarly to the numerical and stochas-
tic noise cases, the error dRC(t) remains finite and oscillates
along the reference trajectory. The prediction horizon and dy-
namics of the error dRC(t) are close to those for the stochastic
approach. Note that the initial growth interval in dRC(t) is dif-
ferent from a single exponent.
The results shown in Fig. 4 were obtained for a single tra-
jectory that includes a numerical noise. For eliminating this
noise and making trajectory more realistic, the stochastic ap-
proach is extended for the RC model. The ESN prediction
was tested using an ensemble of stochastic trajectories started
with the same initial conditions as those in Fig. 4. The proba-
Stochastic approach for assessing the chaotic predictability 6















FIG. 5. The probability density, p(τ) of the RC prediction horizon
for ensemble of stochastic trajectories of Lorenz (a) and GIN (b)
systems. A vertical red dashed line corresponds to the prediction
horizon obtained for deterministic trajectories shown in Figs. 4(a)
and (c). An ensemble of 1000 stochastic trajectories started with the
same initial conditions was used.
bility densities of the prediction horizon τ for both systems are
shown in Fig. 5. The stochastic perturbations lead to spread-
ing τ in a wide range. On average, the horizon reduced for
stochastic trajectories in comparison with the noise-free case
(dashed vertical lines in Fig. 5(a, b)), but some trajectories
show a more extended prediction. Note that the maximal τ is
less than the horizon obtained by the stochastic approach for
both systems. This result is consistent with the fact that the
stochastic approach provides an upper boundary on the max-
imal prediction horizon. Figure 5 confirms the importance of
the inclusion of the stochastic perturbations into the prediction
estimation.
IV. SURROGATE MODELLING USING AN RC MODEL
In recent publications14–16, an RC model was applied for
surrogate modelling, which is widely used in engineering for
replacing computationally expensive simulations34. The ap-
plicability of such modelling depends on how well a ma-
chine learning model generalises the knowledge extracted
from data. Additionally, there is an implicit assumption that
the system has a unique, robust state. Typically, surrogate
modelling used for spatial systems with an equilibrium state.
Therefore, the application of surrogate modelling to a chaotic
system leads to new challenges. The main question is what
the necessary criteria for a robust surrogate model are. For ex-
ample, Kobayshi et al16 showed that an RC model of Lorenz
system preserves many properties of chaotic attractors. A pos-
sibility for predicting some bifurcations by an RC model was
illustrated in work of Kong et al15.
In this paper, parameters of Lorenz system are selected in
the region of Lorenz attractor existence. The attractor is one
attracting state in the state space, and its structure is robust
to small parameters’ variations and stochastic perturbations.
Therefore, Lorenz attractor is a good candidate for surrogate
modelling. The ESN was developed using a single time series
of coordinate x(t) of (5). Several unique features of Lorenz at-
tractor can be derived based on time trace x(t). For example,
x(t) can be converted to a sequence xi of extrema |x(t)|. One
part x
p
i of this sequence corresponds to positive and another
part xni to negative values of x(t). When trajectory x(t) change
FIG. 6. The features of Lorenz attractor are obtained using time se-
ries of Lorenz system (a, b) and the ESN (c, d). The dependences of
rotation number, m, on the value of the first extrema x
p f
i are shown in
figures (a) and (c). Red dashed and green dash-dotted vertical lines
mark left and right boundaries of intervals, respectively. The rela-
tionship between values of xnli and x
p f
i are shown in figures (b) and
(d).
the sign, it makes several rotations, m, (see Fig. 1(a)) for an ex-
ample). Lorenz attractor structure defines a step-wise depen-
dence (Fig. 6(a)) of rotations number, m, on values of first ex-
trema, x
p f
i , (or x
n f
i ) observed after trajectory, x(t), changes the
sign. There are non-overlapping regions of x
p f
i for each value
of m. It means that the number of rotations, m, and, therefore,
the dynamics can be predicted using the knowledge of the at-
tractor structure. The boundary between regions is formed by
the stable manifolds of the saddle point17. Another feature is
nearly 1-dimensional monotonous dependence (Fig. 6(b)) be-




i , where the latter is the last extrema
before trajectory changes the sign from negative to positive.
Both features confirm that a trajectory of Lorenz attractor can
be predicted using a simple time series analysis. The appli-
cation of the same analysis to the ESN trained time series of
x(t) (Fig. 4(a)) is illustrated in Figs. 6 (c) and (d). It is ap-
parent that the structure of Lorenz attractor is not completely
preserved in the ESN. Thus, the dynamics of the RC model
is distinct. Therefore, an RC model for surrogate modelling
should be applied with extreme caution. Note that differences
between Lorenz system and a trained ESN were observed in
the study of synchronisation of the ESN driven by Lorenz
system14. Weng et al14 showed that the synchronisation is
observed even for a parameter mismatch. However, the anal-
ysis of saddle cycles of chaotic attractor in coupled Lorenz
systems35 led to the conclusion that the complete synchroni-
sation is not observed if systems parameters are different.
The assessment of the surrogate modelling for GIN system
is more problematic. The key feature of systems with the
quasi-attractor is multistability. That is, different attractors
can be observed by varying initial conditions. For selected
parameters values, the system has three different attractors:
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FIG. 7. The attractors of GIN system are shown on the state plane
x-y. Two chaotic attractor are shown by blue and orange solid lines.
The cycle of period 6 is shown by black dashed line. Low amplitude
chaotic attractor (blue solid line) is used for developing an RC model.
two chaotic attractors and one cycle of period 6 (Fig. 7). The
ESN network was trained using a trajectory of one chaotic at-
tractor only. The RC model was not able to reproduce other
attractors and showed instability if the initial conditions are
changed. Note that the noise intensities used in the stochastic
approach were small, and the stochastic perturbations did not
induce transitions between the attractors.
V. CONCLUSION
The results stress the importance of selecting an appropriate
framework for considering the predictability of chaotic time
series. A numerical solution of ordinary differential equa-
tions includes an embedded complicated multiplicative noise
that depends on a particular numerical scheme. A high-order
scheme reduces the numerical error but does not eliminate it.
Low-order schemes such as the Euler method have a larger
error which significantly affects the dynamics. Note that re-
ducing the step size in the Euler method for achieving a com-
parable accuracy with high-order schemes, for example, the
classical 4th order Runge-Kutta scheme, is often computa-
tional prohibitive because of the power-law dependence of the
error on the step size. As a result, a numerical time series
represents both the system and a numerical scheme. For ad-
dressing this issue, a stochastic approach with explicit additive
noise has been suggested. The approach effectively switches
the consideration to SDEs. In the approach, the intensities
of the stochastic perturbations are selected to be comparable
with the numerical noise. The latter is linked to the step size
of a numerical scheme. Also, the stochastic approach requires
a statistical consideration using an ensemble of stochastic tra-
jectories. In such a case, the predictability of a chaotic system
started with particular initial conditions is characterised by the
ensemble’s time evolution. The range of ensemble trajecto-
ries gives the predictability horizon, which provides an upper
boundary on a meaningful prediction interval. Real systems
are stochastic, and the approach includes this property explic-
itly. The presented results show a distinct predictability pat-
tern in Lorenz and GIN systems. A small error induced by
either numerical or stochastic noise reaches the attractor size
in Lorenz system. However, in GIN system, the error remains
finite for a very long time interval. These patterns reflect the
structure of these systems’ state spaces.
An RC model in the form of ESN (3) shows similar pre-
dictability patterns as those given by the stochastic approach.
In the presence of stochastic perturbations, the ESN prediction
horizon is varied in a wide range for both systems (Fig. 5). So,
ESN training shows a sensitivity to the noise presence. If a so-
lution of a deterministic system is used for ESN training, then
the RC model reflects the noise of a numerical scheme. It
means that ESN’s prediction horizon depends on the numeri-
cal scheme used. Note that real chaotic systems are inherently
stochastic. For example, GIN system describes an electronic
circuit with different noise sources from circuit’s components.
Therefore, SDEs and the corresponding statistical description
should be used for developing and testing a predictive model.
A brief assessment of the generalisation and possibility of
surrogate modelling using RC highlighted significant RC’s
misrepresentation of the system state space. This observation
is not a surprise since a relatively short time series was used on
the training stage. The size of training data is small to avoid
overtraining of the ESN. Different techniques are required for
developing an RC model for surrogate modelling. Also, there
is no good understanding of ESN properties and the influence
of the network’s parameters. The selection of suitable train-
ing parameters is a time-consuming process, which does not
guarantee an optimal choice. Since an RC model represents
an analogue computer, the fluctuations should be included in
the model.
In the paper, fluctuations acting on chaotic systems are
small, i.e. of the order of numerical noise. Real systems, how-
ever, are characterised by a considerably higher level of noise.
In this case, the noise influence can be strong and can dramat-
ically change the properties of chaotic systems. Developing
an RC model for chaotic systems with significant noise could
be a challenge since a critical question of what is chaos in the
presence of noise remains outstanding. Therefore, the answer
to this question and the characterisation of the RC predictabil-
ity and interpretation of RC modelling of chaotic systems with
strong noise require further research.
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