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We consider the linear homogeneous differential equation x’(t) = A(t)%(t). 
Conditions are given on the entries of A(t) under which the equation is re- 
ducible. It is shown that if A(t) is almost periodic the reduction is via an 
almost periodic change of variables. The result on reducibility is used to 
give new conditions on A(t) under which the equation admits an exponential 
dichotomy and to prove a result on the reducibility of almost periodic per- 
turbations of constant coefficient systems. 
I. INTRODUCTION 
We consider the homogeneous linear differential equation 
x’(t) = A(t) x(t) --co<t<co (1) 
where A is an n x n matrix function whose entries are continuous complex 
functions of t and x is a complex n-vector. Following Coppel [2] we say that 
Eq. (1) is KinenzaticaZZy similar to another equation 
y’(t) = w YW (4 
of the same form if there exists a continuously differentiable invertible matrix 
function S(t) satisfying the equation 
S’(t) = A(t) S(t) - S(t) B(t) 
which is bounded, together with its inverse, on the real line. Note that the 
change of variables x(t) = S(t) y(t) then transforms (1) into (2) so (1) and (2) 
will have the same stability and boundedness properties. 
We will say that Eq. (1) is reducible if (1) is kinematically similar to (2) 
where B(t) has the block form 
B(t) = p & . 1 (3) 
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In Section 2 we give conditions on the entries of A(t) under which Eq. (I) 
is reducible. This is our main result and the remainder of the article concerns 
its applications. 
In Section 3 we give new conditions under which Eq. (1) admits an expo- 
nential dichotomy and indicate the relationship between our conditions and 
those given by Coppel, Lazer, Sandberg, and Sacker and Sell. 
In Section 4 we show that when A(t) in (1) is (Bohr) almost periodic the 
reduction of Section 2 may be achieved via an almost periodic change of 
variables. This verifies a conjecture of Coppel in the particular setting of 
Section 2. 
In Section 5 we show that if A(t) in (1) has the form A(t) = C + D(t) with 
D(t) almost periodic and with no eigenvalues of C having common real parts 
then for [I D II sufficiently small Eq. (1) is reducible to the form (2) with B(t) 
diagonal and almost periodic. 
2. BLOCK DIAGONAL DOMINANCE 
Throughout the article we shall use the norm defined for x = col(x, , . .., x,) 
by 
II x II = EfFn I xi I . 
\\ 
For the r x p matrix B = (ZQ) we define 
For the case r = p = n we note that this is the norm induced by our choice 
of vector norms. We will here extend the use of this norm to the case r # p. 
The following definition is central to our analysis. 
DEFINITION. Let A be an 12 x n matrix written in the block form 
where Pis K x K. Let m = max{ll Q 11 , I/ R I[}. We say that A is block diagonuZZy 
dominant with parameter S if for some S > 0 both the following hold: 
RePa+ IPijI+m<-S<O for each i = l,..., k 
j=l 
j#i 
a-k 
Resii- C I~~~I-vz>S>O 
j=l 
j#i 
for each i = K + l,..., n. 
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Note that in the case n = 2 the concept of block diagonal dominance is 
equivalent to A being simultaneously row and column diagonally dominant. 
In any case the condition of block diagonal dominance is stronger than that 
of row domiance as studied by Lazer in [7]. We discuss this relationship 
further in Section 3. 
Our main result is the following. 
THEOREM 1. Let M and 6 be positive constants so that for each t E (- co, CO) 
A(t) in (1) is block diagonah’y dominant with parameter 6 and m(t) < M. Then 
Eq. (1) is reducible to an equation whose coe#Gnt matrix has the form (3) with 
both 
Refdt) + i I fdt)l G --6 < 0 for each i = I,..., k 
i=l 
17% 
and 
n-k 
Read4 - C I g&)1 3 6 > o 
j=l 
+i 
for each i = k + I,..., n 
holding for all t E (- 00, a~). Moreover the matrix S(t) via which Eq. (1) is 
reduced to the above form can be written as S(t) = U(t) V(t) where U(t) and 
V(t) have the forms 
uw = r,;;, Ip_, I ’ V(t) = [; y;] . 
The technique of proof will be to show first that Eq. (1) is kinematically 
similar to an equation whose coefficient matrix has the form 
and then to show that this resulting equation is reducible. 
The following lemma is used in the proof of Theorem 1. 
LEMMA 1. Let C(t) be an n x n matrix function whose entries are con- 
tinuous complex functions of t E (-co, co) and let p(t) be a continuous real 
function satisfying p(t) > 0, t E (--co, OZ). Let X(t) denote the unique n x n 
matrix function for which X’(t) = C(t) X(t), t E (--CO, 00) and X(0) = 1: 
Then 
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for each i = I,..., n and all t t (- XI, CO) then 
11 X(t)X-l(s)11 < exp - I” p(a)du for all s < t. 
s 
(ii) If 
for each i = l,..., n and all t E (-CO, CO) then 
[I X(t) X-l(s)11 < exp - i’p(cr) do for aZZ t < s. 
Proof of Lemma 1. We follow Coppel [3] and define 
which is the right hand derivative at h = 0 of the function 
h - II I+ hC(t)li .
Then from [3, Theorem 3, Chap. III] we have that any solution x of the 
equation 
x’(t) = C(t) x(t) -co<t<cc (4) 
satisfies 
II 44ll exp - St d-CC41 da G I! Wll s 
< II W exp St PIT( da, s (5) 
--oo<s<t<co. 
For our choice of vector norms we have (see [3]) that 
(6) 
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Note that for any vector 7 # 0, X(t) X-l(s) 7 = y(t) is a solution of (4) so 
that y(s) = 7. From (5) we therefore have that 
so 
II x(t) -Vs)ll < exp s” d!Wl do, s < t. s 
Statement (i) now follows from (6), (7), and our hypotheses. 
Under the hypotheses of (ii) we have that 
(7) 
Using the above inequality, the left side of (5), and y(s) = X(s) X-l(t) 71 we 
get that 
so 
II X(4 X-V) rl II exp /t~(4 do G II rl II p set s 
II X(s) x-l(t)11 < exp - jtp(u) da, s < t. 
s 
Replacing s by t and t by s gives (ii). 
Proof of Theorem 1. Let A(t) in Eq. (1) be written as 
Q.E.D. 
P(t) Q(t) 
-‘w = [R(t) S(t) 1 
where P(t) is k x k. For any bounded differentiable (n - k) x R matrix 
function W(t) we define the matrix function U(t) by 
Vt) = L$t) Ip_, 1 *
Then 
U-l(t) ?zz Ik 
[ 
O ] 
--Iv(t) Inn-* 
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so U(t) is differentiable and bounded, together with its inverse, on the whole 
real line. The change of variables x(t) = U(t)y(t) now transforms Eq. (1) 
into 
Let 
y’(t) = U-l(t) [A(t) U(t) - U’(t)] y(t). (8) 
and 
B(t) = v(t) [A(t) u(t) - U’(t)] (9) 
L(t) = -W(t) P(t) - W(t)Q(t) W(t) + R(t) + S(t) W(t) - W(t). (10) 
Then from (8)-(10) we have that y(t) satisfies 
y’(t) = w r(t) 
where 
Q(t) 
s(t) - Vt)Q(t) 1 ’ 
Hence if we are to transform Eq. (I) into an equation whose coefficient 
matrix has the form given by B,(t) we must solve the matrix equation 
w,(t) = S(t) W(t) - W(t) S(t) - W(t)Q(t) W(t) + R(t) (11) 
for a solution W(t) bounded on (-co, co). 
Denote by Xl(t) the fundamental matrix solution of the equation 
x’(t) = P(t) x(t) 
for which X,(O) = I and denote by Yr(t) the fundamental matrix solution 
of the equation 
x’(t) == S(t) x(t) 
for which Ii(O) = I. From Lemma 1 and our hypotheses it follows that 
II x,(s) X;l(t)ll < exp - I’ (8 + m(u)) do, t<s (‘2) 
and 
jl Yl(t) Y;‘(s)li < exp - i,’ (6 $ m(u)) da, t < s. (13) 
We next define the closed set .%? by 
.% = {(n - k) x k matrix functions Z(t) ( the entries of Z(t) are continuous 
andliZ 5; 1,alltj 
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where 
II z II = s;p{ll Z(W 
Consider the continuous linear transformation T defined on L% by 
for each WE L?Z. From (12) and (13) we have that 
II Tw(Gll G lrn [exp - l (6 + 44) do] [II %)I1 + II WdQ(4 W)lIl 
- [exp - I,’ (8 + m(u)) du] ds. 
Since II R(s)11 < m(s), II Q(s)11 < m(s), and II W(s)11 < 1 we have from the above 
inequality that 
II Tw(t)ll < km [exp - 2 is (8 + m(u)) du] 2m(s) ds 
< Irn [exp - 2 I’ (6 + m(o)) du] - 2(m(s) + 6) ds 
-[up--j 
t 
t ‘2(S + m(u)) da]: = 1. 
Thus T maps .9 into g. We next show that T is a contraction on a. 
For WI , W, in .B we have that 
II TW&) - TW&)Il 
G I m II Ydt> Y,-l(4ll . Il(KQW, - w,QW,> (~111 * II X,(s) x;%)ll ds. t 
(14) 
Since 
II(w,QW, - w,QWJ (@II = NW, - w,> QK + w,Q(W, - w,)) (01 
G m(s) II w, - WI II 
it follows from (12)-(14) that 
II TW&) - TWl(411 < II W2 - Wl II im [exp - 2 s,’ (6 + 44) du] 44 ds. 
(15) 
240 DENNIS Il. KEHI‘XY 
Now since m(s) is bounded (by hypothesis) there exists a number ^J in (0, I ) 
so that 
m(s) < rSi(l - Y). s E (---x, cc). 
Thus 
244 < y(244 i- 26) 
with which (I 5) becomes 
I! TW2(4 - TWl@)ll 
5.: y 11 W, - WI 11 lrn [exp - 2 1‘ (8 + m(u)) do] (2~4s) + 2s) ds 
=-= y // w, - w, [I . 
Thus the mapping T: 9J + S? is a contraction. By the Contraction Mapping 
Principle the mapping T has a unique fixed point which we denote by W, . 
Next note that for any WE B 
T&(t) = R(t) - W(t)Q(t) W(t) 
- s m YI’(~) Yi%) VW - W(s) (2(s) W(s)1 X,(s) x?(t) ds t
i m - Ydt) Y,-(s) VW - W(s) Q(s) W(s)1 X,(s) [Xi-lb)I’ ds t 
= R(t) - W(t)Q(t) W(t) + s(t) [TW(t)l - P”=(t)] p(t). 
From the above calculation it follows that the fixed point W, for the mapping 
T satisfies the differential equation (II). 
To summarize we have established the existence of a continuously differen- 
tiable (n - K) x k matrix function W&t) so that for 
W) = rw& In:, 1
we have that U(t) is a continuously differentiable matrix function bounded 
together with its inverse on the whole real line. Thus under the change of 
variables x(t) = U(t) y(t) Eq. (1) is kinematically similar to an equation of 
the form 
where 
Y’W = w r(t) (16) 
B(t) = [-) + $“’ Wo(t) s(t) -$$;(t)e(t)] . (17) 
This completes the first step of the reduction. 
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Toward executing the second part of the reduction note that if H(t) is a 
K x (n - k) continuously differentiable matrix function bounded on the real 
line then for the matrix function 
we have 
V-l(t) = [ 
I, --H(t) o 
L-k 1 
so V(t) is invertible and has the same differentiability and boundedness 
properties as H(t). We therefore use the change of variables r(t) = V(t) z(t) 
in (16) which gives 
z’(t) = C(t) z(t) (18) 
where 
C(t) = V-l(t) [B(t) V(t) - V’(t)]. (1% 
If we define matrix functions F(t) and G(t) by 
we can write C(t) in (18) from (17) and (19) as 
F(t) 
C(t) = [ 
F(t) H(t) + Q(t) - H’(t) - H(t) G(t) 
0 G(t) 1 . (22) 
If we are to succeed in completing the reduction equation (18) must have 
the form (3) which implies from (22) that we must find a bounded solution of 
the equation 
II’(t) = F(t) II(t) - II(t) G(t) + Q(t). (23) 
Now write F(t) = (fij(t)), Q(t) We(t) = &(t)). Then from (20) and our 
hypotheses of block diagonal dominance we have that 
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Since Re qii(t) < / qii(t)i we have from the above that 
since /I w,(t)li < 1. 
From the above inequality and our hypothesis of block diagonal dominance 
it now follows that 
Rehdt) + i Ihdt)l < --6 < 0 
j=l 
j#i 
for i = I,..., K (24) 
and all t E (-co, co). If we denote by X8(t) the fundamental matrix solution 
of the equation 
x’(t) = F(t) x(t) 
for which Xa(0) = I we have from (24) and Lemma 1 that 
II X2(t) -C(s)ll < exp -s(t - s> for all s < t. (25) 
After exactly the same fashion as above the reader can verify using (21) 
and the hypothesis of block diagonal dominance that 
n-k 
Regdt> - c I gdt)l > 6 > 0 
j=l 
j#i 
for i = I,..., n - K (26) 
and all t E (-co, co). Denoting by Y2(t) the fundamental matrix solution of 
the equation 
x’(t) = G(t) x(t) 
for which Y,(O) = I we get from (26) and Lemma 1 that 
11 Y2(s) Y;‘(t)i, < exp -S(t ~ s) for all s 3% f. (27) 
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We now define the K x (n - K) matrix function H,,(t) by 
(28) 
Then H,,‘(t) = Q(t) + F(t) H,(t) - H,,(t) G(t) so H,, satisfies Eq. (23) and is 
continuously differentiable. Since m(t) < M, t E (--03, CO) we have from (29, 
(27), and (28) that 
II %Wll G II Q II j-:, exp -2S(t - s) ds < M/26 < CO 
so H,, is a bounded solution of (23). We have therefore shown that for 
Eq. (16) is kinematically similar to Eq. (18) via the change of variables y(t) = 
V(t) z(t) and that the coefficient matrix C(t) in (18) has the form (3). 
In summary we have shown for S(t) = U(t) V(t) that S(t) is a continuously 
differentiable invertible matrix function bounded together with its inverse on 
(-co, co) and such that via the change of variables x(t) = S(t) z(t) Eq. (1) 
is reducible to Eq. (18) where C(t) in (18) is given by 
Statements (24) and (26) establish the inequalities in the statement of the 
theorem. Q.E.D. 
3. BLOCK DOMINANCE AND DICHOTOMIES 
Our purpose here is to use Theorem 1 to give new conditions on the coef- 
ficient matrices under which system (1) will admit an exponential dichotomy. 
Let X(t) denote the fundamental matrix solution of Eq. (I) for which 
X(0) = I. The following definition is standard and appears in [2, 3, 5, 81. 
DEFINITION. Equation (1) is said to admit an exponential dichotomy if there 
exist supplementary projections Pr and Pz and real numbers Kr , K, in [ 1, co) 
and 01~ , 01~ in (0, co) so that both the following hold: 
(9 II X(t) PIX-Wl d & exp -4 - 4 for all s < t 
(ii) /) X(t) P,X-l(s)// \( K, exp a,(t - s) for all t < s. 
Our discussion here involves a result of Lazer [7] (which also appears in 
[5]) which we restate here in equivalent form. 
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THEOREM 2 (Lazer). Let V denote the solution space of Eq. (1). Let 6 be a 
positive real number so that both the following hold for all t E (- co, co): 
(i) Re aii(t) + f / aij(t)i < -8 < 0 for alli = I,..., k 
j=l 
jiti 
(ii) Re adi - 2 1 aii(t)j > 6 > 0 foralli = k + l,...,n. 
j=l 
&i 
Then V can be written as V = V, @ V, where 
(9 II W < II 4s)ll exp -s(t - 4 whenever s<t 
holds for every x E V, , 
(4 II Wll 2 II 4s)ll exp a(t - 4 whenever s<t 
holds for every x E V, , and 
(iii) dim V, = k; dim V, = n - k. 
If we refer to the conclusions of Theorem 2 by saying that system (1) 
admits a comparative exponential dichotomy we can paraphrase Lazer’s result 
as row dominance implies comparative exponential dichotomy. The appeal of this 
result lies in the simple geometric nature of the hypotheses and the notable 
lack of a boundedness assumption. However the conclusions of Theorem 2 
are not sufficient to imply an exponential dichotomy as defined in this 
section. In [I] this author has given an example of a two-dimensional system 
of the form (1) which admits a comparative exponential dichotomy but not an 
exponential dichotomy. It was shown, however, that the two types of dicho- 
tomies are equivalent when A(t) in (1) is bounded. 
The work of Sacker and Sell [8] and that of Coppel [2] give sufficient 
conditions for system (1) to admit an exponential dichotomy but both 
require the boundedness of A(t). 
Along slightly different lines Sanberg [9] showed that if A(t) is column 
dominant (replace row sums with column sums in Theorem 2) and if the 
real parts of all diagonal entries are negative all vector solutions decay 
exponentially. Fink [6] showed that this condition implied the existence of an 
exponential dichotomy with P1 = I, Pz = 0, i.e., without imposing a bound- 
edness hypothesis one gets the Fink-Sanberg result that row dominance all 
of one sign implies exponential dichotomy. 
The following result gives conditions under which system (1) admits an 
exponential dichotomy. It requires neither the boundedness of A(t) nor 
condition that the diagonal entries be of one sign. 
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THEOREM 3. Let A(t) in (1) be block diagonally dominant with parameter 6 
and let m(t) be bounded. Then the d@rential Eq. (1) admits an exponential 
dichotomy (with constants c+ = o~z = 6). 
The proof depends upon a result of Coppel which we restate from [2]. 
LEMMA 2. If a homogeneous linear d$ferential equation admits an expo- 
nential dichotomy then any equation kinematically similar to it admits an expo- 
nential dichotomy (with the same projections and constants 01~ and eta). 
Proof of Theorem 3. Let F(t) and G(t) be as in (20) and (21) in Section 2. 
Let X(t) be the fundamental matrix solution of the equation 
x’(t) = F(t) x(t) 
for which X(0) = Ik and let Y(t) be the fundamental matrix solution for the 
equation 
r’(t) = WY(t) 
for which Y(0) = In-I, . Let the matrix function Z(t) and the projections P1 
and Pz be defined by 
p=I”’ [ 1 1 0 0 3 
Then P1 and Pz are supplementary and 2 satisfies 
-w) = [y Gyt)] z(t), Z(0) = I,. 
Since 2 commutes with P1 and Pz we have from (25) and (27) of Section 2 that 
II z(t) PJ-Ys)ll = II X(t) PJ-Ys)ll < exp -V - 4, s<t 
and 
II .W PP(s)ll = II y(t) P2Vs)ll d exp V - 4, t < s. 
Thus the solution space of the equation 
Z(t) = [y Gyt) 1 Z(t) 
admits an exponential dichotomy with 01~ = aa = 6. The theorem now 
follows from Theorem 1 and Lemma 2. Q.E.D. 
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4. AN ALMOST PERIODIC CHANCE OF VARIABLES 
In [2] Coppel has conjectured that “if A(t) in (1) is almost periodic and if 
Eq. (1) admits an exponential dichotomy then Eq. (1) is kinematically similar 
via an almost periodic change of variables to an equation (2) whose coefficient 
matrix B(t) is almost periodic and commutes with P.” The purpose of this 
section is to verify Coppel’s conjecture in the case of block diagonal domi- 
nance. Since block diagonally dominant systems admit exponential dicho- 
tomies when m(t) is bounded (Theorem 1) the following is the equivalent of 
Coppel’s conjecture for block diagonally dominant systems. 
THEOREM 4. If A(t) in (1) is almost periodic and block diagonally dominant 
with parameter 6 then Eq. (1) is reducible via an almost periodic change of 
variables to an equation whose coefficient matrix is almost periodic and has the 
form (3). 
Proof. As in the proof of Theorem 1 we write A(t) in the block form 
W) Q(t) A(t) = [R(t) S(t) I 
where P(t) is k x k. Let X1 and Yr be fundamental matrices defined as 
before by 
-G’(t) = P(t) X1(t), X,(O) = I 
and 
Yl’@> = S(t) Y&>, Y,(O) = I. 
Note for Z(t) = Y-l(t) that 
Z’(t) = -Z(t) S(t). (2% 
Under our present hypotheses (12) and (13) of Section 2 hold. From these and 
(29) we have 
II Xl(t) K’(s)ll < exp -s(t - s), s,<t (30) 
II Z-l(s) .W)ll < exp -80 - s), s < t. (31) 
Now let (sn} be any sequence of real numbers for which {P(t + s,J} and 
{S(t + s,)} converge uniformly on the whole real line. Let S* and P* be 
defined by S*(t) = lim,,, S(t + s,J, P*(t) = lim,,, P(t + s,J, and let the 
fundamental matrix functions X* and Z* be defined as before by 
x*‘(t) = s*(t) x*(t), x*(o) = I 
and 
z*‘(t) = -z*(t) P*(t), z*(o) = I. 
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Since the hypotheses of Theorem 4 carry over to any matrix function in the 
hull of A(t) (see [5, Sect. 1.31) we have from (30) and (31) that 
11 X*(t) X*-I(s < exp -8(t - s), s<t (32) 
and 
jj 2*-l(s) Z*(t)11 < exp -8(t - s), s < t. (33) 
Now consider the differential equation 
w,(t) = s*(t) W(t) - W(t) P*(t). 
The solution of (34) can be explicitly written as 
(34) 
W(t) = X*(t) W(0) z*(t) (35) 
which is verified by direct differentiation. Using (32), (33) and (35) we have 
that 
II W)ll = II x*(t) WT z*w 
= 1) x*(t) x*-l(s) W(s) z*-l(s) z*(t)11 
d 2 II Ws)ll exp -W - 4, s,(t 
which shows that Wis bounded on the whole real line only if W(0) = 0, i.e., 
only if W is the trivial solution. If we view W(t) as a vector in complex 
k(n - k)-dimensional space then Eq. (34) is a linear differential equation for 
W(t). Since all nontrivial solutions of (34) are unbounded it follows from 
Favard’s theorem (see [4, or 51) that the differential equation 
w(t) = S(t) W(t) - W(t) P(t) + F(t) (36) 
has a unique almost periodic solgtion when F(t) is almost periodic. 
We now redefine the set ~8 in the proof of Theorem 1 to be 
32 = {(n - K) x K matrix functions Z 1 Z is almost periodic and /j 2 II < l}. 
Since the uniform limit of almost periodic functions is again almost periodic 
4 above is closed. In the proof of Theorem 1 it was determined that 
TW = W* satisfies the differential equation 
W*‘(t) = S(t) W*(t) - W*(t) Z’(t) - W(t)&(t) W(t) + R(t) 
so TW is almost periodic whenever A and W are almost periodic by our 
considerations for (36). Thus T restricted to @ is a contraction mapping & 
into 4. In this case the fixed point W, exists and is almost periodic. 
By similar reasoning it follows from inequalities (25) and (27) and Favard’s 
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theorem that H,, in (28) is almost periodic wherever A is almost periodic. 
Since the product of two almost periodic matrix functions is again almost 
periodic we have that the matrix function 
S(t) = U(t) b-(t) = [ &) I,p_,1 * t ::.:I 
used in the reduction of Theorem 1 is almost periodic. 
Finally we must indicate why B(t) is almost periodic. Since W, is almost 
periodic it follows from the form of U that U and U-r are almost periodic. 
Similarly the form of V and the almost periodicity of H,, imply that I/ and V-l 
are almost periodic. Hence so is S-l = I/-lU-l. Since W, is almost periodic 
W,’ is almost periodic by (11). Similarly H,,’ is almost periodic by (23). Thus 
U’ and V’ are almost periodic and therefore so is S’ = U’L’ + UV’. That B 
is almost periodic now follows from the equation 
B(t) = S-l(t) [A(t) S(t) - 5”(t)]. 
Q.E.D. 
5. COMPLETE REDUCIBILITY 
Our final considerations concern the complete reducibility of an almost 
periodic perturbation of a constant coefficient system. 
THEOREM 5. We consider the matrix equation 
Wt) = [C + WI -wh tE(--cO, co). (37) 
where C is a constant matrix with eigenvalues A, ,..., A, and D(t) is an almost 
periodic matrix function. If Re(& - Aj) # 0 for i fj, i, j = I,..., n then there 
exists an E > 0 so that if /j D /I < E there exists a real number y and an almost 
periodic matrix function P(t) whose inverse is bounded on (-co, co) such that, 
via the substitution X(t) = eytP(t) U(t), Eq. (37) is reducible to the form 
uyt) = A(t) U(t) 
where A(t) is a diagonal almost periodic matrix function. 
Proof. First note that if C is not a diagonal matrix then there is a non- 
singular matrix T so that 
T-VT = C, = diag(h, ,..., A,) 
so the change of variables Y(t) = T-lx(t) t ransforms (37) into the equation 
Y’(t) = [Cl + T-ID(t) T] Y(t) (38) 
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where T-lD(t) T is almost periodic and 11 T-lD(t) T II--+ 0 as 11 II(t -+ 0. 
Since (37) is then kinematically similar to (38) we may assume that 
C = diag(h, ,..., A,). We may also assume without loss of generality that 
Reh,<ReA,<...<Reh,. 
The proof proceeds by induction on n where X is n x n. 
Consider first the case n = 2. Let y be a real number so that (Re A, - y) < 
0 < (Re A, - r) and let X(t) = eVV(t). Then (37) is kinematically similar to 
Now for 
w’(t) = [(C - 9) + WI wq. (39) 
the coefficient matrix in (39) satisfies the hypotheses of Theorem 4. 
By Theorem 4 there exists an almost periodic 2 x 2 matrix function P(t) 
so that via the substitution w(t) = P(t) Z(t) the Eq. (39) is kinematically 
similar to an equation Z’(t) = A(t) Z(t) where A(t) has block form 
and A(t) is almost periodic. Since F(t) and G(t) must be of lower order than A 
we have established Theorem 5 in the case n = 2 with U(t) = eYtP(t). 
We now assume the truth of Theorem 5 for matrix functions of size m x m 
where m < 12 and consider the case where X(t) is n x n. Choose y so that 
Reh,-,---<O<Reh,---. 
With the change of variables X(t) = ey$B’(t) Eq. (37) becomes 
ffw> = [(C - 0 + W)l W(l) (40) 
so (37) is kinematically similar to (40). Now let E be chosen so that 
0 < E < imin(l Re A1 - y j , I Re A, - y I ,..., I Re A, - y I}. 
Then for II D 11 < E the coefficient matrix in Eq. (40) satisfies the hypotheses of 
Theorem 1 with k = n - 1. Thus by Theorems 1 and 4 there exists an almost 
periodic matrix function P(t) so that via the change of variables IV(t) = 
P(t) Y(t) Eq. (40) is k inematically similar to the equation 
Y’(t) = B(t) Y(t) (41) 
where B(t) is almost periodic and has the form 
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with F and (n - 1) x (YZ - 1) matrix and g a scalar. If we write the coefficient 
matrix in (40) in the form 
where E is (n - 1) x (n - 1) we have from the proof of Theorem 1 (see 
line (20)) that 
F(t) = E(t) + H(t) R(t) 
where j/ R I/ < 1 and I/ H(t)11 < I/ D(t)11 for all t. We can therefore express F in 
the form 
F(t) = (C* - yin-J + D*(t) 
where C* = diag(h, ,..., A,-& /I D*(t)11 f jl o(t)11 , and D*(t) is almost 
periodic. Thus for [I D 11 < E the matrix function F(t) satisfies the hypotheses 
of Theorem 1. 
Now consider the matrix differential equation 
a&'(t) = F(t) Z&). (42) 
By our induction hypothesis there exists a real number p and an almost 
periodic (n - 1) x (n - 1) matrix function PI(t) so that via the substitution 
.Zr(t) = eB”P1(t) Z(t) Eq. (42) is kinematically similar to the equation 
Z’(t) = fl&) Z&) (43) 
where Al(t) is an (n - 1) x (n - 1) diagonal almost periodic matrix function. 
Letting 
P&) = [‘b”’ ;] 
and making the change of variables X(t) = evtP(t) Ps(t) U(t) we have from 
the block form of Pz and our remarks concerning (43) that via the above 
change of variables Eq. (37) is kinematically similar to an equation of the 
stated form. This completes the induction step and the proof. Q.E.D. 
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