This paper points out that the predictability analysis of conventional time series may in general be invalid for long-range dependent LRD series since the conventional mean-square error MSE may generally not exist for predicting LRD series. To make the MSE of LRD series prediction exist, we introduce a generalized MSE. With that, the proof of the predictability of LRD series is presented in Hilbert space.
Introduction
Let x t be a realization, which is a second-order random function for t ∈ 0, ∞ . Let x T t be a given sample of x t for 0 ≤ t ≤ T . Then, one of the important problems in time series is to predict or forecast x t for t > T based on the known realizations of x T t ; see, for example, Clements and Hendry 1 , Box et al. 2 , and Fuller 3 .
A well-known case in the field of time series prediction refers to Yule's work for the analysis of Wolfer's sunspot numbers Yule 4 . The early basic theory of predicting a 2nd-order stationary random function in the conventional sense refers to the work of Wiener 5 and Kolmogorov 6 . By conventional sense, we mean that the stationary random functions Wiener and Kolmogorov considered are not long-range dependent LRD . In other words, the time series they studied have finite mean and variance. Consequently, they in general are not heavy tailed as can be seen from Zadeh and Ragazzini 7 , Bhansali 8 , and Robinson 9 .
The predictability of conventional time series has been well studied; see, for example, Papoulis 10 The rest of this article is arranged as follows. Section 2 will point out the pitfall of prediction of time series based on traditional MSE. The proof of the predictability of LRD series will be proposed in Section 3, which is followed by discussions and conclusions.
Problem Statement
Denote the autocorrelation function ACF of x t by r xx τ , where r xx τ E x t x t τ . Then, x t is called short-range dependent SRD series if r xx τ is integrable Beran 20 , that is,
On the other side, x t is long-range dependent LRD if r xx τ is nonintegrable, that is,
A typical form of such an ACF has the following asymptotic expression:
where c > 0 is a constant and 0 < β < 1.
Denote the probability density function PDF of x t by p x . Then, the ACF of x t can be expressed by
Considering that r xx τ is nonintegrable, we see that a heavy-tailed PDF is a consequence of LRD series; see, for example, Resnick 
Mathematical Problems in Engineering 3
Denote μ x by the mean of x t . Then,
The variance of x t is given by
One remarkable thing in LRD series is that the tail of p x may be so heavy that the above integral either 2.5 or 2.6 does not exist Bassingthwaighte et al. 46 It can be easily seen that μ Pareto and Var x Pareto do not exist if a 1. Following the work of Kolmogorov's, a linear prediction can be expressed as follows. Given n > 0 and m ≥ 0, the selection of proper real coefficient a s is such that the following linear combination of random variables x t − 1 , x t − 2 , . . . , x t − n given by
can approximate x t m as accurately as possible Kolmogorov 6 . The following MSE is usually chosen as the prediction criterion of 2.10 :
By minimizing 2.11 , one has the desired a i in 2.10 . Wiener well studied that criterion for both prediction and filtering; see, for example, Levinson 50, 51 Note that the necessary condition for the above-described Wiener-Kolmogorov predictor to be valid is that E x t exists Kolmogorov 6 . For LRD series, however, it may not always be satisfied. For instance, if an LRD series obeys the Pareto distribution, its mean does not exist for a 1; see 2.8 .
In addition to the fact that the mean of an LRD series may not exist, its variance may not exist either. The error in 2.11 can be expressed by
Kolmogorov stated that the above σ 2 n, m does not increase as n increases 6 . However, that statement may be untrue if x t is LRD.
It is worth noting that errors may be heavy tailed; see, for example, Peng and Yao 67 as well as Hall and Yao 68 . 72 . Therefore, it is quite reasonable to assume that x t m − L follows a heavy-tailed distribution, for example, the Pareto distribution, for the purpose of this presentation. If it obeys the Pareto one, then the above expression approaches infinite for a 2 see 2.9 no matter how large n is.
From the above discussions, we see that it may be unsuitable to use the conventional MSE as used in the class of conventional Wiener-Kolmogorov predictors to infer that LRD series is predictable. In the next section, we shall give the proof of the predictability of LRD series.
Predictability of LRD Series
Let x t m ∈ X, where X is the set of LRD processes. Let L ∈ X. Then, X ⊆ X. We now consider the norms and inner products in X and X. Definition 3.1 see 73 . A function of rapid decay is a smooth function φ : R → C such that t n φ r t → 0 as t → ±∞ for all n, r ≥ 0, where C is the space of complex numbers. The set of all functions of rapid decay is denoted by S.
In the discrete case, the rapid decayed function is denoted by φ n and we still use the symbol S to specify the space it belongs to for the simplicity without confusions. 
3.2
Then, combining any x t m ∈ X with its limit makes X a Hilbert space. Note that
Then, X is the closed subset of X. Proof. X is a Hilbert space. X is its closed subset and it is obviously convex. According to Lemma 3.3, for any x t m ∈ X, there exists a unique L ∈ X ⊆ X such that L − x t m inf s∈ X x t m − s .
The above theorem exhibits that LRD series are predictable in the sense that the meansquare error expressed by 2.12 is in general generalized to the following for g ∈ S:
3.5
Discussions and Conclusions
LRD series considerably differ from the conventional series; see, for example, Beran 20 . This paper addresses the particularity of the predictability of LRD series. We have given a proof of LRD series being predictable. As a side product obtained from the proof procedure, the mean-square error used by Kolmogorov as a criterion of LRD series prediction has been generalized to be the form of 3.5 .
