Maxwell's demon and the management of ignorance in stochastic
  thermodynamics by Ford, Ian J.
Maxwell’s demon and the management of ignorance in stochastic thermodynamics
Ian J. Ford
Department of Physics and Astronomy and London Centre for Nanotechnology,
University College London, Gower Street, London WC1E 6BT, U.K.
It is nearly 150 years since Maxwell challenged the validity of the second law of thermodynam-
ics by imagining a tiny creature who could sort the molecules of a gas in such a way that would
decrease entropy without exerting any work. The demon has been discussed largely using thought
experiments, but it has recently become possible to exert control over nanoscale systems, just as
Maxwell imagined, and the status of the second law has become a more practical matter, raising the
issue of how measurements manage our ignorance in a way that can be exploited. The framework
of stochastic thermodynamics extends macroscopic concepts such as heat, work, entropy and irre-
versibility to small systems and allows us explore the matter. Some arguments against a successful
demon imply a second law that can be suspended indefinitely until we dissipate energy in order to
remove the records of his operations. In contrast, under stochastic thermodynamics the demon fails
because on average more work is performed upfront in making a measurement than can be extracted
by exploiting the outcome. This requires us to exclude systems and a demon that evolve under what
might be termed self-sorting dynamics, and we reflect on the constraints on control that this implies
while still working within a thermodynamic framework.
I. INTRODUCTION
In recent years considerable progress has been made
in extending the familiar ideas of thermodynamics to
systems at the smallest scales. According to the frame-
work of ‘stochastic thermodynamics’, the key steps are to
recognise that the complicated evolution of a small sys-
tem coupled in some way to its environment may be rep-
resented (if only approximately) as a random walk, and
that the probabilistic character of the walk can be used
to define a dynamical quantity, the stochastic entropy
production, that provides a bridge between mechanics
and thermodynamics [1, 2]. With such ingredients it has
been possible to cast the second law of thermodynamics
and its implications as ‘more what you’d call "guidelines"
than actual rules’ [3]; a set of statistical tendencies in line
with the point of view ultimately offered by Boltzmann
[4].
These developments promise to offer practical impli-
cations as we learn how to recognise thermodynamic
features in the behaviour of small systems amid the
prevailing fluctuations. Furthermore, the framework
has brought clarity to a number of issues in statistical
physics, one of the oldest being that of Maxwell’s de-
mon [5]. The purpose of this article is to summarise
the present position on the demon, and to reflect on the
connection between the perception of system detail, un-
certainty in dynamical evolution, and the production of
entropy [6, 7].
The second law famously declares that the total en-
tropy of the world cannot decrease, a statement that is
equally famously incompatible with the supposed time
reversal invariance of the underlying dynamics of its mi-
croscopic components. This problem was apparent to
James Clerk Maxwell in the 1860s when he presented
the demon in a thought experiment that, he felt, demon-
strated that the second law could potentially be broken
with the right sort of manipulation [8]. Even without
such efforts, he considered the law could only be true
‘on average’ in the course of the natural evolution of the
world.
The demon has continued to be discussed up to the
present day. This is possibly because the concept of en-
tropy, and the status of the second law, have often seemed
hard to pin down, as indeed have the rules that are imag-
ined to apply to demonic activity. Demons, or more pro-
saically, devices that can measure properties of a system
and then exploit the findings, have been conceived with
different capabilities and working for and against a vari-
ety of interpretations of the second law. A consensus has
been hard to establish.
One of the strengths of stochastic thermodynamics,
however, is that it seems to offer an intuitive and ap-
pealing resolution to some of the issues. To start with,
an observer’s ignorance of some of the details of the world
is accepted as a key factor in the underlying dynamics,
an inevitable consequence of having to make do with in-
complete prior measurements, and the evolution of this
ignorance is identified with the statistical expectation or
mean of the stochastic entropy production. Furthermore,
since this entropy production can be linked to the dynam-
ics, it becomes clear how its development can be man-
aged through suitable mechanical actions, either exter-
nally imposed or internally programmed or autonomous,
whereby ignorance of certain features about the evolu-
tion might be reduced. This can potentially be associated
with the conversion of environmental heat into mechani-
cal work, transferred by the system to a potential energy
store, but implications are attached. In short, we can
discuss the idea of the control of a system through feed-
back, and place it within a context of thermodynamics
and the second law.
We shall reflect on ignorance in Section II, and dis-
cuss the role of Maxwell’s demon in thought experiments
in Section III, together with recent practical demonstra-
tions of systems that appear to carry out the actions of
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2a demon. In Section IV we introduce the basic ideas of
stochastic thermodynamics and the form of second law
it offers, and in Section V we discuss conceptually how
we can link the exploitation of measurements with the
management of ignorance. A demonstration of how this
can be achieved using a simple system with feedback in-
formed by measurements is given in Section VI, and with
further detail in Appendix A. We reflect on the rules we
implicitly impose upon demons in Section VII and note
that systems could possess self-sorting dynamics that al-
low them to reduce their entropy, though it is unclear
whether this would correspond to a thermodynamic con-
text. Finally, in Section VIII we summarise and con-
trast the various positions that can be taken on the is-
sues of measurement and exploitation, and suggest that
stochastic thermodynamics provides the clearest yet pre-
sentation of the capabilities and limitations of Maxwell’s
demon, and the status and meaning of the second law.
II. IGNORANCE
It is a sad condition of life that we have little idea
about the state of the world around us or a clear view of
what the future might hold, though we manage to cope
most of the time. In science, as in life, our perception
is incomplete because of a limited ability to make mea-
surements; our predictions of the future rely on this per-
ception as well as on previous experience, and they are
consequently hazy. Statistical physics, and its precursor
thermodynamics, were developed to provide guidance in
spite of such conditions of ignorance and they have been
remarkably, and perhaps surprisingly, successful.
We have, of course, devised tools to reveal details of
systems on scales that would otherwise be hard to per-
ceive, and we have used what we have found to create
better models of how a given situation will evolve. Nev-
ertheless, it is necessary to accept that personal uncer-
tainty remains a feature of our dealings with the world,
and we should reflect briefly on what this implies.
If we confine ourselves to classical, rather than quan-
tum phenomena, the world is in principle a rather
straightforward place. If only we knew the equations of
motion and the coordinates (the microstate) of all the
component particles and fields, it seems that we could
fully predict the future and retrodict the past, as imag-
ined by Laplace two centuries ago [9]. We do not know
all this, of course, and neither could we carry out the
computations. In actual fact we are obliged to consider
relatively small parts of the world at a time. We naturally
select those parts that conform to a simple profile: that
they should be predictable without obliging us to specify
all the details. This is what is meant by thermodynamic
modelling.
Some dynamical systems will evolve in a way that is
rather independent of neglected features such as initial
conditions. For example, we might imagine a subset of
the world to have dynamics possessing what are called
fixed points or attractors [10]. Asymptotically, such a
subsystem will tend towards a certain behaviour that
could be static, cyclic or even chaotic with particular
emergent features. These outcomes will arise with little
or no dependence on the initial conditions of the system
and the rest of the world: an ignorance of the initial
microstate does not prevent the emergence of a greater
clarity in the future. But these are not the most com-
mon types of system we encounter in the real world. It
is more natural that initial uncertainty regarding the mi-
crostate is amplified as time moves forward, though it
possibly might eventually reach some sort of ceiling [11].
In these cases, the poorly specified interactions between
the system and its environment are typically of a kind
that make the system evolve with great sensitivity to the
neglected details of the initial conditions.
In such a situation, it is clear that we might have to
use a probability distribution over system microstates to
represent our uncertainty and to provide an assessment
of future behaviour. Furthermore, even if we are cer-
tain about the system microstate at the present time, we
would tend to become more ignorant as time advances.
Now, there is a mathematical property of a probability
distribution can provide a measure of uncertainty or igno-
rance, and it is called the Shannon entropy. If the prob-
abilities over the discrete microstates of the system are
pi, the Shannon entropy is defined as SI = −
∑
i pi ln pi.
This quantity has the features we intuitively require of
a measure of ignorance, for example it equals zero if the
microstate is precisely known (one of the pi is unity with
all others zero), and if the system consists of indepen-
dent parts (such that the pi factorise into probabilities
for the microstates of each subsystem), the Shannon en-
tropy then reduces to a sum of appropriately defined con-
tributions from each part. The Shannon entropy takes a
maximum value if we are entirely uncertain as to the
system microstate, which we would represent by the as-
signment of equal probabilities to all of them [12, 13].
For a continuum of system microstates, described by a
probability density function (pdf) rather than a discrete
distribution, we extend the definition to write
SI = −
ˆ
dx p(x) ln p(x). (1)
An obvious flaw here is that the argument of the loga-
rithm is not dimensionless, but this form is adequate for
computing the shift in Shannon entropy when the pdf
describing a system changes.
At this point it is worth commenting that the word
‘ignorance’ is not commonly used in connection with the
Shannon entropy. The more usual technical term is ‘in-
formation’, employed in the sense that it is a measure
of what the observer does not know about the system
in question. Unfortunately, this terminology has the po-
tential to cause confusion, it seems to me, which is why
‘ignorance’ has been used, more or less as a synonym, in
this article. Semantically, it might seem more sensible to
regard knowledge that is possessed as information rather
3than that which is not possessed. In common language,
we acquire information when reducing the uncertainty of
a situation, while according to the technical interpreta-
tion of the word one would say that the system infor-
mation has been reduced. The terminology is well estab-
lished, however, and a rebranding of information theory
as ignorance theory would probably not convey a very
positive impression, so we shall have to live with it! At
least the letter I in SI can stand for both ignorance and
information (and ‘incertainty’ as well, if we are inclined
to use an archaic word).
The probabilities that the system should take various
microstates evolve in time, and we might hope to be able
to characterise this behaviour, and thereby to model the
development of Shannon entropy and hence our uncer-
tainty. We shall return to this matter in Section IV, but
we first investigate how we might avoid the supposed nat-
ural increase in ignorance through invoking a process of
measurement and feedback. It is time to introduce the
demon.
III. THE PURPOSE OF THE DEMON
We often study the world in order to exploit its richness
for some useful purpose, or perhaps to allow us to control
future events. We measure the properties of a particular
set of materials, for example, probing at scales that would
normally be inaccessible, and then we work out how to
make an object with useful thermal, optical, electrical,
mechanical or chemical properties.
This conforms to the traditional procedure of (a) mea-
surement, (b) formation of a view on how the system be-
haves, and (c) exploitation for a desired outcome. These
activities are precisely those of Maxwell’s demon, the in-
famous imaginary character introduced by James Clerk
Maxwell (and given the evocative name later by Kelvin)
as a contribution to the early discussion of the concept of
irreversibility in thermodynamics and statistical physics
[5, 8]. The demon’s particular skill lies in breaking the
second law of thermodynamics, at least so it would seem,
thereby reducing the total entropy of the world or uni-
verse and causing consternation and endless fascination
amongst scientists ever since.
It will become apparent that the viewpoint in this arti-
cle is that the demon is a very ordinary creature indeed,
performing operations that are not particularly unusual.
He is just a tiny version of one of us, and indeed it ap-
pears this was exactly Maxwell’s purpose in inventing
him [14, 15].
Nevertheless, a lengthy discussion of the demon has
developed in the literature, often addressing whether or
not the demon’s activities are ‘illegal’ in some sense, or
‘costly’ in another [5, 14–23]. But some recent contribu-
tions have taken the form of the construction and em-
ployment of real devices that seem to resemble a demon
[24–26], and this has spurred further interest. We will
come to these in Section III B, but first we should dis-
Figure 1. Demon at work. He makes a measurement of a
system (determining which half of a box contains an enclosed
particle) which allows us to exploit the reduced state of igno-
rance to lift a weight, taking energy in the form of heat from
the surrounding environment. The process of such a Szilard
engine [16] is cyclic, with a guaranteed decrease in total en-
tropy, as long as we do not probe too deeply into the effect of
the operation on the demon.
cuss the thought experiments.
A. Thought experiments
The original demon was invested with nimble fingers
that would enable him to sort the molecules of a gas
according to their speed. The traditional picture involves
a container separated into two parts, with the demon
able to open and shut a trapdoor in the partition that
lies between them. The demon observes the system and
decides to let fast molecules through the trapdoor in one
direction, and slow molecules in the other direction, so
that over the course of time the sorting takes place [5].
On the face of it, these operations seem rather unob-
jectionable, but they have a particular undesirable conse-
quence. The gas on one side of the partition after sorting
is hotter than the gas on the other side. So why not
then drive a heat engine using this pair of hot and cold
reservoirs? We could exploit the flow of heat to extract
some work, using it to raise a weight (a potential energy
store), until the two gases have come into thermal equi-
librium again, presumably at a cooler temperature than
they were to start with. The initial temperature could
be restored by reheating the gas from a suitable environ-
ment, or heat bath, and then we could allow the demon
to repeat the process. Overall, kinetic energy in the form
of heat in the bath would be converted into potential
energy stored in the raised weight. Is this a problem?
The issue is that this would break Kelvin’s formula-
tion of the second law, which specifically declares such
a conversion to be impossible on empirical evidence, at
least at the macroscale [6]. More technically, it would
4be a system that would automatically evolve in a way
that would reduce our ignorance regarding the exact mi-
crostate of the world.
What does this last statement mean? Well, we are by
definition entirely ignorant of the way energy is held by
the constituent parts of a heat bath. In contrast, moving
the height of a weight does not involve a change in the
uncertainty of the way energy is held, only a shift in the
position of the weight. Moving energy from the heat bath
to the potential energy store is therefore accompanied by
a reduction in uncertainty: we have become less ignorant.
As we remarked earlier, a system that moves towards an
attractor as time progresses is certainly feasible dynam-
ically, but our practical experience of the behaviour of
gases and effect of thermodynamic operations makes it
hard to accept that this should apply here. What ex-
actly has the demon done?
There are other scenarios where a demon can engineer
a breakage of the second law. A famous example is the
Szilard heat engine, based on a single particle in a cavity
and coupled to a heat bath [16]. Without a demon to tell
us, we are ignorant as to the position of the particle in
the cavity. We suddenly insert a partition and divide the
cavity into two. One subcavity now contains the particle
and the other does not. We ask the demon which subcav-
ity holds the particle, as illustrated in the transition from
the top left to the top right image in Figure 1, and then
we use that subcavity as a source of pressure, expanding
it to raise a weight (lower right). The potential energy
transferred to the weight comes from heat donated by the
environment. We are now back where we started (lower
left) and we can repeat the operation, through which we
reduce our ignorance of the microstate of the world and
break the second law.
Note that we act upon guidance given to us by the
demon. We are careful to specify the demon as the only
source of knowledge about the location of the particle:
we discount observation by any other route. For exam-
ple, we cannot ourselves touch the partition to gauge the
direction from which the particle collisions are coming,
or simply look inside each cavity. This is the job of the
demon. By specifying that the flow of knowledge passes
through the demon, and stating exactly how this is to
be achieved, we can pin down the manner in which our
ignorance is managed.
So, all that we demand is that the demon makes a
measurement and tells us the result. The second law is
violated. What could possibly be the problem with this?
There is a line of argument that somehow the second
law has been preserved through the very act of making
the measurement. The literature contains a history of
lively illustrations of how observation might result in en-
tropy production. For example, the demon might use a
torch to illuminate each subcavity with just enough ra-
diation to determine the location of the particle [17, 27].
Energy is essentially taken from a potential energy store
such as a battery and converted into photons and ulti-
mately into heat, and so there will be a payment made in
entropy production or the increase in uncertainty before
any work extraction can be performed [28–31].
However, the resolution that seems to have attracted
the greatest attention is more abstract than this, and was
developed by Bennett and others [19–21, 32] after it was
argued that the act of measurement might in principle
not involve the dissipation of energy and generation of
entropy. If that were possible, how can we save the second
law?
I personally am not persuaded by the following reso-
lution, for reasons to be discussed, but nevertheless here
it is. The idea is that after the demon has made a mea-
surement and informed us of the result, he needs to be
returned to his starting condition in order to make fur-
ther measurements. The usual picture is that the demon
can take three microstates: one denoted ready, and then
two outcome configurations labelled left and right, refer-
ring to the position of the particle (top and bottom in
Figure 1). The microstate of the demon after the process
of measurement is either left or right, and he needs to be
converted back into ready.
Now, the Landauer principle claims that an operation
where the number of possible configurations of a system is
reduced requires work to be dissipated as heat [18, 32], a
phenomenon associated with entropy production, though
the foundations of this principle have been challenged [23,
33, 34] as well as defended [35]. Assuming the principle
holds, the resetting would therefore generate entropy, and
analysis shows that it is never less than the reduction in
entropy associated with the earlier exploitation of the
measurement. The second law would be saved!
But the unsatisfactory element is the following. There
is nothing to stop us putting the ‘used’ demon to one side
and employing a new demon, in the ready state, to per-
form the next measurement. We can repeatedly reduce
the entropy of the world and stack up a legion of demons
in their states of left and right. If we decide never to
reset them, we have apparently broken the second law.
It might be claimed that the law only holds for a cyclic
process, the completion of which would include the re-
setting of the demons, represented as the wiping of their
memories. It might also be claimed that the legion of
demons has acted as a second heat bath in the process,
a repository of entropy, a possibility that we consider
shortly. Nevertheless the procedure just described allows
us to convert energy from a single heat bath into work
endlessly, which is a situation that might still be regarded
as illegal.
The issue is somewhat philosophical, and it is whether
a law restricting the conversion of heat into work, that
relies on an eventual reckoning of the accounts at some
unspecified future date, is a law in any real sense. If a
law exists, then it surely cannot offer indefinite periods of
grace. We are essentially being offered a perpetual loan
from the Bank of Negative Entropy!
It is hard to say whether this particular aspect is widely
regarded as unsatisfactory, but it is certainly the case
that discussion of the demon has continued well after the
5presentation of the argument of demonic memory era-
sure. It is important to establish a firm foundation for a
law if it is to have real meaning.
The following line of argument could clarify the situ-
ation. The ‘used’ demons actually represent a store of
entropy, corresponding to our ignorance or uncertainty
about their state. They started out ready and end up in
either left or right. Perhaps the resolution of the issue
is that the act of measurement effectively transfers un-
certainty from the system to the demon in a sequence of
operations. The reduced uncertainty of the system can
then be exploited to convert heat into work, but if we
take into account the earlier transfer to the demons this
will not break a second law, as long as it is framed as a
statement about never-decreasing uncertainty [32].
This sounds attractive, but it cannot be the whole
story since the act of measurement can sometimes involve
a reduction instead of an increase in our ignorance of the
state of the demon, as we shall see in Section VI. More-
over, a rather particular concept of a demon has been em-
ployed here, and we might wonder whether clarity about
the initial ready state is absolutely necessary. Why not
start out in left or right? Furthermore, although the na-
ture of the dynamics of measurement has not been made
explicit, the implication is that the demon and system
are isolated from the rest of the world. Measurements
are not always made in these circumstances.
As touched upon earlier, the demon debate continues,
in part, because it has been hard to pin down what en-
tropy actually is, and what the second law exactly re-
quires. It is perhaps best to avoid discussions that do
not frame the matter in a proper dynamical context.
We should be cautious in making imprecise references
to ‘measurement’ and the sometimes counterintuitive no-
tion of ‘information’ in this context. These are issues that
are addressed by stochastic thermodynamics, as well as
related treatments that use deterministic dynamics [36–
39], as we shall see in Section IV. We shall return to these
topics in Section V, but we first briefly discuss some re-
cent experimental investigations of demonic behaviour.
B. Real experiments
The claim that the demon is just a tiny ‘one of us’ sug-
gests that we should be able to perform experiments to
demonstrate his actions. These take the form of feedback
processes acting on systems with few degrees of freedom
and subject to environmental noise. Various scenarios
that involve mechanical, electrical or chemical processes
have been made possible through recent advances in nan-
otechnology and several have been reviewed [7, 40–42].
At present, such experiments are not able to challenge
the second law since the measurement procedures are by
no means ideal. They require the dissipation of consider-
able amounts of externally stored potential energy. The
focus of attention has instead been on the exploitation
of the data acquired by a measuring device: that is, its
Figure 2. The exploitation of a measurement in the exper-
iment by Toyabe et al. [24]. If a particle is found in the
grey zones, as shown in the situation on the right, the exter-
nal potential is switched from the solid to the dashed profile;
otherwise no action is taken, as shown on the left. Thermal
fluctuations are more likely to take the particle into the grey
zone on the right hand side of each local well, and the feedback
therefore promotes a walk up the ‘staircase’ towards the right,
producing rotational motion that arises from the transfer of
heat from the environment. This is an illustration of part of
the operation of an autonomous Maxwell’s demon, though no
account is taken of the potential energy dissipation inherent
in the act of measurement. (Figure adapted from Toyabe et
al. [24], with permission).
use in controlling the manipulation of the system to some
advantage. This has been referred to as the conversion
of ‘information’ into free energy.
Toyabe et al. [24] presented a colloidal system that
could be made to rotate, and essentially acquire addi-
tional potential energy, under the influence of a heat
bath together with force fields externally controlled by
measurement feedback. The operation of the system is
summarised in Figure 2, where it is characterised as the
motion of a particle over an endless profile of potential en-
ergy as a function of rotational angle. The feedback sys-
tem is designed to make changes in the potential energy
surface in a way that tends to preserve a random fluctua-
tion of the particle in one rotational direction, analogous
to the demon’s opening of a trapdoor when a gas particle
with the right velocity comes into view. The demonstra-
tion of demonic activity is not quite complete, however,
since there is potential energy dissipation in the act of
measurement as well as in the practical matter of switch-
ing the potential. Nevertheless, the experiment demon-
strates the principle of feedback manipulation and some
of its thermodynamic consequences.
Similar demonstrations of the use of feedback from
measurement in an electronic system have been presented
by Koski et al. using a single electron box [25, 26, 40].
The system can be regarded effectively as a particle that
takes one of two degenerate microstates, while coupled to
an environment that introduces uncertainty into the situ-
ation. The degeneracy can be broken by manipulating an
external field, lifting the energy of one of the microstates
up while the other is reduced. By determining which
6of the microstates is actually taken by the particle, the
manipulation can be tailored to reduce the potential en-
ergy of the system, transferring the difference to a store.
Slowly returning the field to its original value allows the
system to recover the lost energy through the absorption
of heat from the environment, and the cycle can then
be repeated. The key practical matter is the identifica-
tion of the actual microstate and the implementation of
the exploitation at sufficient speed, and the experiment
demonstrates that this is achievable. Many cycles can be
carried out and the statistics of the operation are very
precise. Once again, the focus of attention is on demon-
strating the thermodynamic benefits of feedback and not
on whether the second law has been challenged.
Bérut et al. [43] considered a different aspect of the de-
mon narrative by demonstrating that a minimum amount
of external mechanical work has to be performed (and
dissipated as heat) in order to reset or convert a two-
state memory of uncertain configuration into one of defi-
nite configuration. They successfully demonstrated that
a minimum of kT ln 2 of heat production was required
per reset operation, the Landauer limit [18]. In the ex-
periment, a colloidal particle held on one side or other of
a double potential well, generated optically, was manipu-
lated by an external force field such that at the end of the
operation, it definitely occupied one side. The strength
of the field and the trajectory of the particle could be
used to determine the external work provided, and the
average over many realisations, obtained for a range of
process times, always exceeded the Landauer limit. The
consequence of reducing uncertainty in the memory is
the passage of heat into the environment. Jun et al. [44]
reported a similar experimental demonstration of Lan-
dauer’s principle.
We also mention studies of systems that exhibit self-
sorting behaviour, a property that we might either regard
as an example of a successful demon at work, or as outside
the remit of thermodynamics. The concept of a diode
that allows the passage of atoms in one direction only
has been demonstrated with an optical system [45, 46]:
it can be used to compress atoms into a smaller volume
without apparent expenditure of work. It can also be
exploited to extract heat from a gas [47], though not
necessarily with its conversion entirely into work.
As nanotechnology develops, further demonstrations
of manipulation at molecular scales, taking advantage of
measurement, will follow. We now turn our attention to
the thermodynamic framework that seems to be the most
appropriate when we carry out processes at this level.
IV. STOCHASTIC THERMODYNAMICS AND
THE SECOND LAW
Stochastic thermodynamics is based on stochastic
equations of motion describing the evolution of a sys-
tem, with noise representing interactions with an envi-
ronment. This is a model of the world: it is not reality,
which presumably involves the deterministic evolution of
the system and environment together. Nevertheless such
a model can capture the behaviour of the system we wish
to represent, namely dissipative (energy sharing) in char-
acter, subject to fluctuations and lacking predictability.
It is not a viewpoint that resolves the old paradox about
how time-irreversible phenomena can arise from time-
reversible fundamental dynamics [48–50]. The arrow of
time is inserted by hand, in the sense that the dynam-
ics are intended to account for evolution forward in time
starting from some initial condition, but not necessarily
backwards.
As an illustration of such stochastic differential equa-
tions (SDEs), we consider
dv
dt
= −γv + F (x, t)
m
+
(
2kT (t)γ
m
)1/2
ξ(t), (2)
with v = dx/dt, where x and v are the position and ve-
locity of a particle, respectively, t is time, γ is a friction
coefficient, F (x, t) is a force field acting on the particle,
m is the particle mass, k is Boltzmann’s constant, T (t)
is the temperature of the environment, and ξ(t) is a ran-
dom ‘white’ noise with statistical properties 〈ξ(t)〉 = 0
and 〈ξ(t)ξ(t′)〉 = δ(t − t′) [51–53], where the brackets
represent an average over all possible values of the noise
ξ. The second of these conditions implies that the noise
at different times is uncorrelated, or lacking memory.
The dynamics describe a one dimensional Brownian
motion, and are designed to relax the system to canon-
ical equilibrium, as long as the force is related to a po-
tential φ and the temperature is constant, such that the
eventual probability density function (pdf) over x and v
is peq ∝ exp[−(φ+mv2/2)/kT ]. A variety of more com-
plicated stochastic equations of motion can be imagined,
incorporating noise with memory, or a more elaborate
friction term, but this example will serve to illustrate the
ideas. The evolution of the system is illustrated in Figure
3.
The second requirement of stochastic thermodynamics
is a definition of the entropy production associated with
a possible realisation of the motion [2, 54–56]. This is
fundamentally a measure of the probabilistic mechanical
irreversibility of the motion. For a time interval 0 ≤ t ≤
τ , the dynamics can generate a trajectory ~x, ~v (where ~x
represents a function x(t) in the specified time interval)
according to a probability density function P[~x, ~v].
The dynamics are also capable of generating an anti-
trajectory ~x†, ~v† in the period τ ≤ t ≤ 2τ , following an
inversion of the velocity at time τ , where x†(t) = x(2τ−t)
and v†(t) = −v(2τ − t). The antitrajectory starts at
x(τ),−v(τ) and ends at x(0),−v(0), driven by a reversed
time evolution of the force field and environmental tem-
perature [6, 39, 57]: it is the ‘time-reversed’ partner of
~x, ~v [58–60], though to be absolutely clear we do not con-
sider evolution of the system into the past.
We denote the probability density that an antitrajec-
tory is generated in the period τ ≤ t ≤ 2τ as PR[~x†, ~v†],
7Figure 3. The stochastic dynamics of a particle under the
influence of a time-dependent potential (illustrating a work
process such as mechanical squashing) and a random force or
noise with a time-dependent strength (corresponding here to
a reduction in environmental temperature, driving cooling).
The effect of the stochastic thermodynamics is illustrated by
the deepening colouration of the environment: in a manner of
speaking the thermomechanical processing of the particle on
average darkens the world with the production of stochastic
entropy.
and the total entropy production associated with the tra-
jectory ~x, ~v is then defined by
∆stot[~x, ~v] = ln
[
P[~x, ~v]
PR[~x†, ~v†]
]
. (3)
After multiplication by Boltzmann’s constant and aver-
aging over all realisations of the motion, this corresponds
to the production of thermodynamic entropy in the pro-
cess. In a condition of thermal equilibrium, defined to
be a situation where the dynamics generate a trajectory
and its time-reversed partner with equal likelihood, the
entropy production associated with all feasible trajecto-
ries will vanish.
An increment in ∆stot for the specified dynamics may
be shown to be given by [55, 59]
d∆stot = −d[ln p(x, v, t)]− 1
kT (t)
d
(
mv2
2
)
+
F (x, t)
kT (t)
dx,
(4)
which is an expression with great intuitive value. The
second term is the negative increment in the kinetic en-
ergy of the particle over the time interval dt, and the
third term is the negative increment in its potential en-
ergy, both divided by the environmental temperature.
They represent a positive increment in the energy of the
environment (a heat transfer dQenv) divided by the tem-
perature, corresponding to a Clausius-type incremental
change d∆senv = dQenv/kT in the entropy of the envi-
ronment in the interval of time dt.
Seifert defined a stochastic system entropy ssys =
− ln p(x, v, t) in terms of the evolving phase space proba-
bility density function p generated by the stochastic dy-
namics [55], such that we can write
d∆stot = d∆ssys + d∆senv. (5)
The evaluation of ∆stot for a specific realisation of the
motion clearly requires us to determine the evolution of
the pdf p, as well as the system variables x and v, for
which we need to solve a Fokker-Planck equation [51].
Using the evolving system pdf to study changes in the
Shannon entropy of the system is itself a form of stochas-
tic thermodynamics [61], but the formulation based on
the definition of a stochastic entropy production arguably
goes deeper, since it allows us to address the production
of entropy in both system and environment and espe-
cially to recognise that fluctuations in these quantities
can occur.
We now come to a key point: the total stochastic en-
tropy production satisfies the following integral fluctua-
tion relation [55]
〈exp(−∆stot)〉 = 1, (6)
which leads immediately to 〈∆stot〉 ≥ 0 and hence
d〈∆stot〉 ≥ 0, where the angled brackets now denote an
average over all possible trajectories taken by the sys-
tem. These inequalities may be regarded as an expres-
sion of the second law of thermodynamics in this frame-
work. The increment in thermodynamic entropy produc-
tion dStot over the period dt is taken to be d〈∆stot〉, the
average of all possible increments in the total stochas-
tic entropy production in that interval. The limit with
〈∆stot〉 = 0 can be achieved by performing the process
exceedingly slowly, or quasistatically [57]. This would be
a reversible process; all others are then irreversible.
Furthermore, the integral fluctuation relation leads to
the celebrated Jarzynski equality [62], which we shall be
using later on in a discussion of the processes of measure-
ment and exploitation through the demon. If a system
starts out in canonical equilibrium, and is then subjected
to time-evolving Hamiltonian forces while the environ-
ment remains at a constant temperature, it can be shown
that
〈exp(−W/kT )〉 = exp(−∆F/kT ), (7)
where W is the mechanical work performed on the sys-
tem in such a process, a quantity that depends on the
trajectory taken, and ∆F is the change in Helmholtz free
energy corresponding to the change in Hamiltonian.
A further important conclusion is that, while the av-
erage increment in total stochastic entropy production is
positive or zero, the average increments in the stochas-
tic entropy production in the system and environment
can be negative. For a process that takes place over an
interval τ , we can compute the difference between the fi-
nal and initial averages of ssys to determine the average
change in the stochastic entropy of the system, namely
〈∆ssys〉 = ∆〈ssys〉 = −
ˆ
p(xτ , vτ , τ) ln p(xτ , vτ , τ)dxτdvτ
+
ˆ
p(x0, v0, 0) ln p(x0, v0, 0)dx0dv0, (8)
where xt = x(t) and vt = v(t), so that 〈∆ssys〉 = SI(τ)−
SI(0).
8We regard the Shannon entropy to be a measure of
our ignorance or uncertainty of the system microstate,
but this does not have to increase as time progresses: it
is ignorance of the microstate of the system plus envi-
ronment that is obliged never to decrease. This allows
us to imagine operations, possibly involving the injection
of potential energy from some external store, that can
reduce our uncertainty of the system microstate. These
might correspond to processes of measurement. The un-
certainty must be taken up by other components of the
world though, and this leads us to consider next how an
exchange of ignorance, and potentially an exploitation
of measurements, can be managed against a backdrop of
the likely continued generation of uncertainty.
V. THE MANAGEMENT OF IGNORANCE
UNDER STOCHASTIC DYNAMICS
If stochastic thermodynamics tells us that our igno-
rance of the world can be shifted about between its com-
ponent parts, we might be able to discuss measurement
and the exploitation of acquired knowledge within such
a framework; in other words, to analyse the activities of
a demon.
Let us first consider a particular scenario of ignorance
management that will correspond to the Bennett resolu-
tion of the action of Maxwell’s demon. Imagine that the
world consists of a system, a demon, a store for poten-
tial energy, and with everything else represented by an
environment. The coupling and uncoupling between the
demon and the system, and the store and the system, can
be programmed as we wish. Imagine that the demon is
coupled to the system in such a way that uncertainty in
the state of the system is reduced while that of the de-
mon is raised. The resulting improved clarity about the
state of the system can then be exploited in the manner
considered in the thought experiments of Section IIIA.
Heat energy from the environment may thereby be con-
verted into potential energy in the store, in principle re-
versibly, i.e. without an overall increase in uncertainty.
If we neglected to consider how to return the demon to
his original state, we would be led to believe that the
demon’s activities had broken the second law.
The process will only have been made possible by the
transfer of uncertainty to the demon. The situation is re-
solved by resetting the demon, which involves the trans-
fer of uncertainty from him back to the environment, to-
gether with some additional generation if this is not done
quasistatically. Landauer’s argument is that this process
is associated with the dissipation of potential energy as
heat and thus the energy store is deprived of its earlier
gains. There is no violation of the second law if it is re-
garded as a statement that total uncertainty should never
decrease with time; in this viewpoint it is only inciden-
tally associated with the conversion of potential energy
into heat and vice versa. Nevertheless, in this scenario
it seems that we can convert heat from the environment
Figure 4. A scenario where a measurement is performed by
transferring uncertainty from the system to the demon. The
system might then be returned to its initial state with an
associated conversion of environmental heat into stored po-
tential energy, and reduction in entropy. In order to repeat
the operation a fresh demon is needed: ultimately the ‘used’
demons have to be reset, which requires the expenditure of
work and the generation of entropy. This is essentially the
Bennett rationalisation of the action of a demon [19].
into work and, as a by-product, simply pile up demons
of an uncertain state. Can we accept such a loan from
the Bank of Negative Entropy?
This scenario is illustrated in Figure 4. It has some ap-
pealing aspects, but it is not necessarily an appropriate
description of events that take place between system, de-
mon and environment in a framework of stochastic ther-
modynamics. Using a simple model in Section VI, we will
show that the measurement procedure can render both
the system and demon in a reduced state of uncertainty,
while there is an increase in uncertainty in the environ-
ment to compensate. The latter is associated with a flow
of heat, transferred from a potential energy store, and
a measurement is therefore paid for through the upfront
performance of work [28]. This contrasts with the view-
point where work is performed at a later time to reset
the demons and repay the earlier loan of entropy reduc-
tion. The process where heat to work conversion can take
place at the cost of piling up used demons simply does
not arise. The transformation of heat into work is not
achieved solely by transferring uncertainty: we pay for it
in prior dissipative work.
We can understand how this new scenario emerges by
reflecting on what precisely constitutes a measurement by
the demon. We must avoid too great a level of abstraction
and should imagine how the measurement and exploita-
tion are to be represented and implemented through the
dynamics. In order not to run the risk of falling into
confusion we must not refer in loose terms to the acqui-
sition of knowledge and the taking of appropriate action.
We must set all our considerations within a practical,
dynamical framework.
Let us now consider a key point, which is that the act
of measurement of the system by the demon is the pro-
cess of becoming dynamically correlated with it. This re-
quires a coupling to the energy store, and could take place
while in contact with the environment. The microstate
of the demon, when correlated, can serve as a proxy for
the microstate of the system and further coupling of the
system to the energy store can be programmed in such a
9Figure 5. A demon performs a measurement within a frame-
work of stochastic thermodynamics. The investment of po-
tential energy, taken from a store, in the dynamical coupling
of the demon to the system brings about a correlation be-
tween them that persists after decoupling. This results in a
reduction in uncertainty in their microstates compared with
an initial situation of thermal equilibrium with the environ-
ment. In the process, however, potential energy is transferred,
on average, to the environment, bringing about increases in
mean environmental energy Eenv, in thermodynamic entropy
of the environment, and in the overall uncertainty of the mi-
crostate of the universe.
way as to exploit the situation. The state of the demon
after the measurement thereby brings about a suitably
designed set of actions.
But we might imagine that the programme of exploita-
tion could be determined by the microstate of the system
itself, so that we could cut out the demon entirely. We
shall discuss this in some detail in Section VII, but let
us assert now that systems where the dynamics are self-
sorting, corresponding to the existence of an attractor of
some kind, are to be excluded from consideration. Such
systems would potentially not offer the thermodynamic
behaviour that we seek, particularly the stability of a
canonical equilibrium state. We assert that, in order to
sort a system, we need to make a measurement through
the intermediary of the demon, and we require the demon
to be decoupled from the system before the exploitation
is implemented, or else the composite demon/system dy-
namics would be self-sorting. There are rules, it would
seem, for demons: they are there to provide a feedback
mechanism, while never becoming caught up in the con-
sequences of the feedback. We shall comment further on
these rules in Section VII.
We emphasise that according to an explicit considera-
tion of the dynamics, the demon, after the measurement
has been made according to this scenario, is typically left
in a state of reduced uncertainty with respect to its initial
equilibrium state. This is the opposite of the situation in
Figure 4. In order that the demon should be restored to
his original condition, it is sufficient simply to couple him
to the environment, whereupon an irreversible relaxation
process take place, typically involving heat exchange and
generating the required uncertainty. Alternatively the
used demon could be employed for the next measure-
ment: the microstate of the demon prior to coupling to
the system is not crucial. A third option is that the post-
measurement demon might actually be exploited in some
way to recover heat from the environment, to be briefly
discussed in Section VIB. The scenario is illustrated in
Figure 5, and details of how it can be realised in practice
are given in Section VI.
Sequences of measurement and exploitation are able,
on average, to convert heat in the environment to me-
chanical work, a violation of Kelvin’s statement of the
second law, but some potential energy has to be taken
from a store and dissipated in order to make the mea-
surement. Furthermore, and crucially, analysis using
stochastic thermodynamics shows that the average of this
work of measurement exceeds the average recovery of heat
made possible by exploiting the measurement [28]. This
is arguably a much more satisfactory outcome than the
scenario where the dissipation of work to ‘save’ the sec-
ond law is to be carried out at some unspecified time in
the future. It is in the tradition of the arguments that
were current before the Bennett resolution. Of course,
the second law refers to expected or averaged behaviour
and fluctuations are certainly feasible where the expendi-
ture associated with measurement is less than the return
made through exploitation. We now consider an analysis
that underpins these claims.
VI. AN EXPLICIT MODEL OF
MEASUREMENT AND EXPLOITATION
The issues discussed in the last section can be illus-
trated more clearly using a specific dynamical system and
demon or measuring device. A number of such models
have been presented in the literature [29, 63–68], and
the one we present is similarly simple and partly ana-
lytically tractable. We consider the system to be a 1-d
harmonic oscillator, and the demon/measuring device to
be another harmonic oscillator that can be coupled to,
and decoupled from the system through a further har-
monic spring. Both system and demon are affected by
noise from the environment, and the change in coupling
is brought about by the supply of potential energy from
a store. Once a correlation has been established between
demon and system, they are decoupled, and the system
is then manipulated in such a way that causes energy to
pass from the environment into the store, informed by
the microstate of the demon. We shall consider each of
these processes using an overdamped version of the rel-
evant stochastic dynamics, essentially Eq. (2) with the
acceleration dv/dt set to zero.
The stochastic differential equations are
dx
dt
=−Kx
mγ
[x− λ]− K
mγ
(x− y)+
[
2kT
mγ
] 1
2
ξx(t), (9)
dy
dt
= − Ky
m′γ′
y − K
m′γ′
(y − x) +
[
2kT
m′γ′
] 1
2
ξy(t), (10)
10
where the displacements of system and demon are given
by x and y, respectively. The terms on the right hand
side in each equation represent the intrinsic and coupling
spring forces, with strengths Kx, Ky and K that might
depend on time (in doing so drawing energy from the
potential energy store), and white environmental noise
described by independent random variables ξx and ξy.
The mass and friction coefficient for the demon are m′
and γ′. There is an additional time-dependent parameter
λ that represents the position of the point to which the
system spring is tethered, to be discussed briefly when
we consider exploitation. The system and demon are
illustrated in Figure 6.
We consider four intervals of time. In the period
−∞ ≤ t ≤ −τm the coupling spring strength K is zero,
the system and demon spring strengths take constant val-
ues κx and κy, the system tether position parameter λ
is zero, and by the end of the period, a relaxed equilib-
rium state is established described by pxeq(x)pyeq(y) where
pxeq(x) = (κx/2pikT )
1/2 exp[−κxx2/2kT ] and pyeq(y) =
(κy/2pikT )
1/2 exp[−κyy2/2kT ].
In the next time interval −τm ≤ t ≤ 0 the system and
demon are coupled by evolving K, with it starting and
ending at zero and drawing upon potential energy from
the store. The system and demon become correlated and
the displacement of the demon will thereafter provide
a measurement of the displacement (microstate) of the
system.
In the third period 0 ≤ t ≤ τe the measurement is
exploited through a sequence of changes in the strength
Kx of the system spring and the position λ of the teth-
ering point. It is easy to imagine a process that transfers
potential energy from the system to the store, and then
allows the system to absorb heat from the environment
as it relaxes back to equilibrium. For example, if the de-
mon displacement y is used as an estimate of the system
displacement x, the tether position λ could be moved to
y in the hope that the system spring can thereby be re-
laxed to some extent, harvesting potential energy to the
store. Optimal exploitation sequences were studied by
Abreu and Seifert [63], but we need not consider them in
detail here.
The role of the demon in this period is to specify the ex-
ploitation sequence through the value of the displacement
y at some instant of time, or perhaps over an extended
time interval. Formally, the parameters Kx(t) and λ(t)
are to be causally determined by y(t) in the exploita-
tion interval. The nature of the continued evolution of y,
however, can take a variety of forms. The demon could
remain coupled to the environment such that it relaxes
back towards an equilibrium state; or the coupling could
be removed leaving the demon in a state of harmonic os-
cillation; or the displacement could simply be frozen at
some point. In principle, a further option would be to
carry out a procedure to transfer heat from the environ-
ment to the potential energy store, taking advantage of
the demon’s nonequilibrium state. But for our purposes,
the main objective of the process of ignorance manage-
Figure 6. The system and device are harmonic oscillators that
evolve under the influence of an environmental heat bath at
temperature T . They are brought into correlation by a cou-
pling provided by a further spring, drawing upon a potential
energy store. The system and demon displacements, x and y
respectively, evolve according to Eqs. (9) and (10).
ment by the demon has been accomplished already.
In the final period τe ≤ t ≤ ∞, the system, and pos-
sibly the demon, relax back to equilibrium, the force
parameters having been returned to their initial time-
independent values. It is then that we can take stock
of the overall transfer of heat from the environment to
potential energy in the store. Let us now consider the
measurement and exploitation phases in greater detail.
A. Measurement
At the start of the measurement interval the system-
demon coupling Hamiltonian Hm(x, y,K) = K (x−y)2/2
is equal to zero and the system and demon are in sepa-
rate equilibrium states. At the end of this interval the
coupling has returned to zero but the system and de-
mon will in general be correlated and in a nonequilibrium
state. We assume the system and demon spring strengths
Kx and Ky remain constant throughout measurement so
the change in free energy of the system-demon composite
over this period is zero. However, the work done during
measurement, the energy drawn from the potential en-
ergy store, is not zero, being given by
Wm =
ˆ 0
−τm
∂Hm
∂K
dK
dt
dt
=
ˆ 0
−τm
1
2
dK(t)
dt
[x(t)− y(t)]2dt, (11)
and it satisfies a Jarzynski equality
〈exp(−Wm/kT )〉 = 1, (12)
implying that 〈Wm〉 ≥ 0, where the bracket notation
refers to an average over all trajectories of x(t) and y(t)
that can take place in the period.
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Note that an outcome 〈Wm〉 = 0 requires a quasistatic
insertion and removal of the system-demon coupling.
Equilibrium would be maintained throughout, implying,
of course, that the system and demon are uncorrelated
at t = 0; their joint pdf returns to pxeq(x0)pyeq(y0), where
x0 and y0 denote the displacements at t = 0. This is not
a useful measurement procedure: it is as though it never
took place. A useful measurement requires the input of
positive work, on average.
We therefore consider instead a nonquasistatic proce-
dure such that the system and device are described by
a nonequilibrium pdf at t = 0 represented by p(x0, y0).
The correlation between system and demon can then be
most usefully expressed in terms of the so-called mutual
information [28, 69–71]:
Im =
ˆ
dy0dx0 p(x0, y0) ln
p(x0, y0)
px(x0)py(y0)
, (13)
where px(x0) =
´
dy0 p(x0, y0) and py(y0) =´
dx0 p(x0, y0) are the pdfs of system and demon at t = 0.
If p(x0, y0) is separable such that system and demon are
statistically independent, the mutual information van-
ishes; otherwise it is positive.
Since 〈Wm〉 > 0 for a nonquasistatic process where the
Hamiltonian returns to its initial form, a positive work
is required, on average, to establish the nonequilibrium
distribution p(x0, y0). We shall focus attention on what
would appear to be the least irreversible but still use-
ful measurement procedure (indeed since there is zero
mean total entropy production it can be considered to
be reversible). We introduce the coupling quasistatically
but remove it instantaneously at t = 0: K(t) evolves
extremely slowly from zero at t = −τm until t = 0, (im-
plying that τm is very large) at which time it is equal
to κ > 0, and then is abruptly taken to zero. The
mean work performed during the quasistatic process is
the free energy change associated with the introduction of
the system-demon coupling [6], and the mean work per-
formed in the abrupt decoupling is just the mean change
in potential energy of the system and demon at that in-
stant. We therefore write the mean work of measurement
as 〈W qim 〉 = ∆Fm(κ) −
´
dx0dy0 p(x0, y0)Hm(x0, y0, κ)
where ∆Fm(κ) is the free energy change associated with
the introduction of the coupling oscillator with spring
constant κ, with the label qi indicating that the work
arises from a measurement protocol of quasistatic cou-
pling and instantaneous decoupling. If the coupling stage
were conducted nonquasistatically, the second law tells us
that the mean work would be greater than this, of course.
For this measurement procedure, the system and de-
vice are in equilibrium just prior to t = 0, and their
joint pdf would be unchanged by the decoupling, though
it then becomes a nonequilibrium state. The pdf after
measurement is
p(x0, y0) = p
x
eq(x0)p
y
eq(y0)
× exp[(∆Fm(κ)−Hm(x0, y0, κ))/kT ], (14)
so the mutual information characterising the measure-
ment is
Im=
ˆ
dy0dx0 p(x0, y0)
(
ln
pxeq(x0)p
y
eq(y0)
px(x0)py(y0)
+[∆Fm(κ)−Hm(x0, y0, κ)]/kT
)
= 〈W qim 〉/kT −DKL(py||pyeq)−DKL(px||pxeq), (15)
where we introduce Kullback-Leibler divergences or rel-
ative entropies between the pdfs px and pxeq, and py and
pyeq, defined by
DKL(p
x||pxeq) =
ˆ
dx0 p
x(x0) ln
px(x0)
pxeq(x0)
, (16)
and similarly for the demon. A relative entropy quantifies
the difference between two pdfs; it may be shown that
DKL(p||p′) ≥ 0, and that it vanishes when pdfs p and p′
are identical.
Both the system and the demon are left in nonequilib-
rium statistical states after the measurement procedure
considered, so both the relative entropies are nonzero. In-
tuitively, this means that the Shannon entropies of both
system and demon have been reduced with respect to
their initial equilibrium states, as illustrated at the bot-
tom of Figure 7, where we sketch the process of ignorance
management. The Figure illustrates that the Shannon
entropy of the combined system and demon is less than
the sum of their respective Shannon entropies, because of
the correlation between them. As in Figure 5, the Shan-
non entropy of the environment rises as a consequence
of the reduction in ignorance of system and demon, and
the Shannon entropy of the universe increases as a con-
sequence of mean total stochastic entropy production.
These events are driven by the depletion, on average, of
the potential energy store. We rely on physical intuition
here, but an explicit example to illustrate these assertions
is given in Appendix A.
According to Eq. (15), the mean work of measurement
is therefore related to a set of statistical correlations: the
mutual information and two relative entropies. The tech-
nical terminology can be distracting, but the essential
meaning is clear: correlation is created by (mean) work.
If no action were taken to exploit the measurement, the
system and demon, assuming they remained coupled to
the environment, would then simply relax back to their
respective equilibrium states, accompanied by the posi-
tive mean production of total stochastic entropy involv-
ing heat exchange with the environment. Measurement
does not have to be followed by further action, but the
energy taken from the store to perform the measurement
would then have been wasted. However, a demon can
inform an exploitation or feedback scheme that might
return some of this energy, and we consider this next.
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Figure 7. Ignorance management during measurement and
exploitation. The coupling between system and demon brings
about a reduction in their Shannon entropies SI : these are
shown separately, and their sum is given as the long-dashed
curve. The Shannon entropy of the system and demon com-
bined is less than this sum, the difference being the mutual
information Im that is a reflection of their correlation (see Eq.
(A1)). The uncertainty in the microstate of the environment
increases during the measurement phase, as a consequence of
heat transfer, and the net change in our ignorance of the mi-
crostate of the combined system/demon/environment (or uni-
verse) is positive. A reduction in the mean energy E held in
the potential energy store drives these changes. If no exploita-
tion operations are carried out, the potential energy store is
not replenished and the nonequilibrium states of the system
and demon simply relax after decoupling, the irreversibility
of which is reflected in increased uncertainty that ultimately
accumulates in the environment (short-dashed curves). How-
ever, if suitable exploitation operations are invoked, heat can
be drawn from the environment and returned to the potential
energy store and there is less overall thermodynamic entropy
production (solid curves during exploitation phase). We also
note that the post-measurement nonequilibrium state of the
demon could be preserved (dash-dotted line) for later treat-
ment, whether it be exploitation or simply relaxation.
B. Exploitation
The development of our ignorance of various compo-
nents of the world during the exploitation of a measure-
ment is sketched in Figure 7. The range of what is pos-
sible can be determined by some mathematical analysis,
the elements of which we describe shortly, but the key
outcomes are essentially those that follow from the mea-
surement in Figure 1: environmental heat is converted
into stored potential energy, meaning that environmental
Shannon entropy can be reduced, while the Shannon en-
tropies of system and demon are returned to their initial
values, during all of which the universe remains subject
to the second law.
We need to characterise the work extraction made pos-
sible by the demon’s measurement of the system, and
the key to understanding this is to recognise, following
Sagawa and Ueda [70], that systems subject to feedback
satisfy modified forms of the Jarzynski equality.
We shall consider a simple feedback procedure where
the demon’s displacement y0 at t = 0 is the input that
specifies a subsequent protocol of manipulation of the
system. The exploitation will take the form of a time-
dependent Hamiltonian He(x, t|y0) that operates on the
system, and we require it to start from zero at t = 0 and
vanish at t = τe at the end of the exploitation period.
If we consider the system, for the moment, to be in
equilibrium at t = 0, such that px(x0) = pxeq(x0), val-
ues of the work We(y0) performed during realisations of
exploitation under this Hamiltonian will satisfy an un-
modified Jarzynski equality equivalent to Eq. (7):
1 =
ˆ
dx0 p
x
eq(x0)〈exp(−We(y0)/kT )〉x0 , (17)
where 〈exp(−We(y0)/kT )〉x0 is an average over system
trajectories that start at initial position x0, developing
under dynamics that depend upon y0. We now take an
average over y0 with weighting py(y0) to examine the
statistics of the work informed by a different exploitation
Hamiltonian for each measurement outcome. We write
1 =
ˆ
dy0 p
y(y0) dx0 p
x
eq(x0)〈exp(−We(y0)/kT )〉x0
=
ˆ
dy0dx0 p
y(y0)p
x(x0)〈exp(−We(y0)/kT − δssys)〉x0 ,
(18)
where px(x0) is the actual distribution of x0 at t =
0, typically differing from the equilibrium distribution
pxeq(x0), and we have introduced the associated difference
in stochastic system entropy δssys = − ln pxeq(x0)/px(x0).
We therefore obtain
1 =
ˆ
dy0dx0 p(x0, y0)
× 〈exp(−We(y0)/kT − ln p(x0, y0)
px(x0)py(y0)
− δssys)〉x0
= 〈exp(−We(y0)/kT − Ix0y0 − δssys)〉, (19)
where the brackets in the final result denote an aver-
age over system trajectories, with exploitation Hamilto-
nian conditioned on y0, that start at all possible x0; and
the bar indicates an average over all values of the ex-
ploitation protocol label y0, with the statistics of these
variables described by joint pdf p(x0, y0), and where
Ix0y0 = ln[p(x0, y0)/p
x(x0)p
y(y0)].
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This has the consequence that
ˆ
dy0dx0 p(x0, y0) (〈We(y0)〉x0/kT + Ix0y0 + δssys) ≥ 0,
(20)
which is simply a form of the second law written in terms
of work, mutual information and stochastic system en-
tropy.
For clarification, we now write p(x0, y0) =
P (x0|y0)py(y0), where P (x0|y0) is a conditional
probability density, such that Eq. (20) becomes
〈We(y0)〉/kT +
ˆ
dy0 p
y(y0)
(ˆ
dx0 P (x0|y0)Ix0y0
)
+
ˆ
dx0 p
x(x0) ln p
x(x0)/p
x
eq(x0) ≥ 0. (21)
The second term involves the relative entropy between
distributions P (x0|y0) and px(x0):
DKL(P ||px) =
ˆ
dx0 P (x0|y0)Ix0y0
=
ˆ
dx0 P (x0|y0) ln(P (x0|y0)/px(x0)), (22)
and the final term is the relative entropy between px(x0)
and pxeq(x0).
We note that the mutual information between system
and demon, introduced earlier in Eq. (13), is the average
over y0 of the relative entropy DKL(P ||px):
Im =
ˆ
dy0 p
y(y0)DKL(P ||px) =
ˆ
dy0dx0 p(x0, y0)Ix0y0
=
ˆ
dy0dx0 p(x0, y0) ln
p(x0, y0)
px(x0)py(y0)
, (23)
so that we can write Eq. (20) as
〈We(y0)〉/kT + Im +DKL(px||pxeq) ≥ 0. (24)
It has been noted [28, 69–71] that this result demon-
strates that the mean exploitation work performed on the
system, averaged over system trajectories taken as well
as exploitation protocols identified by y0, could be neg-
ative (corresponding to a positive mean transfer to the
potential energy store) since both the mutual informa-
tion Im and the relative entropy DKL(px||pxeq) are posi-
tive. Such an outcome would require a carefully designed
set of exploitation procedures, tailored to the outcome of
the measurement [63, 70].
Nevertheless, our objective is to combine Eqs. (15) and
(24) to notice that
〈We(y0)〉+ 〈W qim 〉 ≥ kT DKL(py||pyeq) ≥ 0, (25)
so for a measurement protocol whereby a device is qua-
sistatically connected and then instantaneously decou-
pled, followed by a measurement-dependent exploitation
protocol, the mean extracted work −〈We(y0)〉 is never
greater than the mean work of measurement 〈W qim 〉. The
potential energy store never profits, on average, from the
sequence of events, as we illustrate through its evolution
at the top of Figure 7. In the sense that it refers to
expected or mean behaviour, the nature of the second
law in stochastic thermodynamics is secure, at least for
the specific measurement and exploitation procedures we
have considered. The law, and specifically Eq. (25), is a
statement about the unlikelihood of a successful conver-
sion of heat into work, even with feedback control.
We should note that this outcome is inevitable given
that the mean total stochastic entropy production is
obliged to increase for any nonquasistatic process mod-
elled within a framework of stochastic thermodynamics,
whatever efforts are made by the demon in his chan-
nelling of feedback. But we should also recognise that
there are certainly realisations of the process where the
total stochastic entropy production is negative, such that
the store receives more energy during the exploitation of
a measurement than it had to provide in the making of
the measurement. It is just that these cases are lucky
outcomes.
The demon could be frozen in its post-measurement
microstate and replaced by an equilibrated demon; or
returned irreversibly to equilibrium by thermalisation; or
reused from its nonequilibrium state to perform another
measurement. However, it might also be exploited to
replenish the potential energy store. It may be shown
that the mean work, in units of kT , that may be returned
to the store cannot be greater than the relative entropy
DKL(p
y||pyeq), if the demon is treated appropriately, in
which case the mean work 〈W de 〉 done by the store on
the demon during such post-measurement processing is
limited by −〈W de 〉 ≤ kT DKL(py||pyeq). In the light of this
result, we could express Eq. (25) in the form
〈We(y0)〉+ 〈W de 〉+ 〈W qim 〉 ≥ 0, (26)
which makes it absolutely clear that the average transfer
of energy at the end of the process is from the store to
the environment.
VII. RULES FOR DEMONS
At this point we reflect on the explicit and implicit
rules for demons that we seem to have employed in our
considerations. If there were no rules and no constraints,
it would actually be quite easy to design a scheme to
guarantee the extraction of energy from a heat bath and
convert it into work. The emphasis here is on successful
conversion on average: it is of course quite expected in
stochastic thermodynamics that fluctuations will occur,
whatever the rules.
For example, we could eliminate the demon in our ex-
ample and allow the system to exploit its own circum-
stances. Having equilibrated with the heat bath, the
system might autonomously and automatically invoke a
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shift in its tethering point and transfer the potential en-
ergy difference into the store. We would then wait for
the system to re-equilibrate with the heat bath until it is
ready for the next extraction.
But, clearly, these dynamics do not generate a ther-
modynamic system that has an equilibrium state when
placed in contact with a heat bath. It is a self-sorting
process that we might consider makes an illegal challenge
to the second law. Pedantically, perhaps such dynami-
cal schemes are examples of a successful demon at work,
but they do not model what we would normally regard
as thermodynamic systems. We are thus guided towards
setting strict criteria that define the nature of the prob-
lem.
Another simple example of an autonomous self-sorting
dynamical system is a particle that leaves a trail of re-
gions that it has passed through, and from which it is
barred from visiting again in the future. The volume
available to the particle is progressively diminished and
the uncertainty corresponding to its position in the space
is reduced. The system has sorted itself and reduced its
own system entropy. Such schemes are actually employed
in the evaluation of potentials of mean force in molecular
dynamics studies where the approach is known as meta-
dynamics [72], but again we do not regard this as an
example of a system that exhibits traditional thermody-
namic behaviour.
There has to be an external intervention to initiate
the exploitation of a thermodynamic system, and that is
precisely the role of the demon. But the demon’s dynam-
ics cannot be self-sorting, if we assume that in practical
situations he is also a thermodynamic system. The de-
mon appears to be restricted to controlling the sorting
of some other part of the world, and is barred from ex-
ercising any control over his own development. In order
to make a measurement, a coupling between the demon
and system has to be made, and this must be removed
by the time the exploitation is initiated in order to avoid
any possibility of self-sorting. This is our principal rule
for demons.
If the microstate of a demon can be used to inform the
exploitation of a system, might the system microstate
be used to exploit the demon? But it can perhaps be ar-
gued that a distinction should be made between a system
and a demon, such that a system simply cannot be used
to inform any subsequent action: that by definition this
ability is possessed only by the demon.
But we can then imagine two demons, each able to
inform the exploitation of the other. This might be just
another case of self-sorting: a feasible set of dynamics but
somehow breaking the rules for demons. However, let us
imagine how this might proceed. We use the notation of
our example, but allow the system to inform an exploita-
tion procedure that applies to the demon. According to
Eq. (24) we had
〈We(y0)〉/kT + Im +DKL(px||pxeq) ≥ 0, (27)
that constrained the mean exploitation work applied to
the system, when controlled by the demon displacement
y0 at t = 0. In our two-demon situation there is a corre-
sponding expression for the mean exploitation work ob-
tained by manipulation of the demon spring strength and
tethering point, conditioned on the microstate of the sys-
tem:
〈We(x0)〉/kT + Im +DKL(py||pyeq) ≥ 0, (28)
and using Eq. (15) we can then write
〈We(x0)〉+ 〈We(y0)〉+ 〈W qim 〉+ kT Im ≥ 0, (29)
so that the total mean work performed on the system
(the depletion of the potential energy store) is greater
than −kTIm, and therefore potentially negative.
So it is easy to construct challenges to the second law
by imagining dynamical systems that evolve in particular
ways, and perhaps these possibilities simply tell us how
to specify the rules that should be applied to demons to
ensure that they are ultimately unsuccessful. We might
declare that any scheme that, on average, converts heat
into work through autonomous dynamics, is not working
in the ‘spirit’ of the challenge to thermodynamics posed
by Maxwell’s demon: indeed that the dynamics discount
thermodynamic behaviour in the first place. On the same
evidence we might conclude, with Maxwell himself, that
there are feasible physical situations that perform sort-
ing, suggesting there are no inviolable laws against op-
erations that would include the conversion of heat into
work, only practical difficulties.
The main point is that these thermodynamic issues are
somewhat clarified when a dynamical framework is em-
ployed. A further point is that the second law that is
to be challenged is not a rigid exclusion of behaviour,
but rather a statement of expectation. As we noted ear-
lier, stochastic dynamics provide a natural framework for
the evolution of a system coupled to an environment, so
it is easy to accept that fluctuations in thermodynamic
outcomes are possible. No rules on demons can exclude
these possibilities.
VIII. CONCLUSIONS
In this article we have summarised a position that can
be taken on Maxwell’s demon that arises from explicit
modelling of the process of measurement and exploitation
within a framework of stochastic thermodynamics.
The demon has received repeated attention since his
activities were imagined by Maxwell nearly 150 years ago,
and the precise meaning of the second law that he chal-
lenges has occasionally shifted. But perhaps not enough
consideration has been given to the dynamics underpin-
ning his actions. In stochastic thermodynamics we have
the advantage that the dynamics of measurement, ex-
ploitation and equilibration are all well specified, as is
the exact meaning of entropy production and the second
law. On the other hand, certain dynamical assumptions
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are introduced, such as the explicit breakage of time re-
versal symmetry or simple forms of the dissipative and
noise terms, and we appear to have to define rules for
admissible exploitation strategies. Nevertheless, we can
present these ingredients in a transparent fashion.
We have a picture where the demon monitors a measur-
ing device (or is the device) that can be coupled dynam-
ically to an evolving system, and the microstate of the
device may be used to control a subsequent programme
of feedback on the system dynamics. Both demon/device
and system are influenced by noise from the environment.
The intention is that we are modelling a physical sys-
tem whose microscopic configuration is inaccessible ex-
cept through the microstate taken by a measuring de-
vice. We regard it as inadmissible that the microstate of
the system might be used to control feedback that acts
upon itself: dynamics of this kind would be essentially
‘self-sorting’ with a natural tendency to evolve towards
an attractor, in contrast to dynamics that display a sen-
sitivity to initial conditions.
The coupling between system and device is switched on
and off, requiring work to be done (taken from a potential
energy store), but yielding a statistical correlation repre-
sented by a mutual information between the system and
device. The exploitation process on the system, informed
by the demon, can then transfer heat from the environ-
ment into potential energy in the store, while returning
the system to its condition prior to the measurement.
The post-measurement device can also be exploited to
return some energy to the store but the procedure fol-
lowed need not be tailored to its exact microstate: it is
not feedback. However, the average work done by the
potential energy store on the system and demon/device
in performing the measurement and exploiting the re-
sult cannot be negative, as demonstrated in the analysis
considered in Section VI. The origin of this statement
is the second law of thermodynamics, in the form of an
integral fluctuation relation for stochastic entropy pro-
duction, adapted to the situation of measurement and
feedback by Sagawa and Ueda [70].
Stochastic dynamics and thermodynamics allow us to
model individual realisations of a process, and to demon-
strate that there are fluctuations in behaviour. The dy-
namical equations are stochastic, reminding us that we
deal with uncertainty in evolution and that unexpected
outcomes are possible, such as a violation of Kelvin’s
statement of the second law, a transformation of energy
from heat into work. However, such cases are outweighed
in probability by examples where the flow is in the oppo-
site direction, and law-breaking realisations are rarer as
the system becomes larger and more complex. We can ac-
commodate the possibility that Kelvin’s statement might
be violated by small systems over short periods of time,
while maintaining the usual restrictions at macroscopic
scales.
The second law in its traditional, rigid form can be bro-
ken by fluctuation: the role of the demon is to attempt
to break it on average. But we impose rules on demons
that might seem unfair, in that any successful strategy
can be declared to be brought about by illegal dynamics.
It is important to be clear that such rules exist. By re-
quiring that feedback on a system can only be channelled
through a device or demon that is coupled to the system
and then decoupled, with mechanical consequences, we
can eliminate, or at least categorise, puzzling counter-
examples to the second law, such as those involving the
insertion of partitions into cavities, and their manipula-
tion in the knowledge that a particle lies to one side or
the other (the Szilard engine [16], illustrated in Figure
1). On the other hand, we could take the point of view
that sustained breakages of the second law would not
be surprising if we were allowed an unrestricted choice
of dynamics. But the more usual fundamental position
is that we consider thermodynamic phenomena to be un-
derpinned by system dynamics that are sensitive to initial
conditions, and that it is most appropriate to represent
the behaviour using stochastic equations of motion that
tend to increase the uncertainty in the microstate. This
being so, self-sorting behaviour is excluded and the de-
mon must ultimately fail.
The position just outlined might be contrasted with
two earlier points of view designed to demonstrate that
the demon cannot succeed. We start with Option 1: the
viewpoint associated with the Bennett exorcism of the
demon [20] and illustrated in Figure 4. The steps in a
process are as follows:
• Measure the system and reduce its entropy (the de-
mon discovers the speed of a gas particle in Maxwell’s
original thought experiment).
• Exploit the measurement and cement the reduction in
entropy (the demon manipulates a trapdoor and sorts
the gas).
• The world owes a debt to the Bank of Negative En-
tropy (the IOU is the demon’s ‘memory’ of past mea-
surement).
• Resetting the measuring device generates entropy to
clear the debt of entropy to the Bank (the demon’s
memory is wiped).
A state of reduced entropy is granted on the under-
standing that when the measuring device is later reset
to a standard state, compensating entropy is generated.
But a second law that can be violated for an indefinite
period of time might be viewed as no law at all. Can we
accept this?
Then there is Option 2: an improved viewpoint that
does address dynamical evolution but which is implicitly
deterministic in nature. It too is illustrated in Figure 4
but the uncertainty acquired by the demon is classed as
entropy. The steps are:
• Measure system with a (possibly conservative) ex-
change of entropy between system and device.
• Exploit the reduced system entropy, perhaps convert-
ing environmental heat into work, returning the system
to its initial state.
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• The measuring device persists in a higher entropy state.
• The world proceeds free of debt.
Post-measurement, the device has received an increase
in entropy. There is no need for a reset to satisfy the
requirements of the second law: entropy has been simply
transferred. An eventual return of the device to its orig-
inal equilibrium state would simply pass the additional
entropy back into the environment.
And then there is Option 3: the viewpoint based on
stochastic dynamics and thermodynamics. It is illus-
trated in Figure 5. The steps are:
• Measure system with the input of work.
• System and measuring device become correlated, and
separately disturbed from equilibrium, corresponding
to reduced entropy, or less uncertainty in their mi-
crostate compared with the pre-measurement situa-
tion. The microstate of the environment becomes more
uncertain.
• Exploit measurement with the conversion of environ-
mental heat into work, principally by manipulating the
system but possibly the device as well.
• The mean work extracted is less than the mean work
input: this is the second law in this context.
Our ignorance is managed in Option 3, figuratively by
the demon, in a way that seems very different compared
with Options 1 and 2. Measurement leaves both system
and device in less uncertain microstates, but the environ-
ment is made more uncertain since, on average, there has
to be an increase in total stochastic entropy.
Kelvin’s statement of the second law, when regarded as
a restriction on average behaviour, is safe in this frame-
work since making the measurement requires the upfront
performance of work. This is arguably a much more ac-
ceptable framing of the law: it is temporally resilient
whatever the actions of the demon. In contrast to Op-
tion 1, we can never get ahead in work terms; we cannot
set aside the requirements of the law for an indefinite pe-
riod. A cycle does not have to be completed and no loans
have to be sought from the Bank of Negative Entropy.
In contrast with Option 2, we have in Option 3 a re-
alistic dynamical framework representing the act of mea-
surement that includes the stochasticity of environmen-
tal interaction. According to this picture, there is noth-
ing particularly special about the demon: he makes en-
quiries, and performs actions depending on the response.
In short, he merely behaves like a tiny version of one of
us.
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Appendix A: Example of evolution of ignorance
during and after measurement
We provide mathematical support for the claims made
in Section VIA with regard to the evolution of our igno-
rance of the system, demon and environment microstates.
The correlation or mutual information established af-
ter an investment of energy in the coupling between sys-
tem and demon suggested that our ignorance about the
microstate of the system-demon composite had been re-
duced, which is intuitively reasonable since it ties in with
the idea that a measurement has been made. We can
make the measurement process more explicit using the
analytical tractability of the system and demon.
We can express the mutual information in terms of
Shannon entropies:
Im =
ˆ
dy0dx0 p(x0, y0) ln
p(x0, y0)
px(x0)py(y0)
= −Ss+dI + SsI + SdI , (A1)
where the uncertainty in the microstate of the system-
demon composite is
Ss+dI = −
ˆ
dy0dx0 p(x0, y0) ln p(x0, y0). (A2)
The evolution of this quantity was sketched in Figure
7. Assuming the system and demon are initially in their
respective equilibrium states, the change in Shannon en-
tropy of the system-demon composite after the measure-
ment is
∆Ss+dI = S
s+d
I −SsI,eq−SdI,eq = −Im+∆SsI+∆SdI , (A3)
having introduced the change in system Shannon en-
tropy ∆SsI = S
s
I − SsI,eq = −
´
dx0 p
x(x0) ln p
x(x0) +´
dx pxeq(x) ln p
x
eq(x), and a similar expression for ∆SdI ,
where the integration variable in the second term refers
to a situation at t = −τm.
In order to understand the meaning of Eq. (A3)
we need to determine the signs of the terms on the
right hand side. For the uncoupled demon we have
Ky = κy and an equilibrium distribution pyeq(y) =
(κy/2pikT )
1/2 exp(−κyy2/2kT ). The harmonic interac-
tions and assumed equilibrium at t = −τm imply that the
pdf of device and system takes a gaussian form through-
out the measurement interval, and specifically at t = 0.
After decoupling, with system spring strength Kx = κx,
we expect to find that
py(y0) =
ˆ
dx0 p(x0, y0)
∝
ˆ
dx0 exp
[
−κyy
2
0
2kT
− κxx
2
0
2kT
− K˜0(y0 − x0)
2
2kT
]
= (κyeff/2pikT )
1/2 exp(−κyeffy20/2kT ), (A4)
where K˜0 is a parameter to be determined, but required
to be equal to K(0) = κ if the system and demon are
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in thermal equilibrium prior to decoupling; and where
κyeff = (κxκy + K˜0(κx + κy))/(K˜0 + κx). We then have
DKL(p
y||pyeq) =
ˆ
dy0 p
y(y0) ln
py(y0)
pyeq(y0)
=
ˆ
dy0 p
y(y0)
[
κyy
2
0
2kT
− κ
y
effy
2
0
2kT
− 1
2
ln
(
κy
κyeff
)]
=
1
2
[(
κy
κyeff
− 1
)
− ln
(
κy
κyeff
)]
≥ 0, (A5)
and
κyeff
κy
= 1 +
K˜0κx
(K˜0 + κx)κy
≥ 1. (A6)
Since κyeff ≥ κy the displacement of the demon is more
narrowly distributed after the measurement than before.
This is consistent with
∆SdI = S
d
I − SdI,eq
= −
ˆ
dy0 p
y(y0) ln p
y(y0) +
ˆ
dy pyeq(y) ln p
y
eq(y)
= −
ˆ
dy0 p
y(y0)
[
−κ
y
effy
2
0
2kT
+
1
2
ln
(
κyeff
2pikT
)]
+
ˆ
dy pyeq(y)
[
−κyy
2
2kT
+
1
2
ln
( κy
2pikT
)]
=
1
2
ln
(
κy
κyeff
)
≤ 0, (A7)
meaning that the uncertainty attached to the demon de-
creases upon making the measurement. By similar con-
siderations the same can be said for the system, specifi-
cally px(x0) ∝ exp(−κxeffx20/2kT ) with
κxeff
κx
= 1 +
K˜0κy
(K˜0 + κy)κx
≥ 1. (A8)
Upon further decoupled evolution in contact with the
environment, both system and demon would relax back
to equilibrium and their Shannon entropies would rise
once again.
It is likely that the spring strength for the demon is
smaller than that of the system: the demon is imagined
to adapt to the system microstate and not the other way
round. If κy  κx, then κyeff  κy and κxeff ≈ κx such
that |∆SdI |  |∆SsI |: the measurement largely achieves
a reduction of our ignorance of the demon’s microstate
rather than of the system microstate: quite properly
since it is the increased clarity in the microstate of the
demon that informs the exploitation of the system.
Since both ∆SdI and ∆S
s
I are negative, we can elabo-
rate on Eq. (A3) and write
∆Ss+dI = −Im + ∆SsI + ∆SdI ≤ 0, (A9)
and since ∆Stot = ∆Ss+dI +∆Senv ≥ 0, the measurement
process clearly produces a positive change in the uncer-
tainty of the environment, ∆Senv ≥ 0, suggesting that
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Figure 8. Evolution of thermodynamic quantities for an ex-
ample of system-demon coupling and decoupling without ex-
ploitation of the measurement. An illustration of the stochas-
tic dynamics of the system and demon is shown at the bottom
and details are given in the text. The behaviour is consistent
with the generic evolution of the same quantities sketched in
Figure 7.
heat on average passes from the potential energy store
into the environment: a dissipation. This is also illus-
trated in Figure 7. The more nonquasistatic the proce-
dure, the greater the mean total entropy production and
heat transfer, and presumably the greater the expected
depletion of the energy store.
The story is illustrated explicitly in Figure 8 using the
dynamics of Eqs. (9) and (10) with Kx = Ky = m =
m′ = γ = γ′ = k = T = 1 and K(t) = t + τm for
−τm ≤ t ≤ 0 with τm = 4 and K(t) = 0 otherwise.
A realisation of the evolving displacements x and y of
system and demon, respectively, is also shown, to illus-
trate that the coupling term brings about a correlation
in their motion, that is lost for t > 0 after the coupling
is removed.
The solution to the Fokker-Planck equation corre-
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sponding to the dynamics takes the form of
p(x, y, t) =
1
2pi
[1 + 2K˜(t)]1/2
× exp
(
−x
2
2
− y
2
2
− K˜(t)(y − x)
2
2
)
, (A10)
(recalling that certain parameters have been set to unity)
where K˜(t) is determined by
dK˜
dt
= −2(K˜ −K)(1 + 2K˜), (A11)
with K˜(−τm) = 0, so that in the quasistatic limit the pdf
parameter K˜(t) will mirror the evolution of the coupling
strength K. The parameter K˜0 in Eq. (A4) corresponds
to K˜(0). For the case considered, K˜(t) rises quasilinearly
to reach a value approaching four at t = 0, and then
decays to zero over a time interval of order unity after
the abrupt decoupling.
The Shannon entropy of the demon evolves according
to Eq. (A7) with κy = 1 and κ
y
eff = (1+2K˜)/(1+K˜), and
the Shannon entropy of the system is given by the same
expression. Both are illustrated by the curve labelled
∆SsI in Figure 8. The analysis allows us to express the
change in Shannon entropy of the composite of system
and demon as
∆Ss+dI = −
1
2
ln(1 + 2K˜), (A12)
as can be seen in Figure 8, and the mutual information
is given by
Im =
1
2
ln
(
1 +
K˜2
1 + 2K˜
)
. (A13)
The total stochastic entropy production for the dy-
namics of Eqs. (9) and (10) can be derived using meth-
ods given in [59]. Its increment is given by the Ito¯-rules
stochastic differential equation [53]
d∆stot = 4(K˜ −K)dt− (K˜ −K)(1 + 2K˜)(y − x)2dt
+(K˜ −K)(x− y)(dx− dy), (A14)
and it may be shown that the average rate of stochastic
entropy production is
d〈∆stot〉
dt
=
4(K˜ −K)2
1 + 2K˜
, (A15)
which, as required, is never negative.
The evolution of ∆Stot = 〈∆stot〉 is shown in Figure 8,
together with the change in mean entropy of the environ-
ment defined by ∆Senv = ∆Stot −∆Ss+dI . The increase
in ∆Senv is associated with mean heat flow to the envi-
ronment through the dissipation of potential energy, and
this is illustrated by the change in the mean energy ∆E
of the store: there is a decrease during system-demon
coupling followed by a smaller increase upon decoupling,
and thereafter no replenishment.
The evolving quantities shown in Figure 8 are specific
examples of the more general behaviour sketched in Fig-
ure 7. Since we have not invoked an exploitation pro-
tocol to follow measurement in our example, there is no
recovery of potential energy to the store and ∆Stot expe-
riences a burst of production as the system and demon
relax to equilibrium. This is an example of the evolution
in Figure 7 indicated by the short-dashed curves. Em-
ploying exploitation protocols such as those suggested by
Abreu and Seifert [63], for example, would make use of
the correlation and allow ∆Stot, ∆Senv and ∆E to follow
behaviour more like the solid curves in Figure 7, but we
shall not pursue this.
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