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1. INTRODUCTION 
Many techniques are used for solving large sparse linear systems. Some of the most popular 
methods for solving the more difficult problems combine direct and iterative algorithms to yield 
efficient multistage procedures. Although each stage is standard, the manner in which stages 
are combined is often novel. Both multigrid and preconditioned conjugate gradients fall into 
this class of numerical methods. In [lo], two promising algorithms were described with sup- 
portive numerical studies. 
The first was cyclic application of model-problem ADI iteration followed by a conjugate 
gradient iteration on the deviation of the model-problem from the actual problem. Some new 
developments relating to this procedure are described in a companion paper in this journal] 121. 
The second was a two-level iteration in which a variational correction with a coarse grid basis 
was applied cyclically to the result of conventional iteration over a fine grid. This was the first 
published implementation of a multigrid method based on the variational techniques that provide 
the foundations for finite element computation. In these initial two-level variational studies 
certain advantages of additive over multiplicative coarse mesh correction were not recognized. 
The coefficient matrix for additive correction does not depend on the fine mesh iterate and 
need thus be computed only once. Moreover, it need only be factored once for direct solution. 
The right-hand side of the correction equations varies each cycle. Brandt[4] and others have 
exploited this in multigrid and related methods. Some numerical comparisons of additive and 
multiplicative correction for two-level iteration are given in [ 111. Also, it was not recognized 
that under suitable conditions one may use the two-level iteration as a preconditioner for 
conjugate gradients, thus combining the two initially distinct methods as suggested subsequently 
in [1,7,9]. Some insight into the nature of such an iteration may be gained by a qualitative 
analysis of error behavior. 
The fine-mesh iteration acts primarily on high-mcde error components and the coarse-mesh 
correction reduces low-mode components. In some implementations the two iteration matrices 
commute but in most they do not. In the commuting case, careful choice of iteration parameters 
precludes benefits from the conjugate gradient third stage. In the noncommuting case, the 
conjugate gradient stage should act on error persisting because of component mixing between 
the other two stages. The automatic extrapolation in the conjugate gradient method greatly 
reduces convergence sensitivity to choice of iteration parameters for the fine-mesh iteration. 
2. FINE MESH ITERATION 
Let the system to be solved be 
Ax = b, (1) 
with A a real, symmetric, positive-definite matrix scaled to have diagonal entries of unity. 
Certain properties of the iterative procedure used for the fine-mesh computation enable rigorous 
analysis of conjugate-gradient acceleration of the two-level iteration. Chebyshev extrapolation 
has the required properties and is well-suited for vector and array computation. We therefore 
choose Chebyshev extrapolation for the fine mesh iteration. The eigenvalue interval over which 
the Chebyshev iteration acts should be chosen to damp error components beyond the lower 
modes which are effectively removed by direct solution of the coarse-mesh problem. The 
Chebyshev extrapolation is best analyzed in terms of a regular splitting of A into A = M - N, 
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where M is a positive-definite matrix and the improvement for iteration t before extrapolation 
is given by 
x* = M-‘Nx,_,. 
The Chebyshev iteration matrix is then a polynomial in M-IN. The error matrix r,, for a 
Chebyshev cycle of length n is defined by 
en = T,eo, (2) 
where 
T, = (I - R._,M-‘A), 
with R,_, a polynomial of degree n - 1 in M-IA. Define R,,(G) = CR,_,(G) and let 
G = A”2M-‘A”2. Then T, is similar to 
T,: = I - R,,(G). 
Matrix R,(G) is positive definite and the spectral norm of Tj: is less than unity. Extrapolation 
parameters are chosen to minimize the spectral radius of T over a specified eigenvalue range 
for M - ‘A. If this range is the positive interval [a, 61, then the number of iterations for prescribed 
error reduction varies as the square-root of b/a. 
3. DIRECT SOLUTION OF A REDUCED SYSTEM 
The initial system may be contracted by any of a number of methods. Let P be a rectangular 
matrix of order n x m with linearly independent columns. The dimension of A is n and the 
dimension of the reduced system is m, where n 9 m. The columns of P are a basis for the 
space of the additive correction to the latest estimate of the solution vector. These columns 
may have as their elements the values on the fine-grid nodes of coarse-mesh finite element 
basis vectors or values at these nodes of some other prescribed basis vectors. The standard 
Ritz procedure yields the reduced system for the correction to estimate x,, of 
PTAPy, = PT(b - Axk). (3) 
The vector Z~ = xt + Py, is the corrected estimate obtained by direct solution of the reduced 
system. Let the matrix H be defined as H = P(PTAP)-‘PT. Then 
zk = xk + H(b - AX,). (4) 
From eqns (3) and (4), one obtains 
z k = (I - HA)x, + Hb. (3 
Thus, the error after a stage-two correction is related to the error before correction by 
fk = (I - HA)e,. (6) 
Estimates for convergence rates of multigrid methods have been given by several re- 
searchers[2-51. Of particular relevance to the method discussed here is the analysis by Bank 
and Douglas[2]. They mention the somewhat unexpected result that conjugate-gradient fine- 
mesh iteration seems to work well, despite the fact that this approach does not attach any less 
importance to low-mode error reduction than to high-mode reduction. This may be associated 
with lack of commutation of the coarse and fine grid error-reduction matrices. When Chebyshev 
extrapolation is used, one controls the eigenvalue space acted on by the fine-mesh iteration 
and relies on coarse-grid correction to damp low-mode errors. Chebyshev extrapolation with 
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a selected eigenvalue range seems even more appropriate than CG when the multigrid iteration 
is itself accelerated by an outer CG iteration. 
4. THE COMPOSITE ERROR MATRIX 
Let H’ = A”‘HA”‘. We note that H’ is a symmetric projection matrix (H’? = H’). The 
error matrix for the two-stage iteration is similar to 
L = (I - H’)[I - R,,(G)]. (7) 
In [6], the conjugate gradient algorithm (Lanczos’ method) was developed for acceleration of 
a preconditioning iteration with matrix expressed in the form T = I - B -‘A with both B and 
A positive definite. The algorithm may be developed for the similar matrix 
T’ = 1 _ Al!‘B-‘A”‘, (8) 
The square-root matrices appear only in the analysis. They are transformed out of the conjugate 
gradient algorithm. The two-stage iteration matrix in eqn (7) may be rewritten as L = I - F 
with F defined by 
F = H’ + R - H’R. (9) 
Matrix R is the stage-one positive definite approximation to the identity matrix and matrix H’ 
is the stage-two approximation to the identity matrix. As either of these approximations im- 
proves. F approaches the identity matrix. Thus, the condition-number of matrix F approaches 
unity as either stage is improved. However, in general, H’ and R do not commute and it follows 
that matrix F is in general not symmetric and hence not positive definite. The conjugate-gradient 
algorithm requires a positive definite F. The strategy must be modified to accomplish this. One 
may perform the stage-two computation in the middle of the Chebyshev iteration with a shorter 
Chebyshev cycle on each end to obtain a “split level iteration” (SLI) matrix similar to 
L = [I - R,(G)](I - H’)[f - R,(G)]. (10) 
Now the matrix F in L = I - F is the symmetric matrix 
F = 2R + H’ + RH’R - (RH’ + H’R + R?). (11) 
It is easily proved that F is positive definite. One first notes that F = 
R(2f - R) + (I - R)H’(I - R). The second term is semidefinite. Since T = I - R has a 
spectral radius less than unity, I + T is positive definite. R(2f - R) = R(I + T) is the 
product of commuting positive definite matrices and is therefore positive definite. It follows 
that F must be positive definite. The rate of convergence of SLI depends on the p-condition 
of matrix F. 
In [9] Nicolaides examined a similar algorithm but used successive overrelaxation (SOR) 
for the fine mesh iteration. This requires careful consideration. The analysis given here gen- 
eralizes somewhat. If the initial fine-mesh iteration matrix is similar to a nonsymmetric matrix 
G (with respect to the similarity transformation with A’ ‘), then one may choose the terminal 
fine-mesh iteration to obtain an iteration matrix which is the transpose (Gr) of the initial matrix. 
The first term in the composite F-matrix then becomes I - (I - G)(I - Gr). Matrix F is 
positive definite if the spectral norm of I - G is less than unity. This is not true for one SOR 
iteration (SOR is not norm-reducing), but one may iterate on the fine mesh until I - G is 
norm-reducing. One must take care to reverse the SOR ordering for the terminal iteration to 
obtain the iteration matrix GT rather than G when one uses SOR in this accelerated split-level 
iteration scheme. 
In the analysis of multigrid methods. the sequence in which the various levels are considered 
is of central concem(51. Split level iteration is one of many variants. In [3], Braess and 
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Hackbusch use split-level iteration to yield a symmetry that simplifies multigrid convergence 
analysis. 
5. THE CONJUGATE GRADIENT ALGORITHM 
Let SLI applied to a source vector w with an initial guess of x0 = 0 be denoted by Fw. 
where F is now the composite matrix in eqn (11) in the absence of the similarity transformation 
with A”‘. The residual vector r is defined by r, = F(b - Ax,). The recursion formulas for 
the conjugate gradient algorithm which minimizes the Euclidean norm of a residual of this type 
were given by Hestenes and Stieffel[6] in their seminal paper on the conjugate gradient method 
(which was an outgrowth of a landmark paper by Lanczos[8]). These formulas are crucial for 
preconditioned conjugate gradients where the residual is defined in terms of a product of two 
positive definite matrices. 
For a prescribed initial guess, x0, to the vector x, one first computes 
fo, y. = Ar, and z. = Fy,. 
One then computes the next iterate from 
go = [yotzol~[yO,rol~ 
XI = x0 + ro/go and 
r, = r. - zo/go. 
For t > 0, the algorithm proceeds as follows: 
y, = Ar,, 
z, = Fy,, 
h, = g,-l[y,,r,l/[y,-,,r,-,l, 
g, = [Yr,zrl~[y,,rrl - ht. 
(12) 
(13) 
(14) 
The residual recursion relationship is 
r IfI = r, + [Ur, - r,-,I - z,l/g,. (13 
The successive estimates to x are 
x,+1 = x, + [h(x, - x,-,1 + t-,1/g,. (16) 
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