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Abstract
We first revisit the problem of kernel estimation of spot volatility in a general continuous Itô
semimartingale model in the absence of microstructure noise, and prove a Central Limit Theo-
rem with optimal convergence rate, which is an extension of Figueroa-López & Li (2020a) as we
allow for a general two-sided kernel function. Next, to handle the microstructure noise of ultra
high-frequency observations, we present a new type of pre-averaging/kernel estimator for spot
volatility under the presence of additive microstructure noise. We prove Central Limit Theorems
for the estimation error with an optimal rate and study the problems of optimal bandwidth and
kernel selection. As in the case of a simple kernel estimator of spot volatility in the absence
of microstructure noise, we show that the asymptotic variance of the pre-averaging/kernel esti-
mator is minimal for exponential or Laplace kernels, hence, justifying the need of working with
unbounded kernels as proposed in this work. Feasible implementation of the proposed estima-
tors with optimal bandwidth is also developed. Monte Carlo experiments confirm the superior
performance of the devised method.
AMS 2000 subject classifications: 62M09, 62G05.
Keywords and Phrases: Spot volatility estimation; kernel estimation; pre-averaging; mi-
crostructure noise; bandwidth selection; kernel function selection.
1 Introduction
Continuous Itô semimartingale models for the dynamics of asset returns have been widely used in
financial econometrics. Such a process takes the form
dXt = µtdt+ σtdWt, (1.1)
where Wt is a standard Brownian motion. A key component of the model, spot volatility σt, plays
a crucial rule in option pricing, portfolio management, and financial risk management. Since last
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decade, there has been some growing interest in the estimation of volatility due to the wide avail-
ability of high frequency data. In this work, we are concerned with spot volatility estimation in an
Itô semimartingale model with kernel estimation. This is one of the most widely used nonparametric
methods in statistics, dating back to the seminal work of Rosenblatt (1956) and Parzen (1962) (see
also the monograph Wand & Jones (1995)).
One of the earliest works on kernel-based estimation of spot volatility dates back to Foster &
Nelson (1996), where they studied a weighted rolling window estimator, which is essentially a kernel
estimator with compact support. Asymptotic normality was established under abstract conditions
that are not directly satisfied by a general Itô model of the form (1.1). Concretely, they worked with
a time series discretization of the model (1.1). Fan & Wang (2008) also established the asymptotic
normality for a general kernel estimator, but the result was limited to a specific constraint on
the bandwidth, which allowed them to neglect the target error coming from approximating the
spot volatility by a kernel weighted discrete volatility. As a result, the achieved convergence rates
were suboptimal. See also Kristensen (2010) and Mancini et al. (2015) for other Central Limit
Theorems (CLT) of kernel-based estimators with suboptimal rate of convergence under different
conditions. Alvarez et al. (2012) proposed an estimator of σpt by considering forward finite difference
approximations of the realized power variation process of order p, which is essentially a forward-
looking kernel estimator with uniform kernel. Jacod & Protter (2011) considered both backward and
forward finite difference approximations of the realized quadratic variation. Both works obtained
the best possible convergence rates for their CLTs under a quite general Itô semimartingale model
(including jumps). We also refer (Aït-Sahalia & Jacod, 2014, Chapter 8) for an extensive review of
the relevant literature.
More recently, Figueroa-López & Li (2020a) studied the leading order terms of the mean-square
error (MSE) of kernel-based estimators under a certain local condition on the covariance function
of the spot variance σ2t , which covers not only Brownian driven volatilities but also those driven
by fractional Brownian motion and other Gaussian processes. Using the asymptotics for the MSE,
the optimal convergence rate was established and formulas for the optimal bandwidth and kernel
functions were derived. CLTs for general one-sided kernel estimators were also obtained (see also
Remark 8.10 in Aït-Sahalia & Jacod (2014), where a result for a general right-sided kernel with
compact support was stated without proof). One of the objectives of the present work is then to
extend the results of Figueroa-López & Li (2020a) and prove a CLT for a general unbounded two-
sided kernel since such kernels can yield estimators with better performance than one-sided kernels,
as showed in Figueroa-López & Li (2020a) (see also Section 3 below).
While the results described in the previous paragraph are useful for intermediate intraday fre-
quencies (e.g., 1 to 5 minute), it is widely accepted that financial returns at ultra high-frequency are
contaminated by market microstructure noise. Specifically, high-frequency asset prices exhibit sev-
eral stylized features, which cannot be accounted by Itô semimartingales, such as clustering noises,
bid/ask bounce effects, and roundoff errors (cf. (Campbell et al., 1997, Chapter 3), Zeng (2003),
(Aït-Sahalia & Jacod, 2014, Chapter 2)). Such discrepancies between macro and micro movements
are typically modeled by an additive noise. The literature of statistical estimation methods under
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microstructure noise has grown extensively since last decade and is still a highly researched sub-
ject (see Zhang et al. (2005), Hansen & Lunde (2006), Bandi & Russell (2008), Mykland & Zhang
(2012), Barndorff-Nielsen et al. (2008), Podolskij & Vetter (2009), and Jacod et al. (2009) for a
few seminal works in the area as well as the monograph Aït-Sahalia & Jacod (2014)). Most of the
existing literature on volatility estimation for high frequency data with microstructure noise has
mainly focused on the estimation of integrated volatility or variance (IV), defined as IVT =
∫ T
0
σ2t dt.
Zhang et al. (2005) showed that scaled by (2n)−1, the realized variance estimator, the gold stan-
dard for IV estimation in the absence of microstructure noise, consistently estimates the variance of
the microstructure noise, instead of the integrated volatility, as the sampling frequency n increases.
There are several approaches to overcome this problem: the Two Scale Realized Variance (TSRV)
estimator by Zhang et al. (2005) and the efficient Multiscale Realized Variance by Zhang (2006); the
Realized Kernel estimator by Barndorff-Nielsen et al. (2008); the pre-averaging method by Podolskij
& Vetter (2009) and Jacod et al. (2009); and the Quasi-Maximun Likelihood Estimator (QMLE) by
Xiu (2010).
Spot volatility estimation is often viewed as a byproduct of integrated volatility estimation. In-
deed, if we choose a shrinking time span on which the integral of volatility is calculated, then the
estimates of integrated volatility should converge to the spot volatility. Following this idea, Zu &
Boswijk (2014) constructs the Two Scale Realized Spot Variance (TSRSV) estimator based on the
TSRV integrated variance estimator. They proved consistency and derived the asymptotic distribu-
tion of the estimation error with a convergence rate of n−1/12, which is known to be suboptimal.
The second objective of our work is to construct a kernel based estimator of the spot volatility
based on the pre-averaging integrated variance estimator of Jacod et al. (2009). The basic idea
is simple and natural. If we denote ÎV
pre−av
t the pre-averaging estimator of IVt =
∫ t
0
σ2sds, our
estimator combines this with a kernel localization technique as follows:
σˆ2t =
∫ t
0
1
bn
K
(
s− t
bn
)
dIV pre−avs ,
where K is a suitable kernel function and bn > 0 is the bandwidth, which should converge to 0
at an appropriate rate. We establish the asymptotic mix normality of our estimator and identify
two asymptotic regimes for two different bandwidth convergence regimes. One of those regimes
yields the optimal convergence rate of n−1/8 for our estimator. It is important to point out that
the asymptotic theory for the kernel/pre-averaging estimator cannot be derived from that for the
pre-averaging integrated variance and also is substantially different and harder than that for kernel
based estimators in the absence of microstructure noise. The only related result we know is that of
(Aït-Sahalia & Jacod, 2014, Section 8.7), who stated, without proof, a stable convergence result of
a pre-averaging type of estimator of the spot volatility, but only in the case of a one-sided uniform
kernel K(t) = 1[0,1](t). Here we consider a general two-side kernel (see below as to the need of
considering such kernels).
As an important application of our results, we study the problem of bandwidth and kernel
function selection. Using our CLT, we first derive the optimal bandwidth and then the optimal
kernel function (the one that minimizes the limiting variance) at the optimal rate. As in Figueroa-
López & Li (2020a), we show that the optimal kernel is a two-sided exponential or Laplace function
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K(x) = 12e
−|x|. This fact justifies the necessity of developing the asymptotic theory for general
kernels over the more widely used uniform kernels.
The implementation of the optimum bandwidth (at the optimum rate) is more challenging be-
cause it involves the vol vol and the spot volatility itself. Hence, to implement it we develop a new
method, which iteratively estimates the spot volatility, the vol vol, and the optimal bandwidth. Us-
ing Monte Carlo simulation, we compare our estimator with the TSRSV estimator of Zu & Boswijk
(2014) and show a significant improved accuracy. We also illustrate the improvement achieved by
the optimal exponential kernel and the calibrated optimal bandwidth via our iterative method.
We finish the introduction by giving one more reason as to the importance of estimating the spot
volatility. As mentioned above, while spot volatility estimation can, at least conceptually, be seen as
a byproduct of integrated variance estimation, interestingly enough, one can also use spot volatility
estimation as an intermediate step toward the estimation of integrated volatility functionals of the
form IT (g) :=
∫ T
0
g(σ2s)ds. Specifically, once an estimator σˆ2t of σ2t has been developed, one can
naturally devise an estimator for IT (g) of the form IˆT (g) = ∆n
∑n
i=1 g(σˆ
2
ti), where ti = i∆n and
∆n = T/n, followed by an appropriate bias correction adjustment. In the absence of noise, Jacod &
Rosenbaum (2013), Li et al. (2019), and Mykland & Zhang (2009) have developed methods for the
estimation of these functionals (see also Li & Xiu (2016), Aït-Sahalia & Xiu (2019), and Li et al.
(2017) for related methods and other applications thereof). Recently, Chen (2019) developed an
estimator for IˆT (g) based on a forward finite difference approximation of the standard pre-averaging
estimator of the integrated variance.
The rest of the paper is organized as follows. Section 2 introduces the setting of the problem
and the main result. Section 3 shows an application of our main theorem: the optimal parameter
and kernel selection. The simulations are provided in Section 4. Proofs of our main results can be
found in two appendices.
2 The Setting, Estimator, and Main Results
Throughout, we consider the following stochastic differential equation (SDE):
dXt = µtdt+ σtdWt, (2.1)
where all stochastic processes (µ := {µt}t≥0, σ := {σt}t≥0,W := {Wt}t≥0) are defined on a complete
filtered probability space
(
Ω(0),F (0),F(0),P(0)) with filtration F(0) = (F (0)t )
t≥0
, and W := {Wt}t≥0
is a standard Brownian Motion (BM) adapted to the filtration F(0).
For an arbitrary process {Ut}t≥0 and a given time span ∆n > 0, we shall use the notation
Uni := Ui∆n , ∆
n
i U := U
n
i − Uni−1.
Stable convergence in law is denoted by st−→ throughout the paper. See (2.2.4) in Jacod & Protter
(2011) for the definition of this type of convergence. As usual, an ∼ bn means that an/bn → 1 as
n→∞.
Throughout the paper, we consider two settings: observations with and without market mi-
crostructure noise. In the absence of microstruture noise, we use standard kernel estimation, while
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to deal the noise we propose a type of pre-averaging kernel estimator. These two settings together
with the main results are presented in the following two subsections.
2.1 Observations without microstructure noise
In this subsection, we assume that we can directly observe the process X in (2.1) at discrete times
ti := ti,n := i∆n, where ∆n := T/n and T ∈ (0,∞) is a given fixed time horizon. To estimate the
spot volatility στ , at a given time τ ∈ (0, T ), we adopt the kernel estimator studied in Fan & Wang
(2008); Kristensen (2010); Figueroa-López & Li (2020a):
σˆ2 (mn)τ :=
n∑
i=1
Kmn∆n (ti−1 − τ) (∆ni X)2 , (2.2)
where Kb(x) := K(x/b)/b, mn ∈ N, and bn := mn∆n is the bandwidth of the kernel function1.
The asymptotic behavior of this estimator with one-sided uniform kernels (i.e., K(x) = 1[0,1](x)
or K(x) = 1[−1,0](x)) was studied in Jacod & Protter (2011). In this part, we extend the results
to general two-sided kernels with possibly unbounded support. There is an important motivation
for considering such kernels since, as proved in Figueroa-López & Li (2020a) (see also Section 3
below), exponential and some other nonuniform unbounded kernels can yield estimators with better
performance than those based on uniform kernels. To establish a central limit theorem for the kernel
estimator σˆ2τ , we first need some assumptions.
Assumption 1. The process {µt}t≥0 is locally bounded and the spot volatility process {σt}t≥0 is an
Itô process with dynamics
dσt = µ˜tdt+ σ˜tdBt, (2.3)
where Bt is a standard Brownian Motion adapted to F(0) and correlated with Wt so that d 〈W,B〉t =
ρtdt. Here, {µ˜t}t≥0 is adapted locally bounded, {ρt}t≥0 is adapted, locally bounded, and càdlàg, and
{σ˜t}t≥0 is adapted càdlàg satisfying standard conditions for the process above to be well-defined.
Assumption 2. The kernel function K : R→ R is bounded and
1.
∫
K(x)dx = 1;
2. K is Lipschitz and piecewise C1 on (−∞,∞);
3. (i)
∫ |K(x)x|dx <∞ ; (ii) K(x)x2 → 0, as |x| → ∞ ; (iii) ∫ |K ′(x)|dx <∞.
We now proceed to describe the limiting distribution of the estimation error of (2.2). Let V, V ′
be independent centered Gaussian variables, defined on a “very good” filtered extension(
Ω˜(0), F˜ (0),
(
F˜ (0)t
)
t≥0
, P˜(0)
)
of
(
Ω(0),F (0),
(
F (0)t
)
t≥0
,P(0)
)
(see Jacod & Protter (2011) for definition), and independent of
F (0), such that
E
(
V 2
)
= 2
∫
K2(u)du, E
(
V ′2
)
=
∫
L2(t)dt, (2.4)
1Here, mn is equivalent to kn in the Theorem 13.3.7 of Jacod & Protter (2011), while mn∆n is equivalent to the
bandwidth hn of Figueroa-López & Li (2020a).
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where L(t) =
∫∞
t
K(u)du1{t>0} −
∫ t
−∞K(u)du1{t≤0}. Next, let Z
(0)
τ , Z
′(0)
τ be defined as
Z(0)τ = σ
2
τV, Z
′(0)
τ = 2στ σ˜τV
′. (2.5)
Now we are ready to introduce our main theorem for a general kernel estimator in the absence of
microstructure noise. The proof is given in Appendix A.
Theorem 2.1. Let the sequence {mn}n≥1 that controls the bandwidth of the kernel estimator be
such that mn →∞, mn∆n → 0, and mn
√
∆n → β, for some β ∈ [0,∞]. Then, under Assumptions
1 and 2 above, at a given time τ ∈ [0, T ], we have the following stable convergence in law, as n→∞,
(i)
√
mn
(
σˆ2 (mn)τ − σ2τ
) st−→ Z(0)τ + βZ ′(0)τ , if β <∞,
(ii)
1√
mn∆n
(
σˆ2 (mn)τ − σ2τ
) st−→ Z ′(0)τ , if β =∞, (2.6)
where Z(0)τ , Z
′(0)
τ are defined as in (2.5).
Remark 2.1. The result above extends Theorem 6.3 in Figueroa-López & Li (2020a) for general
two-sided kernels and stable convergence in law. The proof here is also different from Figueroa-López
& Li (2020a) and is based on the approach of Jacod & Protter (2011).
2.2 Observations in the presence of microstructure noise
In this part, we assume that our observations of X are contaminated by “microstructure” noise.
That is, we assume we observe
Yti := Xti + ti , (2.7)
where  = {t} is the noise process and, as before, ti := ti,n := i∆n, 0 ≤ i ≤ n, with ∆n := T/n
and a fixed time horizon T ∈ (0,∞). We allow the noise  to depend on X, but in such a way
that, conditionally on the whole process X, {t}t≥0 is a family of independent, centered random
variables. More formally, following the framework of Jacod & Protter (2011), for each time t, we
consider a transition probability Qt
(
ω(0), dz
)
from
(
Ω(0),F (0)t
)
into (R,B(R)), and the canonical
process {t}t≥0 on R[0,∞) defined as t(ω˜) = ω˜(t) for t ≥ 0 and ω˜ ∈ R[0,∞). Next, we construct
a new probability space
(
R[0,∞),B, σ (s : s ∈ [0, t)) ,Q
)
, where B is the product Borel σ-field and
Q = ⊗t≥0Qt. We then define an enlarged filtered probability space
(
Ω,F , (Ft)t≥0 ,P
)
and a filtration
(Ht) as follows: 
Ω = Ω(0) × R[0,∞),
Ft = F (0)t ⊗ σ (s : s ∈ [0, t)) , Ht = F (0) ⊗ σ (s : s ∈ [0, t))
P(dω(0), dω˜) = P(0)(dω(0))Q(ω(0), dω˜).
(2.8)
Hence, any variable or process in either Ω(0) or R[0,∞) can be considered in the usual way to a
variable or a process on Ω. We are now ready to state the assumptions on the F (0)-conditional law
of the noise process as well as some slightly different assumptions on the spot variance process and
kernel function.
Assumption 3. All variables (t : t ≥ 0) are independent conditionally on F (0), and we have
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• E (t| F (0)) = 0,
• For all p > 0, the process E ( |t|p| F (0)) is (F (0)t )-adapted and locally bounded,
• The conditional variance process γt = E
(
|t|2
∣∣∣F (0)) is càdlàg.
In order to simplify the expressions for the limiting distribution of the estimation error, it is
convenient to write Assumption 1 in the following form:
dσ2t = Γtdt+ ΛtdBt, (2.9)
where Bt is a standard Brownian Motion adapted to F(0) such that d 〈W,B〉t = ρtdt, and {Γt}t≥0
and {Λt}t≥0 are adapted to F(0) , and satisfying standard conditions for the integrals in (2.9) to be
well-defined.
Along the lines of Jacod & Protter (2011) (originally proposed in Jacod et al. (2009)), to construct
the pre-averaging estimator, we need:
(i) A sequence of positive integers kn, which represent the length of the pre-averaging window,
satisfying
kn =
1
θ
√
∆n
+ o
(
1
∆
1/4
n
)
, for some θ > 0; (2.10)
(ii) A real-valued weight function g on [0, 1], satisfying that g is continuous, piecewise C1 with a
piecewise Lipschitz derivative g′ such that2
g(0) = g(1) = 0,
∫ 1
0
g(s)2ds = 1;
Next, for an arbitrary process U , we define the sequences:
U
n
i =
∑kn−1
j=1 g
(
j
kn
)
∆ni+j−1U = −
∑kn
j=1
(
g
(
j
kn
)
− g
(
j−1
kn
))
Uni+j−2,
Ûni =
∑kn
j=1
(
g
(
j
kn
)
− g
(
j−1
kn
))2 (
∆ni+j−1U
)2
.
(2.11)
As seen from the definition, U
n
i is the weighted average of the increments ∆i+j−1U, j = 1, · · · , kn−1,
while Ûni is a de-biasing term. For a weight function g as above, let
φkn(g) =
∑kn
i=1 g(
i
kn
)2,
φ′kn(h) =
∑kn
i=1
(
g( ikn )− g( i−1kn )
)2
,
(2.12)
and note that
φkn(g) = kn
∫ 1
0
g2(s)ds+ O(1) = kn + O(1),
φ′kn(g) =
1
kn
∫ 1
0
(g′(s))2ds+ O
(
1
k2n
)
.
(2.13)
Finally, the pre-averaging estimator of the spot volatility σ2τ at τ ∈ (0, T ) is defined as
σˆ2 (kn,mn)τ =
1
φkn (g)
n−kn+1∑
j=1
Kmn∆n (tj−1 − τ)
((
Y
n
j
)2
− 1
2
Ŷ nj
)
, (2.14)
where, as before, Kb(x) = K(x/b)/b. The following result establishes the asymptotic behavior of
the estimation error for the proposed estimator. The proof is given in Appendix B.
2It is enough to ask g ∈ L2([0, 1]), but, since the pre-averaging estimator is invariant to scalings of the weight
function g, without loss of generality, we can impose the condition ‖g‖L2 = 1 as we did above.
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Theorem 2.2. Let {mn}n≥1 be a sequence of positive integers such that mn → ∞, mn∆n → 0,
mn
√
∆n → ∞, and mn∆3/4n → β for some β ∈ [0,∞], and let kn and g be as described in (i)-(ii)
above. Then, under the model described by the Eqs. (2.1), (2.7), and (2.9) and Assumptions 2 and 3,
the pre-averaging estimator (2.14) is such that, as n→∞,
(i) m1/2n ∆
1/4
n
(
σˆ2 (kn,mn)τ − σ2τ
) st−→ Zτ + βZ ′τ , if β <∞,
(ii)
1√
mn∆n
(
σˆ2 (kn,mn)τ − σ2τ
) st−→ Z ′τ , if β =∞, (2.15)
for τ ∈ (0, T ), where Zτ , Z ′τ are defined on a good extension
(
Ω˜, F˜ ,
(
F˜t
)
t>0
, P˜
)
of the space(
Ω,F , (Ft)t≥0 ,P
)
and, conditionally on F , are independent Gaussian random variables with con-
ditional variance
δ21(τ) := E˜
(
Z2τ |F
)
= 4
(
Φ22σ
4
τ/θ + 2Φ12σ
2
τγτθ + Φ11γ
2
τθ
3
) ∫
K2(u)du,
δ22(τ) := E˜
(
Z ′2τ |F
)
= Λ2τ
∫
L2(t)dt,
(2.16)
with φ1(s) =
∫ 1
s
g′(u)g′(u − s)du, φ2(s) =
∫ 1
s
g(u)g(u − s)du, Φij =
∫ 1
0
φi(s)φj(s)ds, and L(t) =∫∞
t
K(u)du1{t>0} −
∫ t
−∞K(u)du1{t≤0}.
Remark 2.2. For the estimation of the integrated variance (IV), [X,X]T =
∫ T
0
σ2t dt, Jacod et al.
(2009) proposed the pre-averaging estimator:
̂[X,X]s :=
1
φkn(g)
s
s− kn∆n
[s/∆n]−kn+1∑
j=1
((
Y
n
j
)2
− 1
2
Ŷ nj
)
, for s ∈ (0, T ] (2.17)
and showed the following limiting behavior:
1
∆
1/4
n
(
̂[X,X]T − [X,X]T
)
st−→ U noiseT , (2.18)
where U noiseT is a centered Gaussian process with conditional variance
δT := E
((U noiseT )2 |F) = ∫ T
0
4
(
Φ22σ
4
t /θ + 2Φ12σ
2
t γtθ + Φ11γ
2
t θ
3
)
dt.
The spot volatility estimator (2.14) can be viewed as a localization of IV in that
σˆ2t ≈
∫
Kmn∆n(s− t)d[̂X,X]s. (2.19)
More specifically, the factor ss−kn∆n is omitted for the spot volatility estimator, as suggested by Aït-
Sahalia & Jacod (2014) in Section 8.7. We can then heuristically argue that for the spot volatility
estimator, the variance of the estimation error at time t should be close to√
∆n
∫
K2mn∆n(s− t)dδs ≈
1
mn
√
∆n
4
(
Φ22σ
4
t /θ + 2Φ12σ
2
t γtθ + Φ11γ
2
t θ
3
) ∫
K2(u)du, (2.20)
which is indeed the case when we have mn∆
3/4
n → β = 0 as formally shown in Theorem 2.2.
3 An application: Optimal Parameter Tuning
The tuning parameters θ, β and kernel function K affect the variance of the limiting distribution of
the estimation error. In this section, as an application of our main Theorem 2.2, we show how to
8
find the tuning parameters and kernel function of the estimator in order to minimize the asymptotic
variance of the estimation error. By necessity, the optimal choices of θ and β will be given in
terms of the integrated variance and quarticity, IVT :=
∫ T
0
σ2t dt and QrTT :=
∫ T
0
σ4t dt, respectively,
the Integrated Volatility of Volatility (IVV),
∫ T
0
Λ2tdt, and the integrated variance of the noise t,∫ T
0
γtdt. We can estimate
∫ T
0
Λ2tdt and
∫ T
0
γtdt separately, while for IVT and QrTT , we can devise
an iterative method in which an initial rough estimate of σ2t on a grid of [0, T ] is used to determine
estimates of the integrated variance and quarticity. These estimates can in turn be used to find
suitable estimates of the optimal values for θ and β. These values are then applied in the kernel
pre-averaging estimator (2.14) to refine our estimate of σ2t on the grid.
3.1 Optimal selection of θ
Recall we set kn = 1θ√∆n + o
(
1
∆
1/4
n
)
and, thus the parameter θ determines the length of the pre-
averaging window kn. The following corollary can easily be derived from Theorem 2.2.
Corollary 3.1. The optimal value of θ, which is set to minimize
∫ T
0
δ21(t)dt is given by
θ? =
√√√√√
(√
Φ212 + 3Φ11Φ22 − Φ12
) ∫ T
0
σ2t dt
3Φ11
∫ T
0
γtdt
. (3.1)
3.2 Optimal bandwidth selection
Define the conditional Mean Integrated Square Error (MISE),
MISE := Eσ
[∫ T
0
(
σˆ2 (kn,mn)τ − σ2τ
)2
dτ
]
, (3.2)
where Eσ denotes the conditional expectation with respect to the sigma-field generated by {σt}t∈[0,T ].
From Theorem 2.2, we can deduce that when mn (the bandwidth length in ∆n units) is of the form
mn = β∆
−3/4
n for some constant β ∈ (0,∞), the optimal convergence rate of ∆1/8n is attained and
we further have:
∆−1/8n
(
σˆ2 (kn,mn)τ − σ2τ
) st−→ β−1/2 (Zτ + βZ ′τ ) . (3.3)
Therefore, the limiting distribution has conditional variance
(
1
β δ
2
1(τ) + βδ
2
2(τ)
)
, where δ21(τ) and
δ22(τ) are given as in (2.16). This result suggests that (3.2) can be approximated by
∆1/4n
∫ T
0
(
1
β
δ21(τ) + βδ
2
2(τ)
)
dτ. (3.4)
We then have the following result.
Corollary 3.2. Let
Θ(θ) := Θ(θ; g) :=
Φ22
θ
∫ T
0
σ4t dt+ 2Φ12θ
∫ T
0
γtσ
2
t dt+ Φ11θ
3
∫ T
0
γ2t dt. (3.5)
With the bandwidth bn = mn∆n = β∆
1/4
n , the optimal value of bn, which is set to minimize the
approximated MISE (3.4), is given by
b?n =
√√√√∫ T0 δ21(t)dt∫ T
0
δ22(t)dt
∆1/4n = ∆
1/4
n
√
4Θ(θ)
∫
K2(u)du∫ T
0
Λ2tdt
∫
L2(v)dv
. (3.6)
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With this optimal bandwidth, the integrated variance of the limiting distribution for the estimation
error is given by
2
√∫ T
0
δ21(t)dt
∫ T
0
δ22(t)dt = 4
√
Θ(θ)
∫ T
0
Λ2tdt
∫
K2(u)du
∫
L2(v)dv. (3.7)
Note that b?n contains unknown theoretical quantities that need to be estimated in order to
devise a plug in type estimator. Under the assumption of γt ≡ γ, the variance of the noise, γ, can
be estimated using the estimator in Zhang et al. (2005):
γˆ =
1
2n
n∑
i=1
(
Y ni − Y ni−1
)2
. (3.8)
For the estimation of the IVV,
∫ T
0
Λ2tdt, we introduce the following estimator. We start by obtaining
a preliminary estimate of the spot variance path σ2 on the grid τ ∈ {ti}i=0,...,nvia the estimator
(2.14) staring with some sensible initial estimates of the tuning parameter values. For example, we
can set bn = mn∆n = ∆
1/4
n . Let us call σˆ2ti,0 these initial estimates. We can then use sparsely
sampled (say, 5 min observations) spot variance estimates to estimate IVV via a standard Realized
Variance estimator
ÎV V T,0 :=
[n/p]−1∑
i=0
(σˆ2t(i+1)p,0 − σˆ2tip,0)2,
for some positive integer p n. We also implemented a pre-averaging integrated variance estimator
for the IVV based on the spot variance estimates. However, the choice of tuning parameters here
could be tricky and the performance is similar to the Realized Variance estimator above. As for∫ T
0
σ4ddt, we can simply compute the sum of squares of the preliminary estimate σˆ
2
ti,0 and multiply
by ∆n. Now with these estimates, we can calculate an estimate of the optimal bandwidth b?n using
the result of Corollary 3.2. Such an approximate optimal bandwidth can then be used to refine our
estimates of the spot variance grid. Continuing this procedure iteratively, we hope to obtain good
estimates of the optimal bandwidth.
Note that (3.6) sets the same bandwidth for the entire path of X. We can also consider a local or
non-homogeneous bandwidth: for τ ∈ [0, T ], the optimal local bandwidth is defined to minimize the
variance of the estimation error at time τ . By setting mn = β∆
−3/4
n and minimizing the resulting
asymptotic variance of the estimation error derived from Theorem 2.2, the optimal bandwidth is
given by
b?,localn =
δ1(τ)
δ2(τ)
∆1/4n = ∆
−3/4
n
√
4Θτ (θ)
∫
K2(u)du
Λ2τ
∫
L2(u)du
, (3.9)
with δ1(τ) and δ2(τ) defined as in Theorem 2.2 and Θτ (θ) is defined as:
Θτ (θ) :=
Φ22
θ
σ4τ + 2Φ12γτθσ
2
τ + Φ11γ
2
τθ
3. (3.10)
With this optimal bandwidth, the variance of the limiting distribution for the estimation error is
given by
2δ1(τ)δ2(τ) = 4
√
Θτ (θ)Λ2τ
∫
K2(u)du
∫
L2(u)du. (3.11)
Since the bandwidth now has the flexibility to depend on the volatility, we may expect it to have
a better performance than homogeneous bandwidth. We will analyze this point in greater detail in
the Monte Carlo simulations of Section 4.
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Remark 3.1. We can see the constant bandwidth (3.6) as an approximation of the optimal local
bandwidth (3.9), where the average values Θ¯(θ) :=
∫ T
0
Θt(θ)dt/T and Λ¯ :=
∫ T
0
Λtdt/T are used as
proxies of the spot values Θτ (θ) and Λ2τ , respectively. These global proxies have the advantages of
being easier and more accurate to estimate.
3.3 Optimal Kernel Function
With the optimal bandwidths of Section 3.2, we can now obtain a formula for the asymptotic
variance, which enjoys an explicit dependence on the kernel function K. It is then natural to
attempt to find the kernel that minimizes such a variance. As observed from (3.7) or (3.11), we only
need to minimize
I(K) =
∫
K2(u)du
∫
L2(u)du
=
∫
K2(u)du
∫∫
xy≥0
K(x)K(y)(|x| ∧ |y|)dxdy,
(3.12)
over all kernels K such that
∫
K(u)du = 1, where for the second equality above we used that L(t) =∫∞
t
K(u)du1{t>0}−
∫ t
−∞K(u)du1{t≤0}. It has been proved in Figueroa-López & Li (2020a), Section
4.1, that, among all the kernel functions satisfying Assumption 2, the exponential kernel function
Kexp(x) = 12 exp(−|x|) is the one that minimizes the functional I(K). As shown on Figueroa-López
& Li (2020a), exponential kernels have also another computational advantage since they allow to
reduce the time complexity for estimating the volatility on all grid points tj from O(n2) to O(n).
This property is particularly useful when working with high-frequency observations.
4 Simulation Study
In this section, we study the performance of the kernel pre-averaging estimator (2.14), together with
the implementation procedure described in Subsection 3.2, and compare the results with the Two
Scale Realized Spot Variance (TSRSV) estimator proposed in Zu & Boswijk (2014).
4.1 Simulation design
Throughout, we consider the Heston model:
dXt = (µ− vt/2) dt+ v1/2t dW t, Yti = Xti + ti
dvt = κ (α− vt) dt+ γv1/2t dBt,
(4.1)
where we assume Bt = ρWt +
√
1− ρ2W˜t, with W˜ being a Brownian motion independent with W .
Note that the variance process is given by σ2t = vt. We adopt the same parameter values as in Zhang
et al. (2005), but properly normalized so that the time unit is one day:
µ = 0.05/252, κ = 5/252, α = 0.04/252, γ = 0.5/252, ρ = −0.5. (4.2)
We set the noise as ni := ti
i.i.d.∼ N (0, 0.00052), and the initial values to X0 = 1 and v0 =
0.04/252. We use the usual triangular weight function g(x) = 2x ∧ (1 − x). We simulate data for
one day (T = 1), and assume the data is observed once every second, with 6.5 trading hours per
day. The number of observation is then n = 23400.
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4.2 Validity of the asymptotic theory and necessity of de-biasing
We first show that the asymptotic behavior of the estimation error is consistent with our theoretical
result. By Corollary 3.2, the optimal rate of convergence of the estimation error is attained when
the bandwidth takes the form m?n∆n = β∆
1/4
n , for some β ∈ (0,∞), and, thus, we only analyze the
first case of Theorem 2.2. We aim to estimate the spot variance v0.5 := σ20.5 using our pre-averaging
kernel estimator (2.14), with β = 1 and the exponential kernel. The histogram of the estimation
errors, vˆ0.5−v0.5, based on 25,000 simulated paths, is shown in Figure 1. We also plot the theoretical
density of the estimation error as prescribed by Theorem 2.2 but with the true parameter values
for γ and θ, and replacing v0.5 = σ20.5 with the mean of v0.5 over all 25,000. As it can be seen, the
theoretical density is consistent with the empirical results.
Figure 1: Histogram of σˆ2t at t = 0.5 and the density of the theoretical limiting distribution.
To investigate the need of the bias correction term Ŷ nj in (2.14), let us consider a new estimator
without the bias correction term, v˜τ =
∑n−kn+1
j=1 Kmn∆n (tj−1 − τ)
(
Y
n
j
)2
. We show the histogram
of the estimation errors v˜0.5 − v0.5 for 25,000 simulated paths, and, for comparisons, also plot the
same theoretical asymptotic density function of Figure 1. As shown in left panel of Figure 2, the
estimator v˜0.5 significantly overestimates the spot variance, which shows the necessity of the bias
correction term Ŷ nj in (2.14).
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Figure 2: Left Panel: The effect of bias correction term. Right Panel: Comparison of the asymptotic
distribution between uniform and exponential kernel.
4.3 Performance for different kernels
Before analyzing the empirical performance of the estimators for different kernels, we compare the
theoretical asymptotic densities of the estimation error for the exponential and uniform kernels.
This is shown in right panel of Figure 2. We can see therein that, as predicted in Subsection 3.3,
the exponential kernel estimator has a much smaller asymptotic variance.
We now proceed to compare the finite sample performance of the estimator (2.14) for different
kernels. We assume both a non-leverage setting (ρ = 0) and a negative correlation setting (ρ = −0.5).
In order to alleviate the boundary effects, the following estimator is used in the simulation (as
proposed in Kristensen (2010)):
σˆ2 (kn,mn)τ =
∑n−kn+1
j=1 Kmn∆n (tj−1 − τ)
((
Y
n
j
)2
− 12 Ŷ nj
)
φkn (g) ∆n
∑n
j=1Kmn∆n (tj−1 − τ)
. (4.3)
For the jth simulated path {X(j)ti : 0 ≤ i ≤ n, ti = iT/n}, we estimate the corresponding skeleton of
the spot variance process, {σ2ti,j}i=1,...,n, using θ = 5 and initial bandwidth β = 1. The estimated
path is denoted as {σˆ2ti,j}i=1,...,n. Next, we calculate the average of the squared errors (ASE),
ASEj =
1
n− 2l + 1
n−l∑
i=l
(
σˆ2ti,j − σ2ti,j
)2
.
Here, l = [0.1n] is used to further alleviate boundary effects. Then, we take the square root of the
average of the ASEs over all the simulated paths:
R̂MSE =
√√√√ 1
m
m∑
j=1
ASEj ,
where m is the number of simulations. This is an estimate of
RMSE =
√√√√E[ 1
n− 2l + 1
n−l∑
i=l
(
σˆ2ti − σ2ti
)2]
.
Next, we fix θ = 5 and apply the iterative homogeneous bandwidth selection method introduced in
Subsection 3.2 to further investigate the performance of different kernels. We report the estimated
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RMSE with the initial bandwidth β = 1 and the result of iterative bandwidth selection method
after one iteration in Table 1 for the following four different kernels:
Kexp(x) =
1
2
e−|x|, Kunif (x) =
1
2
1{|x|<1}
K1(x) = |1− x|1{|x|<1}, K2(x) = 3
4
(1− x2)1{|x|<1}.
This shows that, indeed, the exponential kernel provides the best performance.
R̂MSE × 105 (ρ = 0)
Kernel β = 1
Optimal
Bandwidth Selection
Kexp 1.400 1.068
Kunif 1.890 1.608
K1 2.173 1.648
K2 2.064 1.476
Table 1: Comparison of different kernel functions.
4.4 Optimal bandwidth
First, we show that the suboptimal bandwidth, which corresponds to β = 0 in Theorem 2.2, indeed
performs worse than the optimal bandwidth, even though its asymptotic variance is easier to estimate
without the βZ ′τ term. In Table 2, we compare the optimal bandwidth h1 = β∆
1/4
n with the
suboptimal bandwidths h2 = β∆0.28n and h3 = β∆0.3n , using the exponential kernel with β = 1, 2, 3, 4
respectively, on 1000 simulated path. The results show the advantage in using the optimal bandwidth
for the same level of the coefficient β.
R̂MSE × 105(ρ = −0.5)
Bandwidth h1(optimal) h2 (suboptimal) h3 (suboptimal)
β = 1 1.418 1.605 1.754
β = 2 1.133 1.225 1.308
β = 3 1.077 1.121 1.678
β = 4 1.050 1.073 1.104
Table 2: Comparison between optimal bandwidth and suboptimal bandwidth
Next, we compare the results of the iterative homogeneous and local bandwidth selection meth-
ods, as discussed in Subsection 3.2. Based on some initial simulations, we observed that the param-
eter θ, which controls the length of the pre-averaging window kn as kn = 1θ√∆n , has comparatively
smaller effect on the performance of estimator than that of the bandwidth. Therefore, throughout
this section, we fix θ = 5, which is computed by (3.1) using true parameter values, and consider
different bandwidth selection techniques3.
3 We also consider other values of θ and the results were similar.
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In Table 3, we report the estimated RMSE for different bandwidth selection methods. For the
homogeneous bandwidth selection method (3.6), we apply the realized variance of sparsely sampled
(5 min) spot variance estimates {σˆ2ti} to estimate the vol vol
∫ T
0
Λ2tdt as described in Section 3.2.
We fix the estimated vol vol after the first iteration to prevent the increased variance brought by
the iterative method. The first two iterations are shown in the first two columns of the table
and we can see that the second iteration does not improve the result significantly. Therefore,
one iteration of the bandwidth selection method is sufficient in practice. For the local bandwidth
method, we use
∫ T
0
Λ2tdt/T as a proxy of Λτ in the formula (3.9). As a reference, we also give
the results of using an oracle optimal bandwidth, which is computed by the true parameter values
and the simulated spot variance process with Eqs. (3.6) and (3.9) for the optimal homogeneous and
optimal local bandwidths, respectively. In the last column, we provide the result of a semi-oracle
type of bandwidth, where we use the estimated spot variance “skeleton" {σˆ2ti} to estimate
∫ T
0
σ2t dt
and
∫ T
0
σ4t dt, via Riemann sums4, while using the true parameter of γ given in (4.2) to estimate∫ T
0
Λ2tdt = γ
2
∫ T
0
σ2t dt. The last simplification is possible due to the special structure of the diffusion
coefficient of variance process in the Heston model (4.1). A similar approach can be applied to other
popular volatility models such as CEV models. As we can see therein, the data-driven approaches
(1st two columns) are quite close to the oracle and semi-oracle estimates.
R̂MSE × 105(ρ = −0.5)
1st Iter. 2nd Iter Oracle Semi-oracle
homogeneous 1.0530 1.0529 1.0540 1.0533
local 1.0571 1.0551 1.0542 1.0547
Table 3: Comparison of different bandwidth selection methods based on 1000 simulations. RMSE
for initial bandwidth β = 1 is 1.4086. Columns 2 and 3 show the results corresponding to the 1st
and 2nd iterations of bandwidth selection methods. Column 4 and 5 show the result using oracle
and semi-oracle bandwidths, respectively.
Remark 4.1. Theoretically, the estimator with local bandwidth has the flexibility to adjust its band-
width at different times based on the data. Therefore, this estimator should be able to achieve a lower
bound of the approximated MISE defined in (3.4):
Eσ
[∫ T
0
(
σˆ2t − σ2t
)2
dt
]
≈ ∆1/4n
∫ T
0
(
1
βt
δ21(t)dt+
∫ T
0
βtδ
2
2(t)dt
)
. (4.4)
However, the simulations show that the performance of the local bandwidth with known parameter
values is almost the same as that of the homogeneous bandwidth. To further investigate this phe-
nomenon, in left panel of Figure 3, we show the estimated RMSE for different fixed values of τ
against the parameter β in the bandwidth formula bn = β∆
1/4
n . As before we simulate the Heston
model (4.1) with the same parameters as in (4.2), but with the vol vol parameter γ = 1/252. We
can conclude from the figure that the optimal bandwidths for different τ ’s are almost the same and
4We also apply the pre-averaging estimate of quarticity given in Jacod et al. (2010), but the results were less
optimal.
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Figure 3: Left Panel: MSE v.s. bandwidth when γ = 1/252. Right panel: MSE v.s. bandwidth
when γ = 0.5/252
consistent with the optimal bandwidth based on the asymptotic variance of the estimator. Thus, an
estimator with homogeneous bandwidth can achieve a similar result without extra computation cost.
This trend is less obvious when the vol vol parameter γ is relatively small. In the right panel of
Figure 3 we show the estimated RMSE vs. β when γ = 0.5/252. The perceived almost flat trend
as the bandwidth increases shows that, in this case, the realized variance can serve as a good proxy
of the spot volatility, at least for the purpose of tuning the parameters of the estimators, since the
spot volatility estimator degenerates to the integrated volatility estimator when the bandwidth gets
large. Note, however, that the MSE paths are slowly tickling up as β increases and each of those
paths exhibit an optimal bandwidth. These are again relatively close for different times τ and also
close to the theoretical optimal bandwidth. In conclusion, when the vol vol parameter is not known,
the theoretical optimal bandwidth can provide a good guideline for the empirical experiments and a
homogeneous bandwidth is sufficient in achieving similar result as local bandwidth while reducing the
estimation error and computation cost caused by latter.
4.5 Comparison with TSRSV
Finally, we compare the estimated RMSE of our pre-averaging kernel estimator to that of the TSRSV
estimator proposed in Zu & Boswijk (2014) on 2000 paths. We take the leverage ρ = −0.5, choose
several different tuning parameter values for the TSRSV estimator and report the top 3 parameter
combination. We also tried the optimal tuning parameters proposed in Zu & Boswijk (2014), but
the result is not as good as the ones reported here (the RMSE is about 2.064055e-04).
Kernel
Estimator
TSRSV
(K = 0.1, h = 4)
TSRSV
(K = 0.3, h = 3.3)
TSRSV
(K = 0.3, h = 3.6)
R̂MSE 1.040610e-05 2.936372e-05 3.092149e-05 3.092294e-05
Table 4: Comparison between TSRSV and kernel pre-averaging estimator.
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A Proof of Theorem 2.1
We follow the steps in the proof of Theorem 13.3.3 in Jacod & Protter (2011) (which implies Theorem
13.3.7). By virtue of localization, without loss of generality, we assume throughout the proof that
µ˜t, σ˜t, σt, and ρt are bounded (see Section 4.4.1 in Jacod & Protter (2011) and Appendix A.5 in
Aït-Sahalia & Jacod (2014) for details). And we use C to represent a generic constant that may
change from line to line. We first introduce some notation. Recall that Uni := Ui∆n and, for
t ∈ ((i− 1)∆n, i∆n], let
V nt :=
n∑
j=1
Kmn∆n (tj−1 − t)
((
∆njW
)2 −∆n) ,
V ′nt := ∆n
n∑
j=1
Kmn∆n (tj−1 − t)
(
Bnj −Bni
)
,
Znt := (σ
n
i )
2
V nt , Z
′n
t := 2σ
n
i σ˜
n
i V
′n
t ,
Z ′′nt = σˆ
2 (mn)t − σ2t − Znt − Z ′nt .
(A.1)
All the three cases in Theorem 2.1 follows from the next two lemmas:
Lemma A.1. Under Assumptions 1 and 2 and assuming that {µ˜t}, {σ˜t}, and {σt} are bounded,
with ∆n → 0, mn∆n → 0, and mn
√
∆n →∞, we have the following stable convergence in law:(√
mnZ
n
t ,
1√
mn∆n
Z ′nt
)
st−→
(
Z
(0)
t , Z
′(0)
t
)
,
where Z0t and Z
′(0)
t are defined in (2.5).
Lemma A.2. Under Assumptions 1 and 2 and assuming that µ˜t, σ˜t, and σt are bounded, we have
for all t ∈ [0, T ],
z(0)n Z
′′n
t
P−→ 0,
where z(0)n =
 m
1/2
n , if mn∆
1/2
n → β <∞
1√
mn∆n
, if mn∆
1/2
n → β =∞
.
We prove these two lemmas in the next two subsections.
A.1 Proof of Lemma A.1
We first show (√
mnV
n
t ,
1√
mn∆n
V ′nt
)
st−→ (V, V ′), (A.2)
where (V, V ′) are defined in (2.4). Denote the bandwidth of the kernel as bn := mn∆n, recall
t ∈ ((i− 1)∆n, i∆n], we can write the pair
(√
mnV
n
t ,
1√
mn∆n
V ′nt
)
as
∑n
j=1
(
ζnj (t), ζ
′n
j (t)
)
, where
ζnj (t) =
√
mnKbn (tj−1 − t)
((
∆njW
)2 −∆n) ,
ζ ′nj (t) =
∆n√
mn∆n

0 if j = 1
−
(∑j−1
l=1 Kbn(tl−1 − t)
)
∆njB if 2 ≤ j ≤ i(∑n
l=j Kbn(tl−1 − t)
)
∆njB if i < j ≤ n
.
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Then we notice that
(
ζnj (t), ζ
′n
j (t)
)
is F (′)tj measurable and with Fj := F (0)tj ,
n∑
j=1
E
(
ζnj (t)
∣∣F (0)j−1) = 0,
n∑
j=1
E
(
ζ ′nj (t)
∣∣F (0)j−1) = 0.
Recall that ρs = d 〈W,B〉s /ds is càdàg and bounded on the interval [tj−1, tj ]. By Itô lemma,
Cauchy-Schwartz inequality, and Doob’s inequality, we have
∣∣∣E((∆njW )2 ∆njB∣∣∣F (0)j−1)∣∣∣ =
∣∣∣∣∣
∫ tj
tj−1
2E
(
ρs
(∫ s
tj−1
dWu
)∣∣∣∣∣F (0)j−1
)
ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ tj
tj−1
2E
((
ρs − ρtj−1
)(∫ s
tj−1
dWu
)∣∣∣∣∣F (0)j−1
)
ds
∣∣∣∣∣
≤
∫ tj
tj−1
2
√
E
((
ρs − ρtj−1
)2∣∣∣F (0)j−1)∆nds
≤ C∆3/2n
√
E
((
ρtj − ρtj−1
)2∣∣∣F (0)j−1).
Then, by a change of variable,∣∣∣∣∣∣
n∑
j=1
E
(
ζnj (t)ζ
′n
j (t)
∣∣Fj−1)
∣∣∣∣∣∣
≤
√
∆n
i∑
j=2
|Kbn (tj−1 − t)|
(
j−1∑
l=1
|Kbn(tl−1 − t)|
)∣∣∣E((∆njW )2 ∆njB∣∣∣F (0)j−1)∣∣∣
+
√
∆n
n∑
j=i+1
|Kbn (tj−1 − t)|
 n∑
l=j
|Kbn(tl−1 − t)|
∣∣∣E((∆njW )2 ∆njB∣∣∣F (0)j−1)∣∣∣
≤ C∆2n
i∑
j=2
|Kbn (tj−1 − t)|
(
j−1∑
l=1
|Kbn(tl−1 − t)|
)
max
j
√
E
((
ρtj − ρtj−1
)2∣∣∣F (0)j−1)
+ C∆2n
n∑
j=i+1
|Kbn (tj−1 − t)|
 n∑
l=j
|Kbn(tl−1 − t)|
max
j
√
E
((
ρtj − ρtj−1
)2∣∣∣F (0)j−1)
≤ C
∫
|K(u)| |L(u)| dumax
j
√
E
((
ρtj − ρtj−1
)2∣∣∣F (0)j−1).
We notice that ρ is right-continuous and uniformly bounded on [0,T], thus, we have
max
j
E
((
ρtj − ρtj−1
)2∣∣∣F (0)j−1)→ 0.
Therefore,
n∑
j=1
E
(
ζnj (t)ζ
′n
j (t)
∣∣Fj−1)→ 0, as n→∞.
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Next, we can deduce the following by the Riemann sum theorem and change of variables:
n∑
j=1
E
(
ζnj (t)
2
∣∣Fj−1) = 2 n∑
j=1
mn∆
2
nK
2
bn(tj−1 − t)
−→ 2
∫
K2(u)du,
n∑
j=1
E
(
ζ ′nj (t)
2
∣∣Fj−1) = ∆2n
mn
 n∑
j=i+1
 n∑
m=j
Kbn (tm−1 − t)
2 + i∑
j=2
(
j−1∑
m=1
Kbn (tm−1 − t)
)2
∼ 1
mn∆n
∫ T
t
(∫ T
v
Kbn(s− t)ds
)2
dv +
∫ t
0
(∫ v
0
Kbn(s− t)ds
)2
dv

−→
∫
L2(u)du,
where L(t) =
∫∞
t
K(u)du1{t>0} −
∫ t
−∞K(u)du1{t≤0}. Note that:
n∑
j=1
{E (ζnj (t)4∣∣Fi−1)+ E (ζ ′nj (t)4∣∣Fi−1)}
=
n∑
j=1
m2n∆
4
nK
4
bn(tj−1 − t)E
(
U2j − 1
)4
+
∆4n
m2n
 n∑
j=i+1
 n∑
m=j
Kbn(tm−1 − t)
4 + i∑
j=2
(
j−1∑
m=1
Kbn (tm−1 − t)
)2
≤ C
mn
∫
K4(u)du+
C
m2n∆n
∫
L(u)4du −→ 0,
where Uj is a standard normal distribution and C is a generic constant. To apply Theorem 2.2.15
in Jacod & Protter (2011), we further need to show that
(i)
n∑
j=1
E
(
ζnj (t)
(
Mtj −Mtj−1
)∣∣Fj−1)→ 0, (ii) n∑
j=1
E
(
ζ ′nj (t)
(
Mtj −Mtj−1
)∣∣Fj−1)→ 0,
(A.3)
whenever M is either one of the component of (W,B) or is in the set N containing all bounded(
F (0)t
)
-martingales orthogonal (in the martingale sense) to (W,B). When M = W or B, (A.3-i)
holds true since it is the F(j−1)∆n -conditional expectation of an odd function of the increments of
the process W after time (j − 1)∆n. On the other hand, by the boundedness of the process ρ,
we have |E (∆jB∆jW | Fj−1) | = E
(∣∣∣∫ tjtj−1 ρsds∣∣∣∣∣∣F|−∞) ≤ C∆n, for some constant C and, thus,
(A.3-ii) can be shown as follows:
n∑
j=1
E
(
ζ ′nj (t)
(
Mtj −Mtj−1
)∣∣Fj−1) ≤ ∆3/2n√
mn
 n∑
j=i+1
∣∣∣∣∣∣
n∑
m=j
Kbn (tm−1 − t)
∣∣∣∣∣∣+
i∑
j=2
∣∣∣∣∣
j−1∑
m=1
Kbn (tm−1 − t)
∣∣∣∣∣

≤ C 1
mn∆n
∫
|L(u)| du
→ 0.
Suppose now that N is a bounded martingale, orthogonal to (W,B). By Itô’s formula we see that
ζnj (t) can be written as
√
mnKbn (tj−1 − t)
∫ tj
tj−1
2
(
Ws −Wtj−1
)
dWs, i.e., a stochastic integral with
respect to W on the interval [(j − 1)∆n, j∆n]. Similarly, ζ ′nj (t) is a stochastic integral with respect
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to B on the same interval. Then the orthogonality of N and (W,B) implies (A.3). Now, we can
apply Theorem 2.2.15 in Jacod & Protter (2011) and show that(√
mnV
n
t ,
1√
mn∆n
V ′nt
)
st−→ (V, V ′) ,
where V, V ′ is defined in (2.4). Finally, recall that
Znt := (σ
n
i )
2
V nt , Z
′n
t := 2σ
n
i σ˜
n
i V
′n
t .
From the càdlàg property of σ and σ˜, we see that σni → σt and σ˜ni → σt, for t ∈ ((i − 1)∆n, i∆n].
Then Lemma A.1 follows from (A.2) and the following property of the stable in law convergence:
Zn
st−→ Z, Yn P−→ Y ⇒ (Yn, Zn) st−→ (Y,Z).
A.2 Proof of Lemma A.2
For t ∈ ((i− 1)∆n, i∆n], we can rewrite Z ′′nt defined in (A.1) as follows:
Z ′′nt =
5∑
j=1
ζnj (t),
where
ζn1 (t) = (σ
n
i )
2
∆n
n∑
j=1
Kbn(tj−1 − t)− σ2t
ζn2 (t) =
n∑
j=1
Kbn(tj−1 − t)
((
∆njX
)2 − (σnj−1)2 (∆njW )2)
ζn3 (t) =
n∑
j=1
Kbn(tj−1 − t)2σni σ˜ni
((
∆njW
)2 −∆n) (Bnj −Bni )
ζn4 (t) =
n∑
j=1
Kbn(tj−1 − t)
((
σnj−1
)2 − 2σnj−1σni + (σni )2) (∆njW )2
ζn5 (t) =
n∑
j=1
Kbn(tj−1 − t)
(
2σnj−1σ
n
i − 2 (σni )2 − 2σni σ˜ni
(
Bnj −Bni
)) (
∆njW
)2
.
Therefore, it is enough to prove that, for l = 1, 2, 3, 4, 5 and all t ∈ [0, T ], we have
z(0)n ζ
n
l (t)
P→ 0. (A.4)
Proof of (A.4) for l = 1. By Lemma 3.1 in Figueroa-López & Li (2020b) with f=1 and Assumption 2
we have
∆n
n∑
j=1
Kbn(tj−1 − t)−
∫ T
0
Kbn(s− t)ds =
1
2
(
K(A+)−K(B−)) ∆n
b
+ o
(
∆n
b
)
= O
(
∆n
b
)
,
where (A,B) is the support of K and −∞ ≤ A < 0 < B ≤ ∞. Therefore, the boundedness of σ
implies
ζn1 (t) = (σ
n
i )
2
(∫ T
0
Kbn(s− t)ds
)
− σ2t + O
(
∆n
b
)
= (σni )
2 − σ2t + C
∫
(0,T )c
Kbn(t− τ)dt+ O
(
∆n
b
)
.
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Also, we can deduce the following from Assumption 1:
E
(
σ2i − σ2t
)2 ≤ C∆n.
And Assumption 2 implies x1/2
∫∞
x
K(u)du→ 0, as x→∞. We then have
b−1/2n
∫
(0,T )c
Kbn(t− τ)dt =
1√
bn
(∫ τ
bn
−∞
K(u)du+
∫ ∞
T−τ
bn
K(u)du
)
→ 0, as n→∞.
Thus, z(0)n ζn1 (t)→ 0 since zn
√
∆n → 0, z(0)n ∆nbn → 0 and z
(0)
n =
 βb
−1/2
n if mn∆
1/2
n → β <∞
b
−1/2
n if mn∆
1/2
n → β =∞
.
Proof of (A.4) for l = 2. Let ρnj (t) = ∆njX − σnj−1∆njW . In view of (2.1.44) in Jacod & Protter
(2011), for q ≥ 2, we have:
E
(∣∣ρnj (t)∣∣q) ≤ Kq∆1+q/2n , E (∣∣σj−1∆njW ∣∣q) ≤ C∆q/2n .
Then, since
∣∣∣(∆njX)2 − σ2j−1 (∆njW )2∣∣∣ ≤ 2(∣∣ρnj (t)∣∣2 + ∣∣ρnj (t)∣∣ ∣∣σ2j−1∆njW ∣∣), the inequalities above
and the Cauchy-Schwartz inequality yield
E |ζn2 (t)| ≤ 2
n∑
j=1
|Kbn(tj−1 − t)|E
(∣∣ρnj (t)∣∣2 +√E ∣∣ρnj (t)∣∣2 E ∣∣σ2j−1∆njW ∣∣2)
≤ C
n∑
j=1
|Kbn(tj−1 − t)|
(
∆2n + ∆
3/2
n
)
∼
∫
K(u)du
√
∆n.
We then have the result since zn
√
∆n → 0.
Proof of (A.4) for l = 3. ζn3 (t) can be written as 2σni σ˜ni Φn(t) where each 2σni σ˜ni is bounded F (0)i
measurable and
Φn(t) =
n∑
j=1
Kbn(tj−1 − t)
((
∆njW
)2 −∆n) (Bnj−1 −Bni ) .
We can compute that E (Φn(t)) = 0 and
∣∣E (∆njW∆njB)∣∣ = ∣∣∣E(∫ tjtj−1 ρsds)∣∣∣ ≤ C∆n. Notice that(
∆njW
)2−∆n, Bnj−1−Bni are independent when j ≥ i+1 and (∆njW )2−∆n, Bni −Bnj are independent
when j ≤ i. Then, by tower property property, we have
E (Φn(t))2
=
n∑
j=i+1
K2bn(tj−1 − t)2∆2n(j − 1− i)∆n +
i∑
j=1
K2bn(tj−1 − t)E
(((
∆njW
)2 −∆n)2 (Bni −Bnj + ∆njB)2)
≤ 2∆2n
n∑
j=i+1
K2bn(tj−1 − t)(tj−1 − ti) +
i∑
j=1
K2bn(tj−1 − t)
(
2∆2n(ti − tj) +
√
E
((
∆njW
)2 −∆n)4 E (∆njB)4
)
≤ 2∆2n
n∑
j=i+1
K2bn(tj−1 − t)(tj−1 − ti) +
i∑
j=1
K2bn(tj−1 − t)
(
2∆2n(ti − tj) + C1∆3n
)
∼ ∆n
(∫ T
t
K2bn(s− t)(s− t)ds−
∫ t
0
K2bn(s− t)(s− t)ds
)
∼ ∆n
(∫ ∞
0
K2(u)udu−
∫ 0
−∞
K2(u)udu
)
,
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where C1 =
√
E ((χ21 − 1)4)E
(
(χ21)
2
)
. Then 1√
∆n
Φn(t) is bounded in probability, and the result
follows, since zn
√
∆n → 0.
Proof of (A.4) for l = 4. For j ≥ i + 1, we have E
((
σnj−1 − σni
)4∣∣∣F (0)i ) ≤ C ((j − 1− i)∆n)2 in
view of (2.1.44) in Jacod & Protter (2011), page 43. Therefore, E
(
σnj−1 − σni
)4 ≤ C |j − 1− i|2 ∆2n,
and
E |ζn4 (t)| ≤ C
n∑
j=1
|Kbn(tj−1 − t)|
√
E
(
σnj−1 − σni
)4 E (∆njW )4
≤ C
n∑
j=1
|Kbn(tj−1 − t)| |j − 1− i|∆2n
∼
∫ T
0
|Kbn(s− t)| |s− t| ds
∼ bn
(∫ ∞
−∞
|K(u)|udu
)
.
The result follows with znbn → 0.
Proof of (A.4) for l = 5. ζn5 (t) can be written as
n∑
j=1
Kbn (tj−1 − t) 2σni ηnj (t)
(
∆njW
)2
,
where ηnj (t) =
(
σnj−1 − σni − σ˜ni (Bj−1 −Bi)
)
=
∫ tj−1
ti
µ˜sds+
∫ tj−1
ti
(σ˜s − σ˜ni ) dBs. We then have that
E
(
ηnj (t)
)2 ≤ C |j − 1− i|∆nγnj ,
with γnj =
1
(j−1−i)∆n E
(∫ (j−1∆n
i∆n
(σ˜s − σ˜ni )2 ds
)
. Since σ˜ is càdlàg and bounded, we see that γnj → 0
for all j. By successive conditioning and the above, plus the boundedness of σ and the Cauchy-
Schwarz inequality, we have
E |ζn5 (t)| ≤ C
n∑
j=1
|Kbn(tj−1 − t)|∆n
√
|j − 1− i|∆nγnj
= o
(∫ T
0
Kbn(s− t)
√
|s− t|ds
)
= o
(√
bn
∫
K(u)
√
udu
)
.
Then the result is shown by zn
√
bn → 0 or 1.
B Proof of Theorem 2.2
We first introduce some notations needed for the proofs. Then, we recall some needed estimates and
preliminary results. Finally, we proceed to prove the result through three lemmas.
By virtue of localization, without loss of generality, we assume throughout the proof that Γt, Λt,
and σt are bounded and that {|σt|}t≤T is bounded below by a constant c > 0 (see Section 4.4.1 in
Jacod & Protter (2011) and Appendix A.5 in Aït-Sahalia & Jacod (2014) for details).
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Needed Notation
1. Define
φ(Y )ni = (Y
n
i )
2 − 1
2
Yˆ ni = (X
n
i + 
n
i )
2 − 1
2
Yˆ ni ,
φni,j = (σ(i−j−1)∆nW
n
i + 
n
i )
2 − 1
2
ˆni ,
Ψni,j = E(φni,j |H(i−1)∆n)− (σ(i−j−1)∆nW
n
i )
2.
(B.1)
2. With any process U, we associate the variables
Γ(U)ni = sup
t∈[(i−1)∆n,i∆n+kn∆n]
|Ut − U(i−1)∆n |,
Γ′(U)ni =
(
E
(
(Γ(U)ni )
4
∣∣∣F(i−1)∆n))1/4 .
Some Preliminary Estimates and Results
1. By Lemma 16.5.14 from Jacod & Protter (2011), for some constant C,∣∣E (φ(Y )ni − φni,0∣∣F(i−1)∆n)∣∣ ≤ C∆3/4n (∆1/4n + Γ′(µ)ni + Γ′(σ˜)ni + Γ′(γ)ni ) , (B.2)
where σ˜t = 12σtΛt .
2. As in Lemma 16.5.15 in Jacod & Protter (2011), if an array (δni ) satisfies
0 ≤ δni ≤ K, ∆nE
(
n∑
i=1
δni
)
→ 0, (B.3)
then, for any q > 0, the array (|δni |q) also satisfies (B.3). Furthermore, if U is a càdlàg bounded
process, the two arrays (Γ(U)ni ) and (Γ′(U)ni ) also satisfy (B.3).
3. Under Assumption 3 and (2.9), by Lemma 16.5.13 in Jacod & Protter (2011), we have for all
q > 0,
E
( |φ (Y )ni |q + ∣∣φni,0∣∣q∣∣F(i−1)∆n) ≤ Cq∆q/2n , (B.4)
E
(∣∣φ (Y )ni − φni,0∣∣2∣∣∣F(i−1)∆n) ≤ C∆n (∆1/2n + (Γ′(σ)ni )2) . (B.5)
Similarly, we can obtain
E
( ∣∣φni,j∣∣q∣∣F(i−j−1)∆n) ≤ Cq∆q/2n , (B.6)
since σ is bounded.
4. Let γ′t = E
(
|t|3
∣∣∣F (0)). Under Assumption 3 and (2.9), by Lemma 16.5.12 in Jacod & Protter
(2011), Ψni,j defined in (B.1) is such that
E
( ∣∣Ψni,j∣∣∣∣F(i−1)∆n) ≤ C∆n + C∆3/4n (Γ′(γ)ni + Γ′ (γ′)ni ) , (B.7)
E
(∣∣Ψni,j∣∣2∣∣∣F(i−1)∆n) ≤ C∆3/2n . (B.8)
5. As n→∞ so that mn →∞ and mn∆n → 0,
mn∆
2
n
∑
K2mn∆n(ti−1 − τ)→
∫
K2(x)dx,
∆n
n∑
i=j
|Kmn∆n (ti−1 − τ)| →
∫
|K(x)|dx.
(B.9)
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6. By Itô’s Lemma and Burkholder-Davis-Gundy inequalities (see Section 2.1.5 in Jacod & Protter
(2011)), we have for all s, t ≥ 0 and p ≥ 2
E
(
sup
r∈[0,s]
∣∣σ2t+r − σ2t ∣∣p
∣∣∣∣∣Ft
)
≤ Cps, (B.10)
E
(
sup
r∈[0,s]
|σt+r − σt|p
∣∣∣∣∣Ft
)
≤ Cps. (B.11)
Also, we have
Γ′(σ)ni =
(
E
(
sup
t∈[(i−1)∆n,i∆n+kn∆n]
∣∣σt − σ(i−1)∆n ∣∣4
∣∣∣∣∣F(i−1)∆n
))1/4
≤ C (kn∆n)1/4 . (B.12)
The following decomposition will be instrumental to deduce the behavior of the estimation error:
σˆ2 (kn,mn)τ − σ2τ =
5∑
l=1
H(l)n,
where
H(1)n =
1
φkn(g)
n−kn+1∑
i=1
Kmn∆n(ti−1 − τ)
(
φni,0 − E
(
φni,0
∣∣F(i−1)∆n)) ,
H(2)n =
∫ T
0
Kmn∆n(t− τ)σ2t dt− σ2τ ,
H(3)n =
1
φkn(g)
n−kn+1∑
i=1
Kmn∆n(ti−1 − τ)
(
φ(Y )ni − φni,0
)
,
H(4)n =
1
φkn(g)
n−kn+1∑
i=1
Kmn∆n(ti−1 − τ)E
(
Ψni,0
∣∣F(i−1)∆n) ,
H(5)n = ∆n
n−kn+1∑
i=1
Kmn∆n(ti−1 − τ)σ2ti−1 −
∫ T
0
Kmn∆n(t− τ)σ2t dt.
The 1st term is the statistical error, while the 2nd term is the local approximation error. Each
of these will contribute one term to the asymptotic variance in (2.15-i). Up to a negligible term,
which is analyzed in H¯(4)n, the third term is obtained by freezing the volatility σ in X¯ni to the
value σ(i−1)∆n . The last term analyzes the error due to approximating the integral by its associated
Riemann sum.
Theorem 2.2 will follow from the following lemmas:
Lemma B.1. Under Assumptions 2 and 3 and (2.9), with mn →∞, mn∆n → 0, and mn
√
∆n →
∞, we have
m1/2n ∆
1/4
n H(1)
n st−→ Zτ ,
where Zτ is described in Theorem 2.2.
Lemma B.2. Under Assumptions 2 and 3 and (2.9), with mn → ∞, mn∆n → 0 and mn∆3/4n →
β ∈ (0,∞),
m1/2n ∆
1/4
n
(
H(1)n +H(2)n
) st−→ Zτ + βZ ′τ ,
where Z ′τ is described in Theorem 2.2.
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Lemma B.3. Under Assumptions 2 and 3 and (2.9), assuming mn∆
3/4
n → β ∈ [0,∞], we have
znH(l)
n P−→ 0 for l = 3, 4, 5, (B.13)
where
zn =
m
1/2
n ∆
1/4
n if mn∆
3/4
n → β <∞,
1√
mn∆n
if mn∆
3/4
n → β =∞.
We prove the lemmas above in three steps. In Step 1, we start to prove the last lemma which
is more straightforward than the other two. In Step 2, we prove Lemma B.1. In Step 3, we show
Lemma B.2.
Step 1
For l = 3, set
ζni =
1
φkn(g)
Kmn∆n(ti−1 − τ)
(
φ (Y )
n
i − φni,0
)
.
By Lemma 2.2.10 in Jacod & Protter (2011), the result follows if the array zn E
(|ζni | | F(i−1)∆n) is
asymptotically negligible. To this end, note that (B.2) yields
E
(|ζni | | F(i−1)∆n) ≤ C∆1/4n ∆n|Kmn∆n(ti−1 − τ)|E((∆1/4n + Γ′(µ)ni + Γ′(σ˜)ni + Γ′(γ)ni )) ,
where recall that we are assuming that σ˜, µ, and γ are càdlàg bounded processes by localization.
Thus, from Lemma 16.5.15 in Jacod & Protter (2011),
(
(Γ′(σ˜)ni )
2
)
,
(
(Γ′(µ)ni )
2
)
, and
(
(Γ′(γ)ni )
2
)
satisfy (B.3). By Cauchy-Schwarz inequality and (B.9),
∆n
n−kn+1∑
j=1
|Kmn∆n(ti−1 − τ)|E (Γ′(µ)ni ) ≤
√∑
∆nK2mn∆n(ti−1 − τ)
∑
∆n E (Γ′(µ)ni )
2
= o
(
1√
mn∆n
)
.
(B.14)
We can obtain similar results on (Γ′(σ˜)ni ) and Γ′(Υ)ni . Thus,
zn
n−kn+1∑
j=1
E
(|ζni | | F(i−1)∆n) ≤ O(zn∆1/2n ) + o( zn
m
1/2
n ∆
1/4
n
)
n→∞−→ 0.
This finishes the proof of Lemma B.3 for l = 3.
For l = 4, by (2.10), (2.13), (B.7), and (B.9), we have
|H(4)n| ≤ C 1
kn
n−kn+1∑
j=1
|Kmn∆n (tj−1 − τ) |
(
∆n + ∆
3/4
n
(
Γ′(γ)ni + Γ
′ (γ′)ni
))
= O
(
∆1/2n
)
+ o
(
∆
1/4
n√
mn∆n
)
,
where we used a similar argument as in (B.14) to deduce the second inequality above. Thus, we
deduce (B.13) for l = 4.
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For l = 5, we have
∣∣H(5)n∣∣ ≤ ∫ T
(n−kn+1)∆n
∣∣Kmn∆n(t− τ)σ2t ∣∣ dt (B.15)
+
n−kn+1∑
j=1
∫ tj
tj−1
∣∣∣Kmn∆n(s− τ)σ2s −Kmn∆n(tj−1 − τ)σ2(j−1)∆n ∣∣∣ ds (B.16)
≤ C 1
mn
√
∆n
+ (n− kn − 1)∆n
(
1
mn∆
1/2
n
+
1
m2n∆n
)
(B.17)
= OP
(
1
mn
√
∆n
)
, (B.18)
where the first term in (B.17) follows from the boundedness of K and σ as follows:∫ T
(n−kn+1)∆n
∣∣Kmn∆n(t− τ)σ2t ∣∣ dt ≤ C 1mn∆n kn∆n = C 1mn√∆n ,
while the second term in (B.17) can be deduced by (B.10) and Lipschitz property of K. Indeed, for
s ∈ [tj−1, tj ] and bn := mn∆n,∣∣∣Kbn(s− τ)σ2s −Kbn(tj−1 − τ)σ2(j−1)∆n ∣∣∣
≤
∣∣∣Kbn(s− τ)σ2s −Kbn(s− τ)σ2(j−1)∆n ∣∣∣+ ∣∣∣Kbn(s− τ)σ2(j−1)∆n −Kbn(tj−1 − τ)σ2(j−1)∆n ∣∣∣
= OP
(
1
mn∆
1/2
n
)
+ OP
(
1
m2n∆n
)
,
So, we deduce (B.13) for l = 5.
Step 2
To show Lemma B.1, we need several preliminary lemmas. We employ the ‘block splitting’ method
proposed in Jacod & Protter (2011) (see Section 16.5.4, page 548 therein). Recall that
H(1)n =
n−kn+1∑
i=1
ζni ,
where ζni =
1
φkn (g)
Kmn∆n(ti−1 − τ)
(
φni,0 − E
(
φni,0
∣∣F(i−1)∆n)). The variables ζni are not martingale
differences. To use martingale methods, we fix an integer m ≥ 1, and divide the summands in the
definition of H(1)n into blocks of size mkn and kn. Concretely, the `th big block, of size mkn,
contains the indices between I(m,n, `) = (` − 1)(m + 1)kn + 1 and I(m,n, `) + mkn − 1. The
number of such blocks before time t is ln(m) =
[
n−kn+1
(m+1)kn
]
. These big blocks are separated by
small blocks of size kn, and the “real” time corresponding to the beginning of the `th big block is
t(m,n, `) = (I(m,n, `)− 1)∆n. Then we introduce the summand over all the big blocks,
Zn(m) :=
ln(m)∑
`=1
δ(m)n` :=
ln(m)∑
`=1
mkn−1∑
r=0
ζnI(m,n,`)+r, (B.19)
Note that the sequence (δ(m)n` ) are now martingale differences w.r.t. the discrete filtration G` =
F(I(m,n,`+1)−1)∆n , for ` = 1, . . . , ln(m)
We now show that the contribution of the small blocks, i.e. H(1)n − Zn(m), is asymptotically
“negligible” compared to m−1/2n ∆
−1/4
n .
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Lemma B.4. Under Assumptions 2 and 3 and (2.9), we have
lim
m→∞ lim supn→∞
E
(
m1/2n ∆
1/4
n
∣∣H(1)n − Zn(m)∣∣) = 0
Proof. Denote by J(n,m) the set of all integers j between 1 and n − kn + 1, which are not in the
big blocks (i.e., those corresponding to the small blocks). We further divide J(n,m) into kn disjoint
subsets J(n,m, r) for r = 1, ..., kn, where J(n,m, r) is the set of all j ∈ J(n,m) equal to r modulo
kn. Then,
H(1)n − Zn(m) =
kn∑
r=1
∑
j∈J(n,m,r)
ζnj .
Observe that E
(
ζnj
∣∣F(j−1)∆n) = 0 and ζnj is F(j+kn)∆n measurable. Then ∑j∈J(n,m,r) ζnj is the
sum of martingale increments, because any two distinct indices in J(n,m, r) are more than kn apart.
Therefore by (B.4) and the fact that E
(
ζnj
∣∣F(j−1)∆n) = 0, for some constant C (changing from
line to line) and large enough n,
E

∣∣∣∣∣∣
∑
j∈J(n,m,r)
ζnj
∣∣∣∣∣∣
2
 = E
 ∑
j∈J(n,m,r)
∣∣ζnj ∣∣2

≤ C
∑
j∈J(n,m,r)
∆n
φ2kn(g)
K2mn∆n(tj−1 − τ)
≤ C 1
(m+ 1)k3nmn∆n
∫
K2(u)du
≤ C ∆
1/2
n
mmn
,
where the last inequality holds because of (2.10) and the second inequality holds because, recalling
that two consecutive j’s in J(n,m, r) are separated by (m+ 1)kn, we have
(m+ 1)knmn∆
2
n
∑
j∈J(n,m,r)
K2mn∆n(tj−1 − τ)
n→∞−→
∫
K2(u)du.
Then,
E
(
m1/2n ∆
1/4
n
∣∣H(1)n − Zn(m)∣∣) ≤ Cm1/2n ∆1/4n kn
√
∆
1/2
n
mmn
≤ C
(
1√
m
)
,
for large enough n. As m→∞, the above quantity goes to 0 and we get the result.
Next, we modify the “big-blocks” process Zn(m) defined in (B.19) in such a way that each
summand involves the volatility at the beginning of the corresponding large block. Recalling the
notation in (B.1), we set
ηni,r =
1
φkn(g)
Kmn∆n (ti−1 − τ)
(
φni,r − E
(
φni,r
∣∣F(i−r−1)∆n)) , (B.20)
η′ni,r =
1
φkn(g)
Kmn∆n(ti−1 − τ)
(
E
(
φni,r
∣∣F(i−r−1)∆n)− E (φni,r∣∣F(i−1)∆n)) , (B.21)
Mn(m) =
ln(m)∑
i=1
mkn−1∑
r=0
ηnI(m,n,i)+r,r, M
′n(m) =
ln(m)∑
i=1
mkn−1∑
r=0
η′nI(m,n,i)+r,r. (B.22)
Lemma B.5. Under Assumptions 2 and 3 and (2.9), for a fixed m,
lim
n→∞E
(
m1/2n ∆
1/4
n |Zn(m)−Mn(m)−M ′n(m)|
)
= 0.
27
Proof. We use a similar method as in the previous lemma: Let J ′(n,m) the set of all integers j
between 1 and n− kn + 1, which are inside the big blocks, that is of the form j = I(m,n, i) + l for
some i ≥ 1 and l ∈ {0, · · · ,mkn−1}. Let J ′(n,m, r) be the set of all j ∈ J ′(n,m) equal to r modulo
kn. We can then write
Zn(m)−Mn(m)−M ′n(m) =
kn∑
r=1
∑
j∈J′(n,m,r)
θnj ,
where θnj =
1
φkn (g)
Kmn∆n(tj−1−τ)
(
φnj,0 − φnj,l − E
(
φnj,0 − φnj,l
∣∣∣F(j−1)∆n)) , when j = I(m,n, i)+l.
Note φj,0 and φj,l have the same noise part, − 12 ˆnj , and the cross term W
n
j 
n
j has expectation 0.
Then, for some constant C and large enough n,
E
∣∣θnj ∣∣2 ≤ 1φ2kn(g)K2mn∆n(tj−1 − τ)E
∣∣φnj,0 − φnj,l∣∣2
=
1
φ2kn(g)
K2mn∆n(tj−1 − τ)E
((
σ2(j−1)∆n − σ2(j−l−1)∆n
)2 (
W
n
j
)4)
≤ CK2mn∆n(tj−1 − τ)mkn∆3n for j ∈ J ′(n,m, r),
where the last inequality follows by conditioning on F(j−1)∆n , using that E
[ (
W
n
j
)4
|F(j−1)∆n
]
=
3φkn(g)
2∆2n, and applying (B.10). As in the proof of the previous lemma,
E

∣∣∣∣∣∣
∑
j∈J′(n,m,r)
θnj
∣∣∣∣∣∣
2
 = E
 ∑
j∈J′(n,m,r)
∣∣θnj ∣∣2

≤ C∆3nkn
∑
j∈J′(n,m,r)
K2mn∆n(tj−1 − τ)
≤ C∆n
mn
∫
K2(u)du.
So we have
E
(
m1/2n ∆
1/4
n |Zn(m)−Mn(m)−M ′n(m)|
)
≤ Cm1/2n ∆1/4n kn
√
∆n
mn
= O(∆1/4n )→ 0.
Now we prove M ′n(m), defined in (B.22), is asymptotically negligible.
Lemma B.6. Under Assumptions 2 and 3 and (2.9),
lim
n→∞E
(
m1/2n ∆
1/4
n |M ′n(m)|
)
= 0.
Proof. Recall that Ψni,j = E(φni,j |H(i−1)∆n)−(σ(i−j−1)∆nW
n
i )
2 and, sinceHt = F (0)⊗σ (s : s ∈ [0, t)),
E
(
Ψni+r,r
∣∣F(i−1)∆n) = E (φni+r,r∣∣F(i−1)∆n)− E( (σ(i−1)∆nWni+r)2∣∣∣F(i−1)∆n) ,
E
(
Ψni+r,r
∣∣F(i+r−1)∆n) = E (φni+r,r∣∣F(i+r−1)∆n)− E( (σ(i−1)∆nWni+r)2∣∣∣F(i+r−1)∆n) .
Since W
n
i+r is a linear combination of W(i+r)∆n , . . . ,W(i+r+kn−1)∆n , we have:
E
(
(σ(i−1)∆nW
n
i+r)
2
∣∣∣F(i−1)∆n) = E( (σ(i−1)∆nWni+r)2∣∣∣F(i+r−1)∆n) ,
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and, thus,
η′ni+r,r =
1
φkn(g)
Kmn∆n(ti+r−1 − τ)
(
E
(
φni+r,r
∣∣F(i−1)∆n)− E (φni+r,r∣∣F(i+r−1)∆n))
=
1
φkn(g)
Kmn∆n(ti+r−1 − τ)
(
E
(
Ψni+r,r
∣∣F(i−1)∆n)− E (Ψni+r,r∣∣F(i+r−1)∆n)) .
Next, note that, by (B.8), we have
E
∣∣E (Ψni+r,r∣∣F(i−1)∆n)− E (Ψni+r,r∣∣F(i+r−1)∆n)∣∣2
≤ E
(
E
(
Ψni+r,r
∣∣F(i+r−1)∆n)2)
≤ E
(
E
((
Ψni+r,r
)2∣∣∣F(i+r−1)∆n))
≤ C∆3/2n .
We can then deduce that for r 6= l,
E
(
η′ni+r,rη
′n
i+l,l
) ≤√E (η′ni+r,r)2 E(η′ni+l,l)2
≤ C 1
φkn(g)
2
|Kmn∆n(ti+r−1 − τ)||Kmn∆n(ti+l−1 − τ)|∆3/2n .
Therefore, denoting for simplicity Ii = I(m,n, i) = (i− 1)(m+ 1)kn + 1,
E
∣∣∣∣∣
mkn−1∑
r=0
η′nI(m,n,i)+r,r
∣∣∣∣∣
2
≤ C 1
φ2kn(g)
(
mkn−1∑
r=0
|Kmn∆n(tIi+r−1 − τ)|
)2
∆3/2n
≤ C 1
k2n
1
∆2n
(∫ tIi+(mkn−1)∆n
tIi−1
|Kmn∆n (s− τ) |ds
)2
∆3/2n
≤ C∆1/2n
(∫ tIi+(mkn−1)∆n
tIi−1
|Kmn∆n (s− τ) |ds
)2
.
The result is proved by the following:
m1/2n ∆
1/4
n E |M ′n(m)| ≤ Cm1/2n ∆1/4n
ln(m)∑
i=1
∆1/4n
(∫ tIi+(mkn−1)∆n
tIi−1
|Kmn∆n (s− τ) |ds
)
≤ Cm1/2n ∆1/2n
∫
|K(u)|du→ 0.
At this stage we are ready to prove a CLT for the processes Mn(m), for each fixed m. We follow
the arguments of Jacod & Protter (2011) in page 550. For completeness, we outline them here. Let
L (g)t =
∫ t+1
t
g(u− t)dW 1u , L′ (g)t =
∫ t+1
t
g′(u− t)dW 2u , (B.23)
where W 1 and W 2 are two independent one-dimensional Brownian motions defined on an auxiliary
space
(
Ω˜, F˜ ,
(
F˜t
)
t≥0
, P˜
)
. The processes L(g) and L′(g) are independent, stationary, centered, and
Gaussian with covariance
E (L (g)t L (g)s) =
∫ (t+1)∧(s+1)
t∨s
g(u− t)g(u− s)du,
E (L′ (g)t L
′ (g)s) =
∫ (t+1)∧(s+1)
t∨s
g′(u− t)g′(u− s)du.
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Next, denoting E˜ the expectation with respect to P˜, let
µ (v, v′) = E˜
(
(vL (g)s + v
′L′ (g)s)
2 − v′2φ(g′)
)
,
µ′ (v, v′; s, s′) = E˜
((
(vL (g)s + v
′L′ (g)s)
2 − v′2φ(g′)
)(
(vL (g)s′ + v
′L′ (g)s′)
2 − v′2φ(g′)
))
,
R (v, v′) =
∫ 2
0
(µ′ (v, v′; 1, s)− µ (v, v′)µ (v, v′)) ds.
As argued in the proof of Theorem 7.20 in Aït-Sahalia & Jacod (2014), one can show that
1
θ
R (σt, θvt) = 4
(
Φ22σ
4
t /θ + 2Φ12σ
2
t γtθ + Φ11γ
2
t θ
3
)
,
where vt =
√
γt is the conditional standard deviation for t. For a fixed m and t ∈ [0, T ], let
γ(m)t = mµ (σt, θvt) , γ
′(m)t =
∫ m
0
ds
∫ m
0
ds′µ′ (σt, θvt; s, s′) .
Lemma B.7. Under Assumptions 2 and 3 and (2.9), for each m ≥ 1, as n → ∞, the process
m
1/2
n ∆
1/4
n Mn(m) converges in law to a r.v. Y (m), which conditionally on F is a centered Gaussian
r.v. with variance
E
((
Y (m)
)2∣∣∣F) = 1
m+ 1
1
θ
(
γ′(m)τ − γ(m)2τ
) ∫
K2(u)du.
Proof. Recall that
Mn(m) =
ln(m)∑
i=1
mkn−1∑
r=0
ηnI(m,n,i)+r,r,
where
ηni+r,r =
1
φkn(g)
Kmn∆n (ti+r−1 − τ)
(
φni+r,r − E
(
φni+r,r
∣∣F(i−1)∆n))
φni+r,r = (σ(i−1)∆nW
n
i+r + 
n
i+r)
2 − 1
2
ˆni+r,
W
n
i = −
kn∑
j=1
(
g
(
j
kn
)
− g
(
j − 1
kn
))
W(i+j−2)∆n
I(m,n, i) = (i− 1)(m+ 1)kn + 1, ln(m) =
[
n− kn + 1
(m+ 1)kn
]
.
For i = 1, · · · , ln(m), let
η(m)ni := m
1/2
n ∆
1/4
n
mkn−1∑
r=0
ηnI(m,n,i)+r,r, Gni = F(I(m,n,i+1)−1)∆n . (B.24)
For simplicity, we write Ii = I(m,n, i). Note that η(m)ni depends on
σ(Ii−1)∆n ,W(Ii−1)∆n , . . . ,W(Ii+1−3)∆n , (Ii−1)∆n , . . . , (Ii+1−3)∆n .
Therefore, η(m)ni is Gni -measurable and, furthermore, E[η(m)ni |Gni−1] = 0. We will apply Theorem
2.2.15 in Jacod & Protter (2011) to the martingale increments η(m)ni , i = 1, · · · , ln(m).
By the Jensen type inequality |∑mkn−1r=0 arbr|4 ≤ (∑mkn−1r=0 |ar|)3∑mkn−1r=0 |ar|b4r and (B.6), we
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have, for each fixed m,
ln(m)∑
i=1
E
(
|η(m)ni |4
∣∣∣Gni−1) ≤ C ln(m)∑
i=1
m2n∆
3
n
(
mkn−1∑
r=0
1
|φkn(g)|
|Kmn∆n (tIi+r−1 − τ) |
)4
≤ C
ln(m)∑
i=1
m4m2n∆
3
n
(
1
mkn∆n
∫ tIi−1+mkn∆n
tIi−1
|Kmn∆n (s− τ) |ds
)4
≤ C
ln(m)∑
i=1
m4m2n∆
3
n
1
mkn∆n
∫ tIi−1+mkn∆n
tIi−1
K4mn∆n (s− τ) ds
≤ O
(
m2n∆
5/2
n
1
(mn∆n)
3
∫
K4(u)du
)
= O
(
1
mn∆
1/2
n
)
→ 0.
(B.25)
Therefore, for every ε > 0,
ln(m)∑
i=1
E
(
|η(m)ni |2 1|η(m)ni |2≥ε
∣∣∣Gni−1) ≤ 1
ln(m)∑
i=1
E
(
|η(m)ni |4
∣∣∣Gni−1) n→∞−→ 0.
It remains to prove that, for a fixed m,
Sn :=
ln(m)∑
i=1
E
(
(η(m)ni )
2
∣∣∣Gni−1) P−→ 1(m+ 1)φ2(g) 1θ
∫
K2(u)du
(
γ′(m)τ − γ(m)2τ
)
, (B.26)
and also, for any bounded Ft-martingale N that is orthogonal to W , or for N = W ,
ln(m)∑
i=1
E
(
η(m)ni
(
N(Ii+1−1)∆n −N(Ii−1)∆n
) ∣∣Gni−1) P→ 0. (B.27)
We start by proving (B.26). Let
αni :=
1
k2n∆n
mkn−1∑
r=0
Kmn∆n (tIi+r−1 − τ)φnIi+r,r.
=
1
k2n∆n
Kmn∆n (tIi−1 − τ)
mkn−1∑
r=0
φnIi+r,r + OP
(
1
m2n∆
3/2
n
)
,
(B.28)
where for the second equality above we applied Assumption 2 and (B.4) to show
1
k2n∆n
mkn−1∑
r=0
|Kmn∆n (tIi+r−1 − τ)−Kmn∆n(tIi−1 − τ)|E
∣∣φnIi+r,r∣∣
≤ C 1
k2n∆n
mkn−1∑
r=0
1
mn∆n
mkn∆n
mn∆n
∆1/2n = O
(
1
m2n∆
3/2
n
)
.
For (I(m,n, i)− 1)∆n ≤ s < (I(n,m, i+ 1)− 1)∆n, set
γns = E
(
1
k2n∆n
mkn−1∑
r=0
φnIi+r,r
∣∣∣∣∣Gni−1
)
, γ′ns = E
( 1
k2n∆n
mkn−1∑
r=0
φnIi+r,r
)2∣∣∣∣∣∣Gni−1
 .
Then, we have
Sn = mn∆
1/2
n
k4n∆
2
n
φ2kn(g)
ln(m)∑
i=1
(
E
(
(αni )
2
∣∣∣Gi−1)− (E (αni | Gi−1))2)
= mn∆
1/2
n
k4n∆
2
n
φ2kn(g)
ln(m)∑
i=1
K2mn∆n(tIi−1 − τ)
(
γ′ntIi−1 −
(
γntIi−1
)2)
+ OP
(
1
mn
√
∆n
)
.
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If we can show that for any s ∈ [0, T ],
γns
P−→ γ(m)s, γ′ns P−→ γ′(m)s, (B.29)
we can obtain (B.26):
Sn =
1
(m+ 1)kn∆n
mn∆
1/2
n k
2
n∆
2
n
∫ T
0
K2mn∆n(s− τ)
(
γ′(m)s − γ(m)2s
)
ds+ oP (1)
=
1
θ(m+ 1)
∫ T−τ
mn∆n
−τ
mn∆n
K2(u)
(
γ′(m)τ+umn∆n − γ(m)2τ+umn∆n
)
du+ oP (1)
P−→ 1
θ(m+ 1)
∫
K2(u)du
(
γ′(m)τ − γ(m)2τ
)
,
where the last line can be shown as follows. For all  > 0, there exists an interval I = [a, b] such
that
∫
Ic
K2(u)du ≤ . Let In = [ −τmn∆n , T−τmn∆n ], fn(u) = K2(u)
(
γ′(m)τ+umn∆n − γ(m)2τ+umn∆n
)
and f(u) = K2(u)du
(
γ′(m)τ − γ(m)2τ
)
. Then, we have for some constant C,
lim sup
n→0
∣∣∣∣∫
In
fn(u)du−
∫
f(u)du
∣∣∣∣
≤ lim sup
n→0
∫
I
|fn(u)− f(u)| du+
∫
In∩Ic
|fn(u)| du+
∫
Ic
|f(u)| du
≤ C,
since γ, γ′ are continuous and bounded and K is bounded. The result follows by letting → 0.
To show (B.29), we fix s ∈ [0, T ] and apply Lemma 16.3.9 in Jacod & Protter (2011) with the
sequence in = I(m,n, i), Tn = (I(m,n, i)−1)∆n if I(m,n, i−1)∆n ≤ s < I(m,n, i)∆n. Concretely,
with the notation
Lnu =
1√
kn∆n
W
n
in+[knu], L
′n
u =
√
kn
n
in+[knu]
, L̂nu = kn̂
n
in+[knu]
,
for u ∈ [0,m], we have
1
k2n∆n
mkn−1∑
r=0
φni+r,r = Fn
(
σTnL
n, L′n, L̂n
)
,
where Fn is the function on D×D×D (here D = D
(
[0,m] : R1
)
is the Skorokhod space), defined by
Fn(x, y, z) =
1
kn
mkn−1∑
r=0
(x( r
kn
)
+
1√
k2n∆n
y
(
r
kn
))2
− 1
2k2n∆n
z
(
r
kn
) . (B.30)
Note that the functions Fn, F 2n converge pointwise to F, F 2, respectively, where
F (x, y, z) =
∫ m
0
{
(x (s) + θy (s))
2 − 1
2
θ2z (s)
}
ds.
Now we deduce from Lemma 16.3.9 in Jacod & Protter (2011) that with Z = 1, φ(f) =
∫ 1
0
f2(u)du
and the notation from (B.23)5:
E
(
Fn
(
σTnL
n, L′n, L̂n
)∣∣∣G(i−1)) P→ E (F (σsL, vsL′, 2φ(g′)γs)) = γ(m)s.
Similarly,
E
(
F 2n
(
σTnL
n, L′n, L̂n
)∣∣∣G(i−1)) P→ γ(m)′s,
5Below, we assume that the space
(
Ω˜, F˜ , P˜
)
, where W 1 and W 2 (hence, L and L′) are defined, is an extension of
the space (Ω,F ,P) and that W 1 and W 2 are independent of X and .
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and we conclude (B.29). This finishes the proof for (B.26).
Now we show (B.27). Let
ζni =
m
1/2
n ∆
1/4
n
φkn(g)
mkn−1∑
r=0
Kmn∆n (tIi+r,r − τ)φnIi+r,r,
and set Dni (N) = N(Ii+1−1)∆n −N(Ii−1)∆n . Since E
(
D(N)ni |Gni−1
)
= 0, we only need to prove that,
for any bounded martingale N ,
ln(m)∑
i=1
E
(
ζni D
n
i (N)
∣∣Gni−1) P→ 0. (B.31)
Following the same argument of (B.25) and inequality (B.6), we have
ln(m)∑
i=1
E (ζni )
2
=
mn∆
1/2
n
φ2kn(g)
ln(m)∑
i=1
E
(mkn−1∑
r=0
Kmn∆n (tIi+r−1 − τ)
∣∣φnIi+r,r∣∣
)2 ∣∣∣∣∣∣Gi−1

≤ C
ln(m)∑
i=1
mn∆
3/2
n
φ2kn(g)
(
mkn−1∑
r=0
Kmn∆n (tIi+r−1 − τ)
)2
≤ Cmn∆
3/2
n
φ2kn(g)
ln(m)∑
i=1
m2k2n
(
1
mkn∆n
∫ ti−1+mkn∆n
tIi−1
Kmn∆n (s− τ) ds
)2
≤ C
ln(m)∑
i=1
m2mn∆
3/2
n
1
mkn∆n
∫ tIi−1+mkn∆n
tIi−1
K2mn∆n (s− τ) ds
≤ O
(∫
K2(u)du
)
= O (1) .
(B.32)
If N is a square-integrable martingale, the Cauchy-Schwarz inequality yields,
ln(m)∑
i=1
E
(
ζni D
n
i (N)
∣∣Gni−1) ≤
√√√√√
ln(m)∑
i=1
E (ζni )
2
ln(m)∑
i=1
E (Dni (N))
2

≤ C
√
EN2T .
Note with notation (B.1) and
ζ ′ni =
m
1/2
n ∆
1/4
n
φkn(g)
mkn−1∑
r=0
Kmn∆n (tIi+r,r − τ) ΨnIi+r,r,
the same argument also yields
E (ζ ′ni Dni (N)|Gi−1) ≤ C∆1/4n
√
EN2T . (B.33)
As shown in page 552 of Jacod & Protter (2011), we just need to prove (B.31) for N ∈ N (i), i =
0, 1, where N (0) is the set of all bounded
(
F (0)t
)
-martingales orthogonal to W and N (1) is the set
of all martingales having N∞ = h (χt1 , . . . , χtw), where h is a Borel bounded function on Rw and
t1 < · · · < tw and w ≥ 1. When N is either W or in N (0), D(N)ni is H∞ measurable. Therefore
E
(
ζnIiD(N)
n
i |Gni−1
)
is equal to
E
(
ζ ′nI(m,n,i)D(N)
n
i |Gni−1
)
+
m
1/2
n ∆
1/4
n
φkn(g)
E
(
mkn−1∑
r=0
Kmn∆n (tIi+r,r − τ)
(
σ(Ii−1)∆nW
n
Ii+r
)2
D(N)ni
∣∣∣∣∣Gni−1
)
.
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The second term vanishes when N = W since it is the F(Ii−1)∆n -conditional expectation of an
odd function of the increments of the process W after time (Ii − 1)∆n. Suppose now that N is a
bounded martingale, orthogonal toW . By Itô’s formula we see that
(
W
n
j
)2
is the sum of a constant
(depending on n) and of a martingale which is a stochastic integral with respect to W,B on the
interval [(j − 1)∆n, (j + kn − 1) ∆n]. Then the orthogonality of N and W implies this second term
above vanishes as well. So in view of (B.33), we have the following inequality which implies the
result:
E
(
ζnIiD(N)
n
i |Gni−1
) ≤ C∆1/4n √EN2T .
When N ∈ N (1) is associated with h and w and the ti’s, the same argument in Jacod & Protter
(2011) and the inequality E (ζni )
2 ≤ C 1
mn
√
∆n
deduced from (B.32) yield
E
ln(m)∑
i=1
∣∣E (ζnIiD(N)ni |Gni−1)∣∣
 ≤ Cw(∆1/4n + 1mn√∆n
)
,
and (B.27) is shown. This finishes the proof for Lemma B.7.
The only thing left to prove Lemma B.1 is the stable convergence in law Y (m) st−→ Zτ , as
m→∞. For this, we only need to show that, for each τ ∈ (0, T ), as m→∞,
1
m+ 1
(
γ′(m)τ − γ(m)2τ
) st−→ R (στ , θvτ ).
Recall that the process (L,L′) is stationary, and the variables (Lt, L′t) and (Ls, L′s) are independent if
|s−t| ≥ 1. So µ′ (v, v′; s, s′) = (µ (v, v′))2 when |s−s′| ≥ 1 and µ′ (v, v′; s, s′) = µ′ (v, v′; 1, s′ + 1− s),
for all s, s′ ≥ 0 with s′ + 1 − s ≥ 0. Then if m ≥ 2 and letting µ = µ (στ , θvτ ) and µ′ (s, s′) =
µ′ (στ , θvτ ; s, s′) , we have
1
m+ 1
(γ′(m)τ − γ(m)τγ(m)τ )
=
1
m+ 1
∫ m
0
ds
∫ m
0
µ′ (s, s′) ds′ −m2µ2
=
1
m+ 1
∫ m
0
ds
∫ m∧(s+1)
(s−1)+
(
µ′ (1, s′ + 1− s)− µ2) ds′
=
m− 1
m+ 1
∫ 2
0
(
µ′ (1, s′)− µ2) ds′ + 1
m+ 1
∫ 1
0
ds
∫ 2
1−s
(
µ′ (1, s′ + 1− s)− µ2) ds′
→ R (στ , θvτ ) ,
since µ, µ′ are bounded. This finishes the proof for Lemma B.1.
Step 3
We now show Lemma B.2.
Proof of Lemma B.2. Let bn = mn∆n and t(i) = (I(m,n, i)−1)∆n, where the notation for I(m,n, i)
can be found after step 2 above. From the proof of Theorem 6.2 in Figueroa-López & Li (2020a),
we have
b−1/2n
∫ T
0
Kbn (t− τ)
(
σ2t − σ2τ
)
dt = b−1/2n Λτ−√bn
∫ T
τ−√bn
L
(
t− τ
bn
)
dBt + oP (1),
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where L(t) =
∫∞
t
K(u)du1{t>0} −
∫ t
−∞K(u)du1{t≤0}. Also we have
b−1/2n
∫
(0,T )c
Kbn(t− τ)dt =
1√
bn
(∫ −τ
bn
−∞
K (u) du+
∫ ∞
T−τ
bn
K(u)du
)
→ 0, as n→∞
since Assumption 2 imply that x1/2
∫∞
x
K(u)du → 0, as x → ∞. So, for a fixed m, we can rewrite
m
1/2
n ∆
1/4
n H(2)n as
βb−1/2n
∫ T
0
Kbn(t− τ)
(
σ2t − σ2τ
)
dt+ oP (1)
= βb−1/2n Λτ−√bn
ln(m)∑
i:t(i)>τ−√bn
∫ t(i)+(m+1)kn∆n
t(i)
L
(
t− τ
bn
)
dBt + oP (1)
=:
ln(m)∑
i=1
α(m)ni + oP (1),
(B.34)
with α(m)ni = 0 if i is such that t(i) ≤ τ −
√
bn.
Combine with the proof of Lemma B.1, we can deduce the following lemma.
Lemma B.8. Under Assumptions 2 and 3 and (2.9), with mn →∞ and mn∆3/4n → β ∈ (0,∞),
lim
m→∞ lim supn→∞
m1/2n ∆
1/4
n E
∣∣∣∣∣∣H(1)n +H(2)n −
ln(m)∑
i=1
ζ(m)ni −
ln(m)∑
i=1
α(m)ni
∣∣∣∣∣∣ = 0,
where ζ(m)ni := m
1/2
n ∆
1/4
n
1
φkn (g)
Kbn (t(i)− τ)
∑mkn−1
r=1 φ
n
Ii+r,r
with notation (B.1).
Now Lemma B.2 follows if we apply Theorem 2.2.15 in Jacod & Protter (2011) to the sum of
martingale differences (ζ(m)ni + α(m)ni ) and the filtration Gi = F(Ii+1−1)∆n , and show that
ln(m)∑
i=1
(ζ(m)ni + α(m)
n
i )
st−→ Zτ + βZ ′τ .
To this end, we first need to show, for a fixed m,
ln(m)∑
i=1
E
(
(ζ(m)ni )
2 |Gi−1
)
→ 1
m+ 1
1
θ
(
γ′(m)τ − γ(m)2τ
) ∫
K2(u)du, (B.35)
ln(m)∑
i=1
E
(
(α(m)ni )
2 |Gi−1
)
→ β2Λ2τ
∫
L2(u)du, (B.36)
ln(m)∑
i=1
E ((ζ(m)ni α(m)ni ) |Gi−1)→ 0. (B.37)
The proof of (B.35) can be found in the proof for Lemma B.1. (B.36) can be directly derived from
the definition (B.34):
ln(m)∑
i=1
E
(
(α(m)ni )
2 |Gi−1
)
= β2b−1n Λ
2
τ−√bn
ln(m)∑
i:t(i)>τ−√bn
∫ t(i)+(m+1)kn∆n
t(i)
L2
(
t− τ
bn
)
dt,
→ β2Λ2τ
∫
L2(u)du.
35
So we only need to show (B.37). With the notation (B.1), we have
E
((
mkn−1∑
r=0
φnIi+r,r
)∫ t(i)+(m+1)kn∆n
t(i)
L
(
t− τ
bn
)
dBt
∣∣∣∣∣Gi−1
)
= E
(∫ t(i)+(m+1)kn∆n
t(i)
L
(
t− τ
bn
)
dBt E
((
mkn−1∑
r=0
φnIi+r,r
)∣∣∣∣∣Ht(i)
)∣∣∣∣∣Gi−1
)
= σ2t(i) E
((
mkn−1∑
r=0
(
W
n
t(i)+r
)2)∫ t(i)+(m+1)kn∆n
t(i)
L
(
t− τ
bn
)
dBt
∣∣∣∣∣Gi−1
)
+ E
((
mkn−1∑
r=0
Ψt(i)+r,r
)∫ t(i)+(m+1)kn∆n
t(i)
L
(
t− τ
bn
)
dBt
∣∣∣∣∣Gi−1
)
:= Ai +Bi.
Let Usi,r =
∫ s
t(i)+r∆n
gn
(
u−(t(i)+r∆n)
kn∆n
)
dWu, gn(t) =
∑kn
r=1 g
(
r
kn
)
1[ (r−1)∆nkn∆n ,
r∆n
kn∆n
,](t). By Itô lemma,
we have when t(i) > τ −√bn,
Ai =
1
k2n∆n
σ2t(i) E
(
mkn−1∑
r=0
∫ t(i)+(r+kn)∆n
t(i)+r∆n
Usi,rgn
(
s− (t(i) + r∆n)
kn∆n
)
dWs
∫ t(i)+(m+1)kn∆n
t(i)
L
(
s− τ
bn
)
dBs
∣∣∣∣∣Gi−1
)
=
1
k2n∆n
σ2t(i) E
(
mkn−1∑
r=0
∫ t(i)+(r+kn)∆n
t(i)+r∆n
Usi,rgn
(
s− (t(i) + r∆n)
kn∆n
)
L
(
s− τ
bn
)
ρsds
∣∣∣∣∣Gi−1
)
= 0,
since E
(
Usi,r
∣∣Gi−1) = 0.
As for Bi, we can apply Cauchy-Swacharz inequality. By (B.8) and the boundedness of L,
B2i ≤ E
(mkn−1∑
r=0
Ψt(i)+r,r
)2∣∣∣∣∣∣Gi−1
∫ t(i)+(m+1)kn∆n
t(i)
L2
(
s− τ
bn
)
ds
≤ C(mkn)2∆3/2n (m+ 1)kn∆n
≤ C∆n.
Finally, we can show
ln(m)∑
i=1
E ((ζ(m)ni α(m)ni ) |Gi−1)
=
ln(m)∑
i:t(i)>τ−√bn
CbnKbn(t(i)− τ)Λτ−√bn (Ai +Bi)
≤ Cbn
ln(m)∑
i=1
|Kbn(t(i)− τ)|
(
∆1/2n
)
= O (mn∆n)
→ 0.
Now we single out a two dimension Brownian motion W˜ = (W,B), and a subset N of bounded
martingales, all orthogonal to W˜ . Let Dni (N) = N(Ii+1−1)∆n −N(Ii−1)∆n . We need to prove
ln(m)∑
i=1
E
(
(ζ(m)ni + α(m)
n
i )D
n
i (N)|Gni−1
) P→ 0,
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whenever N is one of the component of W˜ or is in the set N . Since [Wt, Bt] ≤ [Wt,Wt] = t, we can
deduce
∑ln(m)
i=1 E
(
(ζ(m)ni + α(m)
n
i )D
n
i (N)|Gni−1
) P→ 0, for the same reason as in proving (B.27).
Next,
ln(m)∑
i=1
E
(
(ζ(m)ni + α(m)
n
i )
4 |Gi−1
)
P→ 0
can be easily deduced by straightforward computation and (B.25).
Thus, let m → ∞, we can conclude m1/2n ∆1/4n
(
H(1)n +H(2)n
)
converges stably in law to a ran-
dom variable defined on a good extension
(
Ω˜, F˜ ,
(
F˜t
)
t>0
, P˜
)
of the space
(
Ω,F , (Ft)t≥0 ,P
)
, and
conditionally on F , are a Gaussian random variable with conditional variance δ21 + δ22 . Combining
with Lemma B.1, we can finally deduce that
m1/2n ∆
1/4
n
(
H(1)n +H(2)n
) st−→ Zτ + βZ ′τ ,
where Zτ , Z ′τ are defined on
(
Ω˜, F˜ ,
(
F˜t
)
t>0
, P˜
)
and conditionally independent with
E˜
(
Z2τ |F
)
= δ21 = 4
(
Φ22σ
4
τ/θ + 2Φ12σ
2
τγτθ + Φ11γ
2
τθ
3
) ∫
K2(u)du,
E˜
(
Z ′2τ |F
)
= δ22 = Λ
2
τ
∫∫
xy≥0K(x)K(y)(|x| ∧ |y|)dxdy.
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