I. INTRODUCTION
Urban pollution is one of several major atmospheric pollution problem currently confronting the world's population. The problem is growing because of rapidly increasing urban population, unchecked urban and industrial expansion, traffic density and meteorological and topographical properties of the region [1] , [2] . The Air pollution continues to be detrimental to human health despite these emission standards [3] . The inhalation of air polluted with particulate matter (P M 10 ) or irritant gases such as Nitrogen oxides (N O x ) and Sulphur Dioxide (SO 2 ) are associated with both short-term and long-term health effects, most of which impact on the respiratory and cardiovascular systems [4] .
Moreover ambient air pollution is also strongly influenced by meteorological factors, such as: wind speed, temperature, relative humidity, sunlight intensity [5] , [6] . Examining air quality information is important in understanding possible human exposure and potential impacts in health and welfare [7] . Because of this air quality models require meteorological data to correctly predict air pollutant concentrations.
Over the years, several authors have applied Artificial Neural Networks (ANN) in order to predict pollutant concentration. The Multilayer Perceptron (MLP) and Elman ANN have been applied for the prediction of SO 2 , O 3 and P M 2.5 [8] - [10] , using traffic flow and meteorological variables as input data in ANN, obtaining predictions of 1, 2 or 3 hours ahead. The results show that the ANN models performed slightly better than the deterministic and linear statistical models. Ibarra et al. [11] predicted hourly level for five pollutants (SO 2 , CO, N O 2 , N O and O 3 ), using MLP, Radial Basis Function (RBF) and Generalized Regression Neural Network (GRNN), obtaining that in some cases, the GRNN and RBF can perform as well or even better than MLP. The Feed Forward Neural Network (FFNN) and linear regression have been applied for the prediction of P M 10 in Grecee [12] in five monitoring station, in your ANN model data of 24 hours and the subsequent average of the data have been used to make the final prediction. Additionally the Mixing Layer Height, the temperature, wind direction component, relative humidity are used as ANN input.
In our previous works, we have applied MLP using time window in order to perform prediction of SO 2 [13] and P M 10 [14] , as well as meteorological variables. The main problem of long time windows occurs when data is missing. In this work, we implemented a method to extract additional information about relation among pollutant and meteorological variables, in order to reduce the size of time windows and improve prediction. A MLP has been used to predict an hour ahead of pollutant concentration.
The most important issue of ANN in pollutant forecasting is generalization, which refers to their ability to produce reasonable predictions on data sets other than those used for the estimation of the model parameters [15] . This issue has an important parameter that should be accounted for, it is data preparation. In this work, the preparation of the data is performed by applying a clustering algorithm. Clustering involves the task of dividing data sets, which assigns the same label to members who belong to the same group, so that each group is more or less homogeneous and distinct from the others. In hard clustering (K-means), data is divided into crisp clusters, where each data set belongs to exactly one cluster. In fuzzy clustering, the data points can belong to more than one cluster, and associated with each of the points are membership grades which indicate the degree to which the data sets belong to the different clusters. For this reason the Fuzzy c-Means clustering algorithm (FCM) was used in order to find relationship among pollutant and meteorological variables. These relationship help us to get additional information that will be used for predicting. Unlike hard classification methods which force data to belong exclusively to one class, FCM allows data to belong to multiple classes with varying degrees of membership.
The FCM was initially development by Dunn [16] and later generalised by Bezdek [17] . This algorithm is based on optimising the objective function given by the equation
where the matrix U = [μ i ] M fcm is a fuzzy partition of the data set Z, and
is the vector of prototypes of the clusters, which are calculated according to
is a weighting exponent that determines the fuzziness of the resulting clusters. μ ik and v i are obtained by the following equations
The optimal partition U * of Z using the Fuzzy c-Means algorithm is reached by implementing the couple (U * , V * ) to locally minimise the objective function J fcm according to an alternating optimisation method [18] .
II. STUDY AREA
Salamanca city is located in the state of Guanajuato, Mexico, and it has an approximate population of 234,000 inhabitants [19] . The city is 340 km northwest from Mexico City, with coordinates 20
• 34' 09" North latitude, and 101
• 11' 39" West longitude. The population growth, car park, industry, the refinery and thermoelectric activities, the emissions produced by agriculture, as well as orography and climatic characteristics have propitiated the increment in pollutant concentration of Sulphur Dioxide (SO 2 ) and Particulate Matter less than 10 micrometers in diameter (P M 10 ). Salamanca is ranked as one of the most polluted cities in Mexico [20] .
The P M 10 concentrations frequently exceed the legislated air quality standards in this city. Particulate Matter (PM) is a complex mixture of airborne particles that differ in size (P M 2.5 and P M 10 ), origin and chemical composition. PM is released from natural and anthropogenic sources, such as soils, car exhausts, industry, and power plants therefore increasing PM concentrations in many locations. As the molecules are very large to mix between the water molecules, some pollutants do not dissolve in water [21] . This material is termed as particulate matter and can lead to water pollution PM has been linked to a range of serious respiratory and cardiovascular health problems.
The Automatic Environmental Monitoring Network (AEMN) was installed, it consists of three fixed and one mobile stations [22] . The fixed stations cover approximately 80 % of the urban area while the mobile station covers the remaining 20 %. Each station has the necessary instrumentation to measure concentration of criteria pollutants and meteorological variables.
III. METHODOLOGY
The forecasting methodology includes the following operational steps:
• Data preparation for forecasting.
• Network architecture determination.
• Design of network training strategy.
• Evaluation of forecasting results.
A. Data Preparation for Forecasting
The data base obtained by the AEMN, represents the essential information to be used for the determination and prediction of environmental situations. The available data set refers to a monitoring station located in a residential area of the city. Due the conditions involved in air pollutants measurements it is necessary to revise and refine the gathered information from the AEMN. The validation of data base was done according to the INE manual [23] . P M 10 pollutant concentrations, Wind Direction, Wind Speed, Temperature, and Relative Humidity were used to form patterns. The patterns were formed as follow:
W S, W DI, T, HR]
where C P M10 is P M 10 concentration, W S is wind speed, W DI is the Wind Direction Index [24] , T is temperature and HR is the relative humidity. The WDI is defined according to the following expression:
The Fuzzy c-Means clustering algorithm was implemented to obtain the relationships between variables and get a better prediction. With the obtained result of clustering step, each pattern is labeled and this label is consider a feature.
The initial conditions for this clustering method were as follows:
• The cluster number took values from 2 to 7 • Prototypes were initialised as random values • The number of membership degrees was set to 2 • The maximum number of iterations was set to 100 • The minimum amount of improvement was set to 1 x 10 −3
B. Network architecture determination
The proposed system is based on MLP. After trying with some others ANN structures, a MLP structure with two hidden layer was used. The MLP model consists of N inputs (concentration of P M 10 , W S, W DI, T and RH) in time t = 0...N , where N [2, 6] , two hidden layers of N neurons and N/2 neurons respectively, obtaining as in the output the next-hour concentration. The MLP with the same structure was used for all our experiments in order to find the time-window size necessary to make the best prediction using meteorological variables and labeled of clustering step.
The input patterns P int and output patterns P out of neural network were formed as follow:
where C concentration observed in time t, n is hours before we need to make the prediction, L is the clustering label. The training set was formed with 70 % of patterns and the remaining patterns were used as test set. In addition, training and test sets were normalized in the range [0 1]. All the mathematical computations were performed using Neural Network Toolbox in Matlab c .
C. Design of network training strategy
The network structures used are as follows:
• Input layer: N neurons, where each neuron is feature.
• Hidden layer: one hidden layer with N/2 neurons.
• Output layer: one output layer, where in the output the next-hour concentration is obtained • Learning rate: 1 • The used activation function: the log-sigmoid function.
• Training set: 490 pattern.
• Training conditions: epoch = 200.
• Performance function:
Mean Squared Error (MSE) = 0.01. • Test set: 210 patterns. 
D. Evaluation of forecasting results
The ANN model performance was evaluated though the following two parameters: Mean Absolute Error (MAE), Mean Square Error (MSE) and Root Mean Square Error (RMSE) defined as follow:
where X i is the observed value at time i, Y i is the predicted value at time i and N is the total number of observations.
IV. EXPERIMENTAL RESULTS
The figure 1 shows the obtained results for 7 clusters, each cluster is labeled and represents a homogeneous group. These labels are used as input vector of ANN. In the figure 1, we observe that the groups are overlapping, because the small variation range of temperature and wind velocity in the study area. The cluster 6 represents the highest pollutant concentration and the highest wind speed. The cluster 7 contains high pollutant concentrations but a mean wind speed. The cluster 3 represents the lowest pollutant concentration with a mean wind speed. After applied clustering algorithm and labeled each pattern, P int was formed using different time-windows, where t = 2...6 in order to compare with previous works.
In this work, 30 neural networks were trained, the table I shows the summary of the best obtained results for each time-window. In table the first column is the size time-window, second column is the number of cluster, and the remaining columns represent the prediction errors of P M 10 concentrations. The best prediction was obtained with size-time-window=2 and 3 clusters, with MAE=0.0558 and RMSE=0.0783. The worst results were obtained with size-time-window=6 and 3 clusters, with MAE=0.0751 and RMSE=0.1011. Figure IV V. DISCUSSION In a previous work [14] , we had applied MLP in order to predict P M 10 concentrations, where the best results were obtained with patterns formed with time-window size of six hours. Each pattern was formed with six hours of pollutant concentration and four meteorological variables (WD, WS, T, HR).
In this work, we used the same meteorological variables but, we have applied FCM clustering algorithm before the prediction in order to find relationship among pollutant and meteorological variables. FCM allows data to belong to multiple classes with varying degrees of membership.
The results show that using the degrees of membership reduce the size of time windows and improve pollutant prediction. In table I show that the best result was obtained with time-windows size of 2 hours and 3 clusters. The addition of clustering step reduces the size of the timewindow, being especially helpful when data is missing due to errors in measurement devices.
VI. CONCLUSIONS
In the presented work, we study the advantages of applying a soft clustering algorithm, as Fuzzy C-means, to extract information about relationship among P M 10 pollutant concentration and meteorological variables (wind speed, wind direction, temperature and relative humidity) in a polluted environment prediction system. This information, plus different time-windows were probed in a MLP in order to predict an hour ahead of P M 10 concentration. The best results in P M 10 prediction were obtained with time-windows of 2 hours and 3 cluster, showing that it is possible to drastically reduce time window for a reasonable prediction of pollution concentration.
