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Abstract
In this paper we solve the subconvexity problem for Rankin-Selberg
L-functions L(f ⊗ g, s) where f and g are two cuspidal automorphic forms
over Q, g being ﬁxed and f having large level and nontrivial nebentypus. We
use this subconvexity bound to prove an equidistribution property for incom-
plete orbits of Heegner points over deﬁnite Shimura curves.
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1. Introduction
1.1. Statement of the results. Given an automorphic L-function, L(f, s),
the subconvexity problem consists in providing good upper bounds for the or-
der of magnitude of L(f, s) on the critical line and in fact, bounds which are
stronger than ones obtained by application of the Phragmen-Lindelo¨f (convex-
ity) principle. During the past century, this problem has received considerable
*This research was supported by NSF Grant DMS-97-29992 and the Ellentuck Fund (by
grants to the Institute for Advanced Study), by the Institut Universitaire de France and by
the ACI “Arithme´tique des fonctions L”.
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attention and was solved in many cases. More recently it was recognized
as a key step for the full solution of deep problems in various ﬁelds such as
arithmetic geometry or arithmetic quantum chaos (for instance see the end
of the introduction of [DFI1] and more recently [CPSS], [Sa2]). For further
background on this topic and other examples of applications, we refer to the
surveys [Fr], [IS] or [M2].
In this paper we seek bounds which are sharp with respect to the con-
ductor of the automorphic form f . For rank one L-function (i.e. for Dirichlet
characters L-functions ) this problem was settled by Burgess [Bu] (see also [CI]
for a sharp improvement of Burgess bound in the case of real characters). In
rank two (i.e. for Hecke L-functions of cuspidal modular forms), the problem
was extensively studied and satisfactorily solved during the last ten years by
Duke, Friedlander and Iwaniec in a series of papers [DFI1], [DFI2], [DFI3],
[DFI4], [DFI5], [DFI6], [DFI7] culminating in [DFI8] with
Theorem 1. Let f be a primitive cusp form of level q with primitive
nebentypus. For every integer j  0, and every complex number s such that
es = 1/2, we have
L(j)(f, s)  q 14− 123400 ;
where the implied constant depends on s, j and on the parameter at inﬁnity
of f (i.e. the weight or the eigenvalue of the Laplacian).
Some years ago, motivated by the Birch-Swinnerton-Dyer conjecture and
its arithmetic applications, the author, E. Kowalski and J. Vanderkam in-
vestigated (amongst other questions) this problem for certain L-functions of
rank 4, namely the Rankin-Selberg L-function of two cusp form, one of them
being ﬁxed [KMV2].
To set up notation, we consider f and g two (primitive) cusp forms of
levels q and D respectively. These are eigenforms of (suitably normalized)
Hecke operators {Tn}n1 with eigenvalues λf (n), λg(n) respectively. For all
primes p, these eigenvalue can be written as
λf (p) = αf,1(p) + αf,2(p), αf,1αf,2 = χf (p)
where we denote by χf the nebentypus of f , and similarly for g. The Rankin-
Selberg L-function is a well deﬁned Euler product of degree 4 , which equals
up to ﬁnitely many local factors
∏
p
∏
i,j=1,2
(
1− αf,i(p)αg,j(p)
ps
)−1 = L(χfχg, 2s) ∑
n1
λf (n)λg(n)
ns
,
with equality if (q,D) = 1.
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Remark 1.1. According to the Langlands philosophy L(f ⊗ g, s) should
be associated to a GL4 automorphic form. Although its standard analytic
properties (analytic continuation, functional equation) have been known for a
while (from the work of Rankin, Selberg and others, see [J], [JS], [JPPS]), it is
only recently that Ramakrishnan established its automorphy in full generality
[Ram].
Note that the conductor of this L-function, Q(f ⊗ g), satisﬁes
q2/D2  Q(f ⊗ g)  (qD)2
and Q(f ⊗ g) = (qD)2 for (q,D) = 1; from these estimates one can obtain the
convexity bound
L(f ⊗ g, s)  q1/2+ε(1.1)
for es = 1/2and any ε > 0, the implied constant depending on ε, s, g and the
parameters at inﬁnity of f . The subconvexity problem in the q-aspect is to
replace the exponent 1/2 above by a strictly smaller one. In [KMV2, Th. 1.1],
we could solve this problem under the following additional hypotheses:
• the level of g is square-free and coprime with q (these minor assumptions
can be removed; see [M1]),
• f is holomorphic of weight > 1,
• the conductor q∗ (say) of the nebentypus of f is not too large; it satisﬁes
i.e. q∗  qβ for some ﬁxed constant β < 1/2.
In this paper we drop (most of) the two remaining assumptions and, in
particular, solve the subconvexity problem when f has weight 0 or 1 and has
a primitive nebentypus. We prove here the following:
Theorem 2. Let f, g be primitive cusp forms of level q,D and nebenty-
pus χf , χg respectively. Assume that χfχg is not trivial and also that g is
holomorphic of weight  1. Then, for every integer j  0, and every complex
number s on the critical line es = 1/2,
L(j)(f ⊗ g, s) j q 12− 11057 ;
moreover the implied constant depends on j, s, the parameters at inﬁnity of f
and g (i.e. the weight or the eigenvalue of the Laplacian) and on the level of g.
Remark 1.2. One can check from the proof given below, that the depen-
dence in the parameters s, the parameters at inﬁnity of f , and the level of
g, D, is at most polynomial (which may be crucial for certain applications).
More precisely the exponent for D is given by an explicit absolute constant, and
the exponent for the other parameters is a polynomial (with absolute constants
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as coeﬃcients) in kg (the weight of g) of degree at most one (we have made no
eﬀort to evaluate the dependence in kg nor to replace the linear polynomials
by absolute constants).
One can note a strong analogy between Theorem 1 and Theorem 2: Indeed
the square L(f, s)2 can be seen as the Rankin-Selberg L-function of f against
the nonholomorphic Eisenstein series
E′(z) :=
∂
∂s
E(z, s)|s=1/2 = y1/2 log y + 4y1/2
∑
n1
τ(n) cos(2πnx)K0(2πny)
or Eisenstein series of weight one. In spite of this analogy, and the fact that our
proof borrows some material and ideas from [DFI8], we wish to insist that the
bulk of our approach requires completely diﬀerent arguments (see the outline
of the proof below). In fact, our method can certainly be adapted to handle
L(f, s)2 as well, thus giving another proof of Theorem 1 by assuming only that
χf is nontrivial, but we will not carry out the proof here (however, see the
discussion at the end of the introduction).
1.2. Equidistribution of Heegner points. In many situations, critical
values of automorphic L-functions are expected to carry deep arithmetic in-
formation. This is specially the case of Rankin-Selberg L-functions, when f is
a holomorphic cusp form of weight two and g = gρ is the holomorphic weight
one cusp form (resp. the weight zero Maass form with eigenvalue 1/4) corre-
sponding to an odd (resp. an even) Artin representation ρ of dimension two.
An appropriate generalization of the Birch-Swinnerton-Dyer conjecture pre-
dicts that the central value L(f ⊗ gρ, 1/2) (eventually the ﬁrst nonvanishing
higher derivative) measures the “size” of some arithmetic cycle lying in the
(ρ, f)-isotypic component of a certain Galois-Hecke module associated with a
modular curve. For example our results may provide nontrivial upper bounds
for the size of the Tate-Shafarevitch group of the associated Galois represen-
tations in terms of the conductor of ρ (see for example the paper [GL]).
In particular, for ρ an odd dihedral representation, the Gross-Zagier type
formulae which have now been established in many cases [GZ], [G], [Z1], [Z2],
[Z3] interpret L(f ⊗ gρ, 1/2) or its ﬁrst derivative in terms of the height of
Heegner divisors. In particular Theorem 2 provides nontrivial upper bounds
for these heights, which may give, as we shall see, fairly nontrivial arithmetic
information concerning these Heegner divisors, such as equidistribution prop-
erties.
For this introduction, we present our application in the most elementary
form and refer to Section 6 for a more general statement. Given q a prime,
we denote Ellss(Fq2) = {ei}i=1...n the ﬁnite set of supersingular elliptic curves
over Fq2 . We have |Ellss(Fq2)| = n = q−112 +O(1). This space is equipped with
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a “natural” probability measure µq given by
µq(ei) =
1/wi∑
j=1...n 1/wj
where wi is the number of units modulo {±1} of the (quaternionic) endomor-
phism ring of ei. Note that this measure is not exactly uniform but almost (at
least when q is large) since the product w1...wn divides 12. Let K be an imagi-
nary quadratic ﬁeld with discriminant −D, for which q is inert; let Ell(OK) be
the set of elliptic curves over Q with complex multiplication by the maximal
order of K. These curves are deﬁned over the Hilbert class ﬁeld of K, HK ,
and the Galois group GK = Gal(HK/K) = Pic(OK) acts simply transitively
on Ell(OK); hence for any curve E ⊂ Ell(OK), we have Ell(OK) = {Eσ}σ∈GK .
When q|q is any prime above q in HK (recall that q splits completely in HK),
each E ∈ Ell(OK) has good supersingular reduction modulo q. Hence a reduc-
tion map
Ψq : Ell(OK) → Ellss(Fq2).
One can then ask whether the reductions {Ψq(Eσ)}σ∈GK are evenly distributed
on Ellss(Fq2) with respect to the measure µq as D → +∞. This is indeed the
case, in fact in a stronger form:
Theorem 3. Let G ⊂ GK any subgroup of index  D 12115 . For each
ei ∈ Ellss(Fq2) and each E ∈ Ell(OK), we have
|{σ ∈ G, Ψq(Eσ) = ei}|
|G| = µ(ei) + Oq(D
−η)(1.2)
for some absolute positive η, the implied constant depending on q only.
To obtain this result, we express (by easy Fourier analysis) the character-
istic function of G as a linear combination of characters ψ of GK . Then the
Weyl sums corresponding to this equidistribution problem can be expressed
in terms of “twisted” Weyl sums. By a formula of Gross, later generalized by
Daghigh and Zhang [G], [Da], [Z3], the twisted Weyl sums are expressed in
terms of the central values L(f ⊗ gψ, 1/2) where f ranges over the ﬁxed set
of primitive holomorphic weight two cusp forms of level q, and gψ denotes the
theta function associated to the character ψ (this is a weight one holomorphic
form of level D with primitive nebentypus , (−D∗ ), the Kronecker symbol of
K). Now, the subconvexity estimate of Theorem 2 (applied for f ﬁxed and D
varying ) shows precisely that the Weyl sums are o(1) as D → +∞ and the
equidistribution follows.
Remark 1.3. Note that for the full orbit (G = GK), only the principal
character ψ0 occurs in the above analysis and we have the factorization
L(f ⊗ gψ0 , s) = L(f, s)L
(
f ⊗
(−D
∗
)
, s
)
;
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in this case, the subconvexity estimate in the D aspect for the central value
L(f ⊗ (−D∗ ), 1/2) was ﬁrst proved by Iwaniec [I1].
The result above is a particular instance of the equidistribution problem
for Heegner divisors on Shimura curves associated to a deﬁnite quaternion
algebra, namely the quaternion algebra over Q ramiﬁed at q and ∞. For other
deﬁnite Shimura curves similar results hold mutatis mutandis; see Theorem 10
(the reader may consult [BD1] for general background on Heegner points in this
context). These results may then be coupled with the methods of Ribet, and
Bertolini-Darmon ([Ri], [BD2], [BD3]) to prove equidistribution of (the image
of) small orbits of Heegner points in the group of connected components of the
Jacobian of a Shimura curve associated to an indeﬁnite quaternion algebra at
a place of bad reduction or in the set of supersingular points at a place of good
reduction. We will not pursue these interpretations here.
In this setting, other equidistribution problems for Heegner divisors have
been considered by Vatsal and Cornut [Va], [Co] to study elliptic curves over
the anticyclotomic Zp-extension of K. However the Heegner points considered
in these papers were in the same isogeny class (i.e. associated to orders sitting
in a ﬁxed imaginary quadratic ﬁeld). The subconvexity bound of the present
paper allows for equidistribution statements even when the quadratic ﬁeld
varies.
1.3. Outline of the proof of Theorem 2. The beginning of the proof
follows [KMV2]. First, we decompose L(f ⊗ g, s) into partial sums of the form
L(f ⊗ g) :=
∑
n1
λf (n)λg(n)W (n)
where the W (n) are compactly supported smooth functions, the crucial range
being when n ∼ q. Next we use the ampliﬁcation method and seek a bound
for the second ampliﬁed moment
∑
f ′∈F
ωf ′ |L(f ′ ⊗ g)|2|
∑
L
λf ′()x|2(1.3)
where f ′ ranges over an appropriate (spectrally complete) family F of Hecke
eigenforms of nebentypus χf , containing our preferred form f , ωf ′ is an appro-
priate normalizing factor and the x are arbitrary coeﬃcients to be chosen later
to amplify the contribution of the preferred form. The choice of the appropri-
ate family F may be subtle. Speciﬁcally, the space of weight one holomorphic
forms of given level is too small to make possible an eﬃcient spectral analysis.
This structural diﬃculty was resolved in [DFI8] by embedding the subspace of
weight one holomorphic forms into the full spectrum of Maass forms of weight
one. At this point, we open (1.3) and convert the resulting sum into sums of
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Kloosterman sums using a spectral summation formula (i.e. Petersson’s for-
mula or an appropriate extension of Kuznetsov’s formula which we borrow
from [DFI8]). At this point one needs bounds for expressions of the form∑
c≡0(q)
1
c
∑
m,n1
λg(m)λg(n)Sχ(m, n; c)W (m)W (n)J
(
4π
√
mn
c
)
where Sχ denotes the Kloosterman sum twisted by the character χ := χf and
J is a kind of linear combination of Bessel type functions. For completeness
we add that  can be as large as a small positive power of q and the critical
range for the variable c is around q. As in [KMV2] we open the Kloosterman
sum and apply a Voronoi type summation formula to the λg(m) sum, with the
eﬀect of replacing the Kloosterman sums by Gauss sums. This yields to an
expression of the form∑
c≡0(q)
1
c2
∑
h
Gχχg(h; c)
∑
m−n=h
λg(m)λg(n)Wg(m,n, c),(1.4)
where Wg is a kind of Bessel transform depending on the type at inﬁnity of g.
The sum over h above splits naturally into two parts.
The ﬁrst part corresponds to h = m−n = 0, its contribution is called the
singular term. But, since we assume that χχg is not trivial, this term vanishes.
Remark 1.4. When χχg is trivial the contribution of the singular term is
not always small; in fact it may be larger than the expected bound. However
one expects as in [DFI8] that, in this case, the contribution is cancelled (up to
admissible error term) by the contribution coming from the Eisenstein series.
We do not carry this out here since we are mostly interested in cases where
the conductor of χf is large.
The second part corresponding to h = 0,∑
h =0
Gχχg(h; c)
∑
m−n=h
λg(m)λg(n)Wg(m,n, c)(1.5)
is called the oﬀ-diagonal term and is the most diﬃcult to evaluate. In order
to deal with the shifted convolution sums
Sg(, h) :=
∑
m−n=h
λg(m)λg(n)Wg(m,n, c),(1.6)
one could proceed as in [DFI3], [KMV2], with the δ-symbol method together
with Weil’s bound for Kloosterman sums. This method and a trivial bound
for the Gauss sums Gχχg(h; c), is suﬃcient to solve the subconvexity problem
as long as the conductor of χ is smaller than qβ for some β < 1/2.
Instead, we handle the sums Sg(, h) by an alternative technique due to
Sarnak [Sa2]. His method, which is built on ideas of Selberg [Se], uses the full
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force of the theory of automorphic forms on GL2,Q. Sarnak’s method consists
in expressing (1.6) in terms of the inner product
I(s) =
∫
X0(D)
V(z)Uh(s, z)dµ(z)(1.7)
where V(z) is the Γ0(D)-invariant function (mz)k/2g(z)(mz)k/2g(z) and
Uh(s, z) is a nonholomorphic Poincare´ series of level D. Taking the spectral
expansion of Uh(s, z), we transform this sum into∑
j
〈Uh(., s), uj〉〈uj , V 〉+ “Eisenstein”,
where {uj}j1 is a Hecke eigenbasis of Maass forms on X0(D) and “Eisenstein”
accounts for the contribution of the continuous spectrum. The scalar product
〈uj , V 〉 has been bounded eﬃciently in [Sa1], and the other factor 〈Uh(., s), uj〉
is proportional to the h-th Fourier coeﬃcient ρj(h) of uj(z). At this point
one uses the following quantitative statement going in the direction of the
Ramanujan-Petersson-Selberg conjecture to bound the resulting sums.
Hypothesis Hθ. For any cuspidal automorphic form π on
GL2(Q)\GL2(AQ)
with local Hecke parameters α(1)π (p), α
(2)
π (p) for p < ∞ and µ(1)π (∞), µ(j)π (∞)
there exist the bounds
|α(j)π (p)| pθ, j = 1, 2,
|eµ(j)π (∞)| θ, j = 1, 2,
provided πp, π∞ are unramiﬁed, respectively.
Note that Hypothesis Hθ is known for θ = 764 thanks to the works of
Kim, Shahidi and Sarnak [KiSh], [KiSa]. When the conductor q∗ is small,
this value of θ suﬃces for breaking the convexity bound; in fact it improves
greatly the bound of [KMV2, Th. 1.1] (which may be obtained using H1/4).
Unfortunately, this argument alone is not quite suﬃcient when q∗ is large: even
Hypothesis H0 (which is Ramanujan-Petersson-Selberg’s conjecture) allows us
only to solve our subconvexity problem as long as q∗ is smaller than qβ for
some ﬁxed β < 1.
From the discussion above, it is clear that we must also capture the oscil-
lations of the Gauss sums in (1.5); this is reasonable since Gχχg(h; c) oscillate
roughly like χχg(h) and the length of the h-sum is relatively large (around q).
This point is the key observation of the present paper; while this idea seems
hard to combine with the δ-symbol technique, it works beautifully with the al-
ternative method of Sarnak. Indeed, an inversion of the summations, reduces
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the problem to a nontrivial estimate, for each j  1, of smooth sums of the
shape ∑
h
χχg(h)ρj(h)W˜ (h),
where h is roughly of size q: this question reduces to the subconvexity problem
for the twisted L-function
L(uj ⊗ χχg, s), for es = 1/2
in the q-aspect! This kind of subconvexity problem was solved by Duke-
Friedlander-Iwaniec [DFI1] (when the ﬁxed form is holomorphic) more than
ten years ago as one of the ﬁrst applications of the ampliﬁcation method. In
the appendix to this paper we provide the necessary subconvexity estimate in
the case of Maass forms;1 this estimate together with the Burgess bound (to
handle the contribution from the continuous spectrum) is suﬃcient to ﬁnish
the proof of Theorem 2.
Remark 1.5. We ﬁnd rather striking that the solution of the subconvex-
ity problem for our preferred rank four L-functions ultimately reduces to a
collection of subconvexity estimates for rank-two and rank-one L-functions.
This kind of phenomenon already appeared — implicitly — in [DFI8] where
the Burgess estimate was used; in view of the inductive structure of the auto-
morphic spectrum of GLn (see [MW]), this should certainly be expected when
dealing with the subconvexity problem for automorphic forms of higher rank.
Remark 1.6. The proof given here is fairly robust: any subconvex esti-
mate for the L(uj ⊗ χ, s) in the q aspect (with a polynomial control on the
remaining parameters) together with any nontrivial bound toward Ramanujan-
Petersson’s conjecture (that is Hθ for any ﬁxed θ < 1/2) would be suﬃcient to
solve the given subconvexity problem, although with a weaker exponent.
1.3.1. Comparison with [DFI8]. As noted before, Theorem 2 and its proof
share many similarities with the main result of [DFI8], but the hearts of the
proofs are fairly diﬀerent. To explain quickly the main diﬀerences, consider the
subconvexity problem for the Hecke L-function L(f, s). We have the identity
(|L(f, s)|2)2 = |L(f, s)|4 = |L(f, s)2|2(= |L(f ⊗ E′, s)|2).(1.8)
Our method would use the right-hand side of (1.8) and would evaluate the
ampliﬁed mean square of partial sums of the form∑
n
λf (n)τ(n)W (n),
1See also [H] for a slightly weaker bound, and [CPSS] for another proof, in the holomorphic
case, which uses Sarnak’s method described above.
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while the method of [DFI8] uses the left-hand side of (1.8) and evaluates the
ampliﬁed mean square of (variants of) the partial sums∑
n
λf (n)τχf (n)W (n),
where τχ(n) = (1 ∗ χf )(n). In this case, the Gauss sums Gχf (h; c) of (1.4) are
replaced by Ramanujan sums r(h; c), so that for h = 0 a singular term appears
(see Remark 1.4). This term turns out to be larger than the expected bound,
but fortunately, a delicate computation shows that it is compensated by the
contribution of the Eisenstein series (see [DFI8, §13]). The main problem then,
is to bound the oﬀ -diagonal term; it is solved by the deep results of [DFI2],
[DFI3] on the general determinant equation.
There are some advantages to handling Theorem 1 by the method of the
present paper. A ﬁrst one is technical; as long as χf is nontrivial, there is
no singular term, hence no matching needs to be veriﬁed. However, a critical
diﬀerence with the present paper is that for g = E′ an Eisenstein series, the
integral I(s) given in (1.7) has a pole at s = 1, which produces a new oﬀ -oﬀ -
diagonal term; but as this term is independent of χf the resulting contribution
is small as long as χf is nontrivial (otherwise one expects some matching with
the contribution from the continuous spectrum). Another advantage of this
method is that once the (many) remaining diﬃculties have been overcome, it
is likely that the saving on the convexity exponent will be at least comparable
with the exponent of Theorem 2.
The paper is organized as follows: In the next section, we introduce no-
tation and give some background on automorphic forms, Hecke operators and
spectral summation formulas. We recall also some useful lemmas and esti-
mates which are borrowed from [DFI8]. In Section 3 we recall several facts on
Rankin-Selberg L-functions and reduce the estimation of L(f ⊗ g, s) to that
of partial sums. The bound for the second ampliﬁed moment of these partial
sums starts in Section 4; it follows basically the techniques of [KMV2] and
[DFI8]. In Section 5, we handle the shifted convolutions sums (1.5). The proof
of Theorem 3 in a more general form is given in Section 6. In the appendix we
provide a proof of a subconvexity bound for the L-function of a Maass form g
twisted by a primitive character of large level. The result is not new; our main
point there is to make explicit the (polynomial) dependence of the bound in
the other parameters of g (the level or the eigenvalue), a question for which
there is no available reference. Indeed, the polynomial control in the other
parameters is crucial for the solution of our subconvexity problem.
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2. A review of automorphic forms
In this section we collect various facts about automorphic Maass forms.
Our main reference is [DFI8] which contains a very clear exposition of the
whole theory.
The group SL2(R) acts on the upper half-plane by linear-fractional trans-
formations
γz =
az + b
cz + d
, if γ =
(
a b
c d
)
.
For γ ∈ SL2(R) we deﬁne
jγ(z) =
cz + d
|cz + d| = exp(i arg(cz + d)),
and for any integer k  0 an action of weight k on the functions f : H → C by
f|kγ(z) = jγ(z)
−kf(γz).
For q  1, we consider Γ the congruence subgroup Γ0(q), and a Dirichlet
character χ(mod q); such a χ deﬁnes a character of Γ by
χ
((
a b
c d
))
= χ(d) = χ(a), for
(
a b
c d
)
∈ Γ.
2.1. Maass forms. A function f : H → C is said to be Γ-automorphic of
weight k and nebentypus χ if and only if it satisﬁes
f|kγ(z) = χ(γ)f(z)(2.1)
for all γ ∈ Γ. We denote Lk(q, χ) the L2-space of such automorphic functions
with respect to the Petersson inner product
〈f, g〉 =
∫
Γ\H
f(z)g(z)
dxdy
y2
.
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By the theory of Maass and Selberg Lk(q, χ) admits a spectral decomposition
into the eigenspace of the Laplacian of weight k
∆k = y2
(
∂2
∂2x
+
∂2
∂2y
)
− iky ∂
∂x
.
The spectrum of ∆k has two components: a discrete part spanned by the
square integrable smooth eigenfunctions of ∆k (the Maass cusp forms), and a
continuous spectrum spanned by the Eisenstein series. The Eisenstein series
are indexed by the singular cusps {a} and are given by:
Ea(z, s) =
∑
γ∈Γa\Γ
χ(γ)jσ−1a γ(z)
−k(m(σ−1a γz))s
where σa is a scaling matrix for the cusp a. Recall that the scaling matrix of
a cusp a is the unique matrix (up to right translations) such that
σa∞ = a, σ−1a Γaσa = Γ∞ =
{
±
(
1 b
1
)
, b ∈ Z
}
,
and that a cusp a is singular whenever
χ
(
σa
(
1 1
1
)
σ−1a
)
= 1, or (−1)k.
The Eisenstein series Ea(z, s) admit analytic continuation to the whole complex
plane without pole for es  1/2 and are eigenfunctions of ∆k with eigenvalue
λ(s) = s(1− s). The Maass cusp forms generate the cuspidal part of Lk(q, χ)
which we denote Ck(q, χ). A Maass cusp form f has exponential decay and a
Fourier expansion at every cusp. We only need Fourier expansion at inﬁnity,
this takes the form
f(z) =
+∞∑
n=−∞
n=0
ρf (n)W n|n| k2 ,it(4π|n|y)e(nx)(2.2)
where Wα,β(y) is the Whittaker function, and (1/2 + it)(1/2− it) is the eigen-
value of f . The Eisenstein series have a similar Fourier expansion
Ea(z, 1/2 + it) = δay1/2+it + φa(1/2 + it)y1/2−it(2.3)
+
+∞∑
n=−∞
n=0
ρa(n, t)W n
|n|
k
2
,it(4π|n|y)e(nx),
where δa = 0, unless a = ∞, in which case δ∞ = 1 and ϕa(1/2+ it) is the entry
(∞, a) of the scattering matrix.
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2.2. Holomorphic forms. Let Sk(q, χ) denote the space of holomorphic
cusp forms of weight k, level q and nebentypus χ, i.e. the space of holomorphic
functions F : H → C which satisfy
F (γz) = χ(γ)(cz + d)kF (z)(2.4)
for every γ =
(
a b
c d
)
∈ Γ and which vanish at every cusp. This space is
equipped with the Petersson inner product:
〈F,G〉k =
∫
Γ\H
F (z)G(z)yk
dxdy
y2
.
Such a form has a Fourier expansion at ∞,
F (z) =
∑
n1
ρF (n)n
k
2 e(nz).(2.5)
From the automorphy relations (2.4) one can deduce the following Voronoi-type
summation formula (see [KMV2] and Section 7 for a more general formulas of
the same type).
Lemma 2.1. Let W : R+ → C be a smooth function with compact sup-
port. Let c ≡ 0(q) and a be an integer coprime with c. For g ∈ Sk(q, χ),
c
∑
n1
√
nρg(n)e
(
n
a
c
)
W (n)
= 2πikχ(a)
∑
n1
√
nρg(n)e
(
−na
c
) ∫ ∞
0
W (x)Jk−1
(
4π
√
nx
c
)
dx.
It will be useful to quote the following properties of the Bessel function
Jk(x) for k  0 (see [GR], [Wa]). We have
Jk(x) = eixVk(x) + e−ixV k(x)(2.6)
where Vk satisﬁes
xjV
(j)
k (x) j k2+j
1
(1 + x)1/2
(2.7)
for j, k, x  0, the implied constant depending only on j. In fact, holomorphic
forms can be embedded isometrically into the space of Maass forms of weight k:
Lemma 2.2. For F (z) ∈ Sk(q, χ) the function yk/2F (z) belongs to Ck(q, χ).
More precisely the map F (z) → f(z) := yk/2F (z) is a surjective isometry
(relatively to the Petersson inner products) onto the eigenspace of Maass cusp
forms of weight k with eigenvalue k2 (1 − k2 ); moreover the Fourier coeﬃcients
agree for all n ∈ Z,
ρF (n) = ρf (n).
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From this lemma, it follows that L(F ⊗ g, s) = L(f ⊗ g, s); so for the
purpose of proving Theorem 2 we may and will assume that the varying form
f is a Maass form of some weight k  0.
2.3. Spectral summation formulas. Given Bk(q, χ) = {uj}j1 an or-
thonormal basis of Ck(q, χ) formed of Maass cusp forms with eigenvalues λj =
1/4 + t2j and Fourier coeﬃcients ρj(n); the following spectral summation for-
mula (borrowed from [DFI8, Prop. 5.2]) is an important tool for harmonic
analysis on Lk(q, χ). For any real number r, and any integer k we set
h(t) = h(t, r) =
4π3
|Γ(1− k2 − ir)|2
.
1
chπ(r − t)chπ(r + t) .(2.8)
Proposition 2.1. For any positive integers m,n and any real r,
√
mn
∑
j1
h(tj)ρj(m)ρj(n) +
√
mn
∑
a
1
4π
∫
R
h(t)ρa(m, t)ρa(n, t)dt
= δm,n +
∑
c≡0(q)
Sχ(m,n; c)
c
I
(
4π
√
mn
c
)
where Sχ(m,n; c) is the Kloosterman sum
Sχ(m,n; c) =
∑
x(c),(x,c)=1
χ(x)e
(
mx + nx
c
)
,
and I(x) is the Kloosterman integral
I(x) = I(x, r) = −2x
∫ i
−i
(−iζ)k−1K2ir(ζx)dζ.
In fact this formula is not quite suﬃcient for our purpose. In order to
gain convergence over the c variable, an extra averaging over r is needed, and
to achieve this, we follow the choice of [DFI8, §14]. Given A a ﬁxed large real
number we set
q(r) =
rsh2πr
(r2 + A2)8
(
ch
πr
2A
)−4A
.(2.9)
Integrating q(r)h(t, r) over r we form
H(t) =
∫
R
h(t, r)q(r)dr(2.10)
and correspondingly
I(x) =
∫
R
I(x, r)q(r)dr.(2.11)
Hence, we deduce from Proposition 2.1 the following reﬁned formula:
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Proposition 2.2. For any positive integers m,n,
√
mn
∑
j1
H(tj)ρj(m)ρj(n) +
√
mn
∑
a
1
4π
∫
R
H(t)ρa(m, t)ρa(n, t)dt
= cAδm,n +
∑
c≡0(q)
Sχ(m,n; c)
c
I
(
4π
√
mn
c
)
where H and I are deﬁned above and cA = qˆ(0) is the integral of q over R.
We collect below the following estimates for I and H (see [DFI8, §§14 and 17]).
For t real or purely imaginary,
H(t) > 0, H(t)  (1 + |t|)k−16e−πt.(2.12)
For all j  0, we have
xjI(j)(x) j
(
x
1 + x
)A+1
(1 + x)1+j .(2.13)
One can also use more general forms of the above spectral summation
formula to provide upper bounds for the Fourier coeﬃcients of Maass forms;
for instance, the following bound follows immediately from [DI, §§5.3 (5.6)
(5.7) and (1.25)]:
Lemma 2.3. For k = 0 and for any positive integer n, any ε, T  1,∑
uj∈B0(q,χ)
|tj |T
n|ρj(n)|2
ch(πtj)
ε T 2 + (nqT )ε (n, q)
1/2n1/2
q
(2.14)
where the implied constant depends on ε only.
2.4. Hecke operators. The Hecke operators {Tn}n  1 are deﬁned by
Tnf(z) =
1√
n
∑
ad=n
χ(a)
∑
b(d)
f
(
az + b
d
)
.
They act on the L2-space of Maass forms of weight k and in fact act on both
Ck(q, χ) and Ek(q, χ). They satisfy the Hecke multiplicative relations:
TmTn =
∑
d|(m,n)
χ(d)Tmnd−2 ,(2.15)
and, in particular, commute with each other. They also commute with ∆k
and for (n, q) = 1, Tn is a normal, because T ∗n = χ(n)Tn; that is for all
f, g ∈ Lk(q, χ),
〈Tnf, g〉 = χ(n)〈f, Tng〉.(2.16)
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A Maass cusp form which is also an eigenfunction of the Tn for all (n, q) = 1 will
be called a Hecke-Maass cusp form and an orthonormal basis of Ck(q, χ) made
of Hecke-Maass cusp forms will be called a Hecke eigenbasis. The problem of
the dimension of the Hecke eigenspace is well understood by Atkin-Lehner the-
ory [AL], [ALi], [Li1]. By a primitive form we mean a Hecke-Maass cusp form
which is orthogonal to the space of old forms and (unless otherwise speciﬁed)
which has L2-norm 1. By the Strong Multiplicity One Theorem, a primitive
form is automatically an eigenform of all the Hecke operators.
For f an Hecke-Maass cusp form, with Hecke eigenvalues given by
Tnf = λf (n)f,
we have from (2.15),
λf (m)λf (n) =
∑
d|(m,n)
χ(d)λf (mnd−2),(2.17)
λf (mn) =
∑
d|(m,n)
µ(d)χ(d)λf (m/d)λf (n/d),(2.18)
for all (mn, q) = 1 and these relations hold for all m,n if f is primitive. From
(2.16) we also have
λf (n) = χ(n)λf (n),(2.19)
for all (n, q) = 1. Finally the action of Hecke operators on the Fourier expan-
sion can be computed explicitly and for a Hecke-Maass cusp form we have:
√
mρf (m)λf (n) =
∑
d|(m,n)
χ(d)ρf
(m
d
n
d
) √mn
d2
,(2.20)
and
√
mnρf (mn) =
∑
d|(m,n)
µ(d)χ(d)ρf
(m
d
) √m
d
λf
(n
d
)
,(2.21)
for all m,n  1 with (n, q) = 1. In particular, for all (n, q) = 1,
ρf (n)
√
n = ρf (1)λf (n),(2.22)
and for f primitive the relations (2.20), (2.21) and (2.22) are valid for all n  1.
Remark 2.1. For the classical weight k holomorphic modular forms the
Hecke operators Tn have a slightly diﬀerent deﬁnition, and not too surprisingly
this action commutes with the isometry F (z) → f(z) = yk/2F (z) and in
particular for F a primitive cusp form, yk/2F is also primitive and we have,
for all n,
λF (n) = λf (n).
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Remark 2.2. The Hecke operators also act on the space of Eisenstein se-
ries, but unless χ is primitive (for this case see [DFI8]) the Eisenstein series
Ea(z, s) are NOT eigenvectors of the Tn, (n, q) = 1. The problem of diago-
nalizing the Hecke operators in the space of Eisenstein series was studied by
Rankin in a series of papers [Ra1], [Ra2], [Ra3]; however we will not need any
of these results.
2.5. Bounds for Fourier coeﬃcients of cusp forms. In this section, we re-
call trivial and nontrivial bounds for Hecke eigenvalues and Fourier coeﬃcients
of automorphic forms. Given g a primitive cusp form of level D, weight k and
eigenvalue 1/4 + t2g (by convention g is L
2-normalized) from [DFI8] and [HL],
we have
D−ε(1 + |tg|)k/2−ε√
D
ch
(
πtg
2
)
ε ρg(1) ε D
ε(1 + |tg|)k/2+ε√
D
ch
(
πtg
2
)
.
(2.23)
For Hecke eigenvalues, Hypothesis Hθ gives the individual bound2
|λg(n)|  τ(n)nθ;(2.24)
hence for all n = 0 we have by (2.22)
ρg(n) ε (Dn)
ε(1 + |tg|)k/2+ε√
D
nθ−1/2ch
(
πtg
2
)
.(2.25)
If g is holomorphic of weight k  1, it follows from the work of Eichler-Shimura-
Igusa, Deligne, Deligne-Serre that the Ramanujan-Petersson bound holds true:
|λg(n)|  τ(n).(2.26)
In general it turns out that the Ramanujan-Petersson bound is true on average
by the theory of Rankin-Selberg and some auxiliary arguments (see [DFI8,
§19]); we have for all N  1 and all ε > 0∑
nN
|λg(n)|2 ε (D(|tg|+ 1)N)εN.(2.27)
It will be also useful to introduce the following function
σg(n) :=
∑
d|n
|λg(d)|.
Note ﬁrst that this function is almost multiplicative; by (2.17) and (2.18) we
have
(mn)−εσg(mn)  σg(m)σg(n)  (mn)εσg(mn)(2.28)
2Note that this bound remains true (trivially) for n a ramiﬁed prime.
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for all ε > 0, and from (2.27) we have∑
nN
σg(n)2 ε (q(1 + |tg|N))εN,(2.29)
for all N, ε > 0. In the above estimates the implied constants depend only
on ε.
For technical purposes it will also be useful to have a substitute of (2.25)
when g is an L2-normalized Hecke-Maass form of L2 but not necessarily prim-
itive. More precisely we have the following improvement over (2.14):
Proposition 2.3. Let B0(q, χ) = {uj}j0 be a (orthonormal) Hecke-
eigenbasis. Assume that Hypothesis Hθ holds; for any T  1, n  1 and
any ε > 0, ∑
uj∈B0(q,χ)
|tj |T
n|ρj(n)|2
ch(πtj)
ε (nqT )εT 2n2θ(2.30)
where the implied constant depends on ε only.
Proof. By the Atkin-Lehner theory, each Hecke-eigenspace is indexed
by the primitive forms g(z) ∈ C0(q∗q′, χ˜) where q′ ranges over the divisors of
q/q∗ (q∗ the conductor of χ and χ˜ is the character induced by χ∗); for each
eigenspace, any element of any orthonormal basis {g(d)(z), d|q/(q∗q′)} is a
linear combinations of the g(dz) where d ranges over the divisors of q/(q∗q′)
g(d)(z) =
∑
d′|q/(q∗q′)
αg(d, d′)g(dz).
For uniformity we extend the above notation to all the divisors of q; namely
we set αg(d, d′) = 0 for each pair (d, d′) of divisors of q which are not divisors
of q/qg and consequently we set g(d) = 0 if d is not a divisor of q/qg. With this
convention, we have by (2.22)
n1/2ρ(d)(n) =
∑
d′|(q,n)
(d′)1/2αg(d, d′)(n/d′)1/2ρg(n/d′)
= ρg(1)
∑
d′|(q,n)
(d′)1/2αg(d, d′)λg(n/d′) := ρg(1)βg(d, n),
say. By Mo¨ebius inversion, we have for d′|q
(d′)1/2αg(d, d′) =
∑
d′′|d′
βg(d, d′′)λ(−1)g (d
′/d′′)
where λ(−1)g denotes the Mo¨bius inverse of λg(n): this is a multiplicative func-
tion given that for each prime p, by
λ(−1)g (p) = −λg(p), λ(−1)g (p2) = χ˜(p), and λ(−1)g (pk) = 0 if k  3.
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In particular we have from Hθ that |λ(−1)g (n)|  τ(n)nθ. From the above dis-
cussion, it follows that∑
uj∈B0(q,χ)
|tj |T
n|ρj(n)|2
ch(πtj)
=
∑
q′|q/q∗
∑
g
|tg|T
|ρg(1)|2
ch(πtg)
∑
d|q
|βg(d, n)|2,(2.31)
and in particular when n = d′|q we obtain from (2.14) the bound∑
q′|q/q∗
∑
g
|tg|T
|ρg(1)|2
ch(πtj)
∑
d|q
|βg(d, d′)|2 ε (qT )ε(T 2 + d
′
q
)  (qT )εT 2.(2.32)
More generally we have∑
d|q
|βg(d, n)|2 =
∑
d|q
|
∑
d′|(q,n)
(d′)1/2αg(d, d′)λg(n/d′)|2
=
∑
d|q
|
∑
d′′|(q,n)
βg(d, d′′)
∑
d′|(n,q)/d′′
λg
( n
d′d′′
)
λ(−1)g (d
′)|2
ε nε
∑
d′′|(q,n)
( n
d′′
)2θ ∑
d|q
|βg(d, d′′)|2
by Cauchy-Schwarz and Hθ. From (2.31), the last inequality and (2.32) we
conclude the proof of Proposition 2.3.
3. Rankin-Selberg L-functions
Our basic reference for Rankin-Selberg L-functions is the book of Jacquet
[J]. Given f and g two primitive forms of level q and D respectively, the
Rankin-Selberg L-function is a degree four Euler product
L(f ⊗ g, s) =
∑
n1
λf⊗g(n)
ns
=
∏
p
Lp(f ⊗ g, s) =
∏
p
4∏
i=1
(
1− β(i)f⊗g(p)p−s
)−1(3.1)
which is absolutely convergent for es > 1. In view of Lemma 2.2 and Remark
2.1 we may assume that f is a Maass form of some weight k  0, with eigenvalue
1/4 + t2f .
Remark 3.1. Although we will not use this fact, it is useful to know that
by [Ram], L(f ⊗ g, s) is the L-function of a GL4 automorphic form, which we
denote by f ⊗ g.
By direct inspection of the possible cases one can check that
|β(i)f⊗g(p)|  p2θ,
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and for all p  |(q,D),
Lp(f ⊗ g, s) =
∏
i,j=1,2
(
1− αf,i(p)αg,j(p)
ps
)−1
.
In particular we have the following factorization for es > 1,
L(f ⊗ g, s) =
 ∑
d|D∞
γ(d)
ds
L(χfχg, 2s) ∑
n1
λf (n)λg(n)
ns
(3.2)
with
γf⊗g(d) ε d2θ+ε.(3.3)
From now on we assume that f = g; then L(f ⊗ g, s) admits analytic continu-
ation over C with no poles and it has a functional equation of the form
Λ(f ⊗ g, s) = ε(f ⊗ g)Λ(f ⊗ g, 1− s)(3.4)
where ε(f ⊗ g) is some complex number of modulus one and
Λ(f ⊗ g, s) = (Q(f ⊗ g))s/2L∞(f ⊗ g, s)L(f ⊗ g, s).
Here L∞(f ⊗ g, s) is the local factor at inﬁnity
L∞(f ⊗ g, s) =L∞(f ⊗ g, s)
=
∏
i=1,...,4
ΓR(s + µf⊗g,i(∞)), with ΓR(s) = π−s/2Γ(s/2),
and the integer Q = Q(f ⊗ g) is called the conductor of f ⊗ g and satisﬁes
Q(f ⊗ g)  q2D2.(3.5)
From hypothesis Hθ and by inspection of the possible cases we verify that
esµf⊗g,i(∞)  −2θ, i = 1, . . . , 4;
in particular L∞(f ⊗ g, s) is holomorphic for es > 2θ.
3.1. Approximating L(f ⊗ g, s) by partial sums. We proceed as in [DFI8,
§9]. For A0  1 large (to be deﬁned later), set
G(u) = (cos
πu
4A0
)−5A0 .(3.6)
By a contour shift we infer from the functional equation (3.4) that for es =
1/2,
L(f⊗g, s) =
∑
n1
λf (n)λg(n)
ns
Ws
(
n√
Q
)
+ωf⊗g(s)
∑
n1
λf (n)λg(n)
n1−s
W˜1−s
(
n√
Q
)
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where
ωf⊗g(s) = ε(f ⊗ g)Q
1−2s
2
L∞(f ⊗ g, 1− s)
L∞(f ⊗ g, s) ,
Ws(y) =
∑
d|D∞
γf⊗g(d)
ds
Vs(dy),
Vs(y) =
1
2πi
∫
(1)
L∞(f ⊗ g, s + u)
L∞(f ⊗ g, s) L(χfχg, 2s + 2u)
G(u)
u
y−udu,
and W˜s is deﬁned like Ws except that γf⊗g(d) and χfχg are replaced by γf⊗g(d)
and χfχg.
Remark 3.2. For es = 1/2, |ωf⊗g(s)| = 1. Deﬁne
P =
∏
i=1...4
(|s|+ |µf⊗g,i(∞)|)1/2.(3.7)
We have (compare with [DFI8, Lemma 9.2]) the following:
Lemma 3.1. Assume (for simplicity) that χfχg is not trivial . For es =
1/2 and for any j  0,
yjW (j)s (y) j,A log(1 + qD|s|)2P j(1 +
y
P
)−A0 .
Remark 3.3. If χfχg is the trivial character, the bound above is valid with
an extra factor log(1 + y−1).
Proof. From (3.3) the series∑
d|D∞
|γf⊗g(d)|
d1/2
converges and, so it suﬃces to prove the lemma for the function Vs. We shift
the u contour to es = B with B = −1/(log(1 + qD|s|)) or B = A0 and
diﬀerentiate j times in y to get
yjV (j)s (y)j y−B
∫
(B)
∣∣∣∣∣L∞(f ⊗ g, s + u)L∞(f ⊗ g, s) L(χfχg, 2s + 2u)u
jG(u)
u
du
∣∣∣∣∣
+δj=0,B<0|L(χfχg, 2s)|.
Setting si = s + µf⊗g,i,j(∞) and σi = esi, we have by Stirling’s formula,
ΓR(s + µf⊗g,i(∞) + u)
ΓR(s + µf⊗g,i(∞)) B
|si + u|
σi+B−1
2
|si|
σi−1
2
exp
(π
4
(|si| − |si + u|)
)
B,j |u|−j |si|
j+B
2 exp
(π
4
|u|
)
.
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Hence,
yjV (j)s (y)j y−BP j+B
∫
(B)
exp(π|u|)
∣∣∣∣∣L(χfχg, 2s + 2u)G(u)u du
∣∣∣∣∣
+δj=0,B<0|L(χfχg, 2s)|.
By deﬁnition of G(u), the integral is absolutely convergent and bounded by
A0 1 if B = A0 and by A0 log2(1 + qD|s|) for B = −1/(log(1 + qD|s|)).
The lemma follows by choosing B = A0 if y  P and B = −1/(log(1+ qD|s|))
otherwise.
Applying a smooth partition of unity we derive that
L(f ⊗ g, s)  log(1 + qD|s|)2
∑
N
∣∣Lf⊗g(N)∣∣√
N
(
1 +
N
PDq
)−A0
(3.8)
where Lf⊗g(N) are sums of type
Lf⊗g(N) =
∑
n
λf (n)λg(n)W (n)
with W (x) a smooth function supported on [N/2, 5N/2] for N = 2ν , ν  −1,
such that for all j  0
xjW (j)(x) j,A0 P j .(3.9)
By taking A0 large enough, we see that Theorem 2 follows from Theorem 4
below, which gives a bound for the partial sums Lf⊗g(N).
Theorem 4. Let g be a primitive holomorphic form of weight k  1. For
any N  1/2 and any smooth function W supported on [N/2, 5N/2] bounded
by 1 and satisfying (3.1),
Lf⊗g(N)  (qN)ε[(qN)1/2 + N
(
N
q
)E+B/2+3
]q−1/4(22(2C+2E+B+9)+11)(3.10)
 (qN)ε[(qN)1/2 + N
(
N
q
)4
]q−1/1056
where the exponents B, C, E are as speciﬁed in (5.19) and the implied constant
depends on ε, k, P , D.
Now, we obtain from this theorem and (3.8) the bound given in Theorem 2
for the zero-th derivative. By convexity we deduce the same bound for s in a
1/ log q neighborhood of the critical line and by Cauchy’s formula we deduce
the bound for es = 1/2 for all the derivatives.
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4. The ampliﬁed second moment
In this section we make the ﬁrst reductions toward the proof of Theorem 4.
In particular we perform ampliﬁcation of the partial sum Lf⊗g(N) by averaging
its ampliﬁed mean square over a well chosen family. Before doing so we need
to transform slightly these sums. The reason for these apparently unmotivated
transformations is to avoid the fact that Eisenstein series Ea(z, s) are not Hecke
eigenfunctions.
We denote by χ the character χf of our original form f . We consider the
following linear form
Lf⊗g(x,N) = ρf (1)
(∑
L
xλf ()
)
Lf⊗g(N)
for any vector x = (x1, . . . , x, . . . , xL) ∈ CL with L some small power of q,
the coeﬃcients x satisfying
(, qD) = 1 =⇒ x = 0.(4.1)
From (2.17) for f followed by (2.18) for g we have
Lf⊗g(x,N) = ρf (1)
∑

x
∑
n
W (n)λg(n)λf ()λf (n)
= ρf (1)
∑

x
∑
de=
χ(d)
∑
ab=d
µ(a)χg(a)λg(b)
∑
n
W (adn)λg(n)λf (aen)
and from (2.22) we obtain
(4.2) Lf⊗g(x,N)
=
∑

x
∑
de=
χ(d)
∑
ab=d
µ(a)χg(a)λg(b)
∑
n
W (adn)λg(n)
√
aenρf (aen).
Note that the last expression makes perfectly good sense even if f is not
a Hecke-eigenform. Hence we deﬁne for f any cusp form Lf⊗g(x,N) by the
equality (4.2). We may also extend this deﬁnition for the Eisenstein series
Ea(z, 1/2 + t2) and we denote La,t,g(x,N) the corresponding linear form (ob-
tained by replacing ρf (aen) by ρa(aen, t) above).
Next we choose an orthonormal basis Bk([q,D], χ) of automorphic cusp
forms of level [q,D] – the least common multiple of q and D – and nebenty-
pus the character (mod [q,D]) induced by χ. We average the quadratic form
|Lf⊗g(x,N)|2 over it together with the Eisenstein series to form the “spectrally
complete” quadratic form
Qk(x,N) :=
∑
j
H(tj)|Luj⊗g(x,N)|2 +
∑
a
1
4π
∫
R
H(t)|La,t,g(x,N)|2dt
where H(t) is as deﬁned in (2.10). Our goal is the following estimate for the
complete quadratic form
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Theorem 5. Assume g is primitive and holomorphic of level D. With
the above notation, for all ε > 0,
(LNq)−εQk(x,N)N ||x||22
+||x||21L2C+2E+B+9N2qθ−3/2(q∗)(
1
2
− 1
22
−θ)
(
N
q
)2E+B+6
+||x||21L2C
′+2E′+B′+9N2qθ−3/2(q∗)(
1
2
− 1
8
−θ)
(
N
q
)2E′+B′+6
.
In the above expression,
||x||1 =
∑
L
|x|, and ||x||22 =
∑
L
|x|2;
the exponent θ equals 764 and the exponents B, C, E, B
′, C ′, E′ are as speciﬁed
in (5.19) and (5.20); moreover the implied constant depends on ε, k, P and D
only.
Remark 4.1. Considering a family slightly bigger than the obvious one
enables us to simplify considerably the forthcoming computations (see §4.1.2).
Proof of Theorem 4 (derivation from Theorem 5). We choose an orthonor-
mal basis Bk([q,D], χ) containing our preferred (now old) form
f√
[Γ0([q,D]):Γ0(q)]
.
By positivity (in particular that of H(t), see (2.12)) we deduce that
|ρf (1)|2
[Γ0([q,D]) : Γ0(q)]
H(tf )|
∑
L
xλf ())|2|Lf⊗g(N)|2  Qk(x,N)
and from (2.12) and (2.23) we have
|ρf (1)|2
[Γ0([q,D]) : Γ0(q)]
H(tf ) ε (qD + |tf |)
−ε
[q,D](1 + |tf |)16 .
Hence
|
∑
L
xλf ()|2|Lf⊗g(N)|2D,P,k,ε (LNq)ε
[
qN
∑

|x|2
+L2C+2E+B+9(
∑

|x|)2N
2
q
1
22
(
N
q
)2E+B+6
+L2C
′+2E′+B′+9(
∑

|x|)2N
2
q
1
8
(
N
q
)2E′+B′+6]
.
To conclude we choose the standard ampliﬁer
x =

λf (p)χ(p) if  = p, (p, qD) = 1,
√
L/2 < p 
√
L
−χ(p) if  = p2, (p, qD) = 1, √L/2 < p  √L
0 otherwise.
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From the relation λf (p)2 − λf (p2) = χ(p),
|
∑
L
xλf ())|  L1/2/ log2 L
for L  (log qD)2, and from (2.27),∑

|x|+
∑

|x|2  (q(1 + |tj |)L)εL1/2.
To ﬁnish the proof of Theorem 4, we note ﬁrst that N can be taken smaller
than q1+
1
4224 ; otherwise the trivial bound Lf⊗g(N) ε,P,D,k (qN)εN is stronger
than (3.10); then we conclude with the three inequalities above, by choosing
L = q
1
22(2C+2E+B+9)+11 = q1/264.
It remains to prove Theorem 5 for which we spend the rest of this section.
4.1. Analysis of the quadratic form Q(x,N). By Proposition 2.2 we have
(4.3)
Q(x,N) =
∑
1,2
x1x2
∑
a1b1e1=1
a2b2e2=2
µ(a1)µ(a2)χχg(a1a2)χ(b1b2)λg(b1)λg(b2)
×(SD(( a1 b1 e1
a2 b2 e2
)
, N
)
+
∑
c≡0([q,D])
1
c2
SND
(( a1 b1 e1
a2 b2 e2
)
, N ; c
))
= cAQD(x,N) + QND(x,N),
say, where cA is the constant deﬁned in Proposition 2.2,
SD
((
a1 b1 e1
a2 b2 e2
)
, N
)
=
∑
a1e1m=a2e2n
λg(m)λg(n)W (a1d1m)W (a2d2n)
and
(4.4)
SND
((
a1 b1 e1
a2 b2 e2
)
, N ; c
)
= c
∑
m,n
λg(m)λg(n)Sχ(a1e1m, a2e2n; c)
×I
(
4π
√
a1a2e1e2mn
c
)
W (a1d1m)W (a2d2n)
where d1 = a1b1 and d2 = a2b2.
4.1.1. The diagonal term. Applying (2.21) in the reverse direction we
ﬁnd that
QD(x,N) =
∑
d1,e1
d2,e2
χ(d1)xd1e1χ(d2)xd2e2
∑
e1m=e2n
λg(d1m)λg(d2n)W (d1m)W (d2n).
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From (2.27), (2.28) and (2.29),
(4.5)
QD(x,N) 
∑
d,d1,e1
d2,e2
|xdd1e1 ||xdd2e2 |
∑
n1
|λg(d1e2n)λg(d2e1n)||W (d1e2n)W (d2e1n)|
ε (qP )ε
∑
d,d1,e1
d2,e2
|xdd1e1 ||xdd2e2 |σg(d2)σg(e1)σg(d1)σg(e2)
N1+ε
Max(d2e1, d1e2)
ε (qNP )2εN
∑
d,1,2
|xd1 ||xd2 |
σg(1)σg(2)√
12
ε (qNP )3εN
∑

|x|2.
4.1.2. The nondiagonal term. We transform (4.4) further by applying the
Voronoi summation formula to the n variable. For this, we set e = (a2e2, c),
c∗ = c/e, e∗ = a2e2/e so that (c∗, e∗) = 1. Opening the Kloosterman sum, we
have from (4.4),
SND
((
a1 b1 e1
a2 b2 e2
)
, N ; c
)
= ec∗
∑
x(c)
(x,c)=1
χ(x)
∑
m
λg(m)e
(
a1e1mx
c
)
×
∑
n
λg(n)e
(
e∗xn
c∗
)
I
(
4π
√
a1a2e1e2mn
c
)
W (a1d1m)W (a2d2n).
By (4.1), we have (e, qD) = 1, hence D|[q,D]|c∗, so we apply Lemma 2.1 with
the eﬀect of replacing the additive character e( e
∗xn
c∗ ) above by
χg(e∗x)e
(
−e
∗xn
c∗
)
= χg(e∗x)e
(
−e
∗xen
c
)
.
Hence
SND
((
a1 b1 e1
a2 b2 e2
)
, N ; c
)
= eχg(e∗)
∑
m,n
λg(m)λg(n)Gχχg(a1e1m− ee∗n; c)J (m,n)
where
J (x, y) = 2πikgW (a1d1x)
∫ ∞
0
W (a2d2u)(4.6)
×I
(
4π
√
a1a2e1e2xu
c
)
Jkg−1
(
4πe
√
yu
c
)
du.
To proceed further we factor c as follows:
c = cc, where c :=
∏
p|c
vp(c)<vp(a2e2)
pvp(c);(4.7)
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in particular one has the following:
(c, c) = 1, c|e, (c, e∗) = 1,
and the Gauss sum factors accordingly (remember that (e, qD) = 1):
Gχχg(a1e1m− ee∗n; c) = χχg(ce∗)Gχχg(a1e1m− en; c)r(a1e1m− ee∗n; c)
= χχg(ce∗)Gχχg(a1e1m− en; c)r(a1e1m; c),
where
r(a1e1m; c) =
∑
x(c)
(x,c)=1
e
(a1e1m
c
)
=
∑
f |(a1e1m,c)
fµ
(
c
f
)
denotes the Ramanujan sum. Hence
SND
((
a1 b1 e1
a2 b2 e2
)
, N ; c
)
= χ(e∗)χχg(c)e
∑
f |c
fµ
(
c
f
)∑
h
Gχχg(h; c
)
∑
e∗a1e1m−en=h
a1e1m≡0(f)
λg(m)λg(n)J (m,n);
the congruence a1e1m ≡ 0(f) is equivalent to m ≡ 0(f∗) where f∗ := f/(a1e1, f).
Using (2.18), we infer that
(4.8) SND
((
a1 b1 e1
a2 b2 e2
)
, N ; c
)
= χ(e∗)χχg(c)e
∑
f |c
fµ
(
c
f
) ∑
f ′|f∗
µ(f ′)χg(f ′)λg(f∗/f ′)Σ(a1e1e∗f ′f∗, e),
where
Σ(a1e1e∗f ′f∗, e) =
∑
h
Gχ(h; c)Sh(a1e1e∗f ′f∗, e)(4.9)
and
Sh(a1e1e∗f ′f∗, e) =
∑
a1e1e∗f ′f∗m−en=h
λg(m)λg(n)J (f ′f∗m,n).
Since χχg is not the trivial character, Gχχg(0; c)S0 = 0, and we are left
with evaluating (4.9) over the frequencies h = 0. This will be done in Theo-
rem 6.
First we analyze the properties of J ; to simplify the notation we set
a = a1d1, b = a2d2, d = a1a2e1e2,
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Lemma 4.1. Let
Θ =
(
d
ab
)1/2 N
c
, X0 =
N
a
,
Y0 =P 2
b
e2
c2
N
(1 + Θ2) = P 2
d
e2
(
Θ2 + 1
Θ2
)
X0, Z = P + Θ.
For any α, β, ν  0,
xαyβ
∂α
∂αx
∂β
∂βy
J (x, y)  P βZαN
b
(
Θ
1 + Θ
)A+1
(1 + Θ)(1 +
y
Y0
)−ν−1/4,
the implied constant depending on α, β, ν and (polynomially) on kg and A is
the constant ﬁxed in (2.9) which also appears in (2.13). Recall also that as a
function of x, J (x, y) is supported on [X0/2, 5X0/2].
Proof. By a trivial estimation of the integral (4.6) using (2.7), (2.13) ,
(3.9) and that x ∼ N/a, we see that
J (x, y)  N
b
(
Θ
1 + Θ
)A+1
(1 + Θ)
(
1 +
ye2N
bc2
)−1/4
.
Using the decomposition (2.6), we integrate by parts 2ν times the exponential.
Using again (2.7), (2.13) and (3.9) we obtain
J (x, y)  N
b
(
Θ
1 + Θ
)A+1
(1 + Θ)
(
1 +
y
Y0
)−ν−1/4
.(4.10)
Diﬀerentiating in x and y we obtain the desired conclusion.
We now bound Σ(a1e1e∗f ′f∗, e) by applying Theorem 6 (to be proved in
the forthcoming section), with the following choice of parameters (to avoid
confusion the parameters of Theorem 6 are noted in boldface):
Θ =
(
d
ab
)1/2 N
c
, l1 = a1e1e∗f ′f∗ = f ′f∗
d
e
, l2 = e,
Z = P + Θ, X =
l1
f ′f∗
X0 =
d
e
X0, Y = l2Y0 = P 2
(
1 + Θ2
Θ2
)
X
q = Cond(χχg) , c = c, F(x, y) = J (f ′f∗x/l1, y/l2);
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and we obtain that (4.9) is bounded by (remember that f ′f∗d is coprime with
qD and that ff ′  (c)2)
 (Lc)ε d
C+ 32 (f∗f ′)C+
1
2 (df∗f ′)
2
11
1
abe
(1 + Θ)kg+3(2E+B+5)+1−A
Θkg+2(2E+B+5)−A
N2
( c
c
)θ+ 12
(q∗)
1
2− 122−θ
+(Lc)ε
dC
′+ 32 (f∗f ′)C
′+ 12 (df∗f ′)
1
2
1
abe
(1 + Θ)kg+3(2E
′+B′+5)+1−A′
Θkg+2(2E′+B′+5)−A′
N2
( c
c
)θ+ 12
(q∗)
1
2− 18−θ
 (Lc)ε d
C+E+B/2+ 92 (c)2C+
15
11 (d)
2
11
1
(ab)E+B/2+4e
N2
( c
c
)θ+ 12 (N
c
)2E+B+6
(q∗)
1
2− 122−θ
+(Lc)ε
dC
′+E′+B′/2+ 92 (c)2C
′+2(d)
1
2
1
(ab)E′+B′/2+4e
N2
( c
c
)θ+1/2 (N
c
)2E′+B′+6
(q∗)
1
2− 18−θ,
the implied constants depending on D, kg, P, ε only. Here we have used (4.10)
with A = kg + 3(2E + B + 5) + 1 and A′ = kg + 3(2E′ + B′ + 5) + 1, and we
have bounded ff ′ by (c)2; recall that (d)1 denotes the factor of d deﬁned as
in (5.18).
Hence we deduce from this bound and (4.8) the upper bound∑
c≡0([q,D])
1
c2
SND
(( a1 b1 e1
a2 b2 e2
)
, N ; c
)
D,kg,P,ε (Lq)ε
dC+E+B/2+
9
2 (d)
2
11
1
(ab)E+B/2+4e
N2qθ−
3
2
(
N
q
)2E+B+6
(q∗)
1
2
− 1
22
−θ
+(Lq)ε
dC
′+E′+B′/2+ 9
2 (d)
1
2
1
(ab)E′+B′/2+4e
N2qθ−
3
2
(
N
q
)2E′+B′+6
(q∗)
1
2
− 1
8
−θ.
Collecting all the terms (see (4.3)) we deduce
QND(x,N)D,kg,P,ε (qLN)ε||x||21L2C+2E+B+9N2qθ−
3
2 (q∗)(
1
2− 122−θ)
(
N
q
)2E+B+6
+ (qLN)ε||x||21L2C
′+2E′+B′+9N2qθ−
3
2 (q∗)(
1
2− 18−θ)
(
N
q
)2E′+B′+6
.
This estimate together with (4.5) concludes the proof of Theorem 5.
5. A shifted convolution problem
In this section, which is the bulk of this paper, we consider the follow-
ing shifted convolution problem: Let χ be a primitive character of modulus q,
1 < c ≡ 0(q). Let 1, 2  1 be two integers, and g be a primitive holo-
morphic cusp form of weight k and level D with some nebentypus, which is
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arithmetically normalized. That is, g has the Fourier expansion
g(z) =
∑
n1
λg(n)n
k−1
2 e(nz)
where λg(n) denotes the n-th Hecke-eigenvalue. Let F (x, y) be a smooth func-
tion supported on [X/2, 5X/2[×[1/2,+∞[ which satisﬁes
xαyβ
∂α
∂αx
∂β
∂βy
F (x, y)  Zα+β
(
1 +
y
Y
)−ν
(5.1)
for some Z,X, Y  1 and for all ν, α, β  0, the implied constant depending
on α, β, ν only.
We consider the sums
Σ(1, 2) :=
∑
h =0
Gχ(h; c)Sh(1, 2)
where Gχ(h; c) is the Gauss sum of the (induced) character χ mod (c) and
Sh(1, 2) =
∑
1m−2n=h
λg(m)λg(n)F (1m, 2n).(5.2)
Our goal in this section is to prove
Theorem 6. With the above notation, let X ′ = min(X,Y ), Y ′ = Max(X,Y ).
The following upper bound holds
Σ(1, 2) (c12)εZ2E+B+5(12)C+ 12 (12)
2
11
1 (12, q)
1
11
×
(
Y ′
X ′
) k−1
2
+2E+B+5 ( c
q
)θ
q
1
2
− 1
22Y ′c
1
2
+(c12)εZ2E
′+B′+5(12)C
′+ 1
2 (12)
1
2
1 (12, q)
1
4
×
(
Y ′
X ′
) k−1
2
+2E′+B′+5 ( c
q
)θ
q
1
2
− 1
8Y ′c
1
2
for all ε > 0, the constant implied depending on ε and g only. Here θ is any
number such that Hypothesis Hθ is satisﬁed ; the integer (12)1 (a factor of
12) is deﬁned by the formula (5.18) and the exponents B,C,E,B′, C ′, E′ are
the ones given in (5.19), (5.20).
Proof. First by a smooth dyadic partition of unity on the y variable
we reduce the proof to the case where F (x, y) is compactly supported on
[X/2, 5X/2]×[Y/2, 5Y/2] and by symmetry we assume that X ′ = X  Y = Y ′.
We consider the following unique factorization
c = qq′c′, (c′, q) = 1, q′|q∞.
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Now,
Gχ(h; c) = χ(c′)Gχ(h; qq′)r(h; c′)
where r(h; c′) =
∑
d|(c′,h) dµ(c
′/d) denotes the Ramanujan sum. Moreover
Gχ(h; qq′) = 0 unless q′|h in which case
Gχ(h; qq′) = χ(h/q′)q′Gχ(1; q);
hence
Σ(1, 2) = χ(c′)q′Gχ(1; q)
∑
d|c′
dµ(c′/d)χ(d)
∑
h =0
χ(h)Shq′d.(5.3)
Our treatment of Σ(1, 2) begins with the method of Sarnak [Sa2] which we
summarize below. This method is based on the analytic properties of the series
D(g, s; 1, 2, h) =
∑
1m−2n=h
λg(m)λg(n)
( √
12mn
1m + 2n
)k−1
(1m + 2n)−s.
Indeed,
Sh =
1
2πi
∫
(2)
D(g, s; 1, 2, h)F̂ (h, s)ds(5.4)
with
F̂ (h, s) =
∫ +∞
0
F
(
u + h
2
,
u− h
2
) (
4u2
u2 − h2
) k−1
2
us
du
u
(5.5)
=
∫ 5X−h
X−h
F
(
u− h
2
,
u + h
2
) (
4 +
2h
u− h −
2h
u + h
) k−1
2
us
du
u
.
from the support property of F ; in particular we have F̂ (h, s) = 0 if |h|  Y .
Following [Sa2, Appendix], we set N = D12 and express D(g, s;h) in
terms of the integral of the Γ0(N) invariant function
V (z) = (1y)k/2g(1z)(2y)k/2g(2z)
against an appropriate Poincare´ series
Uh(z, s) =
∑
γ∈Γ∞\Γ
(mγz)se(heγz);
precisely,
I = 〈Uh, V 〉 =
∫
Γ0(N)\H
Uh(z, s)V (z)
dxdy
y2
=
Γ(s + k − 1)
(2π)s+k−1(12)−
1
2
D(g, s;h).
(5.6)
On the other hand Uh can be decomposed spectrally (at least formally): we
pick B0(N) = {uj}j0 an orthonormal Hecke-eigenbasis of C0(N,χ0) (where
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u0 is the constant function) and assume also that the uj are eigenforms of the
reﬂection operator R.uj(z) := uj(−z) = εjuj(z) where εj = ±1. By Parceval,
we have
(5.7)
I =
∑
j0
〈Uh(., s), uj〉〈uj , V 〉+ Eisenstein Contr.
=
∑
j1
2s−1ρj(h)
|h|s−1 Γ
(
s− 12 + itj
2
)
Γ
(
s− 12 − itj
2
)
〈uj , V 〉+ Eisenstein Contr.
and Eisenstein Contr. (the contribution from the continuous spectrum) is given
by
1
4π
∑
a
∫ ∞
0
2s−1ρa,t(h)
|h|s−1 Γ
(
s− 12 + it
2
)
Γ
(
s− 12 − it
2
)
〈Ea(., 12 + it), V 〉dt.
(5.8)
(the reader should note that the quantity “ρj(h)” in [Sa2] equals 2ρj(h)|h|1/2
in the present paper.) From [Sa2], (18), we have
〈uj , V 〉 g
√
N(1 + |tj |)k+1e−π2 |tj |,(5.9)
and the same bound holds for Eisenstein series
〈Ea(., 12 + it), V 〉 g
√
N(1 + |t|)k+1e−π2 |t|.
Now calculations similar to those of [ILS, pp. 71–75] show3 that one can choose
the Hecke-eigenbasis B0(N) = {uj}j0 such that the bound (2.25) holds:
ρuj (h) ε
(|h|N(1 + |tj |)))ε√
N
ch
(
πtj
2
)
|h|θ−1/2(5.10)
for all uj ; eventually by Weyl’s law and the above estimates we obtain Theorem
A.1 of [Sa2].
Theorem 7. For any θ1 > θ, D(g, s; 1, 2, h) extends holomorphically to
the half -plane {s ∈ C, σ := es  1/2 + θ1} and satisﬁes in this region the
upper bound
D(g, s; 1, 2, h) ε,g (h12)ε(12)1/2|h|1/2+θ1−σ(1 + |t|)3,
where s = σ + it and the implied constant depends on ε and g only.
3For simplicity we shall not reproduce these (tedious) computations here but use instead
the averaged version (2.30) of (5.10).
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From the above result we can shift the contour in (5.4) to es = 1/2+θ+ε,
and after integrating by parts F̂ (h, s), ﬁve times in u, we obtain that
F̂ (h, s) ν Z
5
|s|5
(
Y
X
) k−1
2
+5
Y 1/2+θ+ε;
hence
Sh ε Z5(D12Y Z)εD(12)1/2
(
Y
X
) k−1
2
+5
Y 1/2+θ.
From (5.3) we obtain (since dq′|h|  Y ),
Σ(1, 2)  (cD12Y )εDZ5(12q)1/2
(
Y
X
) k−1
2
+5
Y 3/2+θ,(5.11)
the implied constant depending only on ε and g.
Remark 5.1. One can see easily that (5.11) is much stronger than the
bound of Theorem 6 when q is small and in particular yields much better
subconvexity exponents than the one given by Theorem 2 for small conductors.
In fact, for the purpose of breaking convexity for Rankin-Selberg L-functions ,
any bound for Σ(1, 2) with Y 3/2+θ replaced by Y 2−δ for any ﬁxed δ > 0 would
suﬃce. One can see that the bound (5.11) is suﬃcient as long as q  Y 1−2θ−δ
for any ﬁxed δ > 0. Taking back the notation from the introduction we see
that the Ramanujan-Petersson conjecture (i.e. θ = 0 is admissible) would solve
the convexity problem for Rankin-Selberg L-functions as long as q∗  q1−δ for
any ﬁxed δ > 0. In the rest on this section we will solve the problem for all qˆ
unconditionally by exploiting the averaging over h and the oscillations of χ(h).
From the above analysis we see that
(5.12)
∑
h =0
χ(h)Sdq′h = (11)−
1
2
× 1
2πi
∫
(2)
2s−1(2π)s+k−1
Γ(s + k − 1)
(
Discrete Contr. + Eisenstein Contr.
)
ds
where
Discrete Contr.=
∑
j1
Γ
(
s− 12 + itj
2
)
Γ
(
s− 12 − itj
2
)
〈uj , V 〉(5.13)
×
∑
h =0
χ(h)ρj(dq′h)
|dq′h|s−1 F̂ (dq
′h, s)
is the contribution from the discrete part of the spectrum and Eisenstein Contr.
is the similar expression coming from the continuous spectrum. In the next
Subsections 5.1 and 5.2 we evaluate both contributions.
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5.1. The discrete spectrum contribution. We handle here the discrete
part (5.13) and more precisely the inner sum
Σj(χ, s) :=
∑
h =0
χ(h)ρj(dq′h)
|dq′h|s−1 F̂ (dq
′h, s)
which has analytic continuation to es  1/2 + θ1. We handle here the con-
tribution corresponding to h < 0, the other one being similar. We abuse the
notation slightly by using the same notation Σj(χ, s) for the sum running over
h < 0. Now,
Σj(χ, s) = εjχ(−1) 12πi
∫
(2)
Ldq
′
j (χ, z + s− 1)(dq′)−(z+s−1)F˜ (z, s)dz
where
F˜ (z, s) =
∫ ∞
0
∫ ∞
0
F
(
u + h
2
,
u− h
2
)
(4 +
2h
u− h −
2h
u + h
)
k−1
2 hzus
dhdu
hu
,
(5.14)
and
Ldq
′
j (χ, s) =
∑
h1
χ(h)ρj(dq′h)
hs
.
Ldq
′
j (χ, s) is (up to a shift by 1/2) essentially the L-function of uj twisted by χ.
We will see in the next subsection that Ldq
′
j (χ, s) has analytic continuation to
the half-plane es  0, and satisﬁes for es = 0 the following bound:
(5.15)
Ldq
′
j (χ, s)
ε Rj(dq′, N ; 0)(cN |s|(1 + |tj |))ε|1 + s|E(1 + |tj |)BNCN2/111 (N, q)1/11q1/2−1/22
+Rj(dq′, N ; 0)(cN |s|(1 + |tj |))ε|1 + s|E′(1 + |tj |)B′NC′N1/21 (N, q)1/4q1/2−1/8
for any ε > 0, where N1 and the exponents B, C, E, B′, C ′, E′ are as given
in (5.18), (5.19) and (5.20) and
Rj(dq′, N ;σ) =
∑
dq′|h|(dq′N)∞
|ρj(h)|
hσ
(by (2.30), Rj(dq′, N ;σ) is converging for σ > −1/4). We evaluate Σj(χ, s) on
the line es = 1/2 + θ1 with θ1 = θ + ε. First we shift the z contour in (5.14)
to ez = 1/2− θ1. Then we integrate by parts α times in u and β times in h
in (5.14) and apply (5.1) with ν = k−12 + α + β + 3/2 + ε to gain convergence
in the h variable. Now, we obtain
F˜ (z, s) k
(
min
0α,β100
(
ZY
X|s|
)α ( ZY
X|z|
)β)(Y
X
) k−1
2
Y.
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In the above bound, α and β don’t need to be integers. We take β = E +1+ ε
to ensure convergence of the z integral and apply (5.15) to get
Σj(χ, s) ε Rj(dq′, N ; 0)(cN |s|(1 + |tj |))ε|s|E−α(1+|tj |)BNC(N, q)1/11N2/111
× Zα+E+1
(
Y
X
) k−1
2
+α+E+1
q
1
2
− 1
22Y + . . .
where . . . contains the similar term involving the exponents B′, C ′, E′. We
plug this bound, (5.9) and (5.10) into (5.13) and use the following estimate
∑
j1
|Γ
(
s−12+itj
2
)
Γ
(
s−12−itj
2
)
|
|Γ(s + k − 1)|
(1 + |tj |)B+k+1Rj(dq′, N ; 0)
eπ|tj |/2

(∑
j1
(1 + |tj |)2(B+k+1)|Γ
(
s−12+itj
2
)
Γ
(
s−12−itj
2
)
|
|Γ(s + k − 1)|
)1/2
×
∑
dq′|h|(dq′N)∞
(∑
j1
|Γ
(
s−12+itj
2
)
Γ
(
s−12−itj
2
)
|
|Γ(s + k − 1)|
|ρj(h)|2
eπ|tj |
)1/2
ε,k,D (dq′N |s|)ε|2s|B+3N1/2(dq′)θ−1/2 = (dq′N |s|)εN1/2(dq′)θ−1/2|2s|B+3
by Weyl’s law for the spectrum and (2.30). We choose α = E+B+4+ε to have
convergence in the s integral and we infer from (5.9) and the last estimate that
the discrete spectrum contribution to
∑
h =0 χ(h)Sdq′h in (5.12) is bounded by
(5.16)
ε,k,D (c12)
ε
(dq′)1/2−θ
Z2E+B+5(12)C+
1
2 (12)
2/11
1 (12, q)
1
11
(
Y
X
) k−1
2 +2E+B+5
q
1
2− 122Y
+
(c12)ε
(dq′)1/2−θ
Z2E
′+B′+5(12)C
′+ 12 (12)
1/2
1 (12, q)
1
4
(
Y
X
) k−1
2 +2E
′+B′+5
q
1
2− 18Y.
It remains to prove (5.15) which we do in the next subsection.
5.1.1. Bounds for twisted L-functions. Recall that uj is a Hecke-
eigenform and denote u˜j the primitive form (of some level N ′ dividing N)
underlying uj . For any n  1, we denote λj(n) the n-th Hecke-eigenvalue
of u˜j ; in particular, for (n,N) = 1, it coincides with the n-th Hecke eigenvalue
of uj . We have the further factorization
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Ldq
′
j (χ, s) =
 ∑
h|(dq′N)∞
χ(h)ρj(dq′h)
hs
  ∑
(n,dq′N)=1
χ(n)λj(n)
ns+1/2
 ,(5.17)
=
 ∑
h|(dq′N)∞
χ(h)ρj(dq′h)
hs

×
 ∏
p|dq′N
(
1− χ(p)λj(p)
ps+1/2
+
χ0(p)
p2s+1
)L(u˜j .χ, s + 1/2)
where χ0 denotes the trivial character modulo N ′ and
L(u˜j .χ, s) =
∑
n
χ(n)λj(n)
ns
is the twisted L-function of u˜j by χ. By Hypothesis Hθ and (2.30) the product
of two ﬁrst factors of (5.17) has analytic continuation to the half-plane es 
−1/2 + θ + δ for any ﬁxed δ > 0, and is bounded in this domain by
ε,δ (dq′N(1 + |tj |))εRj(dq′, N ;es).
On the other hand L(u˜j .χ, s + 1/2) has analytic continuation to C and what
we need is an upper bound for it when s is on the shifted critical line es = 0.
It turns out that the convexity bound is just insuﬃcient for us. The subcon-
vexity problem for twisted L-functions L(g⊗χ, s) in the conductor aspect was
solved for the ﬁrst time in [DFI1] for g holomorphic and of level one with the
subconvexity exponent 1/2 − 1/22. Recently, Cogdell, Piatetski-Shapiro and
Sarnak solved the problem by another method (based on Theorem 7) for g
still holomorphic, but of any level and with the better subconvexity exponent
1/2−7/130 [CPSS]. The case (of main interest for us) where g is a weight zero
Maass form of any level was recently settled by G. Harcos [H] by a variant of
the δ-symbol method.
Theorem 8. Let g be a ﬁxed weight zero primitive Maass form, and χ be
a primitive character of modulus q. For es = 1/2,
L(g.χ, s)  q1/2−1/54+ε
for any ε > 0, the implied constant depending on ε, s and g.
Unfortunately this bound does not display explicitly the dependence in |s|
or in the parameters of g. For our purpose an explicit polynomial dependence
is crucial; lacking a reference, we provide in the appendix a reﬁnement of the
method of [DFI1] yielding:
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Theorem 9. Let g be a weight zero primitive Maass form of level N and
eigenvalue 1/4 + t2, and let χ be a primitive character of modulus q. Set
N1 :=
∏
pα||N
α2
pα−2.(5.18)
For es = 1/2,
L(g.χ, s)ε (|s|(1 + |t|)Nq)ε|s|E(1 + |t|)BNCN2/111 (N, q)1/11q1/2−1/22+ε
+(|s|(1 + |t|)Nq)ε|s|E′(1 + |t|)B′NC′N1/21 (N, q)1/4q1/2−1/8+ε
for any ε > 0, the implied constant depending on ε only and with the following
values for the exponents
B = 14/11, C = 1/4, E = 4/11,(5.19)
B′ = 7/2, C ′ = 11/16, E′ = 1.(5.20)
From this result, we deduce (5.15) for es = 0.
5.2. The continuous spectrum contribution. The arguments for the
contribution from the continuous spectrum follows the same lines. The only
point we need to check is that a bound similar to (5.15) holds in the case of
Eisenstein series Ea(z, t) for the corresponding L-function
Ldq
′
a,t (χ, s) :=
∑
h1
χ(h)ρa(dq′h, t)
hs
.
Recall that the cusps of Γ0(N) are uniquely represented by the rationals
u
w
, w|N, (u,w) = 1, 1  u  (w,N/w).
In the half-space mt < 0, we have ([DI] (1.17) and p.247)
ρa(h, t) =
πs|h|it−1/2
Γ(1/2 + it)
(
(w,N/w)
wN
)1/2+it ∑
(γ,N/w)=1
γ−1−2it
×
∑
δ(γw),(δ,γw)=1
δγ≡u mod(w,N/w)
e(−h δ
γw
)
and (either by the general theory of Eisenstein series or in this case by the
standard zero-free region for Dirichlet L-functions) the ρa(h, t) have analytic
continuation to mt = 0 with at most one simple pole at t = −i/2 (for n = 0
only). This can be seen by a direct computation which may be cumbersome for
a general cusp a. In particular note that the Fourier coeﬃcients ρa(h, t) are not
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proportional to a multiplicative function, the reason being that Ea(z, 1/2+it) is
not an eigenfunction of the Hecke operators (even of these Tn for n coprime with
the level). The problem of diagonalizing Eisenstein series is studied thoroughly
by Rankin in [Ra1], [Ra2], [Ra3], [Ra4], but we will not use his results. We
restore multiplicativity by decomposing the γ sum according to the characters
modulo (w,N/w):∑
(γ,N/w)=1
1
γ1+2it
∑
δ(γw),(δ,γw)=1
δγ≡u mod(w,N/w)
e
(
−h δ
γw
)
=
1
ϕ((w,N/w))
∑
ψ mod(w,N/w)
ψ(−u)
∑
(γ,N/w)=1
ψ(γ)
γ1+2it
Gψ(h; γw).
For each character ψ mod(w,N/w) we denote w∗ its conductor, and decompose
w = w∗w′w′′ with w′|w∗∞, (w′′, w∗) = 1. Accordingly the Gauss sum factors
as follows:
Gψ(h; γw) =ψ(γw′′)Gψ(h;w∗w′)r(h; γw′′)
= δw′|hw′ψ(γw′′)Gψ(h/w′;w∗)r(h/w′; γw′′).
Hence∑
(γ,N/w)=1
ψ(γ)
γ1+2it
. . .= δw′|hw′ψ(w′′)Gψ(1;w∗)
( ∑
γ|N∞
(γ,N/w)=1
ψ2(γ)
γ1+2it
r(h; γw′′)
)
× ψ(h/w
′)
L(N)(ψ2, 1 + 2it)
∑
d|h,(d,N)=1
ψ2(d)d−2it,
where the superscript (N) indicates that the local factors at the primes dividing
N have been removed. From this computation we deduce the bound (t ∈ R):
ρa(h, t) ε (|h|N(1 + |t|))εch
(
π|t|
2
)
(h,w)1/2(w,N/w)√
wN |h| .
We can analyze Ldq
′
a,t (χ, s) as before, this time with L(u˜j .χ, s) replaced by∑
n
χ(n)
ns
∑
ad=n
ψ(a)ψ(d)(a/d)it = L(χψ, s− it)L(χψ, s + it)
and Theorem 9 replaced by the Burgess bound
|L(χψ, s− it)L(χψ, s + it)| ε (|s|+ |t|)q1/2−1/8+ε(5.21)
for es = 1/2 and t ∈ R. Gathering these estimates we deduce that the
contribution from the continuous spectrum to
∑
h =0 χ(h)Sdq′h in (5.12) is also
bounded by (5.16); and by (5.3) we conclude the proof of Theorem 6.
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6. Equidistribution of Heegner points
In this section we apply our subconvexity estimates to prove equidistri-
bution results for Heegner points on Shimura curves associated to deﬁnite
quaternion algebras over Q. For more details, we refer to the papers of Gross
[G] and of Bertolini and Darmon [BD1].
6.1. Deﬁnite Shimura curves. We consider q = q1 . . . qr a ﬁxed square-
free number and a ﬁxed factorization q = q−q+ with q− having an odd number
of prime factors. Let Bq− be the quaternion algebra ramiﬁed at the primes
dividing q− and at ∞. We ﬁx R1 = Rq+,q− an Eichler order of Bq− , I1 =
R1, I2, . . . , In ⊂ R1 a set of representatives of (left) ideals classes and we denote
Ri the right order of Ii.
This set corresponds to the set of connected components of a certain conic
curve denoted Xq+,q− in [BD1]. We denote Pic(Xq+,q−) = Ze1 ⊕ . . .Zen the
group of divisor classes where ei corresponds to the class of a single point
supported on the i-th component and Pic0(Xq+,q−) the kernel of the degree
map. Pic(Xq+,q−) is equipped with the inner pairing
〈 , 〉 : Pic(Xq+,q−)× Pic(Xq+,q−) → Z
given by 〈ei, ej〉 = δi,jwi with wi = |R×i /{±1}|. The curve Xq+,q− is endowed
with an action of a Hecke algebra Tq+,q− ([BD1, 1.5]) by correspondences, and
the Hecke operators Tn, (n, q) = 1 are self-adjoint for the induced action on
Pic(Xq+,q−). Moreover (as a consequence of Eichler’s trace formula) it is known
that the image of this Hecke algebra into End(Pic0(Xq+,q−)) is isomorphic
to the Hecke algebra of Sq
−new
2 (q) (the space of weight 2 holomorphic cusp
forms of level q which are new at q−). In particular (as a special case of the
Jacquet-Langlands correspondence), for each primitive form f ∈ Sp2(q) there
is a unique ef ∈ Pic0(Xq+,q−) ⊗Z R such that 〈ef , ef 〉 = 1 and such that
Tnef = λf (n)ef for every (n, q) = 1. For q′|q+ we denote πq′ : Xq+,q− ⇒ Xq′,q−
the degeneracy map induced by the inclusion Rq′,q− ⊂ Rq+,q− and π∗q′ the map
π∗q′ : Pic
0(Xq+,q−) ⇒ Pic0(Xq′,q−) induced by contravariant functoriality. A
basis of Pic0(Xq+,q−) is given by
Bq+,q− = {W+d π∗q′(ef ), dq′|q+, f ∈ Sp2(q′q−)}
where W+d is the Atkin-Lehner operator ([BD1, 1.5]) and f ranges over the
primitive forms of level q′q− for q′d|q+.
6.2. Gross-Heegner points. Let K be an imaginary quadratic ﬁeld of
discriminant −D; denoting OK the ring of integers, Pic(OK,c) the ideal class
group and HK the Hilbert class ﬁeld, we have
D1/2−ε ε |Pic(OK)|  D1/2 logD,(6.1)
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the lower and upper bounds following from the Class Number Formula and
Siegel’s theorem.
A Gross-Heegner point (associated to the maximal order OK)4 is an opti-
mal embedding ξ : OK ⇒ Ri of OK into some Ri modulo conjugation by R×i .
By a well know recipe, a given Gross point determines a point in Xq+,q− and we
still denote (with an abuse of notation) by ξ its natural image in Pic(Xq+,q−),
which is some eiξ . The set Hq+,q−(1) of Gross points is nonempty if and
only if every prime p dividing q− is inert in K and every p dividing q+ is split
(a condition which we assume for the rest of this section). In this case Hq+,q−(1)
is endowed with a free and transitive action of {±1}r×Pic(OK). For ξ a Gross
point, and χ a character of Pic(OK) we denote
ξψ :=
∑
σ∈Pic(OK)
ψ(σ)ξσ ∈ Pic(Xq+,q−)⊗Z C
the ψ-eigen-component of ξ. The following formula due to Gross when q and
D are primes ([G], p. 164) and subsequently generalized by Daghigh [Da]
and Zhang [Z3] relates the central value of Rankin-Selberg L-functions to the
position of ξψ in Pic(Xq+,q−) ⊗Z C; more precisely for f a primitive form
of level q,
|〈ξψ, ef 〉|2 =
√
Dηf
L(f ⊗ gψ, 1/2)
〈f, f〉 ;(6.2)
here gψ is the theta series (of weight one, level D and nebentypus
(−D
∗
)
)
associated to the character ψ and ηf is a certain positive factor depending on
f only.
Theorem 3 is a particular case of the following:
Theorem 10. Let K be a quadratic ﬁeld such that every prime p dividing
q− is inert in K and every p dividing q+ is split. Consider a Gross point
ξ ∈ Hq+,q−(1) and a subgroup G ⊂ Pic(OK) of index  D 12115 ; then as D →
+∞, the orbit G.ξ becomes equidistributed in the set {e1, . . . , en} relative to
the measure given by
µq({ei}) = w−1i /(
n∑
i=1
w−1i ).
More precisely there exists an absolute constant η > 0 such that
|{σ ∈ G, ξσ = ei}|
|G| = µq({ei}) + Oq(D
−η)
for any i ∈ {1, . . . , n}. Here, the implied constant depends on q only.
4For simplicity we consider this case only; the general case of Gross-Heegner points with
CM by a nonmaximal order is similar.
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Proof. We consider the basis of Pic(Xq+,q−)⊗Z R given by {e0} ∪ Bq+,q−
where
e0 = (
n∑
i=1
w−1i )
−1/2
n∑
i=1
w−1i ei.
From the decomposition
ei = 〈e0, ei〉e0 +
∑
dq′|q+
∑
f∈Sp2 (q′q−)
xf,dW
+
d π
∗
q′ef
we deduce that
(6.3)
wi
|{σ ∈ G, ξσ = ei}|
|G| = 〈ei,
1
|G|
∑
σ∈G
ξσ〉
=
1∑n
i=1 w
−1
i
+
∑
dq′|q+
∑
f
xf,d〈W+d π∗q′ef ,
1
|G|
∑
σ∈G
ξσ〉.
Now,
〈W+d π∗q′ef ,
1
|G|
∑
σ∈G
ξσ〉 = 〈π∗q′ef ,
1
|G|
∑
σ∈G
W+d ξ
σ〉 = 〈ef , 1|G|
∑
σ∈G
ξ′σ〉
where ξ′ = πq′(W+d ξ) deﬁnes a Gross point on Xq′,q− . By Fourier inversion,
1
|G|
∑
σ∈G
ξ′σ =
1
|GK |
∑
ψ∈ĜK
( 1
|G|
∑
σ′∈G
ψ(σ′)
)
ξ′ψ.
Since 1|G|
∑
σ′∈G ψ(σ
′) is the characteristic function of characters which are
trivial on G we deduce from (6.2) that
|〈 1|G|
∑
σ∈G
ξσ,W+d π
∗
q′ef 〉| 
1
|G| Maxψ |D|
1/4
√
cfL(f ⊗ gψ, 1/2)1/2
〈f, f〉1/2 .
When ψ is a real character gψ is an Eisenstein series and
L(f ⊗ gψ, 1/2) = L(f ⊗ χ1, 1/2)L(f ⊗ χ2, 1/2)
for some real Dirichlet characters χ1, χ2 such that χ1, χ2 =
(−D
∗
)
; in this case,
we use the bound of Theorem 3 of [DFI3] for each twist. When ψ is a complex
character, gψ is cuspidal and we use the bound provided by Theorem 2 instead.
In all cases
|〈 1|G|
∑
σ∈G
ξσ,W+d π
∗
q′ef 〉| q
|D|1/2− 12114
|G| q D
−η
for some η > 0 if the index of G is  |D| 12115 . The proof follows from this
estimate and (6.3).
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We now deduce Theorem 3 of the introduction from Theorem 10 applied
for q = q− a prime number. The ideal I1, . . . , In corresponds to the n iso-
morphism classes of supersingular elliptic curves e1, . . . , en over Fq and in this
identiﬁcation End(ei) = Ri. Fix q a prime in HK above q. For E ∈ Ell(OK)
the reduction mod q, Ψq, deﬁnes an optimal embedding ξq,E : OK → Ri(E) by
reduction of the endomorphism. Moreover (see [BD1, p. 120]) the action of
Pic(OK) = GK commutes with the reduction map; for any σ ∈ Pic(OK),
ξσq,E = ξq,Eσ = Ψq(E
σ)(6.4)
and Theorem 3 follows.
7. Appendix
In this appendix we provide a proof for Theorem 9 which yields a sub-
convexity estimate in the q aspect for the Hecke L-function of a weight zero,
primitive Maass form g, (which we normalize here by setting ρg(1) = 1), twisted
by a primitive Dirichlet character χ of conductor q. Besides the subconvexity
estimate, the main feature is an explicit polynomial dependence in the other
parameters of g and of the complex variable s. We denote by D, and 1/4 + t2,
respectively, the level of g and the eigenvalue of the Laplacian and we assume
for simplicity that the nebentypus of g is trivial. Our proof follows closely
[DFI1], [DFI2].
We prove here:
Theorem 11. Let g be a weight zero primitive Maass form of level D,
trivial nebentypus, and eigenvalue 1/4 + t2, and let χ be a primitive character
of modulus q. Denote by g ⊗ χ the twist of g by χ. For es = 1/2,
L(g ⊗ χ, s)ε (|s|(1 + |t|)Dq)ε|s|E(1 + |t|)BDCD2/111 (D, q)1/11q1/2−1/22+ε
+(|s|(1 + |t|)Dq)ε|s|E′(1 + |t|)B′DC′D1/21 (D, q)1/4q1/2−1/8+ε
for any ε > 0, the implied constant depending on ε only. Here D1 is the integer
deﬁned in (7.5) below and the values of the exponents are given by
B = 14/11, C = 1/4 , E = 4/11,(7.1)
B′ = 7/2, C ′ = 1/2 + 3/16 , E′ = 1.(7.2)
Recall that g ⊗ χ is a weight zero primitive Maass form with eigenvalue
1/4 + t2 and level Q dividing Dq2, with nebentypus the Dirichlet character of
modulus Q induced by (the underlying primitive character of) χ2. The basic
property of g ⊗ χ is that for n coprime with (q,D), the n-th Hecke-eigenvalue
satisfy
λg⊗χ(n) = χ(n)λg(n).
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Moreover we have the factorization
L(g ⊗ χ, s) =
∑
n1
λg⊗χ(n)
ns
=
( ∑
n|(qD)∞
γg⊗χ(n)
ns
) ∑
n1
λg(n)χ(n)
ns
where (by Hypothesis Hθ) the coeﬃcients γg⊗χ(n) satisfy
γg⊗χ(n) ε nθ+ε
for every ε > 0, the implied constant depending only on ε. Its L-function
L(g ⊗ χ, s) satisﬁes a functional equation of the form
Qs/2L∞(g, s)L(g ⊗ χ, s) = w(g ⊗ χ, )Q(1−s)/2L∞(g, 1− s)L(g ⊗ χ, 1− s)
where |w(g ⊗ χ)| = 1,
L∞(g, s) = ΓR(s + it +
1− εg
2
)ΓR(s− it + 1− εg2 )
and εg is the eigenvalue of g under the involution g(z) → g(−z)). Proceeding
as in Section 3 we approximate L(g ⊗ χ, s) for s on the critical line by partial
sums of length  Q1/2 and obtain the following estimate
L(g ⊗ χ, s) A0 log(qD|s|)
∑
N
|Lg.χ(N)|√
N
(
1 +
N
P
√
Q
)−A0
where A0 is a constant that can be taken arbitrarly large, P = |s|+ |t|, N = 2ν ,
ν  −1, and
Lg.χ(N) =
∑
n
χ(n)ρg(n)n1/2V (n).
Here V (x) = VN (x) is some smooth function supported on [N/2, 5N/2], such
that for all j  0,
xjV (j)(x) j,A0 P j .
In particular the convexity bound gives
L(g ⊗ χ, s) ε (qD(1 + |t|)|s|)εq1/2D1/4(|s|+ |t|)1/2.
We now bound Lg.χ(N), by using the ampliﬁcation and the δ-symbol
methods of [DFI1], [DFI2] with the appropriate generalization given in [KMV2],
[M1]. To this end we consider the quadratic form
Q(x,N) =
∑
χ(q)
∗
|Lg.χ(N)|2|
∑
L
xχ()|2
where the χ range over the primitive characters of modulus q, and the x are
complex numbers of modulus less than 1 such that
x = 0, unless (, qD) = 1 and L/2 <   L.(7.3)
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We prove below
Q(x,N)ε (qPN)ε(qNL+(1 + |t|)2(|t|17/4+|s|5/4)DD1(D0, q)1/2L2+7/4N7/4,
(7.4)
where
D0 =
∏
p|Dw
pvp(D
w)−1 =
∏
p|D
pvp(D)−1, D1 =
∏
p|D
vp(D)2
pvp(D)−2.(7.5)
From the trivial bound
|Lg.χ(N)|2|
∑
L
xχ()|2  Q(x,N)
we obtain (on choosing the classical ampliﬁer given by x = χ() for
 ∈ ]L/2, L], such that (,D) = 1 and  = 0 otherwise), the bound
Lg.χ(N)ε (qPN)ε(
(
qN
L
)1/2
+(1 + |t|)(|t|17/8 + |s|5/8)(DD1)1/2(D0, q)1/4L7/8N7/8.
We then set
M = (1 + |t|)(|t|17/8 + |s|5/8)(DD1)1/2(D0, q)1/4
and choose L = 1 + q4/11M−8/11N−3/11 so that
Lg.χ(N)√
N
ε (qPN)ε
(
q1/2−4/22M4/11N3/22 + MN3/8
)
,
which is suﬃcient.
7.1. Treatment of the quadratic form. We have (see for example [DFI1,
p. 4])
Q(x,N)  φ(q)
∑
h≡0(q)
∑
1,2L
x1x2Sh(1, 2)
with
Sh(1, 2) =
∑
1m−2n=h
λg(m)λg(n)V (m)V (n).
By (2.27) the contribution from the h = 0 term is bounded by
ε (DLN(1 + |t|))εqN
∑

|x|2 ε (DLN(1 + |t|))εqNL.(7.6)
For h = 0, we proceed to bound Sh(1, 2); we can rewrite this sum as
Sh(1, 2) =
∑
1m−2n=h
λg(m)λg(n)F (1m, 2n),
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with
F (x, y) = V (x/1)V (y/2)ϕ(x− y − h)
where ϕ(u) is a smooth function supported on |u| < U = LNP−1 such that
ϕ(0) = 1 and ϕ(i)(u) i U−i for all i  0. In particular,
F (i,j)(x, y) i,j U−(i+j)
for all i, j  0. From the δ-symbol method we get
Sh(1, 2) =
∑
1c<C
∑
d(c)
(d,c)=1
e
(−dh
c
) ∑
m,n
λg(m)λg(n)e
(
d1m− d2n
c
)
E(m,n)
with C = 2U1/2  2
√
LN/P and E(x, y) = F (1x, 2y)∆c(1x−2y−h) where
∆c(u) is the function deﬁned in (11) of [DFI2].
7.1.1. A summation formula. We will transform the above sum by means
of a summation formula, for this we need the following reﬁnement of Theorem
A.4 of [KMV2]. We deﬁne the “wild” part of D to be
Dw :=
∏
p|D
vp(D)>1
pvp(D).
For g primitive of level D we have, by [Li1, Th. 3, p. 295],
ρg(n) = 0 whenever (n,Dw) = 1.(7.7)
Proposition 7.1. Let D be a positive integer, and g a primitive weight
zero Maass form of level D and trivial nebentypus. For (a, c) = 1, set
c :=
∏
p|(c,Dw)
vp(c)<vp(D)
pvp(c), c = cc, D = (c, D), D = D/D,(7.8)
D˜ = l.c.m.[D, (c)2], D˜ = D˜/D (note that (c, c) = (D, D) = (D, D˜) = 1).
For F ∈ C∞(R∗+) a Schwartz class function vanishing in a neighborhood
of zero we have the identity
c
∑
n1
ρg(n)n1/2e(n
a
c
)F (n)(7.9)
=
1√
D˜
∑
±
(εg)±1
∑
n1
κg(n, a, c)e
±ncaD˜
c
 ∫ ∞
0
F (x)J±2it
(
4π
c
√
nx
D˜
)
dx.
In the above expression,
• εg denotes the eigenvalue of g under the reﬂection operator,
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• J−2it(x) =
−π
ch(πt)
(Y2it(x) + Y−2it(x)), J+2it(x) = 4ch(πt)K2it(x).
• κg(n, a, c) = c

ϕ(c)
∑
ψ(c)
ψ(a)ψ(c)Gψ(c
)ρg.ψ|W
D˜
(n)n1/2,
where ψ runs over the Dirichlet characters of modulus c, Gψ(c
) is the
Gauss sum, g.ψ denotes the twist of g by the character ψ (which is a
form of level D˜) and WD˜ denotes the Atkin-Lehner operator acting on
forms of level D˜.
Proof. Since (c, c) = 1,
S(g,
a
c
) =
∑
n
ρg(n)n1/2e
( na
cc
)
F (n) =
∑
n
ρg(n)n1/2e
(
nac
c
+
nac
c
)
.
By our assumption (7.7) the n-sum runs over integers coprime with c, which
allows us to transform easily the additive character e
(
nac
c
)
into multiplicative
ones
S(g,
a
c
) =
1
ϕ(c)
∑
ψ(mod c)
ψ(ac)Gψ(c
)
∑
n
ρg(n)n1/2ψ(n)e
(
nac
c
)
F (n).
By [ALi, Prop. 3.1], the twisted form g.ψ has level D˜ and nebentypus ψ2.
Since (c, D˜) = D is coprime with D˜/D = D˜, we may apply Theorem A.4
of [KMV2], and the proof follows.
7.1.2. Transformation of the double sum. In view of the above summation
formula we set
c1 = c/(c, 1), c2 = c/(c, 2), l1 = 1/(c, 1), l2 = 2/(c, 2)
and apply Proposition 7.1 to both variables to get a sum of four terms of the
form ∑
1c<C
1
c1c2D˜
∑
n1,n21
Σ±,±(n1, n2)I±,±(n1, n2)
with
Σ±,±(n1, n2) =
∑
d(c)
e
(−dh
c
) ∑
n1,n21
κg(n1, dl1, c1)κg(n2, dl2, c2)(7.10)
×e
(
±n1cdl1D˜
c1
+
±n2cdl2D˜
c2
)
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I±,±(n1, n2) =
∫ ∞
0
∫ ∞
0
E(x, y)J±2it
(
4π
c1
√
n1x
D˜
)
J±2it
(
4π
c2
√
n2y
D˜
)
dxdy,
(7.11)
and where c1 = c

1c

1, c2 = c

2c

2 as in (7.8). Note also that since (12, D) = 1,
we have c1 = c

2 := c
; hence the corresponding decompositions for D and D˜
coincide; D = D1D

1 = D

2D

2 with D

1 = D

2 = D
, and D˜2 = D˜

2 = D˜
.
For each m,n  1,
Σ±,±(n1, n2) =
(
c
ϕ(c)
)2
×
∑
ψ,ψ′(c)
ψψ′(c)Gψ(c
)Gψ′(c
)ρg.ψ|W
D˜
(n1)n
1/2
1 ρg.ψ|W
D˜
(n2)n
1/2
2
×
∑
d(c)
ψψ′(d)e
(
−dh
c
± n1c
dl1D˜
c1
± n2c
dl2D˜
c2
)
the innermost d sum is a Kloosterman type sum and is bounded by
ε c1/2+ε(c, h)1/2;
hence
Σ±,±(n1, n2)ε c1/2+ε(c, h)1/2(c)2
∑
ψ(c)
|ρg.ψ|W
D˜
(n1)n
1/2
1 |2(7.12)
+|ρg.ψ|W
D˜
(n2)n
1/2
2 |2.
We now bound the analytic term I±,±(n1, n2) using the following estimates for
the Bessel type functions (cf. [I2, p. 227]); for σ, r ∈ R,
Yσ+2it(y)  y−1/2eπ2 |t|, Kσ+2it(y)  y−1/2e−y(7.13)
for y > 1 + |σ|2 + 4|t|2, the implied constant being absolute. In particular we
get
J±2it(y)  y−1/2(7.14)
for y > 1+4|t|2 , the implied constant being absolute. For the remaining range
we will also use the following general bound:
J±2it(y) ε
(
1 + |t|
y
)±ε
(7.15)
for every r ∈ R and ε > 0, the implied constant depending only on ε. These
last bounds follow from the integral representations
J+2it(y) = 2ch(πt)
1
2πi
∫
(ε)
Γ
(s
2
+ it
)
Γ
(s
2
− it
) (y
2
)−s
ds
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and
J−2it(y) =
1
2πi
∫
(ε)
Γ
(s
2
+ it
)
Γ
(s
2
− it
)
cos(π
s
2
)
(y
2
)−s
ds
(for J− we obtain the bound by shifting the contour to es = −ε: we meet
two poles at s = ±2it whose residues are bounded by (y/(1+ |t|))ε). By several
integrations by parts, using the recurrence relations
(zνKν(z))′ = −zνKν−1(z), (zνYν(z))′ = −zνYν−1(z),
the estimate E(i,j) i,j (cC)−(1+i+j)i1j2 and (7.13), we see that I±,±(n1, n2)
is very small unless
ni ε (qP )ε (c

i)
2
D˜
N
(
1 + |t|4 + C
2
c2
P 2
)
, i = 1, 2.(7.16)
When the variables ni, i = 1, 2 satisfy (7.16), we use the bounds (7.14) and
(7.15) without integrating by parts to get
I±,±(n1, n2)
ε (Pq)ε||E||1
(
1 +
√
Nn1
(1 + |t|2)c1
√
D˜
)−1/2(
1 +
√
Nn2
(1 + |t|2)c2
√
D˜
)−1/2
ε (Pq)2εN
L
(
1 +
√
Nn1
(1 + |t|2)c1
√
D˜
)−1/2(
1 +
√
Nn2
(1 + |t|2)c2
√
D˜
)−1/2
,
by (30) of [DFI2]. Using this bound, (7.14) and∑
nX
|ρg.ψ|WD˜ (n)n1/2|2 ε (qDX(1 + |t|))εX
we obtain
Sh(1, 2)ε (qDP )ε
∑
cC
(c, h)1/2c1/2c
3
c1c

2D˜

N
L
(1 + |t|)2
×(c

1c

2D˜
)1/2
N1/2
(c1c

2D˜
)3/2
N3/2
(
|t|6 + P
3C3
c3
)
ε (qDP )εD(1 + |t|)
2
LN
∑
cC
(c, h)1/2c2+1/2c
3
(
|t|6 + P
3C3
c3
)
ε (qDP )εDD1(D0, h)1/2(1 + |t|)2(|t|6 + P 3)(LN)
3/4
P 7/4
where D0, D1 are as deﬁned in (7.5) (we have used here that c

ic
 = ci  c and
D˜  D˜  DD1). Summing over h ≡ 0(q), h = 0 and 1, 2 we obtain ﬁnally
(7.4).
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In the (improbable) case where 2it ∈ R (i.e. g is an exceptional eigenform
and so 2it ∈ [−2θ, 2θ]) we proceed as above to obtain the same bound. In
particular we use in the range
ni ε (qP )ε (c

i)
2D˜
N
C2
c2
P 2, i = 1, 2,
the bound
J±2it(y)  min(y−2θ, y−1/2)  y−1/2
(since one can take θ  1/4) the implied constant being absolute.
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