Abstract. The purpose of this note is two fold. First, we study the relation between a pair of Hénon maps that share the same forward and backward non-escaping sets. Second, it is shown that there exists a continuum of Short C 2 's that are biholomorphically inequivalent and finally, we provide examples of Short C 2 's that are neither Reinhardt nor biholomorphic to Reinhardt domains.
Introduction
Let P, Q be a pair of holomorphic polynomials in the plane and J P , J Q the corresponding Julia sets. If P and Q commute, it is known that J P = J Q . Conversely, if J P = J Q , a basic question that has been studied rather extensively is to find relations between P and Q. For example, a result of Beardon [2] , that builds on the work of Baker-Erëmenko [1] , shows that
where σ(z) = az + b, |a| = 1 and σ(J P ) = J P . In other words, two polynomials with the same Julia set necessarily commute up to a rigid motion, of the kind described above, that preserves the shared Julia set. Other related work on this question for polynomials can be found for example in [3] and [15] , while the case of rational functions is dealt with in [14] and [8] and the references therein.
The purpose of this note is to prove a suitable analogue of this result in C 2 . This will be a consequence of a more general rigidity theorem. To explain this, let H be the family of polynomial automorphisms of C 2 of the form In what follows, the phrase Hénon map will refer to a map as in (1.1). The only difference between these expressions and the more commonly accepted normal form of a Hénon map lies in the non-zero scalars b j . The reasons for this apparent deviation from standard nomenclature will be explained later -they certainly do not include any implication of generality of any sort.
Let us recall in brief the basic dynamical objects associated with such maps, keeping in mind that the extra constants b j do not really influence the calculations in a significant manner -see [4] for details. For R > 0, let V + R = {(x, y) ∈ C 2 : |x| < |y|, |y| > R}, V − R = {(x, y) ∈ C 2 : |y| < |x|, |x| > R}, V R = {(x, y) ∈ C 2 : |x|, |y| ≤ R}.
For a given H ∈ H, or for that matter a compact family of Hénon maps, there exists R > 0 such that
the sequence H ±n (x, y) is bounded} be the set of non-escaping points. Then K ± ⊂ V R ∪ V ∓ R and
In fact, C 2 \ K ± is the set of points for which H ±n (x, y) → ∞ as n → ∞. Each H ∈ H extends meromorphically to P 2 with an isolated indeterminacy point at I + = 
H is an invariant measure for H. Since we will be dealing with more than one Hénon map, these objects carry a subscript to distinguish them from their counterparts associated with other maps. Here is the main result:
and (ii) if deg(F ) ≥ 2, then either F or F −1 is a Hénon map and accordingly there exists a linear map C(x, y) = (δ − x, δ + y) with |δ ± | = 1 such that
In addition, there exist positive integers m 0 , n 0 and an affine automorphism σ such that F ±m 0 = σ • H n 0 depending on whether F or F −1 is a Hénon map.
(iii) There exists a Hénon map R such that any Hénon map F satisfying
H is of the form F = σ F R r F for some affine automorphism σ F and for some integer r F ≥ 1. Conversely, if F and H be two Hénon maps satisfying
Then there exists a linear map C(x, y) = (δ − x, δ + y) with |δ ± | = 1 such that F • H = C • H • F . In particular, if each of F, H are finite compositions of maps of the form
with p a monic polynomial (such maps are volume preserving), and
In the volume preserving case, it follows from [6] that if d F and d H are the degrees of F, H respectively, then there are positive integers k, l such that d k F = d l H and there exists an affine automorphism σ such that
The proof of Theorem 1.1 requires several steps and begins by using an idea of BuzzardFornaess [7] . The hypotheses imply that G ± H • F vanishes precisely on K ± H and is pluriharmonic outside it. Its restriction to vertical slices of the form x = constant is harmonic away from a compact set and therefore admits a harmonic conjugate modulo a period that apriori depends on the slice under consideration. However, the pluriharmonicity of G ± •F away from K ± H shows that the period is independent of the vertical slice and this shows that G ±+ H • F and G ± H agree upto a multiplicative constant. The logarithmic growth of G ± H then shows that F must be a polynomial. Next, by Jung's theorem, F can be written as a composition of affine and elementary maps and four cases arise depending on the nature of the first and last terms in this composition. Using the mapping properties of Hénon maps with respect to the filtration and the hypothesis that F preserves K ± H allows us to eliminate two cases. The remaining possibilities correspond precisely to the conclusion that either F or F −1 is a Hénon map. Again, The connection to Short C 2 's comes via the observation, due to Fornaess [11] , that the sublevel sets of the Green's functions of Hénon maps are examples of Short C 2 's. Recall that a Short C 2 ⊂ C 2 is a domain satisfying the following properties: It can be exhausted by an increasing sequence of biholomorphic images of the ball B 2 ⊂ C 2 , the Kobayashi metric on it vanishes identically, but it admits a non-constant plurisubharmonic function that is bounded above. We show that Short C 2 's arising as sub-level sets of the Green's functions of Hénon maps are not Reinhardt. Furthermore, if the Hénon map is chosen as a small perturbation of a hyperbolic polynomial in one variable, then the sub-level sets of the associated Green's functions cannot even be biholomorphic to a Reinhardt domain.
Finally, a word about the choice of the normal form of the maps in H: every map in H is, by Friedland-Milnor [10] , conjugate to a finite composition of maps of the form (x, y) → (y, p(y) − ax) for some a = 0. The natural starting point then would be to consider the family of maps in which each b j = 1 -these are the so called generalized Hénon maps. If we work with such maps, the proof of the main theorem shows that every automorphism that preserves the associated non-escaping sets must be of the form (1.1) and there is no apriori reason for concluding that b j = 1. The point, therefore, is that all calculations are done in a fixed coordinate system dictated by the choice of the map we begin with. Hence, the choice of the family H as in (1.1) is not an artificial one but is naturally induced by the situation; it also serves to state the main theorem more succinctly.
Finally, the one variable analogue of the main theorem is given in the Appendix. It supplements the existing known results on maps that share the same Julia set.
2.
Böttcher functions and their relation with the Green's functions
with p j a polynomial of degree d j with highest degree coefficient c j and b j δ j = 0. Then H(x, y) = (H 1 (x, y), H 2 (x, y)) where the degree of H 1 is strictly less than that of H 2 when regarded as a polynomial in y and in fact (2.1)
where
and q is a polynomial in x, y of degree strictly less than d.
where the degree of H ′ 2 is strictly less than that of H ′ 1 when regarded as a polynomial in x and
with the convention that d j−1 · · · d 1 = 1 when j = 1 and q ′ is a polynomial in x, y of degree strictly less than d.
Keeping track of the various steps in the proof of Proposition 5.2 in [12] shows that:
Proposition 2.1. For a given Hénon map H, there exist non-vanishing holomorphic functions φ y) ). Note that y n = (H n ) 2 (x, y) is a polynomial in x and y of degree d n . Consider the telescoping product
which will be shown to converge. From (2.1),
Choose R > 0 sufficiently large so that
for all |y| > R and for all n ≥ 1.
Now note that the convergence of the product
is equivalent to the convergence of the series (2.5)
Log y + Log
There exists M > 0 (depending on the coefficients of the polynomial q) such that
for R > 0 sufficiently large. Thus the series (2.5) converges and consequently the series (2.3) also converges.
The function
is clearly well-defined. Further, it follows from (2.4) and (2.6) that
) and note that x n = (H −n ) 1 (x, y) is a polynomial in x and y of degree d n . As before, consider the telescoping product
which can be shown to be convergent. Thus, we can define
The properties of φ − H can be established as in the case of φ
2. The uniqueness of φ ± H follows immediately once we establish (2.7) and (2.8) along with their properties recorded in Proposition 2.1.
Proof of Theorem 1.1
The first step is to show that F is a polynomial automorphism:
Since it is harmonic outside a large disk of radius R > 0, g x has a harmonic conjugate h x in {|y| > R} with period c x . Therefore
is holomorphic in {|y| > R}. Further, note that |exp(−ψ x (y))| ≤ |y| cx which means that exp(−ψ x (y)) has at most a pole at infinity and consequently,
where f is a holomorphic function in {|x| > R} having a removable singularity at infinity. Here k = k x is a positive integer. Taking absolute values and then log, we get
in C. Since the O(1) term is bounded near infinity, b x is in fact the period of g x (y).
It turns out that b x is independent of x. To prove this, let us work in a small neighbourhood of a fixed x 0 and R is large enough as before. Let p, q be two distinct points near x 0 and let I be the straight line segment joining them. Then Σ = {(x, y) : x ∈ I, |y| = R} is a smooth real 2-surface with two boundary components namely,
Thanks to Stokes' theorem,
where the last equality holds due to the pluriharmonicity of G
Hence b x is locally constant and therefore constant everywhere. Let us write
is therefore harmonic at each y for which (x 0 , y) ∈ C 2 \ K + H with a removable singularity at infinity and vanishes for (
It remains to show that F has polynomial growth in C 2 . Let (x, y) ∈ C 2 and suppose that
Then it follows from (1.4), (1.5) and (1.6) that
Therefore, using |F 1 | ≤ |F 2 | + R, we obtain
Combining (3.2) and (3.3), it follows that F has polynomial growth throughout C 2 and hence F is itself a polynomial automorphism.
Remark: Starting with the assumption that F preserves K ± H (which are exactly the zero sets of G ± H ), (3.1) shows that
is biholomorphic for every α > 0. As mentioned earlier, sub-level sets of G ± are examples of Short C 2 's and hence every F that preserves K ± H gives rise to a biholomorphism between a pair of Short C 2 's. This biholomorphism is in fact a polynomial map.
There are two possibilities depending on whether deg(F ) = 1 or deg(F ) ≥ 2. We begin with the latter case.
Since F is a polynomial automorphism, Jung's theorem (see [13] ) shows that F can be written as a composition of affine and elementary maps in C 2 . Recall that an elementary map is of the form e(x, y) = (αx + p(y), βy + γ)
where αβ = 0 and p(y) is a polynomial in y. Thus four cases arise:
for some k ≥ 1 where the a i 's are non-elementary affine maps and the e i 's are non-affine elementary maps. For simplicity, assume that
Let a 1 (x, y) = (α 1 x + β 1 y + δ 1 , α 2 x + β 2 y + δ 2 ).
for α 2 = 0 and consider the maps 
Here and in what follows, R may have to be increased finitely many times so that the filtration works for all Hénon maps that will be encountered. Further, the sequence (x ′ n , y ′ n ) n≥1 is unbounded. Take |b| sufficiently small so that |c| > |b| > 0 and thus [9] ), it follows that (x ′′ n , y ′′ n ) approaches the indeterminacy point I − as n → ∞. Consequently,
as n → ∞. Comparing (3.5) and (3.6), c = 0. Hence F is a Hénon map.
where a 1 1 (x, y) = (bx + cy, y) and τ a 2 2 (x, y) = (s 2 y + r 2 , α 2 x + β 2 y + δ 2 ). Claim: There exists a sequence (x n , y n ) n≥1 ⊆ K 
Since |y n k | ≤ M for all k ≥ 1, the sequence {x n k } also turns out to be bounded which is a contradiction.
Since
and thus (3.7) |y n | ≤ ǫ n |x n | for all n ≥ 1 with ǫ n → 0. Now τ a 2 2 (x n , y n ) = (s 2 y n + r 2 , α 2 x n + β 2 y n + δ 2 ) and
for all n ≥ n 0 . The last inequality follows since for |s 2 | and |r 2 | sufficiently small, one can choose |α 2 |/2 ≥ |s 2 | + |r 2 | Since |y n | → ∞ as n → ∞, we get |α 2 x n + β 2 y n + δ 2 | ≥ |s 2 ||y n | + |r 2 | ≥ |s 2 y n + r 2 | and |α 2 x n + β 2 y n + δ 2 | ≥ R for sufficiently large n.
Thus for a sequence (x n , y n ) n≥1 ⊆ K + H ∩ V − R with |x n | ≥ |y n | ≥ n, it turns out that τ a 2 2 (x n , y n ) ∈ V + R for sufficiently large n.
and consequently |bx
for sufficiently large n ≥ 1 and (x ′′ n , y ′′ n ) → ∞ as n → ∞. By (3.7), it follows that |y ′′ n | ≤ ǫ n |x ′′ n | where ǫ n → 0 as n → ∞ which clearly contradicts (3.8). Thus F cannot be of this form.
for some k ≥ 1. Note that F −1 has a form as in Case 1. Since F −1 also keeps K ± H invariant, it follows that F −1 is a Hénon map.
Case (iv): Let
for some k ≥ 1. For simplicity, let us work with
As in the previous cases, we can write 
H contradicting the hypothesis. Therefore, F cannot be of this form.
Finally, the conclusion is that if F (K ± H ) = K ± H for some automorphism F in C 2 , then either F or F −1 must be a Hénon map. For the sake of definiteness, we assume that F is a Hénon map.
The Green's functions of H and F coincide: 
Now by (2.7)
By Proposition 2.1,
and similarly,
The expression on the left is a polynomial in y and hence
for all y ∈ C. Therefore,
To study the first components of these maps, we again appeal to Proposition 2.1 which shows that
, where principal roots are being taken. Thus
for all z ∈ U where 1 c ′ 
R as a consequence of (x n , c) being in U , we have
as n → ∞. The expression on the left is a polynomial in x for each fixed c and thus
for all x ∈ C. Thus using the same argument as in the previous case, we get
Hence using (3.10) and (3.11), we get
where C(x, y) = (δ − x, δ + y) with |δ ± | = 1.
Similarly, if F −1 is a Hénon map, then
with C(x, y) = (δ − x, δ + y), |δ ± | = 1 as above.
Some iterates of F and H agree upto an affine automorphism:
H be the degrees of F, H respectively. We use the following fact (See Theorem 1.5, [6] ): If for m, n ∈ N, the condition that
By the aforementioned arguments, either L or L −1 is a Hénon map. We claim that L −1 cannot be a Hénon map for if it were, then
where d L −1 is the degree of L −1 . Using (3.12) and the fact that
H . Let L m 0 ,n 0 = F m 0 • H −n 0 . Now two cases arise: the degree of L m 0 ,n 0 is either 1 or at least 2. In the former case, there is nothing to prove. In the latter case, either L m 0 ,n 0 or its inverse is a Hénon map. If L m 0 ,n 0 is Hénon, then
shows that the degree of L m 0 ,n 0 is 1. If the inverse of L m 0 ,n 0 is Hénon, then running the same argument with
shows that the degree of L m 0 ,n 0 is 1 again. In all cases then, F m 0 = σ • H n 0 for some affine automorphism σ. There exists a Hénon map R which generates every F that preserves
, applying a same arguments used previously, it follows that there exist m 0 and n 0 such that
. Therefore σ F turns out to be affine using the same set of arguments as in the previous case. Thus
For the converse, first note that C • H is also a Hénon map. Since
R for all n ≥ 1 and on the other, F (p n ) → ∞. This is not possible since K
Combining (3.13)and (3.14), we get that
and this completes the proof of Theorem 1.1 4. Two remarks on Short C 2 's
In this section, we will (i) show the existence of a continuum of biholomorphically non-equivalent Short C 2 's and (ii) demonstrate the existence of Short C 2 's that are not Reinhardt and not even biholomorphic to Reinhardt domains.
We begin with the first theme. Let H 1 and H 2 be hyperbolic Hénon maps with only one attracting periodic point at the origin. Then int(K
) and int(K
) are Fatou-Bieberbach domains containing the origin. For c > 0, the sub-level sets
and Ω
are Short C 2 's and it is evident that int(K
) be the Fatou-Bieberbach domains containing the origin corresponding to the maps H 1 and H 2 . Also,
is bounded above (by c) on it, it follows that G + H 2 must be constant there. Suppose that G
. From 4.1, we also see that φ(Ω 1 ) = Ω 2 . since φ is biholomorphic near J + a 0 ,c 0 . Then it must be true that
Let H be a Hénon map as above and G ± H be the Green's functions of H. The sub-level sets of G + H Ω c = {z ∈ C 2 : G + H < c}. are known to be Short C 2 's by [11] . The question that remains is whether Ω c can be biholomorphic to a Reinhardt domain. We do not know if this is possible, but it turns out that the Short C 2 's arising as sub-level sets of H a,c (as defined above) cannot be biholomorphic to a Reinhardt domain.
To show this, recall that pseudoconvex Reinhardt domains are logarithmically convex. In fact, more is true -they are also locally convexifiable near almost every point on their boundary. Here, a boundary point p of a pseudoconvex Reinhardt domain, say D ⊂ C k , is said to be locally convexifiable if there is a neighbourhood U of p in C k and a biholomorphism φ from U onto its image such that φ(U ∩ D) ⊂ C k is convex. Note that no assumptions are being made about the smoothness of ∂D near p. We include a proof of this for the sake of completeness.
, be a pseudoconvex Reinhardt domain. Then D is locally convexifiable near every boundary point except possibly for a set of measure zero.
be the union of these hyperplanes.
Claim: D is locally convexifiable near every z 0 = (z 0 1 , . . . , z 0 k ) ∈ ∂D \ Z. For every 1 ≤ j ≤ k, choose w j ∈ C such that e w j = z 0 j . There exists a sufficiently small r j > 0 and a branch of the multi-valued logarithm, say Log j defined on the disc ∆(w j , r j ) ⊂ C such that Log j exp ∆(w j , r j ) = ∆(w j , r j ) and Log j exp(z) = z (4.2) for every z ∈ ∆(w j , r j ). Let R = (r 1 , . . . , r k ) and ∆ k (w; R) the polydisc at the point w = (w 1 , . . . , w k ). Let ψ(z 1 , . . . , z k ) = (exp z 1 , . . . , exp z k ) and note that V = ψ(∆ k (w; R)) is a neighbourhood of z 0 due to the local injectivity of ψ. Let W = V ∩ D and define φ on V as
From (4.2), φ is injective on V . To prove the claim, it is enough to show that φ(W ) is a convex open set in C k .
Let p, q ∈ φ(W ) where p = (p 1 , . . . , p k ) and q = (q 1 , . . . , q k ). Then there exist p ′ , q ′ ∈ W such that p = φ(p ′ ), q = φ(q ′ ). Let
and |q ′ j | = exp(ℜq j ) for every 1 ≤ j ≤ k and hence and φ −1 is biholomorphic near ∂D, the same is true for J + a(s),c(s) . This cannot be true since its Hausdorff dimension is s > 3 at every point.
This means there exists
z λ = (z λ 1 , . . . , z λ k ) ∈ Ω such that s λ j = log |z λ j | for 1 ≤ j ≤ k where s λ = (s λ 1 , . . . , s λ k ). Since p, q ∈ φ(W ) ⊂ ∆ k (w; R)
Appendix
Let P be a polynomial of degree d ≥ 2 in the complex plane and let K P be the filled Julia set of P , i.e., K P = {z ∈ C : the sequence {P n (z)} is bounded}.
Theorem 5.1. Let Q be an entire function satisfying Q(K P ) = K P . Then Q is a polynomial whose Julia set coincides with that of P .
To prove this, observe that a similar set of arguments as in the first part of the proof of Theorem 1.1 shows that if g is the Green's function of C \ K P with pole at infinity, then g • Q is a constant multiple of g. Combining this with the fact that g behaves like log |z| near z = ∞, it follows that Q has polynomial growth and hence must be a polynomial.
Thus, it suffices to consider the following situation: P and Q are polynomials such that Q(K P ) = K P .
Let z ∈ ∂K P = J P , then there exist sequences {z n } ∈ int(K P ) and {w n } ∈ I P such that z n , w n → z and thus Q(z n ), Q(w n ) → Q(z) as n → ∞. Now note that Q(I P ) = I P where I P is the unbounded component of the Fatou set F P of P . Further, by open mapping theorem Q(int(K P )) ⊂ int(K P ). Thus Q(z) ∈ J P and we get that Q(J P ) ⊂ J P .
Let z ∈ J P , then there exists y ∈ K P such that Q(y) = z. Again by open mapping theorem since Q(int(K P )) ⊂ int(K P ), we have
Therefore, Q(J P ) = J P and since J Q is the smallest closed invariant (under Q) subset in C, we get (5.1) J Q ⊂ J P .
Now we have started with the assumption that Q(K P ) = K P . Thus K P ⊂ K Q . Let there exists some z ∈ K Q such that z / ∈ K P , then by (5.1), there exists a small ball B z with center at z such that B z ⊂ int(K Q ) and B z ∩ K P = ∅. This contradicts (5.1). Thus K P = K Q and consequently, J P = J Q . Conversely, if J P = J Q , then K P = K Q .
To conclude, the assumption Q(K P ) = K P implies that J P = J Q . In fact, these are equivalent if both P and Q are polynomials. As indicated in the introduction, J P and J Q coincide precisely when P • Q = σ • Q • P where σ : z → az + b with |a| = 1 and σ(J P ) = J P .
