Abstract-Coding in social sciences is a process that involves the categorisation of qualitative or quantitative data in order to facilitate further analysis. Coding is usually a manual process that involves a lot of effort and time to produce codes with high validity and interrater reliability. Although automated methods for quantitative data analysis are largely used in social sciences, there are only a few attempts at automatically or semiautomatically coding the data collected in qualitative studies. To address this problem, in this work we propose an approach for automated coding of social behaviours and environments based on verbatim transcriptions of everyday conversations. To evaluate the approach, we analysed the transcripts from three datasets containing recordings of everyday conversations from: (1) young healthy adults (German transcriptions), (2) elderly healthy adults (German transcriptions), and (3) young healthy adults (English transcriptions). The results show that it is possible to automatically code the social behaviours and environments based on verbatim transcripts of the recorded conversations. This could reduce the time and effort researchers need to assign accurate codes to transcribed conversations.
I. INTRODUCTION AND MOTIVATION
Coding in social sciences is an analytical process, in which data in both qualitative or quantitative form are analysed and categorised in order to facilitate further analysis [25] . This process is usually conducted manually, requires the involvement of at least two annotators to validate the codes and is very time consuming and error prone process, especially when large quantities of data are collected [7] . The process is even further complicated by the need of producing annotation with high interrater reliability, which in itself includes training the coders for a given problem [32] . As the size of the data typically collected in studies increases [5] , it becomes difficult, even impossible, to code the data manually.
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provides an interesting strategy to coping with large amounts of data, it still suffers from the bias of the participating annotators, especially when they have different social backgrounds and thus different interpretation of the data [33] .
Although the use of automated methods for codes analysis is widely spread in social sciences [5] , the automated coding is an emerging research field. What is more, it is usually conducted by computer scientists without much involvement of the domain experts in the development of the codes [5] .
To address the above problems we propose an automated approach for identifying social behaviours and environments from verbatim transcripts of daily conversations. The transcripts originate from 30-second audio recordings collected in the course of the participants' daily lives. As there are already variety of methods and commercial tools for automatic transcription of speech [35] 1 , we go one step further and look at the ability of automated approaches to identify the psychological codes associated with these transcripts based on data annotated by domain experts. The targeted codes themselves are identified by expert psychologists researching healthy ageing in our society, while the features used for assigning the codes are developed jointly by psychologists and computer scientists, all authors in this work.
The contribution of the paper is twofold: 1) we propose a procedure for automatically identifying social behaviours and interactions in transcripts of everyday conversations; 2) we investigate a new application domain to text analysis and classification by testing the methodology on three real world datasets from the psychology domain.
The paper is structured as follows. Section II presents the related work in automated coding from textual sources. Section III presents our approach to automatically coding verbatim transcripts. In Section IV, we present the evaluation methodology and the corresponding results. Finally, Section V discusses the proposed approach. The work concludes with short discussion about future work in Section VI.
II. RELATED WORK
Behaviour analysis is a well-known topic in the pervasive computing community. There are numerous works addressing the recognition of persons' activities, situation, or environment [4] , [22] , [29] , [31] . These are, however, usually based on sensor data, the targeted behaviours are identified by computer scientists and usually address physical behaviour. There are also some attempts to recognise the person's behaviour based on the combination of textual descriptions and sensor observations [15] , [30] . These works also address physical behaviour and do not build on domain expertise for identifying psychological variables associated with this behaviour.
Apart from identifying physical behaviour, there is a lot of research on recognising the person's affect [23] . It is especially centred on image and speech techniques for emotion recognition [1] , [10] , but there is also a growing amount of work analysing textual sources, such as tweets, in order to identify the affect of the person or the crowd [6] . A popular approach in classifying tweets is using neural networks and deep learning to obtain the tweet's affect [11] , [24] . For such approaches to perform, however, the model requires large quantities of annotated data, which is not always available in social sciences studies. What is more, these works are centred on the person's affect and do not address other psychological factors that could be of interest for the social sciences 2 . To support the coders in social sciences, there are some attempts at providing automatic suggestions of labels based on some previous examples. For example, in [7] the authors apply a bag of words approach combined with part of speech information and information about the person's location to automatically identify codes of interest. As expected, they report on poor results in the cases where there are not enough samples of a given class. The unbalanced class distribution is a problem observed in our datasets, as well.
Another work for semi-automated coding relies on manually coding small portion of the data by domain experts, then crowdsourcing a larger portion to be labelled by non-experts following the rules created by the experts [12] . These labelled data are later used to train convolutional neural network that is able to code a much larger dataset. Although it provides an interesting solution to the problem of producing sufficient quantities of labelled data, this approach has questionable annotation quality typical for untrained coders [2] .
Yet another work attempting to support the coding in social sciences proposes the training of a support vector machine with a labelled dataset, then asking coders to manually evaluate and correct the labels [28] . This second step is necessary due to the unbalanced class distribution, where there are a lot of negative samples, but very few positive examples. In our work, we propose an alternative solution to coping with unbalanced data by applying data augmentation techniques.
Apart from supervised methods for transcript analysis, there are works that rely on unsupervised methods to analyse the textual data. For example, in [9] the authors use topic models to analyse psychotherapy and medication therapy transcripts. They, then, manually analyse the resulting topic clusters, concluding that they contain clinically relevant content. In our work, we also rely on topic models. We, however, use the resulting topics to generate features that are later used for training a classifier to automatically code transcripts.
Apart from the problems associated with unbalanced classes in the data, a commonly observed problem is that most works on automated coding in social sciences rely on state-of-theart machine learning tools [7] , [12] , [28] . This is similar to the above discussed problem of computer scientists developing models for automated behaviour analysis without understanding of the domain-specific factors associated with the behaviour. In this case, however, social scientists use standard models that are often not tuned for the underlying data. This highlights the need of experts from both computer science and social sciences to work together in developing appropriate models for automated coding.
III. METHODS AND MATERIALS
In this section, we present our approach to assigning psychological codes from the verbatim transcripts. The novelty here is the data analysis process as a whole, which results from the specific application domain. Although the separate parts in the proposed procedure have been applied to different machine learning (ML) problems, to our knowledge this is the first attempt at practically investigating a workflow for "easy-to-reproduce" automatic coding of socio-psychological variables. What is more, the proposed process is a synergy of expertise from both social and computer sciences, to adjust the data analysis workflow based on the codes identified by domain experts. In that sense, the procedure and the empirical evaluation open a new application domain to ML methods.
A. Procedure for Automated Coding
To manually code the transcripts, an annotator assigns a code from a given category to each transcribed conversation (which we call a sample). Table I shows example conversations. As psychologists are interested in different categories of socio-psychological variables, they consider each category separately and assign one of the variables (which we call codes or classes) in a category to each sample. They then repeat the process for all categories. The list of categories and the codes they contain can be seen in Tables II and III. For example, if they are evaluating the first conversation in Table I for the category "mood", they will assign one of the following classes "laugh", "sing", "cry", "mad", "sigh", or "none". Then they will continue with the next category, e.g. "self function" and assign one of its classes (codes) to the conversation. The categories are disjunct, in other words, the codes of one category do not appear in another and the categories are independent of each other.
Our goal is to automate this process. We consider each of the categories as a separate classification problem, where the classifier assigns one of the codes in the category to each conversation, then repeats the procedure with the next category. Similar to the manual coding, if we want to find out what is the mood in the first conversation in Table I , the classifier will classify the text as one of the following classes "laugh", "sing", "cry", "mad", "sigh", or "none". It will then consider the next category, e.g. "self function" as a separate classification problem and it will classify the same text as one of the following classes "explaining oneself", "evaluating oneself", "reassuring ones beliefs" or "none of the above".
To be able to classify a conversation, the transcribed conversations first have to be processed. Fig. 1 illustrates the procedure for a given category C. We begin with all transcripts and the annotation for category C. The annotation here is the code from C assigned to each transcript. We first convert the transcripts into bag of words. This is done by removing any special symbols in the transcripts, decapitalising all words, extracting all unique words in the whole corpus with conversations, and finally counting the number of times each unique word in the corpus appears in each of the transcripts. In that manner, each transcript is converted into a sample in vector representation with m attributes, where m is the number of unique words in the corpus and each attribute represents the number of times a word appeared in the given conversation (see Section III-B). As the classes in the data are unbalanced (see Section III-C), we perform data augmentation to generate new samples from existing ones. We do that by replacing words from the original sample with their synonyms or hyperonyms. Using the data in this format for classification is impractical as we have as many attributes as the unique words in the corpus and many of them do not contain useful information. For that reason, we attempt to reduce the number of attributes by extracting different statistical, lexical, semantic, and contextual features from the bag of words. We use the following strategies: 1) we group the attributes into different topics with the help of latent Dirichlet allocation (see Section III-D); 2) we replace the words with their semantic abstractions with the help of language taxonomy (see Section III-F); 3) we replace the words with their part of speech meaning (see Section III-E); 4) we replace the words with different contextual features such as time of day, day of the week, etc. (see Section III-G). We use the extracted features (or subsets of the features) to train state-of-the-art classifiers such as decision tree, random forest, and support vector machine. The classifier then assigns one of the classes (codes) from category C to a new transcript.
B. Data Preparation
The first step is the data preparation. We start by generating bag of words from the original transcripts. This is also known as a vector space model, where for each document in a corpus, the frequency of appearing words is represented as a vector. We first extract all unique words in the dataset. We, then, remove any non-alphabetical or numerical symbols, and any stop words and we decapitalise the words. In difference to typical bag of words approaches, we do not perform stemming or lemmatisation, as we assume that the form of the word contains relevant lexical information, such as temporal focus or number of participants in conversation (singular / plural).
Then, for each transcribed audio sample, we count how many times we have observed a given word. This produces a matrix B = R n×m , where n is the number of samples (or transcripts) and m is the number of unique words in the corpus (or attributes). A sample here is a transcript from a single audio file. The resulting matrix B is the input for the rest of the transformations, described in this section.
C. Coping with Unbalanced Classes
Initial analysis of the data showed that the classes in each of the categories are unbalanced. With small exceptions, there was a large number of samples for one class, and very few for some of the remaining classes. For example, for the category "conversation type" (see Table II for more details on the categories), we have 159 samples for the class "small talk", 2156 for the class "substantive talk", 28 for "personal disclosure", 470 for "practical talk", 17 for "gossip" and 386 for "none". Even more unbalanced is the category "ageing" with 2 samples in class "age related talk", 9 in "memory related" and 3206 in "none". To cope with this problem, we utilise the idea of data augmentation. Data augmentation is typically used in image recognition, where to cope with unbalanced classes, new data are generated by performing transformations on the original data [20] . As we are dealing with textual data, to transform a sample we utilise a language taxonomy. We used the taxonomy of English language WordNet [21] . From the taxonomy, for each word in a sample we extract its synonyms or hyperonyms in case no synonyms were found. We replace some of the words in the sample with the corresponding synonyms, creating a derivative of the original sample. The idea of using synonyms to simulate textual data has already been explored in works such as [34] . As words having exactly or nearly the same meanings are relatively few, synonym-based augmentation can be applied to only a small percentage of the vocabulary [14] . As we believe that it is improbable for different people to use the same or almost the same words to express a given social behaviour, in cases where no synonym is available, we use the hyperonym of the word. In other words, we take the word that has a "type-of" relation with the original word. For example, the word "Alice" has the hyperonym "person", the word "box" has the hyperonym "container".
For a bag of words B with m unique words and a dictionary D = (W B , W syn ), which consists of m tuples of a unique word in a bag w B and its synonym w syn , we generate new samples by using the following procedure. If a class c in a category has less samples than a given threshold T h, then we generate new samples by p times transforming the samples in class c and adding them to the existing samples where p = f max /f c . Here, f max is the number of samples in the class with the most samples, and f c is the number of samples in class c. We use a sliding window of q words over the original W B . Each time we transform the samples from class c, we change q out of m original words with their synonyms, where q = m/p, with m being the number of unique words in the bag. That way we ensure that each transformed sample is different from the original sample and from the rest of its derivations. Each transformed sample receives the class of the original sample. We then set the frequency of the original word in a sample to 0 and transfer the original frequency to the synonym word. The new bag of words B new then contains W Bnew unique words where
nnew×mnew where m new = length(W Bnew ) and n new = n+ c p c ×f c with p c being the number of times a sample is augmented in class c. In that manner we produce new samples that make the data more uniformly distributed among the classes. We repeat the procedure for each category, as the different categories are uniquely imbalanced.
Initial evaluation showed that using the samples from the bag of words directly as input for a classifier does not produce satisfactory results. We also attempted using the data directly for training a neural network (NN), however the NN achieved accuracy of only about 30% to 40%. We concluded that the amount of data is not enough to train a well performing NN and instead concentrated on performing additional transformations of the data before we used them for classification.
D. Topic Models for Feature Extraction
We performed principal component analysis (PCA) to remove some of the words in the bag and reduce the number of attributes we will use for classification. It showed that only a small percentage of the data can be explained with the first three components (about 0.4% of the words are explained in the first component, 0.3% in the second, and 0.2% in the third, and the remaining components are relatively uniformly distributed). In other words, we were unable to reasonably remove words. To cope with this problem, we applied latent Dirichlet allocation (LDA), which is a type of topic model. LDA is a generative statistical model that groups sets of observations into unobserved groups [3] . Each group contains observations with some similarity between them. In our case, the observations are the vectors describing how often a word was observed in a sample. We attempted to find k < m topics that group the m words in the bag of words. As we are able to generate arbitrary number of topics k ≤ m out of the m unique words, one problem is identifying appropriate k. We follow the approach proposed in [8] , which uses Gibbs sampling to determine the probability of words in a corpus W given k topics, P (W |k). By varying k, the goal is to identify the value of k that produces the model with the highest likelihood.
After performing LDA, we are interested in the estimated per-topic word probabilities ϕ zi,j . ϕ zi,j tells us with what probability a word w appears in a topic z. We use it to reduce the number of variables in B by transforming B from n × m matrix to n × k matrix T = R n×k where k is the number of topics. For each t jl ∈ T , we compute its value by
where i ∈ {1, . . . , m}, j ∈ {1, . . . , n}, and l ∈ {1, . . . , k}.
E. Using Linguistic Information
As we are interested in identifying the temporal focus of a conversation, codes such as giving or receiving information / advice, or if the person is talking to one or multiple persons, we assume that the part of speech (POS), to which a word belongs, will give us additional useful information. For example, the word "girl" is a noun in its singular form, indicating one person, while the word "responded" is a verb in its past form, indicating that the focus is the past.
We parse all words in the bag to obtain the POS tag (i.e. part of speech). We transform the bag of words B from n × m matrix to n × p matrix Q = R n×p , where p is the number of unique POS tags and each q jl ∈ Q represents the number of words from the original sample assigned to this tag.
where i ∈ {1, . . . , m} with m being the number of words, j ∈ {1, . . . , n} with n the number of documents, l ∈ {1, . . . , p} with p the number of tags, and g l is the tag at position l.
F. Using Semantic Information
As we explained, one strategy to reducing the number of words in the data is using topic models. Another strategy is to use semantic similarities. That is, we no longer look into the similarities in the word vectors, but we try to abstract the semantic meaning of the words and thus to reduce the number of attributes. To achieve that, we once again employ a language taxonomy. Our aim is to identify r < m abstract concepts that describe the m unique words in our corpus. Language taxonomies such as WordNet create a concepts hierarchy expressed through its hyperonyms. This is the structure we want to use in order to reduce the number of attributes.
To extract the concepts hierarchy, we start with the set of words W . For each word w ∈ W we recursively search for its hyperonyms. This results in a hierarchy where the bottommost level consists of the elements in W and the uppermost level contains the most abstract word, that is the least common parent of all w ∈ W . The least common parent lcp(a,b) of two words a and b is the parent on the highest level in the taxonomy that contains both a and b as children.
We transform B from n × m matrix to n × h u matrix R = R n×hu , where h u is the number of unique words on an abstraction level u. To calculate the new feature r, we follow similar procedure as in Formula 2.
where i ∈ {1, . . . , m} with m being the number of words, j ∈ {1, . . . , n} with n the number of documents, l ∈ {1, . . . , h u }, and c l is the word at position l on level u of the hierarchy.
G. Using Contextual Information
We also extract some contextual information based on the time when the audio files were recorded. From the time stamps, we are able to obtain information on the day of the week (Monday to Sunday), whether it is weekend or not, and the time of the day (morning, noon, afternoon, evening, or night). We extract this information, as we assume that depending on the day of the week and the time of the day, people have different contexts and thus different social behaviours. As suggested by the domain experts (who are authors in the paper), we also added the number of words in a sample as an additional feature. Although the number of words in a sample is not really contextual feature, for simplicity we include it into the contextual features. This feature was extracted based on the assumption that whether a given person talks more or less also affects their social behaviour.
IV. EVALUATION A. Experimental Setup
To test our approach, we applied it to three datasets containing transcripts of everyday social conversations. Two of the datasets were recorded in Switzerland and are in German and one was recorded in the US and is in English. Example transcriptions can be seen in Table I .
1) Dataset 1:
The dataset contains daily conversations of young adults. The study is recorded with the Electronically Activated Recorder [18] , an audio recorder that unobtrusively tracks real-world behaviours by periodically recording snippets of ambient sounds while participants go about their daily lives. The study consisted of sixty-one undergraduates from Switzerland (23 males, 38 females, average age 25), who wore the EAR for 4 days. The EAR recorded 30 s of sounds randomly throughout the day, for about 72 times a day, providing 18,039 waking recordings (M = 295 per participant). For each recording, whenever a conversation was recorded, it was transcribed. This resulted in 3,217 samples where conversation was observed. Participants spoke Swiss German. Based on the transcripts, the coders identified the person the participant is talking to, the functions of the conversation, the type of the conversation, the temporal focus of the conversation, the location where the conversation was conducted, the associated activity, and the person's mood. Table II shows the codes associated with each of those categories. Apart from the codes Table II , an additional "none of the above" class was added to each category to describe samples that do not contain any of the targeted codes. All three datasets were manually coded by two persons with interrater reliability above 80% (which indicates almost perfect overlapping). We did not use selfannotation techniques as they tend to produce low interrater reliability compared to annotation by experts [33] . After processing the dataset, it resulted in a bag with 6,555 unique words. The words were clustered in 12 topics, as 12 clusters showed optimal results according to the method proposed in [8] . Obtaining part of speech tags resulted in 36 unique POS tags. We used the TreeTagger for German language 3 . To obtain the abstraction class of the words, we used WordNet 4 . As WordNet is in English, we first translated the words to English, then extracted their abstraction. We used abstraction level 4 (that is, the abstract concept was four levels higher on the abstraction hierarchy than the original word) to produce more abstract concepts and smaller number of unique concepts. This procedure resulted in 28 abstract concepts. Finally, we also extracted the day of the week, weekend, the time of the day, and the frequency of words per sample.
2) Dataset 2: The second dataset aims to analyse the daily activities and conversations of healthy older adults. The study is recorded with the Electronically Activated Recorder [18] . The study consisted of 32 healthy older adults from Switzerland (12 males, 20 females, average age 72), who wore the EAR for 4 days. The EAR recorded 30 s of sounds randomly throughout the day, for about 72 times a day, providing 8,846 waking recordings (M = 276 per participant). For each recording, whenever a conversation was recorded, it was transcribed. This resulted in 1,978 samples where conversation was observed. Participants spoke Swiss German in everyday life. As in Dataset 1, based on the transcripts, the coders identified the person the participant is talking to, the functions of the conversation, the type of the conversation, the temporal focus of the conversation, the location where the conversation was conducted, the associated activity, and the person's mood. The categories and codes in this dataset are the same as those in Dataset 1 (see Table II ). We performed the same procedure as with Dataset 1. This resulted in a bag of words with 4,553 unique words, and 32 unique POS tags. We grouped the words in 12 topics for simplicity of the evaluation.
3) Dataset 3: The third dataset aims to analyse the daily social behaviour of happy people [17] . The study is once again recorded with the EAR. The study consisted of seventy-nine undergraduates (32 males, 47 females), who wore the EAR for 4 days [27] . The EAR recorded 30 s of sounds every 12.5 min, providing 23,689 waking recordings (M = 300 per participant). For each recording, whenever a conversation was recorded, it was transcribed. This resulted in 7,753 samples where conversation was observed. Based on the transcripts, the coders identified the person the participant is talking to, the purpose of the conversation, the location where the conversation was conducted, the associated activity, and the person's mood. Table III shows the codes associated with each of those categories. Using the same procedure as with Dataset 1 and 2 resulted in a bag of words with 7,461 words, 22 POS tags, and 10 concepts from WordNet. Here we also group the words into 12 concepts for simplicity as the LDA analysis suggested that 11 to 14 topics would be optimal.
4) Procedure: a) Simulating new samples: We apply the procedure for data augmentation from Section III in order to produce new samples for classes with small number of samples. We use the procedure for Dataset 1 and 3. Dataset 2 is used as validation dataset, so it stays in its original form. The data augmentation is performed separately for each of the categories in Table  II and Table III . This is due to the fact that the different categories have different codes distribution for the same data. c) Classification procedure: We use state-of-the-art classifiers with the extracted features: decision tree (DT), support vector machine (SVM), and random forest (RF). The goal is not to evaluate the classifiers but rather to test whether it is possible to automatically code transcripts of daily conversations based on the proposed pipeline and extracted features. For each category in a dataset, the classifiers assigns one of the codes from this category to a new sample.
Experiment 1: We use the augmented data from Dataset 1 and Dataset 3 to perform 10-fold cross validation using DT, SVM, and RF. We perform the procedure for all categories in the datasets. We also vary the combinations of features to identify their effect on the model performance.
Experiment 2: We use the augmented data from Dataset 1 and Dataset 3. We assume that the augmented data is biased, as it is a derivative of the original data. To evaluate the effect of the simulated data on the results, we divide the data for each category in each dataset into training and test datasets. We remove 5 samples from the original dataset as well as all new samples derived from these samples. In case the class did not have derived samples, we just take the first 100 samples from this class. We use these data as test dataset, while the remaining data are used for training. We repeat the procedure for each category in Dataset 1 and Dataset 3.
Experiment 3: We use Dataset 1 as training and Dataset 2 as test data. More precisely, we use the data and the labels from a given category from Dataset 1 to train the model and then we use the data for the same category from Dataset 2 to test the model. We repeat the procedure for all categories. In that manner, we want to test the ability of the model to generalise data. B. Results
1) Experiment 1:
We used the extracted features to train three state of the art classifiers (SVM, DT, and RF). We then performed a 10-fold cross validation with the augmented data. The results showed that using the proposed procedure the classifiers were able to recognise the correct code in a given category with accuracy varying (depending on the category) between 60% and 98% for the DT, between 74% and 99% for RF, and between 65% and 99% for SVM. This stands to show that the approach is able to automatically identify relevant codes describing social behaviours and environments. Table IV shows the accuracy, precision, and recall for the DT, SVM, and RF when using all features described in Section III. It can be seen that the RF outperforms the other two classifiers in almost all cases. Performing Wilcoxon test showed that the results of the RF are significantly better than those of the DT and the SVM (p-value of 4.428 × 10 −13 between the RF and DT, and 2.228 × 10 −11 between the RF and the SVM). On the other hand, the comparison between the SVM and the DT showed no signifiant difference between the results (p-value of 0.68). The variance in the results for the different categories is due to the number of codes in a given category (less codes show better results) and the effect of the data augmentation for very unbalanced classes (classes with few samples produced derivatives that were more similar to the original data than those with more samples, affecting the accuracy of the classifier). Similar to Dataset 1, the results from Dataset 3 showed that the random forest had the best performance (see Table  V ). Depending on the category, the DT had accuracy between 40% and 82%, the RF between 64% and 97%, and the SVM between 41% and 72%. Performing Wilcoxon test showed that the results of the RF are once again significantly better than those of the DT and the SVM (p-value of 3.685 × 10
between the RF and DT, and 2.289 × 10 −18 between the RF and the SVM). In difference to the first dataset, here the comparison between the SVM and the DT showed that the SVM was significantly worse than the DT (p-value of 1.482 × 10 −3 ). For that reason, in the rest of the experiments we use the RF classifier to present the results.
We also evaluated the performance of the approach when using different combinations of features. Fig. 2 shows the results from Dataset 1 for different features combinations when using RF. Contextual features and those using WordNet alone have the worst performance, while including the POS features and the topic model features improves the performance. It can also be seen that the best features combination depends on the category. When using only single features, the TM features always perform better than the remaining single features (CF, POS, and WN). The performance of the TM is significantly better than that of the rest of the single features (p-value of 1.612 × 10 −22 between TM and WN when performing Wilcoxon test, 1.316 × 10 −8 between TM and POS, and 9.009 × 10 −17 between TM and CF). On the other hand, combinations of features usually perform better than the single features. The combination of CF, POS, and TM (e.g. in the cases of "activity" and "person") or the combination of CF, POS, and WN (e.g. in the cases of "conversation" and "support") produces slightly better results when not all features are taken into account. Also combinations that do not include CF perform slightly worse than those with CF. In case the goal is to reduce the number of features, the combinations of POS and TM or POS and WN show only slightly worse results. Dataset 3 shows similar tendencies.
2) Experiment 2: To evaluate the effect of the augmented data on the performance, we removed samples and their derivatives from the data and used the remaining data for training the classifier. We tested the trained model on the removed samples. Fig. 4 shows the accuracy, precision, and specificity for Dataset 1 when using RF as classifier and all features. While some categories still have very high performance, others such as "give advice" and "temporal focus" show reduced performance. In other words, for these classes the bias in the augmented data played role in the high accuracy. Similar behaviour is observed in the third dataset, where the performance of the first and the fourth category dropped (see Fig. 5 ). As the number of samples for training and testing differs in Experiment 1 and Experiment 2, we did not perform statistical tests to see whether the results in Experiment 2 are significantly different from those in Experiment 1.
3) Experiment 3: To test the ability of the proposed approach to generalise on new data, we trained a RF with the Table II. data from Dataset 1 and then used Dataset 2 for testing. The results showed reduced accuracy for the categories "talking to" (category 1), "activity" (category 2), "conversation type" (category 12), and "temporal focus" (category 13), while the remaining categories had relatively high accuracy (see Fig. 6 , the green dots). When looking at the specificity, the opposite effect is observed. The specificity is very low in categories with high accuracy. This is explained with the fact that the classes with high accuracy had high number of negative Table III. samples (i.e. "none" class) and very few samples from the remaining classes. The classifier was able to recognise the negative classes but not the few positive samples or there were no positive samples. Fig. 7 illustrates this problem.
We attempted to improve the model performance by adding some samples from Dataset 2 in the training data. More precisely, we took every 3rd sample from the test dataset and added it to the train dataset. We then performed 3-fold cross validation 5 . The results can be seen in Fig. 6 (the red dots). Although there is some slight improvement in some of the classes, generally there was no difference between using samples from Dataset 2 for training, or using only the data from Dataset 1. We performed Wilcoxon test, which confirmed our observations that there is no statistically significant difference between the results when using only Dataset 1 for training and when adding samples from Dataset 2. The reason behind this problem is that there are just not enough samples in some of the classes to contribute for improving the learned model.
V. DISCUSSION
In this work we presented a process for automated coding of social behaviours and environments from verbatim transcripts. We explored different strategies for extracting features from the textual data, including contextual, lexical, and semantic features. We also addressed the problem of augmenting data in order to produce sufficient quantity of training examples. The results showed that our approach is able to recognise the correct labels in different socio-psychological categories with a very high accuracy.
It was also observed that the simulated data produces bias in some of the categories but not in all of them. This could be explained with the way in which the new samples are generated. When many new samples are required, only a few words are exchanged with their synonyms or hyperonyms, which means that the new data are very similar to the original samples. One solution to this problem could be to use a dictionary that contains various synonyms of a given word, then use this richer set of words to replace a larger number of the original words with their substitutes. Another approach could be to perform the data augmentation before creating the bag of words, i.e. on a sentence level.
We observed that when testing the trained model on completely new data, it performs very well in recognising negative samples, but very poorly in correctly classifying the rest of the classes. This problem is due to the fact that there are very few positive examples from a given class. This makes it infeasible to improve the performance even when adding some samples from the new data to retrain the model. One solution here could be to apply data augmentation on the test dataset in order to balance the classes in the data and then to add samples from the augmented data to the training data.
Another approach to improving the quality of the assigned codes could be to manually analyse a small amount of the automatically assigned codes, then to add these (corrected) coded examples to the training dataset and retrain the model. In that manner, a quality control is achieved and in the same time, the effort is still smaller than when a coder has to annotate the whole large dataset manually.
We used LDA for reducing the feature space. Another approach could be using word embeddings such as word2vec [19] or doc2vec [16] , which rely on neural networks and a vector representation of the words.
We used a bag of words approach that disregards the sentence structure. The structure of the sentence, however, contains additional semantic information that could be useful for making better label predictions. In other words, apart from extracting the POS-tags, we could also extract the dependencies between words in the transcripts. This approach is similar to the one proposed in [26] for analysing motivational interviews. For extracting these features however, instead of bag of words, the original sentence structure has to be used.
In this work we considered the problem as a single class classification problem. In reality, it might be the case that a sample belongs to more than one class. In that case, the human annotators assigned a "dominant class" to the sample, which we used as the "true class". Another option would be to treat it as a multi-class classification problem.
VI. CONCLUSION AND FUTURE WORK
In this work we showed that automated coding approaches could potentially be applied in qualitative studies in social sciences. We plan to use these results as basis for introducing (semi-)automated coding in our future qualitative studies.
Another avenue we plan to pursue, is to forego the transcription of audio data and instead to identify the correct codes as well as additional contextual information based on the audio signal. To achieve that we intend to investigate methods for audio features extraction and deep learning methods.
