Abstract. Starting from a remark about the computation of Kashiwara-Schapira's enhanced Laplace transform by using the Dolbeault complex of enhanced distributions, we explain how to obtain explicit holomorphic Paley-Wiener-type theorems. As an example, we get back some classical theorems due to Polya and Méril as limits of tempered Laplaceisomorphisms. In particular, we show how contour integrations naturally appear in this framework.
Introduction
In [4] , A. D'Agnolo and M. Kashiwara extended the Riemann-Hilbert correspondence to cover the case of holonomic D-modules with irregular singularities. This progress allows to deal with integral transforms which have an irregular kernel, such as the Laplace transform on a complex vector space V. A first work on this subject was done in [3] , where A. D'Agnolo studied the Laplace transform in the non-conic case, extending the results of [12] . In particular, he explained how this sheaf-theoretic transformation allows to get back some classical real Paley-Wiener theorems.
More recently, in [14] , M. Kashiwara and P. Schapira made a full rewriting of the theory of integral transforms with irregular kernel, using the notion of enhanced ind-sheaves introduced in [4] . In particular, they treated the case of the Laplace transform.
Let V be a n-dimensional complex vector space and V * its complex dual. Let us consider the bordered spaces V ∞ = (V, V) and V * ∞ = (V * , V * ) where V (resp. V * ) is the projective compactification of V (resp V * ). In [14] , the authors proved that there is a canonical isomorphism
, where This remark has an immediate application. Let f : V → R be a continuous function and S be a subanalytic closed subset of V. Let us denote by f S the function which is equal to f on S and to +∞ on V \S and assume that f S is convex. Under suitable conditions, we shall show that there is a commutative diagram
The main part of the paper consists in explaining how this diagram allows to obtain holomorphic Paley-Wiener-type theorems. We shall give two examples. Let V be of dimension 1, let K be a non-empty convex compact subset of V and let h K : w ∈ V * → sup z∈K ℜ z, w be its support function. Under the same suitable conditions as above, we prove that, for all ε > 0, there is a canonical isomorphism of C-vector spaces
where P = V ∪{∞} and P * = V * ∪{∞}. Taking the projective limit on ε → 0, we get an isomorphism
Given a global C-linear coordinate z of V and w its dual coordinate, we show that this last isomorphism can be explicited by [u(z)dz] → v, with v(w) = C(0,r) + e zw u(z)dz,
where C(0, r) + is a positively oriented circle, which encloses K. This result is actually equivalent to an old theorem due to Polya (see e.g. [2] ). However, in our approach, it is obtained as a limit of tempered Laplace-isomorphisms and, moreover, the contour integration naturally appears as a cohomological phenomenon. In the last section, we prove a non-compact analogue of this theorem, which is due to Méril (see [16] ). This result is also obtained as a limit of tempered Laplace-isomorphisms.
Background and notations
2.1. We refer to [10] for sheaf theory and derived categories and to [8] for D-modules. Let X be a complex manifold and Y ⊂ X be a complex analytic hypersurface. One denotes by O X ( * Y ) the sheaf of holomorphic functions with poles in Y . For any ϕ ∈ O X ( * Y ), one sets
where U = X\Y.
2.2. We refer to [9] , [13] and [17] for subanalytic spaces and subanalytic sheaves. Let M be a subanalytic space. We write for short Op
the set of open subanalytic subsets of M which are relatively compact. We denote by M sub the associated subanalytic site and by ρ : M → M sub the canonical morphism of sites. This morphism induces three functors
o o between sheaves and subanalytic sheaves. In the following sections, the functor ρ ! normaly occurs in many formulas involving D-modules. In order to have less complicated formulas, we shall not write this functor, as in [14] . The derived category
. We refer to [4] for bordered spaces and to [9] for subanalytic sheaves on subanalytic bordered spaces. On a subanalytic bordered space M ∞ = (M, M ), we write for short Op sub,c M∞ the set of open subanalytic subsets of M which are relatively compact in M . The six Grothendieck operations extend to this framework.
2.5. We write R := R ⊔{−∞, +∞} the 2-points compatification of R and we consider the bordered space R ∞ = (R, R). Let M ∞ = (M, M ) be a subanalytic bordered space. There is a well-defined convolution functor
. We refer to [4] for enhanced ind-sheaves (or similarly enhanced subanalytic sheaves) and to [9] for a pedagogical exposition. On a subanalytic bordered space M ∞ = (M, M ), one defines the category of enhanced subanalytic sheaves by setting
We denote by
the quotient functor. If the context is clear, we shall simply write C A instead of Q M∞ (C A ) when A is a subanalytic locally closed subset of M × R . Recall that there is a well-defined hom-functor 
⊗, Ihom
+ also factor through the quotient and we keep the same notations for their factorisation.
2.7. Assume that M is real analytic. Let P be the projective compactification of R and let j : M ∞ × R ∞ → M × P be the canonical inclusion. Let t be the affine coordinate of P. Then ∂ t extends to a vector field on P and, for each r ∈ Z, one sets
One calls Db
M∞ the sheaf of enhanced distributions and one sets for short Db
M∞ ) (see [4] and [9] ). 2.8. The notion of complex bordered space is similarly defined in section 4.3 of [14] . On a complex bordered space X ∞ , one denotes by 
Integration and pullback of tempered distributions
Integration and pullback of distributional forms are very classical constructions in differential calculus (see e.g. [18] ). In this short section, we recall some results of [7] , [11] and [13] about integration and pullback of tempered distributional forms. 
and thus, a morphism 
which is equivalent to (3.2) when p = 0. 
, which is equivalent to (3.5) when p = 0, if f is submersive.
Operations on enhanced distributions
In this section, we extend the previous constructions to enhanced distributional forms on bordered spaces and we also treat the case of the multiplication by an exponential factor. Using Dolbeault resolutions, we point out that these constructions are encoded in the important results of [14] .
, we get a short exact sequence to the previous sequence, we get a short exact sequence
and thus, a long exact sequence
is an epimorphism. Let us denote by
be a morphism of complex bordered spaces. The integration of distributions along the fibers of f R induces a morphism of double complexes
and thus, a morphism
Moreover, by the same proof as the one of Lemma 4.1, one can show that Db
. Hence the conclusion.
be a morphism of complex bordered spaces.
(i) ( [14] , Proposition 4.15 (i)) There is an isomorphism
, which is equivalent to the adjoint of (4.3) when p = 0. Proof. The isomorphism (4.4) is built as an enhancement on bordered spaces of (3.3). The conclusion follows from Proposition 3.2.
be a morphism of complex bordered spaces such that f extends to a holomorphic submersionf : X → Y . The pullback of distributions by f R induces a morphism of double complexes
The first morphism is again well-defined thanks to the specific form of f R . The second one is obtained by the exactness of f
, which is an enhancement of (3.6). ( [13] , Lemma 7.4.10.) (ii) The morphism (4.8) induces, thanks to 1 X∞→Y∞ , a morphism
which is equivalent to (4.6) when p = 0, if f extends to a holomorphic submersion f : X → Y .
Let us now introduce a third operation.
Proposition 4.6. Let X ∞ = (X, X) be a complex bordered space and ϕ : X → C a tempered function at infinity, i.e. ϕ ∈ Γ(X, C
∞,t X
). Then, there is a morphism of double complexes
defined by ω → e ϕ ω. This morphism induces a morphism
X∞×R∞ . Then, for any (p, q) ∈ Z 2 , we define the map
(This little abuse of notation corresponds to the pullback of ω by µ ℜϕ .) Since ϕ is tempered, this map is well-defined. Moreover, since ω is a solution of ∂ t ω = ω, one can write ω(x, t) = e t ρ(x) for a unique distributional form ρ. Hence
To obtain (4.9), it is now enough to compose this map with
X∞ ), which is of course well-defined since |e iℑϕ | = 1. Then, (4.10) is obtained thanks to the exactness of µ −ℜϕ * .
gives an adjoint morphism
that induces, thanks to the canonical section e ϕ of E ϕ X| X
, a morphism
X∞ , which is equivalent to (4.10) when p = 0.
Proof. The explicit construction of (4.12) is made in [14] , Theorem 4.5 (f)-(1), by using Lemma 9.6.3 and Proposition 9.6.5 of [4] . The reader shall immediately see that these results prove (ii).
A remark on the enhanced Laplace transform
Let us recall some facts about the enhanced Fourier-Sato functors, introduced in [14] . Let us fix V a n-dimensional complex vector space and V * its complex dual. We consider the bordered spaces V ∞ = (V, V) and V * ∞ = (V * , V * ) where V (resp. V * ) is the projective compactification of V (resp V * ). Let us also note −, − : V × V * → C the duality bracket.
Definition 5.1. The Laplace kernels are defined by
Let us consider the correspondence
where p and q are the canonical projections.
Definition 5.2. The enhanced Fourier-Sato functors
Remark 5.3. In [14] , the authors mainly work with E F V . However, it will be more convenient for us to use . In particular, one has an isomorphism
. We can now restate Theorem 6.3 of [14] with an additional explicit information.
Theorem 5.5. There is a morphism of complexes
encoding the usual positive Laplace transform of distributions (with an extra real parameter), i.e. ω → q R e z,w p * R ω.
This morphism induces an isomorphism
Proof. On the one hand, using morphisms (4.2), (4.5) and (4.9), we can define a morphism of complexes
which clearly encodes the usual positive Laplace transform of distributions. This induces a morphism
On the other hand, Theorem 6.3 of [14] states that there is a canonical isomorphism
. Looking at the proof of this theorem, the reader should see that this isomorphism is built by using isomorphisms (4.4),(4.7) and (4.11). Hence, Propositions 4.3, 4.5 and 4.7 allow to conclude.
Link with the Legendre transform
In this section, we recall some definitions and propositions of the sections 5.4, 6.2 and 6.3 of [14] and make use of our previous remark about the usual positive Laplace transform.
Definition 6.1. Let M be a real analytic manifold and U be a subanalytic open subset of
In this case, we say that g is in the (ASA)-class of f .
In [14] , M. Kashiwara and P. Schapira make the conjecture that any continuous subanalytic function is almost C ∞ -subanalytic. 
M ) for each r ∈ Z, which is given on sections by ω → e t ω. In particular, the right hand side is concentrated in degree 0.
One can notice an immediate corollary :
Corollary 6.4. Let M be a real analytic manifold and let f : M → R be a continuous almost C ∞ -subanalytic function. Let S be a subanalytic closed subset of M, then
Thanks to Proposition 6.3, one can introduce the following definition : Definition 6.5. Let U be an open subset of a complex manifold X and f : U → R be a continuous almost C ∞ -subanalytic function. For each p ∈ Z, one defines the complex of subanalytic sheaves e −f Ω t,p X as the Dolbeault complex 0 → e −f Db t,p,0
Let us now focus on an important application.
Definition 6.6. Let V be a complex vector space of dimension n and f : V → R ∪{+∞} a function.
(i) One says that f is a closed proper convex function on V if its epigraph
is closed, convex and non-empty. (ii) One notes Conv(V) the set of closed proper convex functions on V.
(iii) For any f ∈ Conv(V), one sets dom(f ) = f −1 (R) and call it the domain of f . This set is convex and non-empty. The interior of this domain will be noted dom
• (f ).
(iv) For any f ∈ Conv(V), one defines a function f * : V * → R ∪{+∞} by setting
It is called the Legendre transform of f . It is an element of Conv(V * ).
(v) For any f ∈ Conv(V), one denotes by H(f ) the real affine space generated by dom(f ) and one sets E(f ) = H(f * ) ⊥ . One also sets
Lemma 6.7 ([14], Theorem. 5.9). Let f ∈ Conv(V). One has an isomorphism
∞ -subanalytic function and let S be a subanalytic closed subset of V. Let us denote by f S the function which is equal to f on S and to +∞ on V \S. Assume that
• (f * S ) → R is almost subanalytic. Then, by using successively Corollary 6.4, the isomorphisms (5.1) and (5.3), Lemma 6.7 and finally Proposition 6.3, one gets an isomorphism
. This is simply Corollary 6.15 of [14] with an additional closed support. We can make this isomorphism more explicit.
Proposition 6.8. There is a commutative diagram
where the left arrow is defined by the Dolbeault resolution of e −f Ω t V , the right arrow by the inclusion and the bottom arrow by ω → L + ω := q e z,w p * ω. In particular, the isomorphism (6.2) can be explicitly computed by
Proof. By construction and using (5.2), the map
Then, the conclusion follows from the quasi-
Application I : Polya's theorem
Let V be a one-dimensional complex vector space. Let us denote by P (resp. P * ) the projective compactification of V (resp. V * ) and recall that O t P (resp. Ω t P ) is concentrated in degree 0 and is a subanalytic subsheaf of O P (resp. Ω P ). If U ∈ Op sub,c P , one simply has
. We shall also use the sheaf Γ V Ω t P of holomorphic forms tempered at infinity. Let K be a non-empty convex compact subset of V and let h K : w ∈ V * → sup z∈K ℜ z, w be its support function. Let us choose a hermitian norm || · || on V and denote also by || · || the dual norm on V * . The classical Polya's theorem (see e.g. [2] , sections 1.3 and 1.4) states that there is a (topological) isomorphism between
These spaces do not depend on the chosen norm.
Given a global C-linear coordinate z of V and w its dual coordinate, this isomorphism can be explicited by
where C(0, r) + is a positively oriented circle of center 0 and radius r > 0, which encloses K. Of course, the integral does not depend on the chosen circle.
Let us fix a non-empty convex compact subset K of V and let ε > 0. The thickening of K by ε is defined by K ε := K + D(0, ε), where D(0, ε) = {z ∈ V : ||z|| ≤ ε}. Let us consider the null function f = 0 on V. For all ε > 0, we thus get a function f Kε defined by
Clearly, this function is convex of domain K ε . Moreover, its Legendre transform is given by f *
In order to apply Proposition 6.8, we will assume throughout this section that K ε is subanalytic and that h Kε is almost C ∞ -subanalytic for all ε. Thus, for all ε, we get an isomorphism
given by the positive Laplace transform. We shall show that the projective limit on ε → 0 of this isomorphism is equivalent to Polya's theorem.
Proposition 7.1. Let ε > 0. One has a canonical isomorphism
where ω is a distributional extension of ω to V .
Proof. 1) Consider the excision distinguished triangle
This gives the following exact sequence :
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Firstly, it is clear that H 0 Kε (V, Ω t P ) ≃ 0 since a non-trivial holomorphic form can't be supported by a compact subset. Secondly, the surjectivity of ∂ : Db t,1,0 P (V) → Db t,1,1 P (V) (see [6] and [15] ) implies that H 1 (V, Ω t P ) ≃ 0. Hence we get the exact sequence
which proves the first statement.
2) If follows from (7.3) that RΓ(V, I Γ Kε Ω t P ) is canonically isomorphic to the mapping cone M(ρ Kε ) of the restriction morphism
shifted by −1. We know that M(ρ Kε )[−1] is a complex concentrated in degrees 0, 1 and 2 of the form
where the differentials in degrees 0 and 1 are given by the matrices ∂ −ρ Kε and −ρ Kε −∂ .
We have to show that ∂ ω 0 and 0 ω are two 1-cycles of this complex which are in the same cohomology class. This is clear since ∂
Hence the conclusion.
Corollary 7.2. One has a canonical isomorphism
Let ε > 0 and let ψ ε be a C ∞ -cutoff function which is equal to 1 on V \K ε and to 0 on
Proof. Simply notice that there are inclusions
Remark 7.3. Note that in
ω is tempered at ∞}, one can replace the condition "ω is tempered at infinity" by the condition "ω has polynomial growth at infinity". Indeed, thanks to Cauchy's inequalities, the polynomial growth of ω implies the polynomial growth of all its derivatives. Definition 7.4. We set
This set does not depend on the chosen norm.
Theorem 7.5. There is a canonical isomorphism of C-vector spaces
where C(0, r) + is a positively oriented circle, which encloses K.
Proof. We apply lim ← − ε→0 to (7.1) as well as (7.4) to get the isomorphisms
Let us explicit the composition of these two maps within coordinates. Let u(z)dz be in Γ V Ω t P (V \K) and let us fix r > 0 such that K ⊂ D(0, r). Let us consider ε > 0 small enough such that K K ε D(0, r). Let us also choose a cutoff function ψ ε as in Corollary 7.2. Then, applying this corollary, we see that the image of
where (1) comes from the fact that e zw ψ ε u(z)dz is holomorphic on V \K ε ⊃ V \D(0, r), (2) from Green's theorem and (3) from the fact that ψ ε = 1 on C(0, r) ⊂ V \K ε .
To conclude, we remark that this formula remains unchanged for smaller ε > 0. Hence, it is the image of [u(z)dz] in Exp t (K).
Remark 7.6. Theorem 7.5 is actually nothing more but Polya's theorem. Firstly, the canonical map
, is clearly injective. Secondly, the inclusion Exp(S) ⊂ Exp t (S) is an equality. Indeed, if e −h Kε v is tempered at infinity, then e −h K 2ε v is bounded.
Application II : Méril's theorem
We keep the same conventions that in the previous section. Méril's theorem (see [16] ) is a kind of non-compact analogue of Polya's theorem. Let S be a non-empty closed convex non-compact subset of V which contains no lines. Let us set S ∞ = {z ∈ V : z + S ⊂ S} the asymptotic cone of S and
the polar cone of S ∞ . It is clear that S * ∞ is a closed convex proper cone of V * with no empty interior, since S does not contain any line. (We refer to [1] for more details on convex geometry and asymptotic cones.) Let ξ 0 ∈ V * be a fixed point on the bisector of S * ∞ . For all ε ′ > 0, let us set
Set also
These spaces do not depend on the chosen norm. Méril's theorem states that there is a (topological) isomorphism
where ∂S + ε is the positively oriented boundary of any thickening S ε . (Recall that the boundary of a plane convex set is always a rectifiable curve.) This integral does not depend on ε, ε ′ .
These functional spaces are deeply linked to analytic functionals with non-compact carrier and, according to [19] , are of interest in quantum field mechanics.
given by the positive Laplace transform for all ε, ε ′ > 0. (Here e − z,ε ′ ξ 0 Ω t P is defined in the obvious way and is of course equal to e −ℜ z,ε ′ ξ 0 Ω t P .) We shall show that the projective limit on ε, ε ′ → 0 of this isomorphism is equivalent to Méril's theorem.
One can easily adapt Proposition 7.1 and Corollary 7.2 to obtain Proposition 8.1. For all ε, ε ′ > 0 there is a canonical isomorphism
′ > 0 and let ψ ε be a C ∞ -cutoff function which is equal to 1 on V \S ε and to 0 on
By analogy with Méril's spaces, we are led to introduce the following definitions :
as well as Exp
There is a canonical isomorphism of C-vector spaces
. These spaces do not depend on the chosen norm.
Given a global C-linear coordinate z of V and w its dual coordinate, this isomorphism can be explicited by It is clear that ∂((S ε \S ε/2 ) ∩ D(0, R)) + is a Jordan rectifiable curve which can be decomposed in four oriented rectifiable curves, namely (∂S ε ∩ D(0, R)) + , (∂S ε/2 ∩ D(0, R)) − and two oriented arcs of circle I R and J R (see figure 1 below) . By construction of ψ ε , we have On the one hand, thanks to the tempered condition on e z(ε ′ ξ 0 ) u(z)dz, one can see that, for R big enough, there are c ∈ (0, +∞) and N ∈ N such that sup z∈I R |e z(ε ′ ξ 0 ) u(z)| ≤ cR N . On the other hand, for each R > 0, there is z R ∈ I R such that sup z∈I R |e z(w−ε ′ ξ 0 ) | = e ℜ(z R (w−ε ′ ξ 0 )) . Moreover, one can write e ℜ(z R (w−ε ′ ξ 0 )) = e |z R ||w−ε ′ ξ 0 | cos(θ R ) = e R|w−ε ′ ξ 0 | cos(θ R ) , where θ R is the non-oriented angle betweenz R and w−ε ′ ξ 0 . Since w−ε ′ ξ 0 ∈ (S * ∞ ) • = (S * ε,∞ )
• and z R ∈ S ε , one can find δ > 0 such that cos(θ R ) < −δ < 0 for all R big enough. Hence, for R big enough, 
is injective for all ε ′ , thanks to the Phragmen-Lindelöf theorem of [5] , p. 393. Hence, it remains injective when applying lim ← − ε ′ →0
. Secondly, the inclusion
is an equality for the same reasons as in Remark 7.6.
