External
The decision tree, predicted outcome and suggestions are based on 77 training MSGPP samples. The percentages of samples with diffraction to at least 10 Å or 2.8 Å is from the combination of the 77 training samples and the 30 test samples.
Clustering
K-means Clustering: find a clustering by properties which also clusters outcomes. Gives predictions only.
Model evaluation
Train models on one set of samples, then test on a separate set with a similar outcome distribution. Optimize for best correlation between observed and predicted DS (DSO, DSP), lowest error = sum of squares of DSO-DSP and highest area under ROC curve, true positive vs false positive rate. Shown here: HyXG-1, decision tree trained on 77 samples, tested on 30 (Zucker et al. 2010 J. Struct. Bio., in press).
COLLABORATE
We are eager to extend our initial training set through collaborations to include data from other large-scale crystallization projects. By adapting the input stages to handle new classes of experimental characterization (e.g. NMR, mass spec, static light scattering), or to score the outcome of standard protocols used elsewhere, we hope to generate customized predictors for individual labs or projects. 
ABSTRACT
The great power of protein crystallography to reveal biological structure is often limited by the tremendous effort required to produce suitable crystals. A hybrid crystal growth predictive model that combines both experimental and sequence-derived data from target proteins is shown to be more powerful than sequence-based prediction aloneand is likely to be useful for prioritizing and directing the efforts of structural genomics and individual structural biology laboratories.
In addition to predicting outcome, the HyXG-1 decision tree model also suggests which next steps should to be taken when a protein sample fails to crystallize in initial trials: further trials for samples predicted as likely to crystallize; changes to expression, purification or sequence for other samples.
Additional methods of protein characterization and data from additional samples will further improve the model. We are developing a server to predict crystallization based on the current model and to accept additional data to increase the applicability and predictive power of such hybrid models. crystallization; Tracy L. Arakaki and Eric T. Larson for structure determination; and Erkang Fan for project management. We also thank Tina Veatch, Angela Lauricella, Joe Luft and George DeTitta at the Hauptman-Woodward MRI, Buffalo NY for high-throughput crystallization screening; and Thomas E. Kammeyer for assistance in interpreting raw DSF data files. NIH grant GM088518 provides additional funding for development of this predictor and for the PROSPERO crystallization prediction server, soon to be available at skuld.bmsc.washington.edu/prospero The partition tree predicts that low MW proteins with low initial intensity in differential scanning fluorimetry (thermofluor) experiments are likely to produce well-diffracting crystals. Larger proteins with extremely high soluble expression screening yields are also good candidates to produce diffracting crystals. Other samples have lower probability of success, with slightly better outcomes predicted for large proteins with Gaussian SEC curves, or with no long stretches of predicted disorder and with Rh from DLS consistent with oligomerization.
This tree predicted test set outcome with a correlation of 0.56 (p<0.0014). With success defined as better than 10 Å diffraction, 87% were correctly predicted, Matthews correlation coefficient 0.67. For comparison, correlation for the best model with sequence alone was 0.18 (p>0.16); the highest Matthews correlation coefficient on our test set using previously reported sequence-only predictors was 0.48, with an accuracy of 60%. 
