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Zusammenfassung
Eines der wichtigsten Verfahren zur Anonymisierung von Betriebs- und
Unternehmensdaten ist die stochastische Überlagerung. Ihr Einsatz zur Si-
cherstellung der faktischen Anonymität der Einheiten eines Datensatzes führt
jedoch zu inkonsistenten Schätzungen von linearen Panelmodellen und macht
die Verwendung von Korrekturverfahren erforderlich. Dieser Beitrag befasst
sich mit der Instrumentvariablen-Schätzung (IV-Schätzung) eines linearen Pa-
nelmodells mit Individualeﬀekten und überprüft die Eignung der IV-Methode
zur Korrektur der Verzerrung. Als Instrumente werden (a) eine verzögerte
Variable, (b) die Diﬀerenz von verzögerten Variablen und (c) eine zusätzlich
anonymisierte Variable getestet. Wir kommen zum Ergebnis, dass lediglich das
letzte Instrument in konsistenten IV-Schätzern resultiert.
Schlagwörter: Instrumentvariablen-Schätzung, additive und multiplikative stochasti-
sche Überlagerungen, Anonymisierung von Paneldaten
JEL: C01, C13, C23
Der Beitrag entstand im Rahmen des vor kurzem abgeschlossenen Projekts "Wirtschaftsstati-
stische Paneldaten und faktische Anonymisierung", das vom Bundesministerium für Bildung und
Forschung gefördert wurde.
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21 Einführung
Seit einigen Jahren stellen statistische Ämter Betriebs- und Unternehmensdaten für
die wissenschaftliche Nutzung – die so genannten Scientiﬁc-Use-Files (SUFs) – zur
Verfügung. Ein großer Vorteil solcher Datensätze besteht darin, dass sie von Wissen-
schaftlern am eigenen Arbeitsplatz genutzt werden können. Da SUFs aber faktisch
anonymisierte Datensätze sind, können Schätzungen auf ihrer Basis zur verzerrten
Ergebnissen führen, sofern so genannte datenverändernde Anonymisierungsmaßnah-
men zum Einsatz kommen.
Eines der Verfahren, das für die Anonymisierung wirtschaftsstatistischer Daten vor-
geschlagen wird, ist die stochastische Überlagerung (Ronning et al. 2005). Man un-
terscheidet zwischen zwei Varianten: additive und multiplikative Überlagerungen,
wobei letztere als bessere Methode zur Anonymisierung der Betriebs- und Unterneh-
mensdaten angesehen wird, weil Großunternehmen besser geschützt werden können
(vgl. Rosemann (2006)).
Das Problem, das von (Mess-)fehlern für die Schätzung pänelökonometrischer Mo-
delle ausgeht, wurde bereits seit langer Zeit erkannt. Griliches und Hausman (1986)
weisen darauf hin, dass die Ergebnisse auf Basis der "Within"-Transformationen häu-
ﬁg nicht zufrieden stellend sind und zu kleine oder inkonsistente Schätzer liefern.1
Des Weiteren merken die Autoren an, dass das Fehler-in-den-Variablen-Problem
in Paneldatenmodellen sogar größer wird. Auf das gleiche Problem wird auch im
Beitrag von Biørn (2000) hingewiesen. Die "Within"-Transformation kann das Ver-
hältnis der Messfehlervarianz und zu der Varianz der Originalvariable ("noise-signal
ratio") vergrößern. Individualeﬀekte werden zwar eliminiert und das Problem ihrer
Korrelation mit anderen Regressoren gelöst, das Fehler-in-den-Variablen-Problem
wird jedoch verschärft (Biørn und Krishnakumar 2008).
In der ökonometrischen Literatur werden mehrere Möglichkeiten zur Korrektur der
Verzerrung vorgeschlagen. Eine Idee basiert auf dem Gedanken, aus mehreren in-
konsistenten Schätzern einen konsistenten Schätzer herzuleiten. Griliches und Haus-
man (1986) konstruieren einen konsistenten Schätzer aus der Kombination der FE-
Schätzung und der Schätzung in ersten Diﬀerenzen ("ﬁrst diﬀerences estimator").
Dieser Ansatz wird in Wansbeek und Konig (1991) verallgemeinert.
1Vgl. auch Biewen und Ronning (2008) sowie Ronning (2009), die zeigen, dass der "Within"-
oder "Fixed-Eﬀects"-Schätzer (FE-Schätzer) auf Basis der sowohl additiv als auch multiplikativ
überlagerten Daten inkonsistent ist.
3Häuﬁg wird aber der Einsatz der Instrumentvariablen- bzw. der Verallgemeiner-
ten Momentenmethode (VVM) vorgeschlagen (vgl. Griliches und Hausman (1986),
Wansbeek und Konig (1991), Biørn (1992, 1996), Biørn und Klette (1998), Wans-
beek (2001), Biørn und Krishnakumar (2008)). In der Regel wird eine Mischung
von Niveau- und Diﬀerenzvariablen verwendet. Dabei sind zwei Varianten denkbar.
(1) Das Panelmodell wird zuerst transformiert und anschließend mit der IV- bzw.
VMM-Methode geschätzt. Als Instrumente werden dabei die Niveauwerte der feh-
lerbehafteten Variable aus anderen Perioden verwendet. (2) Das Panelmodell wird
nicht transformiert und mit der IV- bzw. VMM-Methode geschätzt. Als Instrument-
variablen werden jedoch Regressoren aus anderen Perioden in diﬀerenzierter Form
eingesetzt. Die Diﬀerenzbildung sorgt in beiden Varianten dafür, dass die individuen-
speziﬁsche Eﬀekte eliminiert werden. Biørn und Krishnakumar (2008) untersuchen
die beiden Varianten und leiten einen konsistenten Schätzer her, wobei sie als Instru-
mente verzögerte Variablen und zur Eliminierung der Individualeﬀekte die Diﬀerenz
zwischen einer Variable zu unterschiedlichen Zeitpunkten verwenden. Nach unserem
Kenntnisstand betrachten alle Beiträge nur den additiven Fehler.
In diesem Beitrag wird der Fall der Anonymisierung mittels additiver und multipli-
kativer stochastischer Überlagerung untersucht, wobei ein lineares Panelmodell mit
Individualeﬀekten mit der IV-FE-Methode geschätzt wird. Als Instrumente werden
getestet: (1) eine verzögerte anonymisierte Variable, (2) die Diﬀerenz von verzöger-
ten anonymisierten Variablen und (3) eine zusätzlich anonymisierte Variable, die
aus einem zweiten anonymisierten Datensatz stammt. Es wird überprüft, ob die
IV-Schätzung mit diesen Instrumentvariablen zu guten Korrekturen der Verzerrung
führt.
Der Beitrag ist wie folgt gegliedert. Im zweiten Abschnitt wird das zu schätzen-
de lineare Panelmodell präsentiert. Die Varianten der stochastischen Überlagerung
und ihre Auswirkungen auf die Schätzung mit ﬁxen Eﬀekten (FE-Schätzung) ei-
nes linearen Panelmodells werden kurz erläutert. Abschnitt 3 beschäftigt sich mit
der Auswahl geeigneter Instrumentvariablen. Die Abschnitte 4 bis 8 wenden sich
der theoretischen Analyse des zu untersuchenden Problems zu. Nach einer allge-
meinen Darstellung der Wahrscheinlichkeitsgrenzwerte des IV-Schätzers (Abschnitt
4) wird die IV-Schätzung eines einfachen linearen Panelmodells bei additiver (Ab-
schnitt 5) und multiplikativer (Abschnitt 6) Überlagerungen detailliert untersucht.
In Abschnitt 7 werden die Ergebnisse für ein Modell mit mehreren Regressoren
4verallgemeinert. Abschnitt 8 stellt die asymptothische Varianz des (konsistenten)
IV-Schätzers dar. Anschließend werden die hergeleiteten theoretischen Ergebnisse
anhand einer Monte-Carlo-Studie (Abschnitt 9) und unter Verwendung der Daten
des Monatsberichts (Wellen 1995-2004) getestet (Abschnitt 10). Probleme, die trotz
einer konsistenten Schätzung in Praxis auftreten können, werden in Abschnitt 11 be-
lichtet. Eine Zusammenfassung der im Beitrag vorgestellten Ergebnisse (Abschnitt
12) schließt diese Arbeit ab.
2 Das Modell
Betrachten wir ein einfaches lineares Panelmodell mit Individualeﬀekten:
yit = i + xit + it; i = 1; ;N; t = 1; ;T : (2-1)
yit ist die abhängige Variable. Mit i wird der Individualeﬀekt bezeichnet, der in
dem vorliegenden Modell als ein stochastischer Eﬀekt aufgefasst wird und damit mit
dem Regressor xit korreliert sein kann.  ist der Regressorkoeﬃzient und it ist der
klassische Störterm (vgl. z.B. Greene (2008)).
Der Regressor ist autokorreliert und folgt einem autokorrelierten Prozess erster Ord-
nung (AR(1)):
xit = 0 + xi;t 1 + it ; (2-2)
wobei it standardnormalverteilt ist und jj < 1 gilt.
Im Folgenden werden Modellvariablen mittels additiver und multiplikativer stocha-
stischer Überlagerung anonymisiert. Zwei Varianten der Überlagerung werden dabei
jeweils untersucht: die einfache Überlagerung und die Überlagerung nach dem von
Höhne (2008) vorgeschlagenen Verfahren, das auch als Überlagerung mit Faktor-
struktur bezeichnet wird.
Additive Überlagerung
Bei der einfachen additiven Überlagerung werden die Variablen anonymisiert, indem
zur Originalvariable eine stochastisch erzeugte Fehlervariable hinzu addiert wird:
x
a
it = xit + uit; y
a
it = yit + vit; (2-3)
wobei der additive Fehler Erwartungswert Null und Varianz 2
u bzw. 2
v hat. Der Er-
5wartungswert von Null ist eine erwünschte Eigenschaft, damit die Erwartungswerte
der anonymisierten Variablen identisch mit denen der Originalvariablen bleiben.
















+1 mit Wahrscheinlichkeit 0;5
 1 mit Wahrscheinlichkeit 0;5:
(2-5)
 bleibt für jede Beobachtungseinheit über die Zeit und für alle Merkmale konstant
und es gilt itx;ity  N(0; 2
). Die Fehlervariablen uH
it und vH
it haben wie bei der
einfachen Überlagerung den Erwartungswert Null.
Multiplikative Überlagerung
Bei der einfachen multiplikativen Überlagerung wird eine stochastisch erzeugte Feh-
lervariable mit dem Wert der Originalvariable multipliziert:2
x
a




it = yit  v
m
it : (2-6)
Zur Sicherstellung der Erwartungstreue haben die Fehlervariablen uit und vit den
Erwartungswert Eins. Ihre Varianz ist 2
u bzw. 2
v. Des Weiteren wird unterstellt,
dass Fehler mit Originalvariablen für alle i;t unkorreliert sind.
Die anonymisierten Variablen, die mittels der multiplikativen Überlagerung mit Fak-
torstruktur erzeugt wurden, sind:
x
a
it = xit  u
H
it = xit (1 + Di + "itx);
y
a
it = yit  v
H
it = yit (1 + Di + "ity) (2-7)
Di wurde in (2-5) bereits deﬁniert.
Zuerst werden somit alle Werte der i-ten Einheit in eine Richtung mit Hilfe des
Grundüberlagerungsfaktors (1+) oder (1 ) verschoben. Anschließend wird noch
2Der Index m über der multiplikativen Fehlervariable wird in weiteren Ausführungen aus Grün-
den der Einfachheit unterdrückt.
6eine zufällig erzeugte Variable addiert, um eine zusätzliche Veränderung einzelner
Werte zu erreichen.3 Da bei der Überlagerung der Daten der i-ten Querschnittsein-
heit die gleiche Variable Di verwendet wird, sind die Fehlervariablen miteinander
korreliert. Bei dieser Variante der Überlagerung haben die Fehlervariablen uH
it und
vH
it den Erwartungswert Eins, die Varianz (2 + 2
"x) bzw. (2 + 2
"y) und sind mit






und mit allen anderen Variablen unkorreliert.
Das Verfahren von Höhne (2008) entspricht der Überlagerung mit einer Mischungs-
verteilung und ist insofern vorteilhaft, dass bei gleicher Varianz des Fehlers anony-
misierte Variablen weiter von den Originalwerten entfernt sind und der Datenschutz
damit höher als bei einfacher Überlagerung ist (vgl. Ronning (2009)).
Schätzung mit anonymisierten Daten
Im Fall der Anonymisierung haben Wissenschaftler/innen i.d.R. keine Informatio-
nen über Originalvariablen, können aber die anonymisierten Variablen beobachten.
In termini der beobachtbaren Variablen erhält man für die einfache additive Über-
lagerung
yit = i + (x
a
it   uit) + it
= i + x
a
it + it (2-8)
mit it = it   uit
und für die additive Überlagerung mit Faktorstruktur
yit = i + (x
a
it   Di   "it) + it






it = it   (Di + "it) .
Die Schätzung mit der KQ-Methode führt aus zwei Gründen zu inkonsistenten Para-
meterschätzern (vgl. auch Hsiao (2005)). Zum einen wird eine mögliche Korrelation
zwischen dem Regressor und dem Individualeﬀekt die Ergebnisse verzerren. Dieses
Problem wird mittels des Abziehens der zeitlichen Mittelwerte von den Beobachtun-
gen ("Within"-Transformation) behoben, da dann Individualeﬀekte aus der Schätz-
3Dieses Verfahren wird ausführlich in Höhne (2008) und Ronning (2009) beschrieben.
7gleichung ausdiﬀerenziert werden können. Zum anderen ist der Störterm it bzw.
H
it mit dem anonymisierten Regressor korreliert. Die Konsequenz der Korrelation
sind verzerrte und nicht konsistente KQ-Schätzer der Modellparameter. Es lässt sich
schnell nachvollziehen, dass auch die Ausführung der "Within"-Transformation die
Korrelation zwischen dem Regressor und der Störgröße nicht beseitigt. Dann führt
auch die FE-Schätzung zu inkonsistenten Parameterschätzern (vgl. auch Sevestre
und Trognon (1996), Arellano (2003)).
Biewen und Ronning (2008), Ronning (2009) zeigen, dass auch im Fall der multipli-
kativen Überlagerung die FE-Schätzung zu inkonsistenten Ergebnissen führt.
In Literatur wird zur Lösung des Fehler-in-den-Variablen-Problems häuﬁg die In-
strumentvariablen-Schätzung als ein Korrekturverfahren vorgeschlagen.
3 Mögliche Instrumente
In der Praxis stellt sich oft die Frage, welche Instrumente bei der IV-Schätzung ver-
wendet werden sollen. Ein gutes Instrument muss folgende Annahmen erfüllen (vgl.
z.B. Carroll et al. (2006), S. 129):
A(1): Die Korrelation zwischen dem Instrument z und der fehlerfreien Variable x
soll möglichst hoch sein.4 Die Erfüllung dieser Bedingung zeigt, dass das In-
strument tatsächlich relevant ist.
A(2): Das Instrument und der Störterm der abhängigen Variablen dürfen nicht kor-
reliert sein: C(z;) = 0. Dies ermöglicht es, den vom Fehlerterm unabhängigen
Einﬂuss auf die abhängige Variable zu isolieren.
A(3): Die Fehlervariable soll mit dem Instrument unkorreliert sein: C(z;u) = 0.
Paneldaten bieten wegen ihrer Mehrdimensionalität eine größere Auswahl an Instru-
mentvariablen als reine Querschnitts- bzw. Zeitreihendaten. Wenn Überlagerungs-
fehler miteinander unkorreliert sind und die Originalvariable x eine Autokorrelation
aufweist, könnte jede Beobachtung von xa zu einem anderen Zeitpunkt als ein In-
strument verwendet werden (Sevestre und Trognon 1996). Das würde bedeuten, dass
4bzw. im Fall eines einfachen linearen Modells muss C(z;x) 6= 0 gelten.
8für jede Periode (T   1) Instrumente verfügbar sind. In diesem Fall ist jedoch Vor-
sicht geboten. Im Kontext der Paneldaten sollte zuerst überprüft werden, ob die
verzögerte Variable tatsächlich ein gültiges Instrument ist. Die Korrelation der In-
dividualeﬀekte mit den Regressoren und die zur Eliminierung des Individualeﬀekts
notwendigen Transformation können zur Verletzung der Validität so eines Instru-
ments führen (Griliches und Hausman 1986).
Als ein weiteres "internes" Instrument bietet sich die Variable an, die als Diﬀerenz
zwischen zwei Zeitpunkten gebildet wurde (zi(t) = xa
it xa
i ; t 6= ). Auch in diesem
Fall sollte zuerst untersucht werden, ob im zu untersuchenden Modell die Annahmen
eines gültigen Instruments nicht verletzt werden.
Im Rahmen der Anonymisierung wäre noch eine weitere Alternative denkbar. Die
Daten bereitstellende Institution erzeugt mindestens zwei oder sogar mehrere anony-
misierte Versionen eines Datensatzes, die den Datennutzern zur Verfügung gestellt
werden. Da die überlagerte Variable aus der Originalvariable (und einem stochastisch
erzeugten Fehler) besteht, ist eine Korrelation zwischen den gleichen Variablen aller
anonymisierten Datenversionen gegeben. Die Höhe der Korrelation lässt sich dabei
über die Wahl der Überlagerungsparameter kontrollieren. Auf diese Weise kann die
gleiche Variable eines anderen Datensatzes als Instrument verwendet werden. Die
Bereitstellung zusätzlicher anonymisierter Datensätze würde jedoch ein höheres Re-
Identiﬁkationsrisiko bedeuten. Aus Gründen des Datenschutzes ist es deswegen zu
empfehlen, die weiteren Datensätze stärker zu anonymisieren, jedoch so, dass die
Datensicherheit gewährleistet ist und die für die IV-Schätzung notwendige Korrela-
tion gegeben ist.
Die IV-Schätzung könnte problematisch werden, wenn die gewählten Instrumente
"schwach" sind. Das bedeutet, dass die Instrumentvariable mit dem unbeobachtba-
ren fehlerfreien Regressor nur gering korreliert ist. Dieses Problem wird beispielsweise
von Bound et al. (1995), Staiger und Stock (1997) ausführlich untersucht. Schwache
Instrumentalisierung kann starke Inkonsistenz der IV-Schätzer verursachen, die sogar
größer ausfällt als im Fall der KQ-Schätzung. "The use of instruments that jointly
explain little of the variation in the endogenous variable can do more harm than
good" (Bound et al. 1995, S. 449). Bound et al. (1995) zeigen zwei Probleme auf, die
durch eine schwache Instrumentalisierung verursacht werden. In kleinen Stichproben
entwickelt sich die Verzerrung der IV-Methode in die gleiche Richtung wie die der
KQ-Schätzung. Die Verzerrungen der beiden Methoden sind dann gleich, wenn R2
9zwischen dem Regressor und dem Instrument nahe Null ist. Darüber hinaus führt die
geringe Korrelation zwischen x und z dazu, dass die Klein-Stichproben-Verzerrung
in großen Stichproben nicht mehr eliminiert wird (vgl. Staiger und Stock (1997)).
Im Unterschied zu klassischen Messfehlern werden im Fall der Anonymisierung die
Originaldaten bewusst und überlegt verfremdet. Die Fehlervarianzen können so ge-
wählt werden, dass eine hohe Korrellation zwischen dem Instrument und Regressor
gegeben ist.
In der folgenden Analyse wird untersucht, wie gut die IV-Schätzung zur Redukti-
on der durch die stochastische Überlagerung herbeigeführten Verzerrung beiträgt.
Dabei wird davon ausgegangen, dass nur eine Instrumentvariable für den anonymi-
sierten Regressor zur Verfügung steht. Drei oben beschriebenen Instrumente werden
betrachtet.
4 Wahrscheinlichkeitsgrenzwert des IV-Schätzers
Im Folgenden wird der Wahrscheinlichkeitsgrenzwert des IV-Schätzers für alle Va-
rianten der stochastischen Überlagerung hergeleitet. Dabei wird angenommen, dass

















= (yit   yi) + (vit   vi)
= (xit   xi) + (vit   vi) + (it   i) (4-10)
resultiert der Wahrscheinlichkeitsgrenzwert des IV-Schätzers bei der einfachen ad-
10ditiven Überlagerung:




































































































(zt   z)(vt   v): (4-12)
Der IV-Schätzer ist damit dann konsistent, wenn der Erwartungswert von Szx demje-
nigen von Szxa entspricht und gleichzeitig E[Szv] gleich Null ist. Des Weiteren darf
der Erwartungswert E[Szxa] nicht gleich Null sein (vgl. Annahmen eines gültigen
Instruments, S. 8).














(yit + Di + "ity)
= (yit   yi) + ("ity   "iy)
= (xit   xi) + ("ity   "iy) + (it   i) (4-13)
den folgenden Grenzwert:













































wobei "ity die zusätzliche Veränderung des Fehlers der abhängigen Variable ist. Da
11die Diﬀerenzbildung zur Eliminierung des -Faktors geführt hat, ist hier anstelle
des Erwartungswertes der empirischen (Gesamt)Kovarianz zwischen dem Instrument
und der Fehlervariable lediglich E[Sz"y] von Bedeutung.
Multiplikative Überlagerung





i = yitvit   yvi





(i + xit + it)vit












Dabei fällt auf, dass durch die "Within"-Transformation die Individualeﬀekte nicht
entfernt werden.
Folglich ist der Wahrscheinlichkeitsgrenzwert des IV-Schätzers







































(zit   zi)i(vit   vi):
Dabei wurde die Unkorreliertheit zwischen u und v sowie zwischen dem Modellstör-
term  und z und v unterstellt.










yit(1 + Di + "ity)
= (1 + Di)(yit   yi) + (yit"ity   y"yi) (4-17)





























In (4-21) wurde ausgenutzt, dass "ity mit yit und allen anderen Variablen unkorre-
liert ist.
Die individuenspeziﬁschen Eﬀekte kommen in der plim-Formel nicht vor, da sie auf-
grund der additiven Komponenten der Fehlervariablen durch die "Within"-Transformation
herausdiﬀerenziert werden.
5 Additive Überlagerung
In diesem Abschnitt wird der Eﬀekt der additiven stochastischen Überlagerung auf
die Wahrscheinlichkeitsgrenzwerte des IV-Schätzers untersucht. Zuerst wird die ein-
fache Überlagerung und anschließend die Überlagerung mit Faktorstruktur analy-
siert. Als Instrumente werden die drei bereits oben vorgestellten Alternativen unter-
sucht.
5.1 Einfache Überlagerung
Verzögerte Variable als Instrument




it 1 = xit 1 + uit 1 ; (5-22)
wobei der Originalregressor und die Fehlervariable für alle i und t unkorreliert sind
und der Erwartungswert des Fehlers gleich Null ist.
13Überprüfung der Annahmen eines gültigen Instruments
Zuerst wird überprüft, ob die drei Annahmen eines guten Instruments aus Abschnitt
3 erfüllt sind (vgl. A(1)-A(3), Abschnitt 3).
Für die Kovarianz zwischen dem Regressor und dem Instrument gilt
C(xit;zis) = E[xit(xis 1 + uis 1)]   E[xit]E[xis 1 + uis 1]
=
(
V (xit); wenn t = s   1;
C(xit;xis 1); wenn t 6= s   1:
(5-23)
Die Annahme (A1) ist demnach erfüllt. Wenn t 6= s   1 ist, führt eine hohe Auto-
korrelation des Regressors zu einer höheren Korrelation zwischen x und z.
Die Kovarianz zwischen der Fehlervariable und dem Instrument ist
C(zit;uis) = E[uit(xis 1 + uis 1)]   E[uit]E[xis 1 + uis 1]
=
(
V (uit); wenn t = s   1;
C(uit;uis 1); wenn t 6= s   1:
(5-24)
Für t = s   1 wird somit die Annahme A(3) verletzt. In diesem Fall entspricht die
Kovarianz zwischen z und u der Varianz der Fehlervariable, die bei der Anonymisie-
rung nicht gleich Null ist. Für t 6= s   1 ist das Instrument mit der Fehlervariable
dann unkorreliert, sofern der Fehler keine Autokorrelation aufweist. Es bleibt damit
noch zu prüfen, ob bei der Herleitung der Wahrscheinlichkeitsgrenzwerte die Situa-
tion t = s   1 eintritt.
Die Annahme der Unkorreliertheit des Instruments mit dem Modellstörterm ist er-
füllt, wenn xit 1 und uit 1 mit it unkorreliert sind. Dies wird gemäß der Annahmen
eines linearen Modells i.d.R. gegeben sein (vgl. auch Ronning (2009)).
Inkonsistenz des IV-Schätzers
In Abschnitt 4 wurde bereits gezeigt, dass für die Untersuchung der Konsistenz des
IV-Schätzers die Erwartungswerte der empirischen Kovarianzen Szx und Szxa von
Bedeutung sind (vgl. Gl. (4-11)). Im Folgenden werden diese Erwartungswerte für
die verzögerte Variable als Instrument bestimmt. Bei der Herleitung der Formeln
14werden einzelne Ergebnisse von Hamilton (1994, S. 186f.) und Ronning (2009) aus-
genutzt.





























t 1   )   (xa
1   )
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(x1   )(x2   )

: (5-26)







(xt 1   )(xt   )

= C(xt;xt 1) = 
1 : (5-27)
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0 + 2(T   2)
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(xt   )(xt j   )

ist.
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(x2   ) + (x3   ) +  + (xT   )

+ (x2   )

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0 + 2(T   2)
1 + 2(T   3)





(5-28), (5-29) und (5-30) sind damit identisch.
Für den Erwartungswert der empirischen Kovarianz zwischen dem Instrument und







0 + 2(T   2)
1 + 2(T   3)














0 + 2(T   2)
1 + 2(T   3)






Weiter wird für die Bestimmung des Wahrscheinlichkeitsgrenzwertes des IV-Schätzers
der Erwartungswert der Kovarianz zwischen der Instrumentvariable und dem anony-
misierten Regressor benötigt (vgl. (4-11)). Dabei gelangt man wegen der Unabhän-












(xt 1   x1) + (ut 1   u1)



























(vgl. (5-26)). Der zweite Ausdruck
lässt sich analog zu den Gleichungen (5-26) bis (5-31) herleiten. Dabei werden an-
stelle von xt;xt 1;;
j entsprechend ut;ut 1;u;






sind. Wenn die Fehlervariable nicht autokorreliert ist,





























Anschließend sieht der Wahrscheinlichkeitsgrenzwert des IV-Schätzers wie folgt aus:















6=  : (5-36)
17Für T  3 ist die Instrumentvariablen-Schätzung nicht mehr konsistent, wenn
die verzögerte anonymisierte Variable als Instrument verwendet wird (auch wenn
E[Szv] = 0 ist). Für die Konsistenz muss 2
u = 0 erfüllt sein, was aber den Fall ohne
Anonymisierung bedeutet. In Gl. (5-24) wurde bereits gezeigt, dass die Annahme
der Unkorreliertheit des Instruments und des Fehlers verletzt sein kann. Bei der
FE-Schätzung kommt diese Situation vor, da hier wegen der Diﬀerenzbildung von
zeitlichen Mittelwerten t = s   1 eintritt.
Diﬀerenz von verzögerten Variablen als Instrument






it 2 = xit 1   xit 2 + uit 1   uit 2 : (5-37)
Der Erwartungswert der Fehlervariablen bleibt Null, es gilt weiterhin die Annahme
der Unabhängigkeit von xit und uit für alle i und t.
Überprüfung der Annahmen eines gültigen Instruments
Weiter wird überprüft, ob das verwendete Instrument valide ist (vgl. Abschnitt 3).




xit;((xis 1   xis 2) + (uis 1   uis 2))

= C (xit;xis 1)   C (xit;xis 2) ; (5-38)
t;s = 1; ;T :
Da diese Kovarianz für autokorrelierte Regressoren nicht gleich Null sein wird, ist
A(1) erfüllt. Allerdings geht die Kovarianz zwischen xit und xis 2 in die Gleichung
mit einem Minuszeichen ein, weswegen die Autokorrelation zu einer Absenkung der
Korrelation zwischen x und z führen kann.
Unter Ausnutzung der üblichen Annahmen gelangt man zur folgenden Kovarianz
5t > 1
18des Instruments und der Fehlervariable
C(zit;uis) = C

((xit 1   xit 2) + (uit 1   uit 2));uis

= C (uit 1;uis)   C (uit 2;uis) ; (5-39)
t;s = 1; ;T :
Die Annahme A(3) ist damit nur dann erfüllt, wenn die Fehlervariablen nicht auto-
korreliert sind und gleichzeitig s 6= t   1 wie s 6= t   2 erfüllt ist.
Das Instrument ist mit dem Störterm der abhängigen Variable unkorreliert, wenn
xit 1, xit 2, uit 1 und uit 2 mit it unkorreliert sind, was in einem klassischen linea-
ren Modell der Fall ist.
Inkonsistenz des IV-Schätzers














(xt 1 + ut 1)   (x1 + u1)   (xt 2 + ut 2) + (x2 + u2)


















und analog für u.








(xt 1   )   (x1   )   (xt 2   ) + (x2   )
+ (ut 1   u)   (u1   u)   (ut 2   u) + (u2   u)















(xt   )   (x   )

: (5-42)































































(x2   )(x   )

(5-43)
Im Folgenden sind die einzelnen Summanden von Gleichung (5-43) zu bestimmen.







(xt 1   )(xt   )









(xt 2   )(xt   )

= C(xt;xt 2) = 
2 : (5-45)




























(x3   ) + (x4   ) +  + (xT   )

+ (x3   )

(x3   ) + (x4   ) +  + (xT   )

+ +
+ (xT 1   )









2 +  + 
T 2 +  + 
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0 + 2(T   3)
1 + 2(T   4)
2 +  + 2  






















(xs 1   )(xt   )

: (5-47)
Da der dritte Summand der Gleichung (5-46) entspricht, wird er nicht weiter herge-
leitet.








































(x3   ) + (x4   ) +  + (xT   )

+ (x3   )

(x3   ) + (x4   ) +  + (xT   )

+ +
+ (xT 1   )





21Gleichungen (5-46), (5-47) und (5-48) sind damit identisch.

























(x3   ) + (x4   ) +  + (xT   )

+ (x2   )

(x3   ) + (x4   ) +  + (xT   )

+ +
+ (xT 2   )

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0 + 2(T   4)
1 + 2(T   4)
2 + 2(T   5)
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+ 2(T   6)























































(xt0 2   )(xs   )

(5-51)
das gleiche Ergebnis wie für (5-49).
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1   (T   2)
2
1 +  + 
T 2
  2(T   4)
1   2(T   4)
2 + (T   2)
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Im nächsten Schritt wird der Erwartungswert der empirischen Kovarianz der In-













































(xt   x) + (ut   u)

= E[Szx] + E[Suu]; (5-54)







(ut 1   u1)(ut   u)   (ut 2   u2)(ut   u)

: (5-55)
Der IV-Schätzer wird dann konsistent sein, wenn der Ausdruck (5-55) gleich Null































































(u2   )(u   )

(5-56)
Gleichung (5-56) wird hier nicht im Einzelnen weiter umgeformt. Die Summanden
lassen sich auf die gleiche Weise wie für die Gleichung (5-43) bestimmen.







u die Varianz der Fehlervariable ist.
Anschließend erhält man für den Wahrscheinlichkeitsgrenzwert des IV-Schätzers















6=  : (5-58)
Der IV-Schätzer ist damit nicht konsistent (auch wenn E[Szv] = 0 erfüllt ist). Die
Inkonsistenz resultiert daraus, dass die Varianz des Fehlers von Null verschieden ist.
Zusätzliche anonymisierte Variable als Instrument
Im Folgenden wird die Variante der IV-Schätzung mit einem Instrument analysiert,
das aus einem weiteren anonymisierten Datensatz erzeugt wird. Die Instrumentva-
riable ist dabei wie folgt deﬁniert:
zit = xit + it : (5-59)
Die Fehlervariable t wird unabhängig vom Regressor x und von der Fehlervariable
des ursprünglichen anonymisierten Datensatzes (u) generiert, hat den Erwartungs-
wert Null und die Varianz 2
.
24Überprüfung der Annahmen eines gültigen Instruments
Das vorgeschlage Instrument erfüllt die Annahmen eines validen Instruments. Es ist
mit dem fehlerfreien Regressor korreliert, da z den Originalregressor enthält:
C(zit;xis) = C(xit + it;xis) = C(xit;xis); (5-60)
t;s = 1; ;T :
Am Beispiel eines AR(1)-Prozesses und für t 6= s wird deutlich, dass mit steigender










0 steht dabei für die Varianz des nicht anonymisierten Regressors.
Da der zweite anonymisierte Datensatz unabhängig von dem ersten überlagert wird,
ist das Instrument mit der Fehlervariable unkorreliert:
C(zit;uis) = C(xit + it;uis) = C(xit;uis) + C(it;uis) = 0; (5-62)
t;s = 1; ;T :
Die Instrumentvariable ist mit dem Modellstörterm  unkorreliert, wenn sowohl der
Originalregressor als auch der Fehler mit der Störgröße keine Korrelation aufweisen.
Diese Bedingung ist in einem klassischen linearen Modell normalerweise erfüllt.
Konsistenz des IV-Schätzers
Der Erwartungswert der Kovarianz zwischen dem Instrument und dem Originalre-
















(zt   z)   (z   z)

































(z   z)(xt   x)
#
: (5-63)
Im Folgenden werden die vier Summanden in (5-63) genauer untersucht.







(zt   z)(xt   x)
#
= C(zt;xt): (5-64)
Setzen wir die Instrumentenvariable (5-59) in (5-64) ein:
C(zt;xt) = C(xt + t;xt) = V (xt) = 
0 : (5-65)



























Für diese Kovarianz im Fall des Instruments (5-59) gilt:
C(zt;xt0) = C(xt + t;xt0) = C(xt;xt0): (5-67)

















T 2E[(x1   x)
2 + (x1   x)(x2   x) +  + (x1   x)(xT   x)
+ (x2   x)(x1   x) + (x2   x)
2 +  + (x2   x)(xT   x)
+ +
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0 +  + 
T 3 +  + 
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0 + 2(T   1)
1 + 2(T   2)
2 + 2(T   3)
3 + 2(T   4)
4
+ + 2  2
T 2 + 2  1
T 1) : (5-68)































Für die Kovarianz lässt sich herleiten:





























T 2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1) : (5-71)



























Weiter gelangt man zu:


















T 2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1) : (5-74)
Wegen Identität von (5-68), (5-71) und (5-74) lässt sich für den Erwartungswert der




T 2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  2











T 2 (2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1) :
(5-75)
Im Folgenden wird der Erwartungswert der Kovarianz zwischen dem Instrument und








































































C(xt + t;xt + ut) = 
0 :
(5-77)
Dabei wurde ausgenutzt, dass t, ut und xt miteinander unkorreliert sind.




































T 2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  1
T 1) : (5-78)






























T 2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  1
T 1) : (5-79)






























T 2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  1
T 1) : (5-80)












T2 (2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1):
(5-81)
(5-81) entspricht somit (5-75).
Für den Wahrscheinlichkeitsgrenzwert des IV-Schätzers lässt sich damit schreiben:














T2 (2(T   1)
1 + 2(T   2)
2 +  + 2  2









T2 (2(T   1)
1 + 2(T   2)
2 +  + 2  2




Da der Zähler und der Nenner in (5-82) gleich sind und E[Szv] = 0 annahmegemäß
29erfüllt ist, ist der IV-Schätzer konsistent:
plim d IV =  :
Für den AR(1)-Prozess kann man wegen 
j = 
0  j; j = 1;:::;T   1 (vgl. Ronning
(2009)) schreiben:6







2(T   1) + 2(T   2)2 +  + 2  2T 2 + 2  1T 1

0





0 bezeichnet hier die Varianz des Originalregressors,  ist der Autokorrelationspa-
rameter.
5.2 Überlagerung mit Faktorstruktur





it = xit 1 + Di + "it 1 ; (5-84)





it 2 = (xit 1   xit 2) + ("it 1   "it 2) (5-85)
und zusätzlich anonymisierte Variable:
zit = x
a;neu






Bei der letzteren Variante wird die Fehlervariable unabhängig vom Fehler in xa
it ge-
neriert. Dies wird durch den Index z verdeutlicht.
Überprüfung der Annahmen eines gültigen Instruments
Zuerst wird wieder überprüft, ob und unter welchen Bedingungen die Annahmen
eines validen Instruments im Fall der additiven Überlagerung mit Faktorstruktur
erfüllt sind (vgl. (A1)-(A3), Abschnitt 3).
6Der Ausdruck in der Klammer entspricht Eins und kann natürlich gekürzt werden. Da er jedoch
in späteren Ausführungen eine Rolle spielen wird, wird er hier in dieser Form dargestellt.
30 Korrelation zwischen Regressor und Instrument
Erstens muss der fehlerfreie Regressor mit dem Instrument möglichst hoch korrelie-
ren, d.h. C(zit;xit) 6= 0.
Für die verzögerte anonymisierte Variable als Instrument ergibt sich
C(zit;xis) = C





V (xis); wenn s = t   1;
C(xit 1;xis); wenn s 6= s   1;
(5-87)
t;s = 1; ;T :
Erwartungsgemäß ist die Annahme (A1) erfüllt. Für den AR(1)-Prozess und s 6= t 1




Mit steigender positiver Autokorrelation des Regressors verbessert sich der Zusam-
menhang zwischen x und z.
Für dieDiﬀerenz von verzögerten Variablen erhält man
C(xit;zis) = C

xit;((xis 1   xis 2) + ("is 1   "is 2))

= C (xit;xis 1)   C (xit;xis 2) ; (5-89)
t;s = 1; ;T :
Dabei resultiert das gleiche Ergebnis wie bei der einfachen additiven Überlagerung
(vgl. Gl. (5-38)). Die bestehende Korrelation zwischen x und z wird mit steigendem
C (xit;xis 2) abgeschwächt.












V (xis); wenn s = t;
C(xit;xis) = 
0jt sj ; wenn s 6= t:
(5-90)
Die Bedingung ist damit erfüllt. Dabei ist zu beachten, dass die Fehler des ersten




 Korrelation zwischen Regressor und Störterm
Zweitens soll die Annahme der Unkorreliertheit des Instruments mit dem Störterm
der abhängigen Variable gelten.
Im Fall der verzögerten Variable ist
C(zit;is) = C

(xit 1 + Di + "it 1);is

= 0; (5-91)
t;s = 1; ;T
dann erfüllt, wenn der Regressor und die Fehlervariable bzw. ihre einzelnen Kompo-
nenten mit dem Modellstörterm zu allen Zeitpunkten unkorreliert sind.
Die gleichen Bedingungen müssen auch für die Diﬀerenzvariable und die zusätzlich
anonymisierte Variable als Instrumente erfüllt sein:
C(zit;is) = C














 Korrelation zwischen Regressor und Fehlervariable
Drittens wird unterstellt, dass das Instrument und die Fehlervariable keine Korrela-
tion aufweisen. Dabei ist zu berücksichtigen, dass diese Annahme für alle Zeitpunkte
t und s gelten soll.











2 ; wenn s 6= t   1;
2 + 2
" ; wenn s = t   1:
(5-94)
32Dabei wurden die Annahmen ausgenutzt, die bei der Generierung der Fehlervaria-
blen unterstellt werden, d.h. C(xit;"is) = 0 (für alle t und s) und C("it;"is) = 0
(t 6= s).
Insbesondere wegen der gemeinsamen Variablen Di sind die Fehlervariablen mitein-
ander korreliert. Die Forderung C(z;Fehler) = 0 ist damit verletzt.














= C("it 1;"is)   C("it 2;"is); (5-95)
t;s = 1; ;T
ist jedoch die Annahme verletzt, sobald die Situation mit gleichen Zeitpunkten
(t = s   1 bzw. t = s   1) eintritt.
Im Fall der zusätzlichen anonymisierten Variable werden die Fehlervariablen unab-















Konsistenz des IV-Schätzers (zusätzlich anonymisierte Variable als Instrument)
Da die verzögerte anonymisierte Variable eine der Bedingungen für ein valides In-
strument vorab nicht erfüllt, führt die IV-Schätzung zu inkonsistenten Schätzern.
Aber auch im Fall der Diﬀerenz der verzögerten anonymisierten Variablen resultie-
ren verzerrte Schätzer, da die "Within"- Transformation zur Verletzung einer für
die Konsistenz notwendigen Annahme beiträgt (vgl. Gl. (5-95)). Aus diesem Grund
wird im Folgenden lediglich der Wahrscheinlichkeitsgrenzwert des IV-Schätzers für
das Instrument zusätzliche anonymisierte Variable hergeleitet. Dabei wird die Zer-
legung in Gleichung (5-63) ausgenutzt. Des Weiteren wird bei der Herleitung auf











= V (xt) = 
0 (5-97)
resultiert, dass der erste Summand in Gleichung (5-63) ebenfalls wie bei der einfa-
chen Überlagerung der Varianz des Regressors entspricht.
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Der vierte Summand entspricht wegen Gleichung (5-72) und
C(zt0;xt) = C(xt0;xt) (5-100)
dem in Formel (5-74) hergeleiteten Ergebnis.







0 + 2(T   1)

H









Für die Herleitung von E[Szxa] gilt weiterhin die Gleichung (5-76). Die Kovarianz
zwischen dem Instrument und dem anonymisierten Regressor ist
C(zt;x
a





t;xt + Di + "t) = V (xt) = 
0 ; (5-102)
da die einzelnen Komponenten der Fehlervariable miteinander und mit x unkorre-
liert sind.
34Der erste Summand enspricht dann 
0. Wegen der Kovarianz
C(zt;x
a
s) = C (xt;xs) ; (5-103)
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T 2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2
T 1) (5-105)
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0 + 2(T   1)
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Zusammenfassend lässt sich an dieser Stelle festhalten, dass aufgrund der Gleich-
heit von E[Szxa] und E[Szx] und aufgrund von E[Sz"y] = 0 der IV-Schätzer mit
zusätzlicher anonymisierter Variable bei additiver Überlagerung mit Faktorstruktur
konsistent ist (vgl. Gl. (4-14)):









 =  : (5-108)
6 Multiplikative Überlagerung
In diesem Abschnitt wird die multiplikative stochastische Überlagerung untersucht.
Die Vorgehensweise des Kapitels zur additiven Überlagerung wird beibehalten. Zu-
35erst werden die Wahrscheinlichkeitsgrenzwerte des IV-Schätzers für die einfache und
anschließend für die Überlagerung mit Faktorstruktur bestimmt.
6.1 Einfache Überlagerung
Verzögerte Variable als Instrument
Die folgende Instrumentvariable wird verwendet:
zit = x
a
it 1 = xit 1uit 1 : (6-109)
Die Fehlervariable hat den Erwartungswert 1 und die Varianz 2
u und ist vom Ori-
ginalregressor stochastisch unabhängig.
Überprüfung der Annahmen eines gültigen Instruments
Der obigen Vorgehensweise folgend werden zuerst die Annahmen angeschaut, die die
IV-Schätzung voraussetzt ((A1)-(A3), Abschnitt 3).
Es lässt sich schnell nachvollziehen, dass der Regressor und das Instrument mitein-
ander korreliert sind. Dabei gilt
C(zit;xis) = C(xit 1uit 1;xis) = C(xit 1;xis); (6-110)
t;s = 1; ;T :
Für die Kovarianz zwischen dem Regressor und der Instrumentvariable ergibt sich
im Vergleich zur additiven Überlagerung ein veränderter Ausdruck:
C(zit;uis) = C (xit 1uit 1;uis) = E[xit 1]C (uit 1;uis) (6-111)
t;s = 1; ;T :
Diese Kovarianz ist nur dann gleich Null, wenn die Fehler nicht autokorreliert sind
und s 6= t   1 gilt.
Unter Gültigkeit der Annahmen eines linearen Modells und der für die Fehlervaria-
blen unterstellten Bedingungen ist auch C(zit;is) = 0 gegeben.
Inkonsistenz des IV-Schätzers
Für den Erwartungswert der empirischen Kovarianz zwischen dem Originalregressor





































































































(xt 1   x1)(xt   x2)

: (6-112)
Gleichung (6-112) entspricht dem Erwartungswert E[Szx] im Fall der einfachen addi-
tiven Überlagerung (vgl. Gl. (5-26)). Aus diesem Grund gilt das in Gleichung (5-31)
aufgezeigte Ergebnis ebenfalls für E[Szx] bei multiplikativer Überlagerung.




































































































(xt 1ut 1   )(xsus   )

: (6-113)
Die einzelnen Summanden lassen sich analog zum Fall der additiven Überlagerung
herleiten.














= E[xtxt 1]E[utut 1]   E[xt]E[xt 1] = C(xt;xt 1) = 
1 ; (6-114)
wenn die Fehlervariable u nicht autokorreliert ist (C(ut;ut 1) = 0).
























































1 + 2(T   3)


































1 + V (xtut) +  + 
T 3 + 
2 + 
1 + V (xtut) +  + 
T 4
+  + 
T 1 + 























1 + 2(T   3)



















































1 + 2(T   3)



























1 + 2(T   3)

















Ferner ergibt sich für den Wahrscheinlichkeitswert des IV-Schätzers im Fall der ein-
fachen multiplikativen Überlagerung (vgl. Gl. (4-16)):



























2 6=  : (6-119)
Der IV-Schätzer ist damit bei Verwendung der verzögerten anonymisierten Variable
inkonsistent, wobei die Inkonsistenz insbesondere aufgrund von 2
u 6= 0 resultiert.
Da Individualeﬀekte in die plim-Formel enthalten sind und sie in der Regel mit
Originalregressoren korrelieren, wird die Verzerrung darurch noch vergrößert.
Diﬀerenz von verzögerten Variablen





it 2 = xit 1uit 1   xit 2uit 2 ; (6-120)
dabei gelten die üblichen Annahmen für die multiplikative Fehlervariable.
Überprüfung der Annahmen eines gültigen Instruments





= C(xit 1;xis)   C(xit 2;xis);
(6-121)
t;s = 1; ;T :
Dies entspricht dem Ergebnis der additiven Überlagerung.
Ist das Ausgangsmodell richtig speziﬁziert und der Regressor mit der Fehlervariable
zu allen Zeitpunkten unkorreliert, so wird C(zit;is) = 0 normalerweise erfüllt sein.
Das Problem könnte aber von der Kovarianz zwischen z und der Fehlervariable





= E[xt 1]C(uit 1;uis)   E[xt 2]C(uit 2;uis); (6-122)
t;s = 1; ;T :
Es lässt sich keine eindeutige Aussage bezüglich der Validität der Annahme (A3) ma-
chen. Entscheidend ist, ob die Fehler keine Autokorrelation aufweisen und s 6= t 1
wie s 6= t   2 gegeben ist.
Inkonsistenz des IV-Schätzers
Folgend der obigen Vorgehensweise wird hier zunächst der Erwartungswert der em-





























































































































1   (T   2)2
1 +  + 
T 2
  2(T   4)
1   2(T   4)
2 + (T   2)2




Weiter wird der Erwartungswert der empirischen Kovarianz zwischem dem Instrument und





































































































(xt0 2ut0 2   )(xsus   )

(6-126)
Folglich werden die acht Summanden bestimmt. Für den ersten und fünften Summanden







(xt 1ut 1   )(xtut   )









(xt 2ut 2   )(xtut   )

= C(xt;xt 2) = 
2 : (6-128)












































1 + 2(T   4)





Das Ergebnis in Gleichung (6-130) gilt auch für den dritten und vierten Summanden.












































1 + 2(T   4)
2 + 2(T   5)





Das gleiche Resultat wie in Gleichung (6-132) ergibt sich auch für die letzten beiden Sum-
manden.





















1 + 2(T   4)
























1 + 2(T   4)
2 + 2(T   5)























1   (T   2)2
1 +  + 2
T 3 + 
T 2
  2(T   4)
1   2(T   4)
2 + (T   2)2















Für den Wahrscheinlichkeitsgrenzwert des IV-Schätzers resultiert

























2 6=  :
(6-134)
Damit lassen sich die gleichen Folgerungen wie im Fall der einfachen additiven Überlagerung
ziehen. Da die Fehlervarianz bei der Anonymisierung nicht gleich Null ist, kürzt sich der
zweite Term in der plim-Formel (6-134) nicht zu . Die zweite Quelle der Verzerrung ist
auf die Korrelation zwischen  und x (und somit auch z) zurückzuführen, die in der Praxis
in der Regel nicht Null ist.
Zusätzlich anonymisierte Variable als Instrument
Als Instrumentvariable wird
zit = xitit (6-135)
betrachtet.
it ist die Überlagerungsvariable, mit der die Originaldaten erneut überlagert werden. it
hat den Erwartungswert Eins und die Varianz 2
 und ist mit dem Fehler aus dem ersten
anonymisierten Datensatz uit für alle i;t nicht korreliert. Des Weiteren wird der Fall be-
trachtet, in dem it nicht autokorreliert ist, d.h. C(it;is) = 0 (t 6= s).
45Überprüfung der Annahmen eines gültigen Instruments
Da
C(zit;xis) = C(xitit;xis) = C(xit;xis); (6-136)
C(zit;uis) = E[xit]E[it]E[uis]   E[xit]E[it]E[uis] = 0 (6-137)
und
C(zit;is) = C(xitit;is) = E[xit]E[it]E[is] = 0: (6-138)
(6-139)
t;s = 1; ;T
gilt, sind alle Annahmen eines validen Instruments bei dieser Variante der Instrumentva-
riable erfüllt.
Konsistenz des IV-Schätzers
Bei der Herleitung der Wahrscheinlichkeitsgrenzwerte des IV-Schätzers werden einzelne
Ergebnisse aus vorherigen Abschnitten (insbesondere Abschnitt 5.1) verwendet. Der Er-
wartungswert E[Szx] setzt sich aus vier Summanden zusammen, die in (5-63) bereits her-
geleitet worden sind.








(zt   z)(xt   x)
#
= C(zt;xt) = E[x2
tt]   E[xtt]E[xt] = V (xt) = 
0 :
(6-140)



























0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1) : (6-141)








































T2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1) : (6-142)











T2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1) : (6-143)




T2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1) :
(6-144)
Für den Erwartungswert der empirischen Kovarianz zwischen dem Instrument und dem
anonymisierten Regressor kann man unter Verwendung der Ergebnisse aus Abschnitt 5.1
schreiben:






















































































0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  1
T 1) : (6-146)






























0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  1
T 1) : (6-147)




























T2 (T  
0 + 2(T   1)
1 + 2(T   2)
2 +  + 2  1
T 1) : (6-148)










T2 (2(T   1)
1 + 2(T   2)
2 +  + 2  2
T 2 + 2  1
T 1) :
(6-149)
Da die beiden Erwartungswerte E[Szx] und E[Szxa] identisch sind, resultiert auch im Fall
der einfachen multiplikativen Überlagerung ein konsistenter IV-Schätzer:












T2 (2(T   1)
1 + 2(T   2)
2 +  + 2  2









T2 (2(T   1)
1 + 2(T   2)
2 +  + 2  2




6.2 Überlagerung mit Faktorstruktur




it = xit 1 (1 + Di + "it 1) ; (6-151)
Diﬀerenz von verzögerten Variablen:
zit = xa
it 1   xa
it 2 = xit 1(1 + Di + "it 1)   xit 2(1 + Di + "it 2) (6-152)
und zusätzlich anonymisierte Variable:
zit = xa
it = xit (1 + zDz
i + "z
it) : (6-153)
Bei der zusätzlich anonymisierten Variable werden die Fehlervariable verschiedener Daten-
sätze stochastisch unabhängig voneinander erzeugt.
Überprüfung der Annahmen eines gültigen Instruments
Für die verzögerte anonymisierte Variable erhält man
C(zit;xis) = C

xit 1(1 + Di + "it 1);xis

= C(xit 1;xis); (6-154)
C(zit;is) = 0; (6-155)








xit 1(1 + Di + "it 1);(1 + Di + "is)





"); wenn s = t   1;
E[xit 1]2 ; wenn s 6= t   1:
(6-156)
Damit ist die letzte Annahme (Unkorreliertheit des Instruments mit der Fehlervariable)
verletzt, wenn als Instrument die verzögerte anonymisierte Variable verwendet wird.
Folglich lässt sich für die Diﬀerenz von verzögerten Variablen zeigen, dass diese Annahme
auch hier nicht erfüllt ist:
C













t;s = 1; ;T ,
wobei gemäß den Annahmen bezüglich der Fehlervariable C("it;"is) = 0 (t 6= s) gilt.




















it);(1 + Di + "is)

= 0;
t;s = 1; ;T :
Konsistenz des IV-Schätzers (zusätzlich anonymisierte Variable als Instrument)
Die folgenden Ausführungen beschränken sich nur auf das Instrument zusätzliche anony-
misierte Variable, da die beiden anderen Instrumente die Ausgangsannahmen einer konsi-
stenten Schätzung nicht erfüllen.
Der Wahrscheinlichkeitsgrenzwert für die multiplikative Überlagerung mit Faktorstruktur
wurde bereits in Gleichung (4-21) hergeleitet. Da im Fall der zusätzlichen Variable als
Instrument die Zufallsvariable Di mit z und x unkorreliert ist und E[Di] = 0 gilt, lässt
sich (4-21) zu
























Bei der Herleitung der Erwartungswerte der empirischen Kovarianzen in (6-160) können
Ergebnisse aus Abschnitt 6.1 verwendet werden. Die relevanten Erwartungswerte sind in
Gleichungen (5-63) und (5-76) deﬁniert.
Für die Bestimmung von E[Szx] und E[Szxa] werden folgende Kovarianzen benötigt (vgl.
Abschnitt 6.1):
C(zt;xs) = C(xt + zDz
i + "z
tx;xs) = C (xt;xs) ; (6-161)
C(zt;xa
s) = C(xt + zDz
i + "z
tx;xs + Di + "sx) = C (xt;xs) ; (6-162)
50wobei man für s = t
C(zt;xt) = V (xt) = 
0 ; (6-163)
C(zt;xa
t) = V (xt) = 
0 (6-164)
erhält.
Da diese Kovarianzen denjenigen bei der einfachen multiplikativen Überlagerung entspre-
chen, lässt sich der Herleitungsweg (Gl. (6-140)-(6-149)) direkt auf die Überlagerung mit
Faktorstruktur übertragen.
Anschließend folgt:
















1 + 2(T   2)
H
2 +  + 2  2
H















1 + 2(T   2)
H
2 +  + 2  2
H




Der IV-Schätzer mit zusätzlicher anonymisierter Variable als Instrument ist auch bei mul-
tiplikativer Überlagerung mit Faktorstruktur konsistent.
7 Multiples Modell
7.1 Additive Überlagerung
Die oben dargestellten Ausführungen werden auf ein Modell mit mehreren Regressoren aus-
geweitet. Dabei wird davon ausgegangen, dass das Instrument alle Annahmen A(1)-A(3)
(Abschnitt 3) erfüllt.
Für ein lineares Panelmodell im Fall der einfachen additiven Überlagerung lässt sich schrei-
ben:
Y = D + (Xa   U) +  = D + Xa + ! (7-166)
mit ! =    U.









































V ist der Vektor der Überlagerungsvariablen von Y .




















Z0QX = Mzx : (7-170)




zx Mzx =  : (7-171)
Der IV-Schätzer ist bei Gültigkeit von (7-168) und (7-169) konsistent.
Das Panelmodell im Fall der additiven Überlagerung mit Faktorstruktur ist7
Y = D + (Xa   Di 
 TK   "x) +  = D + Xa + !F (7-174)
mit !F =    (Di 
 TK + "x). 
 bezeichnet das Kronecker-Produkt.
7Zusammengefasst für alle Variablen erhält man in diesem Fall das Fehlermodell
X
a = X + W x = X + Di 
 TK + "x ; (7-172)
Y
a = Y + W y = Y + Di 
 T + "y : (7-173)
 ist ein fester Parameter. Di ist dabei ein (N  1)-Vektor, der für jede Beobachtung den Wert 1
oder -1 erhält.



















Z0QX + Z0Q(Di 








X + (Di 
 TK + "x)

 + Z0Q! + Z0Q(Di 




Wenn das Instrument mit den einzelnen Komponenten der Fehlervariable (Di, "itx und

















Z0Q"y = 0: (7-177)







Z0Q(   (Di 
 TK + "x)) = 0: (7-178)




zx Mzx =  : (7-179)
Der IV-Schätzer ist damit konsistent, wobei die entscheidende Annahme der Unkorreliert-
heit der Instrumentvariable mit der Fehlervariable gültig sein muss. Das bedeutet, dass
lediglich die IV-Schätzung mit der zusätzlich anonymisierten Variable zu Konsistenz führt.
Nur in diesem Fall ist die Fehlervariable, die bei der Generierung der Instrumentvariable
verwendet wird (Z = zDz
i 
 T + "z
x), nicht mit dem Fehler in Xa korreliert.
7.2 Multiplikative Überlagerung


















 1 Z0Q(X  V +   V ) : (7-180)








































wobei ausgenutzt wurde, dass die Instrumentvariable mit den Fehlervariablen des Regres-
sors und der abhängigen Variable und dem Modellstörterm unkorreliert ist. Unter diesen




zx Mzx =  : (7-184)
Setzt man anstelle von U und V die Fehlervariablen
Xa = X  W x = X  (1 + Di 
 TK + "x); (7-185)
Y a = Y  W y = Y  (1 + Di 
 T + "y) (7-186)
ein, wobei  für das Hadamard-Produkt steht, so lässt sich schnell zeigen, dass der IV-
Schätzer bei Gültigkeit der Annahmen (A1) bis (A3) (Abschnitt 3) auch im Fall der mul-
tiplikativen Überlagerung mit Faktorstruktur konsistent ist.
8 Varianz des IV-Schätzers
Weiter wird die asymptotische Varianz des konsistenten IV-Schätzers hergeleitet.

















Bei einfacher Überlagerung gilt

 =  + V   U
und bei der Überlagerung mit Faktorstruktur wird für den Störterm

 =  + (Di 
 T + "y)   (Di 















































































Z0Q!!0Q0Z = 2Mzz : (8-192)
2 ist dabei die Varianz von 
.

















wobei b 2 = 1
NT e0Qe ist und e die Residuen bezeichnet.
9 Simulationsstudie
9.1 Simulationsdesign
Mit einer Simulationsstudie wird die Leistungsfähigkeit der IV-Schätzung bei stochastisch
überlagerten Daten untersucht. Dazu wird das einfache lineare Panelmodell simuliert.
Der Störterm it ist normalverteilt mit Erwartungswert Null und Varianz 2
 = 0;25. i
55ist ein Individualeﬀekt, der mit xit korreliert ist. Die Korrelation zwischen i und xit wird
nach der Formel von Biørn (1996) mit  = 1 erzeugt.
Um die Darstellung einfach zu halten, wird nur ein Regressor verwendet, der einem AR(1)-
Prozess (vgl. (2-2)) mit 0 = 4;35 und it  N(0; 1) folgt.  wird variiert und nimmt
folgende Werte an:  = 0;1, 0,5 und 0,9.
Es werden N = 1:000 Querschnittseinheiten simuliert, die Anzahl der Wellen des Panels
ist T = 4 und 10. Die Anzahl der Monte-Carlo-Replikationen beträgt 500, in jeder Zeitrei-
he werden 200 erste Beobachtungen herausgenommen, um den Eﬀekt des Startwertes zu
eliminieren. Der wahre Parameter  sei  2;5.
Es werden die Varianten der Überlagerung betrachtet, die in den theoretischen Abschnit-
ten beschrieben wurden: additive Überlagerung (einfache und mit Faktorstruktur) sowie
multiplikative Überlagerung (einfache und mit Faktorstruktur).
Es werden drei Schätzungen durchgeführt: eine FE-Schätzung mit Originaldaten, eine FE-
Schätzung mit anonymisierten Daten (naive Schätzung) sowie eine Instrumentvariablen-
Schätzung. Im Fall der IV-Schätzung werden drei Instrumentvariablen getestet: (1) die
verzögerte anonymisierte Variable zit = xa
it 1 (in Tabelle "verz.Var."), (2) die Variable, die
aus der Diﬀerenz der verzögerten anonymisierten Variablen gebildet wurde, zit = xa
it xa
it 1
("Dif.Var.") und (3) die Variable, die aus einem anderen anonymisierten Datensatz entnom-
men wurde ("anon.Var."). Im letzten Fall wird der neue Datensatz mit dem Ziel des Daten-
schutzes stärker überlagert. Da die Ergebnisse der Original- und der naiven Schätzungen
sehr ähnlich sind, werden sie in der Tabelle nur einmal berichtet. Die Werte in Klammern
sind die Standardabweichungen der Schätzer über alle Monte-Carlo-Wiederholungen.
9.2 Simulationsergebnisse
9.2.1 Additive Überlagerung
In der vorliegenden Studie wird sowohl der Regressor als auch die abhängige Variable ad-
ditiv stochastisch überlagert, dabei wird sowohl die einfache als auch die Überlagerung mit
Faktorstruktur getestet.
Die additiven Fehler sind normalverteilt mit uit;vit  N(0; 0;52), sie sind miteinander un-
korreliert. Im Fall der Überlagerung mit Faktorstruktur werden die Fehlervariablen nach
Gleichung (2-4) erzeugt, wobei i = 0;5 und itx;ity  N(0; 0;052) ist. Die Fehlervariablen
von X und Y sind hier miteinander korreliert.
56Weiter werden im Fall der IV-Schätzung mit ’anon.Var.’ bei einfacher Überlagerung die
Varianz 0;822 und bei der Überlagerung mit Faktorstruktur die Parameter  = 0;8 und
"x bzw. "y gleich 0;2 verwendet, was einer Gesamtvarianz des Fehlers von in etwa 0;822
entspricht.
Tabelle 9/1 stellt die Ergebnisse für unterschiedliche (kleine, mittlere und hohe) Werte
der Autokorrelation und zwei kleine T dar. Den theoretischen Ausführungen folgend zeigt
die Simulation, dass die IV-Schätzungen mit verzögerter Variable und mit Diﬀerenz der
verzögerten Variable als Instrumente zu verzerrten Ergebnissen führen. Die Verzerrung ist
insbesondere bei der einfachen Überlagerung sehr groß. Dabei liegen die naiven Schätzer in
den meisten Fällen näher bei dem wahren  =  2;5 als die IV-Schätzer. Die IV-Schätzer,
die besonders stark vom wahren Parameter abweichen, besitzen besonders hohe Standard-
abweichungen. Bei der Überlagerung mit Faktorstruktur fallen die Verzerrungen wesentlich
geringer aus als bei der einfachen Variante, was durch die Konstruktion der Überlage-
rungsvariable zu erklären ist. Für T = 10 bessern sich die IV-Schätzer mit zunehmender
Autokorrelation, wenn ’verz.Var.’ als Instrument verwendet wird. Die Verwendung dieser
Variante der IV-Schätzung wird trotzdem nicht empfohlen, da die Verzerrung bei kleinem
und mittleren  noch bestehen bleibt.
Die Verwendung der zusätzlich anonymisierten Variable als Instrument führt hingegen zu
unverzerrten Ergebnissen. Bei der Überlagerung mit Faktorstruktur bleiben die IV-Schätzer
konstant für alle Werte der Autokorrelation. Bei einfacher Überlagerung lässt sich eine
kleine Verzerrung mit steigendem  zwar beobachten, die Schätzer bleiben aber für alle








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Die Variablen werden mittels der einfachen multiplikativen Überlagerung (vgl. Gl. (2-6))
bzw. mittels der Überlagerung mit Faktorstruktur (Gl. (2-7)) anonymisiert. Die Fehlerva-
riablen bei der einfachen Überlagerung sind normalverteilt mit Erwartungswert Null und
Varianz 0;1142, wobei die Fehler voneinander unkorreliert sind. Bei der Überlagerung mit
Faktorstruktur werden Parameter  = 0;11 und "j = 0;03 (j = x;y) verwendet.
Die Instrumentvariable ’anon.Var.’ wird bei einfacher Überlagerung mit Varianz 0;206 er-
zeugt. Bei der Überlagerung mit Faktorstruktur wird sie mit den Parametern  = 0;2 und
"j = 0;05 (j = x;y) generiert.
Tabelle 9/2 stellt die Simulationsergebnisse dar. Mit steigendem  wächst die Verzerrung
der naiven FE-Schätzung, wobei sie bei der Überlagerung mit Faktorstruktur für alle Werte
der Autokorrelation viel geringer ausfällt. Im Fall von kleinem und mittlerem  ( = 0;1 und
0;5) führt die IV-Schätzung nur dann zu zufriedenstellenden Ergebnissen, wenn als Instru-
ment der Regressor aus einem anderen anonymisierten Datensatz verwendet wird. Auch für
sehr kleines T erhält man IV-Schätzer, die nahe beim wahren Wert liegen. Sowohl die verzö-
gerte als auch die Diﬀerenzvariable als Instrumente führen zu verzerrten Schätzergebnissen.
Dieses Ergebnis entspricht den theoretischen Ausführungen. Weiter fällt auf, dass das drit-
te Instrument ’anon.Var.’ bei einer hohen Autokorrelation ( = 0;9) Probleme aufweist.
Bei der einfachen Überlagerung ( = 0;9 und T = 4) verändert der IV-Schätzer das Vorzei-
chen und weist eine Standardabweichung von 66;63 auf. Auch andere Simulationsstudien,
über die hier nicht weiter berichtet wird, zeigten, dass die unzureichenden IV-Korrekuren
bei der IV-Schätzung mit ’anon.Var.’ mit sehr hohen Standardabweichungen einhergehen.
Der Grund liegt darin, dass in einigen Monte-Carlo-Wiederholungen manchmal sehr starke
Ausreißer (stark vom wahren Parameter abweichende Schätzwerte) resultieren, die dement-










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Die Simulationsstudie ergab, dass die (konsistente) IV-Schätzung mit zusätzlicher
anonymisierter Variable in einigen Fällen problematisch sein kann, d.h. sie liefert
Schätzer, die sehr stark vom wahren Schätzwert abweichen. Dieses Problem ensteht
dann, wenn der Nenner des IV-Schätzers nahe bei Null liegt (vgl. auch Carroll et al.
(2006), S. 133). In diesem Fall "explodiert" der gesamte Ausdruck, und es resultieren
sehr hohe Schätzwerte.
Der Nenner des IV-Schätzer entspricht approximativ dem Nenner des Wahrschein-
lichkeitsgrenzwertes. Aus diesem Grund wird weiter der Nenner von (6-150) bzw.
(6-165) genauer untersucht.8 Wenn man für den Regressor einen autokorrelierten
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: (9-195)
Mithilfe einer Simulationsstudie wird überprüft, bei welchen Werten von  und T
der Ausdruck (9-195) in Richtung Null geht. Da 
0 sehr unterschiedlich sein kann,
wird nur der Term in der Klammer von (9-195) programmiert.
Die Ergebnisse werden in Abbildung 9/1 präsentiert. In der ersten Graﬁk sind die
Kurven für unterschiedliche Werte positiver Autokorrelation und in der zweiten Gra-
ﬁk für negative Autokorrelation zu sehen. Die Kurvenverläufe sind in allen Fällen
sehr ähnlich. Für kleines T nähert sich die Kurve dem Wert Null. Mit steigender
Wellenanzahl entfernt sie sich von 0.
Im Fall der positiven Autokorrelation verschiebt sich die in der Graﬁk abgebildete
Funktion mit größer werdendem  nach unten (Richtung Nullwert). Die Werte für
 = 0;9 und kleines T liegen besonders kritisch nahe bei Null. Je kleiner die Auto-
korrelation ist, desto besser werden die Ergebnisse.
Im Fall der negativen Autokorrelation verhält es sich genau umgekehrt. Am weite-
sten vom Nullpunkt entfernt ist die Kurve für  =  0;9. Die näher zu Null liegende
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Abbildung 9/1: Verzerrung bei IV-Schätzung
Kurve ergibt sich für  =  0;1. Allerdings ist anzumerken, dass die Situation bei ne-
gativer Autokorrelation nicht so problematisch erscheint, da der kleinste Wert weiter
von Null entfernt liegt als bei positivem .
10 Empirisches Beispiel
10.1 Untersuchungsmodell
Im Folgenden werden die Auswirkungen der stochastischen Überlagerung unter Ver-
wendung einer empirischen Datengrundlage untersucht. Dabei wird der Monatsbe-
richt für Betriebe im Verarbeitenden Gewerbe und Bergbau (als nicht balanciertes
Panel für Wellen 1995 bis 2004) verwendet. Diese Statistik ist eine Vollerhebung
und umfasst alle Industriebetriebe, die mindestens 20 Personen beschäftigen.9 Die
Analyse basiert auf dem Modell von Wagner (2007), der auf Basis der Originalda-
ten des Monatsberichts den Zusammenhang zwischen der Exporttätigkeit und der
Produktivität bei deutschen Betrieben untersucht.
Das empirische Untersuchungsmodel lautet:
lnAPit = i +  Exportit + Kontroll
0
it
 + it ; (10-196)
i = 1;:::;N; t = 1;:::;T :
92007 wurde die Abschneidegrenze auf 50 Beschäftigte angehoben.
62lnAP bezeichnet die logarithmierte Arbeitsproduktivität. Die Variable Export ist
eine Exportvariable. Es werden drei Speziﬁkationen der Exportvariable getestet:
Modell 1 mit Exportdummy (in Tabellen als export bezeichnet), Modell 2 mit Ex-
portanteil am Gesamtumsatz (expant) und Modell 3 mit expant und quadriertem
Exportanteil (expantsq). Weitere Kontrollvariablen sind pers (Beschäftigtenanzahl),
perssq (quadrierte Beschäftigtenanzahl) und hc (Humankapitalintensität).




Tabellen 10/3 und 10/4 präsentieren die Schätzungen für die additive stochasti-
sche Überlagerung. Es werden die FE-Schätzung mit Original- und anonymisierten
Daten berechnet und anschließend die IV-Schätzung mit drei Varianten der Instru-
mentvariablen ausgeführt: die verzögerte Variable ("verz. Var."), die Diﬀerenz der
verzögerten Variablen ("Dif.Var.") und die zusätzlich anonymisierte Variable ("anon.
Var."). Die Fehlervariablen besitzen gleiche Überlagerungsparameter bei allen Varia-
blen, d.h. u = v = 0;5 (einfache Überlagerung) und  = 0;5 und "x = "y = 0;05
(Überlagerung mit Faktorstruktur). Das Instrument ’anon.Var’ wird mit Varianz
0;822 bei einfacher Überlagerung und Parametern  = 0;8 und "x = "y = 0;2 bei
der Überlagerung mit Faktorstruktur generiert.
Da die Modelle für Ost- und Westdeutschland (mit Ausreißer und ohne Ausreißer)
zu ähnlichen Ergebnissen führten, werden hier nur Resultate für das Modell für
Westdeutschland ohne Ausreißer vorgestellt.
Im Fall der einfachen Überlagerung sind alle drei IV-Schätzungen in den meisten Fäl-
len verzerrt. Bei der Überlagerung mit Faktorstruktur sind allerdings nur die Schät-
zungen mit Instrumenten "verz.Var" und "Dif.Var." stark verzerrt. Die Verwendung
von "anon.Var." bei der einfachen Überlagerung führt zu den Schätzergebnissen,
die von der Originalschätzung abweichen. Dieses widerspricht für die zusätzliche
anonymisierte Variable als Instrument den theoretischen Resultaten sowie der Si-

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Im Folgenden wird der Einﬂuss der multiplikativen stochastischen Überlagerung auf
die IV-Schätzung illustriert. Die Fehlervariablen haben jetzt den Erwartungswert
Eins. Bei einfacher Überlagerung sind sie miteinander unkorreliert und haben die
Varianz 0;1142. Die Fehler der Überlagerung mit Faktorstruktur erhalten die übli-
chen Parameter  = 0;11;" = 0;03. Das Instrument ’anon.Var.’ wird mit Varianz
0;13 (einfache Überlagerung) und  = 0;2;" = 0;3 generiert.
Tabellen 10/5 und 10/6 zeigen Ergebnisse für Westdeutschland ohne Ausreißer. Kurz
zusammengefasst lässt sich an dieser Stelle Folgendes festhalten. Die IV-Schätzungen
mit der verzögerten Variable sowie der Diﬀerenzvariable als Instrument führen zu
starken Verzerrungen. Auﬀällig ist aber auch, dass die Schätzer bei dem Instrument
’anon.Var.’ bei einigen Variablen ebenfalls stark verzerrt sind, insbesondere bei pers,
perssq, expantsq. Bei diesen Einﬂussgrößen verändert sich in einigen Fällen die



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Wie bei den Simulationen führte die empirische Untersuchung ebenfalls in einigen
Fällen zu unplausiblen Ergebnissen. Aus diesem Grund wird noch eine empirische
Studie (vgl. das Untersuchungsmodell in Abschnitt 10.1) durchgeführt und das Ver-
halten der IV-Schätzer in einzelnen Schätzungen näher angeschaut. Das Modell für
Westdeutschland ohne Ausreißer wird mit der IV-Methode mit der zusätzlichen an-
onymisierten Variable als Instrument geschätzt, wobei ein balancierter Datensatz
verwendet und die Anonymisierung 2.500 mal durchgeführt werden. Die Schätzer,
die in Tabelle 10/7 ausgewiesen werden, sind die Durchschnitte der Schätzer über
alle 2.500 Wiederholungen. Das Instrument wird mit den Überlagerungsparametern
u = 0;539 (einfache multiplikative Überlagerung) und  = 0;5 und  = 0;2 (multi-
plikative Überlagerung mit Faktorstruktur) verwendet.
Tabelle 10/7: IV-Schätzung mit zusätzlich anonymisierter Variable: Empirische Stu-
die, Westdeutschland ohne Ausreißer
Naiv IV
Original Einfach Faktorstr. Einfach Faktorstr.
expant 0;025 0;022 0;024 0;025 0;025
pers  0;602  0;244  0;546  1;384  0;406
perssq 1;281 0;429 1;147 3;134 0;713
hc 1;666 1;589 1;661 1;662 1;667
Tabelle 10/7 zeigt die Ergebnisse. Zwar gelingt die Korrektur bei zwei Variablen
expant (Exportanteil) und hc (Humankapitalintensität) sehr gut, jedoch schneidet
bei pers (Beschäftigtenanzahl) und perssq (Beschäftigtenanzahl im Quadrat) die
naive Schätzung wesentlich besser ab. Wenn man sich die einzelnen Schätzungen
anschaut, so fällt auf, dass die Schätzwerte sehr stark streuen. Tabelle 10/8 zeigt die
minimalen und maximalen Werte, die die IV-Schätzung ergab.
Sowohl bei der einfachen als auch bei der Überlagerung mit Faktorstruktur resul-
tieren in einzelnen Monte-Carlo-Läufen IV-Schätzer, die extrem stark vom wahren
Wert abweichen. Dies deutet darauf hin, dass der Nenner des Schätzers in diesen
Fällen kritisch nahe bei Null liegt.
69Tabelle 10/8: IV-Schätzung mit zusätzlicher anonymisierter Variable: Ausreißer
Einfache Überlagerung Überl. mit Faktorstruktur
Minimum Maximum Minimum Maximum
expant  0;217 1;850  0;252 0;072
pers  2450;459 329;722  70;836 468;408
perssq  614;619 5275;269  1272;714 169;113
hc  8;054 2;548 1;217 4;541
11 Zusammenfassung
Im vorliegenden Beitrag wurde die Instrumentvariablen-Schätzung als Verfahren zur
Korrektur der durch die stochastische Überlagerung verursachten Verzerrung von
panelökonometrischen Schätzungen analysiert. Drei mögliche Instrumentvariablen
wurden betrachtet: verzögerte anonymisierte Variable, Diﬀerenz von verzögerten
anonymisierten Variablen und (zusätzlich) anonymisierte Variable, die aus einem
zweiten anonymisierten Datensatz stammt. Die Instrumente "verzögerte Variable"
und "Diﬀerenzvariable" weisen bei allen Varianten der Überlagerung Verzerrungen
auf. Das aus dem zusätzlich anonymisierten Datensatz erzeugte Instrument führt
generell zu einem konsistenten Schätzer. Allerdings resultieren bei höheren Werten
der Autokorrelation sowohl in Simulationen als auch in empirischen Studien manch-
mal starke Abweichungen der Instrumentvariablen-Schätzer von Originalwerten. Es
konnte festgestellt werden, dass solche Probleme eher numerischer Natur sind. Der
Grund liegt darin, dass in einigen Fällen der Nenner des konsistenten IV-Schätzers
sehr nahe bei Null liegt, was dann zu sehr variablen Schätzwerten führt. Diese Pro-
bleme treten vor allem bei kleiner Wellenanzahl und hoher Autokorrelation auf.
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