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The Internet of Things (IoT) involves a wide variety of heterogeneous technologies
and resource-constrained devices that interact with each other. Due to such constraints,
IoT devices usually require lightweight protocols that optimize the use of resources
and energy consumption. Among the different commercial IoT devices, Bluetooth and
BLE based beacons, which broadcast periodically certain data packets to notify their
presence, have experienced a remarkable growth, specially due to their application in
indoor positioning systems.
As a solution to this problem, this thesis contributes with a general architecture of
telemetry, different scenarios to access the cloud computing, guidelines for the selection
of components in the different domains of an IoT-based architecture and examples of
implementation of a WSN through a testbed based on the use of smart sensors with
Bluetooth Low Energy. In the example shown, an IoT gateway is developed on an
Android smartphone. This gateway integrates an MQTT client and has the necessary
functionalities to pack the data from the sensors and send them to the MQTT broker
residing in a cloud computing. There is also a friendly interface available for a local
user to monitor and control the WSN created. Some experiments were carried out to
demonstrate the functionality, speed and stability of the proposed gateway, to be used
in this and other application domains.
This thesis proposes a family of protocols named LP4S that provides fast responses
and enables plug-and-play mechanisms that allow IoT telemetry systems to discover new
nodes and to describe and auto-register the sensors and actuators connected to a beacon.
Thus, three protocols are defined depending on the beacon hardware characteristics:
LP4S-6 (for resource-constraint beacons), LP4S-X (for more powerful beacons) and
LP4S-J (for beacons able to run complex firmware). In order to demonstrate the
capabilities of the designed protocols, the most restrictive (LP4S-6) is tested after
implementing it for a telemetry application in a beacon based on Eddystone (Google’s
open beacon format). Thus, the beacon specification is extended in order to increase
its ability to manage unlimited sensors in a telemetry system without interfering in
its normal operation with Eddystone frames. The performed experiments show the
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feasibility of the proposed solution and its superiority, in terms of latency and energy
consumption, with respect to approaches based on Generic Attribute Profile (GATT)
when multiple users connect to a mote or in scenarios where latency is not a restriction,
but where low-energy consumption is essential.
This thesis also presents a Virtual Transducer Electronic Data Sheet (VTEDS) based
framework for the development of intelligent sensor nodes with plug-and-play capabilities
in order to contribute to the evolution of the Internet of Things (IoT) towards the Web
of Things (WoT). It makes use of new lightweight protocols that allow the sensors to
self-describe, auto-calibrate and auto-register. Such protocols enable the development
of novel IoT solutions while guaranteeing low latency, low power consumption and
the required QoS. In order to evaluate the performance of the system, it was tested
when using Bluetooth Low Energy (BLE) and Ethernet-based smart sensors in different
scenarios. Specifically, user experience was quantified empirically (i.e., how fast the
system show collected data to a user). The obtained results show that the proposed
VTED architecture is really fast, being some smart sensors (located in Europe) able to
self-register and self-configure in a remote cloud (in South America) in less than 3 s and
to display data to remote users in less than 2 s.
Finally, technological trends for the development of intelligent sensors in the field
of the current Internet of things are shown, based on communication technologies
and protocols, hardware, multi-protocol and multi-network devices, operating systems,
on-line development environments and programming languages of the firmware of said
sensor nodes. All the scientific contributions of this thesis are reflected in the design of
a precision agriculture project, to control the irrigation of a banana plantation in an
automated way. The aforementioned project is still in execution, although progress in
its implementation is shown in the last chapter.
Resumen
El Internet de las cosas (IoT) involucra una amplia variedad de tecnolog´ıas heteroge´neas
y dispositivos con recursos limitados que interactu´an entre s´ı. Debido a tales restricciones,
los dispositivos de IoT generalmente requieren protocolos livianos que optimicen el uso
de los recursos y el consumo de energ´ıa. Entre los diferentes dispositivos comerciales de
IoT, los beacons basados en Bluetooth y BLE, que transmiten perio´dicamente ciertos
paquetes de datos para notificar su presencia, han experimentado un notable crecimiento,
especialmente debido a su aplicacio´n en sistemas de posicionamiento en interiores.
Como solucio´n a esta problema´tica esta tesis aporta con una arquitectura general de
telemetr´ıa, diferentes escenarios para acceder a la cloud computing, gu´ıas de seleccio´n de
componentes en los diferentes dominios de una arquitectura basada en IoT y ejemplos
de implementacio´n de una WSN a trave´s de un testbed basado en el uso de sensores
inteligentes con Bluetooth Low Energy. En el ejemplo mostrado se desarrolla un gateway
IoT sobre un tele´fono inteligente Android. Este gateway integra un cliente MQTT y
dispone de las funcionalidades necesarias para empaquetar los datos de los sensores y
enviarlos hacia el broker MQTT residente en una cloud computing. Tambie´n se dispone
de una interfaz amigable para que un usuario local pueda monitorear y controlar la WSN
creada. Algunas experimentos fueron llevados a cabo para demostrar la funcionalidad,
rapidez y estabilidad del gateway propuesto, para ser usado en este y otros dominios de
aplicacio´n.
Como parte de las soluciones planteadas en esta tesis, se propone una familia de
protocolos denominada Lightweight Protocol for Sensors (LP4S) que proporciona
respuestas ra´pidas y habilita los mecanismos plug-and-play que permiten a los sistemas
de telemetr´ıa IoT descubrir nuevos nodos y describir y registrar automa´ticamente los
sensores y actuadores conectados a un beacon. Por lo tanto, se definen tres protocolos
dependiendo de las caracter´ısticas de hardware del beacon: LP4S-6 (para beacons de
recursos restringidos), LP4S-X (para beacons ma´s potentes) y LP4S-J (para beacons
capaces de ejecutar firmware complejo). Para demostrar las capacidades de los protocolos
disen˜ados, el ma´s restrictivo (LP4S-6) se prueba despue´s de implementarlo para una
aplicacio´n de telemetr´ıa en un beacon basado en Eddystone (formato de beacon abierto
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de Google). Por lo tanto, la especificacio´n del beacon se ampl´ıa para aumentar su
capacidad de administrar sensores ilimitados en un sistema de telemetr´ıa sin interferir
en su funcionamiento normal con las tramas Eddystone. Los experimentos realizados
muestran la viabilidad de la solucio´n propuesta y su superioridad, en te´rminos de
latencia y consumo de energ´ıa, con respecto a los enfoques basados en el perfil gene´rico
de atributos (GATT) cuando mu´ltiples usuarios se conectan a un sensor inteligente o
en escenarios donde la latencia no es una restriccio´n, pero el bajo consumo de energ´ıa
es esencial.
Se presenta adema´s un framework basado en TEDS virtuales (VTEDS) para el desa-
rrollo de nodos de sensores inteligentes con capacidades plug-and-play para contribuir
a la evolucio´n del Internet de las Cosas (IoT) hacia la Web de las Cosas (WoT). En
el sistema propuesto se utilizan los protocolos livianos, que hemos desarrollado, para
que los sensores se auto-describan, auto-calibren y se auto-registren automa´ticamente.
Dichos protocolos permiten el desarrollo de nuevas soluciones de IoT al tiempo que
garantizan baja latencia, bajo consumo de energ´ıa y la QoS requerida. Para evaluar el
rendimiento del sistema, se usaron sensores Bluetooth Low Energy (BLE) y basados en
Ethernet en diferentes escenarios. Espec´ıficamente, la experiencia del usuario se cuanti-
fico´ emp´ıricamente (es decir, que´ tan ra´pido el sistema muestra los datos recopilados a
un usuario). Los resultados obtenidos muestran que la arquitectura VTED propuesta
es realmente ra´pida, ya que algunos sensores inteligentes (ubicados en Europa) pueden
auto-registrarse y auto-configurarse en una cloud remota (en Ame´rica del Sur) en menos
de 3s y mostrar datos de los sensores a usuarios remotos en menos de 2s.
Finalmente, se muestran las tendencias tecnolo´gicas para el desarrollo de sensores
inteligentes en el a´mbito del Internet de las cosas actual, en funcio´n de las tecnolog´ıas y
protocolos de comunicacio´n, hardware, dispositivos multi-protocolos, sistemas operativos,
ambientes de desarrollo on-line y lenguajes de programacio´n del firmware de dichos
nodos sensores. Todos los aportes cient´ıficos de esta tesis son reflejadas en el disen˜o de
un proyecto de agricultura de precisio´n, para controlar el riego de una plantacio´n de
banano de forma automatizada. El proyecto citado au´n se encuentra en ejecucio´n, no
obstante los avances de implementacio´n del mismo son mostrados en el u´ltimo cap´ıtulo.
Resumo
A Internet das Cousas (IoT) implica unha ampla variedade de tecnolox´ıas e disposi-
tivos con recursos limitados interactu´an heteroxe´neos. Debido a estas condicio´ns, os
dispositivos de Internet das cousas en xeral, esixen protocolos leves que optimizan o
uso de recursos e consumo de enerx´ıa. Entre os moitos dispositivos comerciais IDC,
balizas baseado Bluetooth e ble, que transmiten periodicamente determinados paquetes
de datos para notificar a su´a presenza, presentan un crecemento significativo, sobre
todo debido a´ su´a aplicacio´n en sistemas de posicionamento internos.
Como solucio´n a este problema desta tese ofrece un xeneral arquitectura telemetr´ıa
escenarios diferentes para acceder a computacio´n en nube, orienta a seleccio´n de
compon˜entes nos diferentes a´mbitos de unha economı´a baseada en Internet das cousas e
exemplos de posta en marcha dunha WSN trave´s da arquitectura cun testbed baseado
no uso de sensores intelixentes con Bluetooth Low Energy. No exemplo que se mostra,
unha pasarela IoT esta´ desenvolvida nun tele´fono intelixente con Android. Este portal
integra un cliente e ten MQTT necesario para embalaxe os datos dos sensores e envialos
para o corrector MQTT residente en capacidades de computacio´n en nube. Hai tame´n
unha interface amigable dispon˜ible para que un usuario local monitor e controle o
WSN creado. Algunhas experiencias foron realizadas para demostrar a funcionalidade,
a velocidade ea estabilidade do porto de conexio´n proposto, para uso nesta e outros
dominios de aplicacio´n.
Como parte das solucio´ns propostas nesta tese, unha familia de protocolos chamados
LP4S dando respostas ra´pidas proposta e permitir mecanismos de plug-and-play que
permiten sistemas IDC telemetr´ıa descubrir novos no´s e describir e automaticamente
gravar os sensores e actuadores conectados a un faro. LP4S-6 (por balizas recurso-
constrangidos), LP4S-X (por balizas ma´is fortes) e LP4S-J (por balizas capaces de
execucio´n do firmware complexo): Por conseguinte, tres protocolos, dependendo das
caracter´ısticas de hardware baliza definida . Para demostrar as capacidades de protocolos
desen˜ados, as ma´is restritivas (LP4S-6) e´ probada tras a posta en marcha dunha
solicitude de Eddystone baseada telemetr´ıa (formato aberto faro de Google) Beacon.
Polo tanto, o faro especificacio´n expande para aumentar a su´a capacidade de xestionar
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sensores ilimitadas nun sistema de telemetr´ıa sen interferir co funcionamento normal
cadros Eddystone. As experiencias mostran a viabilidade da solucio´n proposta ea
su´a superioridade en canto a consumo de latencia e de potencia en comparacio´n
coas propostas baseadas no perfil de atributo xene´rico (GATT) cando varios usuarios
conectarse a un sensor intelixente ou escenarios onde a latencia non e´ unha restricio´n,
pero onde o consumo de enerx´ıa e´ esencial.
baseado Teds virtuais (VTEDS) para o desenvolvemento de no´s sensores intelixentes con
plug-and-play para contribu´ır a´ evolucio´n de Internet das Cousas (Internet das cousas)
a´ Web of Things (WOT) cadro tame´n se mostra. Nos protocolos leves sistema proposto,
realizamos son usados para que os sensores son propio descricio´n, auto-calibracio´n e
auto-rexistrar automaticamente. Estes protocolos permiten o desenvolvemento de novas
solucio´ns IOT asegurando ao mesmo tempo baixa latencia, baixo consumo de enerx´ıa
ea QoS requiridos. Para avaliar o rendemento do sistema, eles sensores Bluetooth Low
Energy (ble) foron utilizados e Ethernet en base a diferentes escenarios. En concreto, a
experiencia do usuario e´ empiricamente cuantificados (e´ dicir, o qua˜o ra´pido o sistema
exhibe os datos recollidos a un usuario). Os resultados mostran que a arquitectura
VTED proposta e´ moi ra´pido, porque algu´ns sensores intelixentes (situadas en Europa)
poden auto-rexistro e auto-configurado nunha nube remota (en Ame´rica do Sur) en
menos de 3s e dos datos de visualizacio´n sensores para usuarios remotos en menos de 2
s.
Por u´ltimo, as tendencias da tecnolox´ıa para o desenvolvemento de sensores intelixentes
no campo de Internet das cousas reais, dependendo das tecnolox´ıas e protocolos de
comunicacio´n, hardware, dispositivos multi-protocolo, sistemas operativos, ambientes de
desenvolvemento en lin˜a mostra e linguaxes de programacio´n do firmware dos devanditos
nodos de sensores. Todas as contribucio´ns cient´ıficas desta tese son reflectidas no desen˜o
dun proxecto de agricultura de precisio´n, para controlar o risco dunha plantacio´n de
bananas automatizado. O devandito proxecto a´ında esta´ en execucio´n, a pesar dos
progresos da su´a execucio´n mo´stranse no u´ltimo cap´ıtulo.
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Cap´ıtulo 1
Introduccio´n
El Internet de las Cosas (IoT) constituye un avance importante para la sociedad.
Millones de usuarios, hombres y ma´quinas, participan a nivel mundial activamente en
Internet tanto en su vida laboral como en la social y gracias a las tecnolog´ıas inala´mbricas
disponibles, han ampliado sus posibilidades de interaccio´n en la red en cualquier lugar
y momento. Por tanto, la tecnolog´ıa sirve como herramienta de colaboracio´n y toma de
decisiones en un mundo en el que converge lo f´ısico con lo digital.
El IoT implica un escenario donde las “cosas”, t´ıpicamente dispositivos electro´nicos
inteligentes con sensores y actuadores distribuidos geogra´ficamente, se encuentran
identificados y conectados a Internet, que permiten el control y monitoreo remoto de
situaciones cr´ıticas de un dominio de aplicacio´n, incluso sin la interaccio´n humana. Sin
embargo, para poder detectar dichas situaciones es necesario comunicar, almacenar,
analizar y procesar eficientemente la gran cantidad de informacio´n generada cada d´ıa.
Una aplicacio´n importante de IoT es la Agricultura Inteligente (Smart Agriculture) y se
define como el uso de las Tecnolog´ıas de la Informacio´n y Comunicaciones en la gestio´n
localizada de cultivos o parcelas agr´ıcolas, basado en la existencia de variabilidad en
campo, para aplicar el tratamiento adecuado en el momento justo.
El te´rmino Internet de las cosas es una extensio´n del ya conocido Internet, del cual
hoy en d´ıa todos somos usuarios permanentes y lo conocemos como la gran autopista
de la informacio´n, donde podemos encontrar pra´cticamente cualquier informacio´n
que necesitamos gracias a la interconexio´n de millones de computadoras, bases de
datos y usuarios alrededor de todo el mundo. Podr´ıamos decir que la evolucio´n del
Internet que conocemos hoy en d´ıa comenzo´ en la de´cada de los 70 a los 80, donde se
crearon los primeros protocolos de comunicaciones que son la base de nuestro Internet,
por las principales universidades de Estado Unidos, como el Instituto Tecnolo´gico
de Massachusetts (MIT) y la Universidad de California, Los A´ngeles (UCLA), que
convirtieron en los 90 a la red militar y acade´mica ARPANET en el Internet actual.
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2Pero mucho antes, Nikola Tesla (1926) y Alan Turing (1950) anticiparon la conectividad
global, la miniaturizacio´n tecnolo´gica y la necesidad de inteligencia en sensores y equipos
de comunicacio´n, incluso en 1874 cient´ıficos franceses lograron transmitir informacio´n
meteorolo´gica desde la cima del monte Mont Blanc hasta Par´ıs, constituyendo los
primeros experimentos de telemetr´ıa hasta ahora registrados. Continuando con la
historia, con la aparicio´n del Internet la de´cada de los 90 tuvo una gran actividad
de desarrollo tecnolo´gico creando cada vez ma´s aplicaciones pensadas para Internet.
Fue as´ı que en 1990 John Romkey, en el evento Interop, mostro´ al mundo el primer
objeto (thing) conectado a Internet, una tostadora que pod´ıa ser encendida o apagada
remotamente. Luego en 1999 fue creado el centro Auto-ID dentro del MIT, por sus
fundadores Sanjay Sarma, David Brock y Kevin Ashton, que lograron enlazar en Internet
objetos a trave´s de tarjetas Radio-frequency identification (RFID) . Pero no fue hasta
que el director ejecutivo de Auto-ID, Kevin Ashton en este mismo an˜o y luego David
L. Brock en el 2001, que acun˜aron el te´rmino Internet de las Cosas en la historia del
Internet.
El concepto del Internet de las Cosas ha tenido mu´ltiples definiciones desde 1999 hasta
nuestros d´ıas, refirie´ndose en sus inicios a solo cosas identificables v´ıa RFID exclusiva-
mente, an˜adie´ndoles inteligencia y mayor a´mbito. Podemos decir que el Internet de las
cosas actual ser´ıa el conjunto de objetos inteligentes, perfectamente auto-identificables,
capaces de interactuar remotamente entre s´ı y con el resto de los equipos conectados
a trave´s de Internet en tiempo real, incluso sin la interaccio´n humana. En ciertos
dominios de aplicacio´n, como el a´mbito agropecuario, IoT lo se ve como el conjunto de
sensores capaces de medir para´metros clima´ticos, suelo, agua, cultivos (tronco, fruto,
clorofila, etc.) y otros, que env´ıan la informacio´n a un servidor local o remoto (nube);
proporcionando a los empresarios agropecuarios y clientes finales la posibilidad de
monitorear su produccio´n remotamente desde un terminal conectado a Internet, sea
este una PC, Tablet o smartphone.
Actualmente existen varias arquitecturas de IoT y para este cap´ıtulo se ha propuesto
la arquitectura de la figura 1.1 que ha sido adaptada de [1] y consta de 3 capas: Dominio
de Aplicacio´n, Dominio de Red y Dominio de sensores.
En la capa de dominio de Aplicacio´n se encuentra la infraestructura de comunicacio´n,
almacenamiento y procesamiento de datos, as´ı como las herramientas de ana´lisis y
presentacio´n de la informacio´n al usuario. La infraestructura puede estar formada
desde un servidor f´ısico o virtualizado a un Centro de Procesamiento de Datos (CPD)
complejo que involucra un conjunto de recursos f´ısicos, lo´gicos y humanos para el
control de los procesos y datos en el contexto de IoT. La virtualizacio´n de los recursos
f´ısicos y disponibilidad en internet se conoce como computacio´n en la nube o Cloud
Computing [2–5]. Algunas de las principales funciones de esta capa son:
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Figura 1.1: Arquitectura del Internet de las Cosas.
Recoleccio´n de datos crudos. El CPD se comunica con la capa Dominio de Red
mediante el internet y usa un protocolo de comunicacio´n para recolectar los datos
crudos [6–8]. Existen varios protocolos de comunicacio´n, por ejemplo: Message
Queuing Telemetry Transport (MQTT), Constrained Application Protocol (CoAP),
Representational State Transfer (REST), Extensible Messaging and Presence
(XMPP), etc. [9, 10]. MQTT es muy popular por su bajo consumo de ancho de
banda y bajo consumo de recursos.
4Preprocesamiento y almacenamiento de datos. Consiste en la limpieza y transfor-
macio´n de datos para luego ser almacenados en sistemas gestores de bases de datos,
y/o pasar a un sistema de ca´lculo o simplemente ser monitoreados y controlados
en tiempo real [11–14].
Monitoreo y control. Los datos de sensores de la Wireless Sensor Network (WSN)
se presentan en un tablero de control (dashboard IoT) visual para que el usuario
comprenda el estado actual de la zona o a´rea que esta´ vigilando. Un dashboard IoT
adema´s de monitorear sensores tambie´n puede controlar actuadores de la WSN,
por ejemplo, encender o apagar una bomba, abrir o cerrar una electrova´lvula.
Aplicaciones o dominios IoT. Software con interfaz web o mo´vil que interactu´a con
el usuario y a su vez con los componentes IoT. Las aplicaciones IoT tambie´n se las
conoce como Smart: ciudades inteligentes (Smart Cities), hogar y edificio inteligente
(Smart Home and Building), cuidado y salud inteligente (Smart Healthcare),
agricultura inteligente o Agricultura de Precisio´n (Smart Agriculture o Precision
Agriculture), etc. [15–17].
Ana´lisis de datos. Procesa los datos crudos obtenidos de la WSN y los combina
con datos extra´ıdos de los sistemas transaccionales para obtener informacio´n u´til
que ayude la toma de decisiones. La Estad´ıstica, Inteligencia de Negocios, Miner´ıa
de Datos, Inteligencia Artificial, Machine Learning son algunas de las disciplinas
aplicables para ana´lisis de datos en el contexto de IoT.
El sistema que coordina y gestiona todos los componentes del dominio de aplicacio´n
de Internet de las cosas se le conoce como Plataforma IoT.
La capa de Dominio de Red comprende componentes de preprocesamiento y comunica-
cio´n entre la Red de Sensores Inala´mbrica (WSN) y la plataforma IoT. Los componentes
IoT de esta capa son:
Gateway o Micro data center. Es un dispositivo con caracter´ısticas de un mi-
nicomputador que adema´s de coordinar la comunicacio´n con la WSN y con la
plataforma IoT, se encarga de obtener los datos crudos de los dispositivos IoT o
motes, luego realizar un pre-procesamiento y almacenamiento temporal y seguida-
mente enviarlos a la plataforma IoT mediante un protocolo de comunicacio´n.
Red de comunicacio´n con la WSN. Comprende la tecnolog´ıa que hace posible la
comunicacio´n entre un mote y un Gateway IoT. Ejemplos de tecnolog´ıas WSN son:
Zigbee, Bluetooth Low Enegy (BLE), Long Range (Lora), Sigfox, etc., las cuales
sera´n explicadas con ma´s detalle en la seccio´n de Tecnolog´ıas de Comunicacio´n.
5Red de comunicacio´n con la Plataforma IoT. Comprende la tecnolog´ıa de co-
municacio´n del Gateway IoT con la plataforma IoT, normalmente es de Local
Area Network (LAN), Wide Area Network (WAN) o Metropolitan Area Network
(MAN); Estas tecnolog´ıas pueden ser: Wireless Fidelity (Wi-fi), Ethernet, World-
wide Interoperability for Microwave Access (WiMax), Long Range Wide Area
Network (Lora-WAN), etc.
Algunos autores como [18–20] hablan de computacio´n en la niebla (Fog Computing) y
computacio´n en el borde (Edge Computing), a continuacio´n se explican estos nuevos
conceptos:
Fog Computing. Extensio´n de cloud computing y sus servicios al borde de la red;
es decir, consiste en descentralizar de la cloud, el almacenamiento de datos, el
procesamiento, los servicios y las aplicaciones para llevarlo a un entorno localizado.
Esta responsabilidad por lo general es delegada a un gateway IoT de tipo MicroData
Center, transmitiendo a la cloud so´lo los mensajes y datos de contexto global.
Edge Computing. La computacio´n de este tipo va ma´s alla´ de ser localizada a un
Gateway o micro data center, cada dispositivo de la red desempen˜a la funcio´n de
procesar los datos ma´s cercanos y de decidir que´ datos debe enviar al dispositivo
de nivel superior (Gateway IoT o Cloud).
En la capa de Dominio de Sensores se ubican las redes de sensores inala´mbricas (WSN)
y los dispositivos (motes) IoT que integran transductores, sensores y actuadores.
En el argot de los sistemas embebidos y la telemetr´ıa existen tres te´rminos que tienden
a ser confundidos, estos son: transductores, sensores y actuadores dada la similitud
y naturaleza que los envuelve. Segu´n la definicio´n de diccionarios, un transductor es
un dispositivo que transfiere un tipo de energ´ıa en otra diferente. Ejemplos comunes
tenemos a los micro´fonos, capaces de transformar sonido en impulsos ele´ctricos y en el
caso contrario a los altavoces o parlantes que convierten impulsos ele´ctricos en sonido.
Tambie´n tenemos a los focos de luz incandescentes que emiten luz cuando pasa corriente
por un filamento. Otro ejemplo ser´ıa el motor que convierte energ´ıa ele´ctrica en energ´ıa
meca´nica o de movimiento. Por otro lado, tenemos a los sensores, que segu´n diccionario
es un dispositivo que puede detectar cambios de est´ımulos f´ısicos y lo convierten en una
sen˜al que puede ser medida o guardada. Ejemplo de sensores los tenemos en el cuerpo
humano, que logran detectar luz, sonidos, cambios qu´ımicos, presio´n y temperatura.
Una acotacio´n importante en este momento para distinguir los conceptos y te´rminos
anteriores ser´ıa que un sensor puede ser usado por s´ı solo para medir algo, pero un
transductor necesita adema´s del elemento de sensado un circuito ele´ctrico asociado.
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Es decir, un transductor contiene un sensor y la mayor´ıa de los sensores deben ser
transductores. El actuador es un dispositivo que conmuta una sen˜al ele´ctrica o mueve
algo y utiliza energ´ıa para lograr un movimiento o conmutacio´n. Por tanto, podemos
decir que un actuador es un tipo espec´ıfico de transductor.
1.1. Motivacio´n y principales objetivos de la tesis
La necesidad de contar con un sistema de telemetr´ıa multipropo´sito capaz de obtener
variables de un proceso en tiempo real y publicarlas en Internet, utilizando para ello
hardware y firmware abierto basado en esta´ndares, que garanticen bajo consumo, tiempo
de vida alto, reducido taman˜o, bajos recursos de memoria y procesador, baja latencia y
que soporte protocolos de comunicacio´n que permitan transmitir datos v´ıa IPV6 sobre
redes inala´mbricas, nos motivo a llevar a cabo esta investigacio´n.
Objetivo General
Disen˜ar y desarrollar sistemas de telemetr´ıa multipropo´sito que obtengan variables
de un proceso en tiempo real y las guarde en un Cloud Computing para el Internet
de las Cosas mediante una red de sensores inala´mbricos formada por motes o nodos
(hardware y firmware) propios o comerciales que cubran los requisitos de modularidad,
alimentacio´n, mantenimiento, escalabilidad, ultra bajo consumo, conectividad IPV6 y
servicios web a nivel de nodo, basados en tecnolog´ıa plug & play a nivel de sensores.
Adema´s, debera´n usar esta´ndares de comunicacio´n que facilite interconexio´n con todo
tipo de redes a nivel IP de forma o´ptima en cuanto a latencia, consumo de energ´ıa
y calidad de servicio. Todo ello optimizado a trave´s de un trabajo de investigacio´n y
ana´lisis y desarrollo/adaptacio´n de algoritmos para cubrir estos propo´sitos.
Objetivos Espec´ıficos
Evaluar y comparar/analizar el desempen˜o de las tecnolog´ıas Zigbeee (IEEE
802.15.4) y Bluetooth Low Energy en el a´mbito de una red WSN - 6LoWPAN
para el IoT utilizando motes comerciales.
Modificar firmware de un mote comercial seleccionado aplicando mecanismos de
optimizacio´n que mejoren los resultados obtenidos.
Disen˜o y desarrollo del hardware y firmware de una plataforma experimental
propia que incluya las modificaciones anteriores.
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1.2. Principales contribuciones de la tesis
Las principales contribuciones originales derivadas de esta tesis son las siguientes:
Se define un conjunto de protocolos livianos que permiten la auto-deteccio´n de
hardware y el registro automa´tico en la nube con mecanismos plug-and-play que
pueden implementarse en dispositivos de IoT con recursos limitados.
Se demuestran las capacidades de los protocolos disen˜ados, probando el ma´s
restrictivo Lightweight Protocol for Sensors-Six (LP4S-6) despue´s de implementarlo
para una aplicacio´n de telemetr´ıa en un beacon Eddystone, cuya especificacio´n
predeterminada se ampl´ıa para aumenta su capacidad para gestionar sensores
ilimitados sin interferir en su funcionamiento normal con tramas Eddystone. Los
experimentos realizados muestran la viabilidad de la solucio´n propuesta y su
superioridad respecto de los enfoques basados en el perfil gene´rico de atributos,
General Attribute Profile (GATT), en te´rminos de latencia y consumo de energ´ıa
cuando mu´ltiples usuarios se conectan a un sensor inteligente o en escenarios donde
la latencia no es una restriccio´n, pero el bajo consumo de energ´ıa es esencial.
Se presenta una arquitectura basada en el esta´ndar IEEE 21451 que propone
diferentes modificaciones relacionadas con el concepto de Virtual Transducer
Electronic Data Sheet (VTEDS). El sistema propuesto permite la incorporacio´n de
mecanismos plug-and-play en la capa del sensor en un ecosistema de IoT. El sistema
propuesto tambie´n incluye al conjunto de protocolos livianos, antes descritos, para
optimizar la descripcio´n de los sensores mediante Transducer Electronic Data
Sheet (TEDS), permitiendo la auto-deteccio´n de hardware y el auto-registro en
la nube. Estos protocolos se pueden implementar en diferentes tipos de motes e
incluso se pueden usar mediante protocolos esta´ndar.
Se presenta una aplicacio´n web con una interfaz gra´fica intuitiva que permi-
te monitorear, controlar y administrar todos los sensores y la arquitectura de
comunicaciones.
Se evalu´a emp´ıricamente al sistema propuesto en diversos escenarios reales y
con diferentes nodos de sensores para mostrar que la arquitectura disen˜ada es
realmente ra´pida para desplegar e intercambiar datos de sensores.
Se propone una arquitectura de telemetr´ıa multi-propo´sito para IoT flexible y esca-
lable que permite la integracio´n de diferentes fabricantes de sensores, actuadores,
transductores inteligentes, gateways. Adema´s de integrar diferentes tecnolog´ıas de
comunicacio´n en redes WSN y cableadas de largo y corto alcance.
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Se proponen diferentes escenarios de accesos a la cloud basados en el uso de clientes
y broker MQTT.
1.3. Convenio de colaboracio´n entre la UDC y UTMACHALA
Nuestra propuesta de investigacio´n inicia a partir del Convenio de cooperacio´n inter-
institucional [21] subscrito entre la Universidad Te´cnica de Machala y la Universidad
de la Corun˜a en el an˜o 2014, con la finalidad de desarrollar la cooperacio´n acade´mica y
educativa, as´ı como promover el entendimiento mutuo entre ambas instituciones.
Dicho convenio establece el procedimiento a seguir entre la UDC y la UTMACH para la
admisio´n y matricula de candidatos a cursar un programa doctoral. Uno de los objetivos
del convenio concede a la UTMACH la facultad de seleccionar directamente a sus
candidatos de conformidad con sus prioridades e intereses formativos e institucionales.
En tal sentido, el H. Consejo Universitario de la UTMACH concede su primer aval aval
acade´mico para la realizacio´n de estudios de postgrado, a 18 profesionales (actualmente
hay mas de 30) que laboran en la UTMACH en calidad de docentes cuya admisio´n ha
sido concedida por la Universidad de Corun˜a — Espan˜a. En este primer grupo consta
nuestra propuesta de investigacio´n, avalados por la resolucio´n No. 342/2014 [22].
1.4. Resumen de la tesis
Esta tesis esta´ estructurada en tres partes alrededor de los sistemas telemetr´ıa mul-
tipropo´sito basados en el Internet de las cosas. La primera parte esta´ cubierta por
el Cap´ıtulo 2, donde se comienza con un ana´lisis del estado del arte de los dominios
de sensores, red y aplicacio´n, el cual constituye en s´ı una gu´ıa ra´pida de seleccio´n de
componentes para un sistema de telemetr´ıa actual. Seguido de una propuesta de arqui-
tectura general de telemetr´ıa heteroge´nea que permita la integracio´n de diferentes tipos
de redes (WSN y cableadas), motes aislados y LAN extendida. Adema´s se proponen
diferentes escenarios de acceso a la cloud que garantizan la flexibilidad y escalabilidad
deseada en los sistemas actuales IoT.
La segunda parte la cubre el Cap´ıtulo 3, donde se ilustra el desarrollo de una familia
de protocolos livianos para deteccio´n heteroge´nea en aplicaciones de telemetr´ıa IoT y
ser usados por los nodos sensores de la arquitectura propuesta en la primera parte. La
familia de protocolos Lightweight Protocol for Sensors (LP4S) definida dispone de los
sub-protocolos Lightweight Protocol for Sensors-Six (LP4S-6), Lightweight Protocol
for Sensors-Extended (LP4S-X) y Lightweight Protocol for Sensors-JSON (LP4S-J),
que esta´n destinados a proporcionar comunicaciones livianas a dispositivos de IoT con
bater´ıa y recursos limitados.
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La tercera parte esta´ cubierta por el Cap´ıtulo 4, que propone una nueva arquitectura
Plug-And-Play (PnP) basada en TEDS virtuales para la Web of Things (WoT), que
permite la auto-configuracio´n, auto-descripcio´n, auto-calibracio´n de los nodos sensores
tanto en el dominio de redes como en una cloud computing y ser usada en sistemas de
telemetr´ıa multipropo´sito como se indico´ en la primera parte.
En el Cap´ıtulo 5, se muestran las tendencias tecnolo´gicas en el a´mbito IoT que marcara´n
el desarrollo de trabajos futuros. Tambie´n se muestran los avances de un proyecto en
curso para la implementacio´n de un sistema de telemetr´ıa basado en IoT para el control
del riego automatizado de una plantacio´n de bananos, que hace uso de los principales
aportes de esta tesis.
Finalmente, en el Cap´ıtulo 6 se resumen las conclusiones de las aportaciones de la
tesis y la produccio´n cient´ıfica generada por esta.





Los sistemas de telemetr´ıa han sido ampliamente estudiados desde su origen en los
an˜os 1800, donde se consiguieron enviar de forma remota la medicio´n de ciertas variables
atmosfe´ricas hacia una central de monitoreo y control. La telemetr´ıa, etimolo´gicamente
hablando proviene de las palabras griegas (tele) que significa distancia y (metron) que
significa medida. Estos sistemas estaban formados por un dispositivo de entrada, que
actuaba como transductor de la variable f´ısica a ser medida, unidad terminal encargada
de convertir el para´metro f´ısico medido en un dato para que un transmisor enviara
dicha medicio´n ya sea de forma cableada o inala´mbrica y por diferentes medios de
comunicacio´n, un dispositivo receptor que procesaba, grababa y visualizaba los datos.
Los sistemas de telemetr´ıa han encontrado un gran nu´mero de campos de aplicacio´n
con el decursar de la historia y esta´n presentes en todas las industrias y dominios de
aplicaciones actuales, como la industria del petroleo, aerona´utica, armamentista, salud,
naves espaciales tripuladas o no tripuladas, automovilismo, etc., incluso la podemos
encontrar hasta en los tele´fonos inteligentes actuales. La telemetr´ıa ha sido utilizada no
solo para obtener datos de lugares remotos sino tambie´n de acceso dif´ıcil o peligroso
para el humano. Es decir, tiene una presencia constante en nuestras vidas y de una
u otra forma decide e incide en el comportamiento de procesos y el progreso de la
humanidad, por ende, su estudio y evolucio´n continua sigue siendo centro de atencio´n
de la comunidad cient´ıfica e industria tecnolo´gica.
Como hemos mencionado, la industria acogio´ ra´pidamente a los sistemas de telemetr´ıa
y los incorporo´ desde el 1960 en sus sistemas Supervisory Control and Data Acquisition
(SCADA) y Distributed control Systems (DSC) para monitorear y controlar diferentes
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procesos. Estos sistemas han evolucionado hasta nuestros d´ıas y con la llegada del
IoT han aparecido nuevos conceptos muy en boga como son Industrial Internet of
Things (IIoT), Industria 4.0 e Internet of Everything (IoE), que exigen nuevos retos
a los disen˜adores de sistemas de telemetr´ıa actuales, que incorporan las tradicionales
funciones de los SCADA como la de adquisicio´n de datos, comunicacio´n, monitoreo
y control, alarmas, alertas, reportes con nuevos valores an˜adidos gracias al IoT como
son la de convertir el simple dato en informacio´n relevante incluso sema´ntica, ana´lisis
predictivo (que es lo que va a pasar?) y prescriptivo (cuando?, por que´? y que es lo que
hay que hacer?), permitiendo a su vez la creacio´n de nuevos modelos de negocio.
En el contexto actual del IoT, los componentes ba´sicos del sistema de telemetr´ıa
antes mencionados siguen estando presentes y los encontramos de forma transversal
en todos los dominios de la arquitectura IoT mostrada en la figura 1.1, esta vez en
forma de sensores y actuadores, smart transducers, gateways y la cloud computing. Uno
de los grandes retos de la telemetr´ıa actual esta´ precisamente en su esencia de poder
conectar cualquier cosa, problema´tica que se agudiza con la jungla de productores de
tecnolog´ıas, protocolos de comunicacio´n propietarios y esta´ndares, caso que no ocurr´ıa
con los disen˜os de SCADA hace 40 an˜os atra´s, donde pra´cticamente solo se conectaban
componentes de un mismo fabricante.
En este cap´ıtulo, se da una solucio´n a estas problema´ticas y retos actuales dada
la heterogeneidad de los elementos de un sistema de telemetr´ıa y la necesidad de
convivencia en los sistemas IoT existentes. Para ello, se comienza con un estudio del
estado del arte de los componentes ba´sicos de un sistema de telemetr´ıa, basados en
la publicacio´n [23], para que sirva de gu´ıa en la implementacio´n de un sistema IoT
actual multi-propo´sito, incluso poniendo casos de ejemplo de un dominio espec´ıfico de
aplicacio´n como es la Agricultura de Precisio´n. Luego, se propone una arquitectura
de telemetr´ıa heteroge´nea, en cuanto a tecnolog´ıas y redes de comunicacio´n (corto y
largo alcance), smart transducers y me´todos de acceso a la cloud. Para culminar con un
ejemplo de implementacio´n de una de las redes BLE de la arquitectura propuesta, que
esta´ basado en la publicacio´n [24].
2.2. Estado del arte
2.2.1. Dominio de los sensores
Sensores
Los sensores t´ıpicamente convierten est´ımulos f´ısicos en sen˜ales ele´ctricas analo´gicas o
digitales y pueden ser clasificados de acuerdo al tipo de est´ımulo en: acu´sticos, ele´ctricos,
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magne´ticos, o´pticos, te´rmicos y meca´nicos [25]. De acuerdo a la clasificacio´n anterior,
los tipos de sensores ma´s comunes por la variable a medir son:
Temperatura: Termistores, Termostatos, Termocuplas y Resistance Temperature
Detectors (RTD)
Sonido: Micro´fonos e Hidro´fonos
Luz: Light Dependant Resistor (LDR), Fotodiodos, Fototransistores y Celdas
solares
Fuerza/Presio´n: Celdas extensiome´tricas (Strain Gauge), Interruptores de presio´n
y celdas de carga
Posicio´n: Potencio´metros, Linear Variable Differential Transformer (LDVT), Re-
flectivos y Encoders
Velocidad: Tacogeneradores y acelero´metros
Actuadores
Los actuadores son dispositivos capaces de conseguir el movimiento de algo por medio
de una energ´ıa o simplemente conmutar una corriente o un voltaje para que otro
dispositivo pueda generar una accio´n en su entorno de un proceso dado. En funcio´n de
esta energ´ıa los actuadores pueden ser clasificados en neuma´ticos, hidra´ulicos y ele´ctricos
y en funcio´n del movimiento conseguido pueden ser lineales o rotatorios [26]. Por medio
de los actuadores, un sistema automatizado puede abrir o cerrar una esclusa, activar
o desactivar una electrova´lvula para dejar pasar agua, encender o apagar una bomba
de agua, controlar el a´ngulo y altura de boquillas o dispensadores. Abrir escotillas de
sembradoras, ajustar la cantidad de fertilizantes y dosificar el alimento de animales son
algunos de los ejemplos que podr´ıamos citar.
En la tabla 2.1, se muestran algunos de los sensores y actuadores comerciales ma´s
usados en Agricultura de Precisio´n, donde cada fila de la tabla responde a un tipo de
sensor espec´ıfico y las columnas a) y b) representan ejemplos o modelos representativos
con la idea que constituya a su vez una gu´ıa inicial en la bu´squeda del sensor ido´neo,
por ejemplo, para proyectos agropecuarios.
En la fila de sensores de temperatura tenemos en a) el sensor MCP9700A que es un
sensor de temperatura, cuyo voltaje de salida es proporcional a la temperatura en un
rango de -40oC (100 mV) hasta 125oC (1.75 V) con una sensibilidad de 10 mV/oC.
Este sensor puede ser usado para conocer la temperatura ambiental. En b) tenemos un
PT -1000, que es un sensor de temperatura para el suelo principalmente, con un rango
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Tabla 2.1: Sensores y actuadores t´ıpicos de Agricultura de precisio´n.













de -50 a 300oC. El mismo constituye un sensor resistivo, donde la resistencia de salida
var´ıa entre 920 y 1200 ohms aproximadamente y a 0oC la resistencia es de 1 Kohm.
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En los sensores de humedad del suelo, en a) se muestra un sensor Watermark of
Irrometer, con un rango de medicio´n de 0 a 200 cb, donde el valor de resistencia de
salida es proporcional a la tensio´n de agua en la tierra. En b) se muestra un Tensio´metro
de Irrometer, que permite medir y leer directamente la humedad del suelo. Este sensor
no es afectado por la salinidad del suelo, por tanto, no necesita calibraciones adicionales.
En la fila de sensores de humedad ambiental, tenemos en a) al sensor 808H5V5 cuyo
voltaje de salida es proporcional a la humedad relativa en la atmo´sfera y el valor se
entrega en porciento de humedad relativa (0 a 100 %RH). En b) se muestra un sensor
de humedad condensada, Leaf Wetness Sensor (LWS). Aqu´ı el voltaje de salida es
inversamente proporcional a la humedad condensada en el sensor. Otro para´metro
importante en agricultura es la radiacio´n solar, los sensores de este tipo se muestra
en a) Light Dependant Resistor (LDR), donde la resistencia de salida es proporcional
a la intensidad de luz que incide sobre la celda. En b) se encuentra el sensor SQ-110,
utilizado para medir radiaciones solares y el voltaje de salida es proporcional a la
intensidad de la luz, en el rango visible del espectro (410 a 655 nm).
Los dendro´metros son unos sensores interesantes que permiten medir el dia´metro del
tronco de una planta o del fruto para conseguir un seguimiento efectivo del cultivo. En
a) tenemos al sensor resistivo Ecomatik DC2, con un rango de 0 a 20 Kohm, que mide
el dia´metro del tronco de una planta (Trunk Diameter Dendometer). En b) se muestra
al Fruit Diameter dendometer (Ecomatik DF), presenta el mismo rango de resistencia
de salida que el de tronco, pero se lo utiliza principalmente para medir el dia´metro
de los frutos. En la tabla 2.1 tambie´n se ha incluido una fila para transductores que
combinan ma´s de un sensor como es el caso de a) que puede ser utilizado para una
estacio´n meteorolo´gica, incluye un pluvio´metro, anemo´metro y direccio´n del viento. El
anemo´metro brinda una salida digital cuya frecuencia es proporcional a la velocidad
del viento. La direccio´n del viento (Wind vane) brinda una salida resistiva, donde la
resistencia es proporcional a un a´ngulo, es decir brinda 16 posiciones que indicar´ıa
la direccio´n actual del viento. El pluvio´metro, brinda una salida digital que se activa
un interruptor cuando el nivel del agua ha llenado el recipient del sensor (0.28 mm)
aproximadamente. En b) en cambio tenemos al sensor SHT75 de Sensirion que es un
sensor digital de humedad y temperatura, con un rango de -40 oC a +123.8 oC y la
humedad de 0 a 100 %RH. La salida de este sensor es una palabra digital en formato
I2C.
Las tres u´ltimas filas de la tabla 2.1 contienen algunos actuadores usados en diversas
aplicaciones, siendo una de ellas la agricultura de precisio´n. Siendo el control de riego
una problema´tica de automatizacio´n en este dominio de aplicacio´n. En esta fila en
a) se muestra una t´ıpica electrova´lvula, utilizada principalmente para controlar el
paso del agua a las zonas de riego y en b) se muestra la imagen de un interruptor de
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presio´n para riego. Luego se ha incluido una fila de actuadores electromagne´ticos que
generalmente constituyen un paso intermedio de los actuadores de fuerza final, como
son los contactores y rele´s mostrados en a) y b) respectivamente. Estos actuadores
permiten a su vez accionar motores o bombas de agua, mostrado en el ejemplo a) de la
u´ltima fila de la tabla y en b) se muestra el va´stago lineal CAHB-20/21.
Wireless Sensor Network
Segu´n la arquitectura IoT, analizada anteriormente en el ep´ıgrafe Arquitectura IoT, la
base de esta arquitectura esta´ formada por los transductores, sensores y actuadores que
interactu´an con el proceso segu´n el dominio de aplicacio´n que analizado en el ep´ıgrafe
anterior. Estos transductores necesitan de circuitos adicionales que permitan convertir
las sen˜ales analo´gicas medidas en digital y a su vez poder transmitirlas hacia el servidor,
para que un usuario en cualquier parte del mundo pueda observar. Estos circuitos
han evolucionado junto con los avances de la electro´nica y las telecomunicaciones.
Actualmente los transductores son conectados a dispositivos pequen˜os, t´ıpicamente
alimentados por bater´ıas, con ciertas limitaciones de recursos, pero con la suficiente
capacidad de procesar esa sen˜al y transmitirla o recibir comandos remotos para los
actuadores. Estos dispositivos son denominados ”Transductores inteligentes”(smart
sensors o smart transducers) y en el argot IoT son llamados tambie´n ”motes”.
En la mayor´ıa de las aplicaciones IoT, existen muchos motes interconectados en una
red, es decir una red de sensores. Actualmente el medio de comunicacio´n ma´s usado es el
inala´mbrico, por lo que estas redes reciben el nombre de Redes de Sensores Inala´mbricos
o ingle´s Wireless Sensors Network (WSN). En este ep´ıgrafe vamos a introducirnos en
las WSN para conocer los principales smart transducers comerciales disponibles en el
mercado, que pueden ser usados en proyectos agropecuarios. Tambie´n revisaremos las
principales tecnolog´ıas inala´mbricas usadas en las WSN actuales.
Transductor inteligente (Smart Transducer)
En la figura 2.1 se muestra el esquema general de un smart transducer. Donde podemos
observar que a trave´s de las entradas y salidas analo´gicas y digitales del procesador se
conectan los sensores y actuadores. En un mote el procesador debe tener la capacidad
de realizar un procesamiento primario de la informacio´n y encapsular el dato dentro del
protocolo de comunicacio´n que usa la WSN para comunicarse con el servidor o la cloud.
El mo´dulo de comunicaciones muchas veces (tendencia actual) aparece integrado
junto con el procesador y el bloque de acondicionamiento de la sen˜al es opcional en
dependencia del sensor y la variable a medir. Este bloque es necesario porque hay
que ajustar los niveles de la sen˜al de salida del sensor con la entrada analo´gica del
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mote, ya que estas entradas analo´gicas pertenecen a un Analog Digital Converter
(ADC) encargado de digitalizar la variable medida para su posterior procesamiento
y transmisio´n. Estos ADC por lo general tienen un rango de 0 a 5VDC de entrada
y las salidas de los sensores manejan rangos de mV a su salida. Por tanto esta´ sen˜al
analo´gica debe ser ajustada al rango de entrada del ADC para conseguir la mayor
precisio´n posible. El acondicionamiento de las sen˜ales analo´gicas se caracteriza por el
uso de amplificadores operacionales con configuraciones ba´sicas, diferenciales o incluso
con amplificadores de ganancia programable inteligentes como se muestra en la figura
2.2, adaptada de [27].
La comunidad cient´ıfica y la industria siempre han generado y utilizado la tecnolog´ıa
en aras de mejorar esta´ndares de vida y aumentar eficiencia productiva muchas veces a
trave´s del monitoreo y automatizacio´n de mu´ltiples procesos con diferentes grados de
complejidad. Para ello ha sido siempre necesario conocerlos y caracterizarlos, para luego
poder incidir sobre ellos segu´n la lo´gica de decisio´n implementada, sistemas expertos,
inteligencia artificial y machine learning, es por ende que el desarrollo de los sensores y
actuadores ha sido y sera´ una labor permanente.
Algunos de los nuevos productos de hardware esta´n: Arduino family [28], Shield
Ethernet Arduino [29], Raspberry Pi 3 [30], ThingBox [31], ESP8266 Wifi module [32],
CLOUDBiT/LiTTLEBiTS [33], Particle Photon [34], Beaglebone Black [35], Pinocchio
























Figura 2.1: Diagrama general de un Transductor Inteligente.












Figura 2.2: Amplificador de ganancia programable.
Microbit [42], RedBear [43] y Hexywear [44]. Por el lado de software tenemos a C y
C++ como los lenguajes ma´s usados hasta la fecha para desarrollar el firmware de los
motes, aunque lenguajes como Python y JavaScript con Node-red [45] le siguen los
pasos con una presencia exponencial en estas plataformas, prometiendo ser los nuevos
l´ıderes del sector. Un elemento importante en la mayor´ıa de estos sistemas embebidos
es la presencia de la arquitectura ARM, la cual ha revolucionado sin lugar a dudas el
hardware de las cosas, que ha permitido embeber lightweight RTOS, como son: mbed
OS [46], Android things [47], Contiki OS [48], RIOT OS [49], Zephyr [50], Apache
Mynewt [51], Weave [52], Fucsia [53,54]. En [55] encontramos una excelente comparacio´n
de estos u´ltimos.
En la tabla 2.2 se muestran algunos de los smart sensors Open Hardware disponibles
comercialmente.
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Tabla 2.2: Sensores inteligentes comerciales.
Smart sensor Imagen Caracter´ısticas
Arduino
Microcontrolador: ATmega32u4, Voltage de
trabajo: 5V, Entrada Voltage: 7-12V, Digital
I/O Pines: 20, PWM Channels: 7, Canales de
entradas analo´gicas: 12, SRAM: 2.5 KB
(ATmega32u4). La configuracio´n de conectores
y sen˜ales se han convertido en un esta´ndar.
Decenas de shield o tarjetas con aplicaciones
espec´ıficas han adoptado este esta´ndar y se
denominan Arduino compatible.
Raspberry Pi
Quad Core 1.2GHz Broadcom BCM2837 64bit
CPU, 1GB RAM, BCM43438 wireless LAN y
Bluetooth Low Energy (BLE) embebido,
40-pines extended GPIO, 4 puertos USB 2, 4
puertos salida audio y video compuesto, Full
size HDMI, Conector de ca´mara CSI para
conectar una ca´mara Raspberry Pi y puerto
Micro SD para cargar el sistema operativo y
almacenar datos.
Beaglebone
Procesador: AM335x 1GHz ARM R© Cortex-A8,
512MB DDR3 RAM, 4GB 8-bit eMMC
on-board flash, Acelerador gra´fico 3D,
Acelerador NEON de punto flotante, Micro
controladores: 2x PRU 32-bit, Conectividad con
cliente USB para alimentacio´n y comunicacio´n,
USB host, Ethernet, HDMI 2x 46 pines,
compatibilidad de Software: Debian, Android,
Ubuntu yCloud9 IDE on Node.js w/
BoneScript library.
Continu´a en la pa´gina siguiente.
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Continuacio´n de la tabla
Smart sensor Imagen Caracter´ısticas
Waspmote
Microcontrolador: ATmega1281 @ 14.74 MHz,
SRAM: 8 kB, EEPROM: 4 kB, FLASH: 128
kB, SD card: 2 GB, Rango de Temperatura:[-10
oC, +65 oC], 7 analog inputs, 8 digital I/O, 2
UARTs, 1 I2C, 1 SPI, 1 USB, Voltaje de la
bater´ıa: 3.3-4.2 V, Carga via USB: 5 V - 480
mA y Carga con panel solar: 6-12 V - 330 mA.
Tecnolog´ıas de comunicacio´n
Las tecnolog´ıas para desarrollar IoT han evolucionado exponencialmente. Entre las
tecnolog´ıas de comunicacio´n preferidas de los desarrolladores tenemos a Long Range
(Lora) [56], Long-Term Evolution (LTE) [57, 58], Sigfox [59], Wi-fi Halow [60], Blue-
tooth 5 [61], ANT+ [62], Thread [63], ZigBee [64], Z-Wave [65], KNX [66], Near-Field
Communication (NFC) [67] y Radio-frequency identification (RFID) [68]. Entre los
protocolos de Internet esta´n HTTP (Client -server), WebSockets (Asynchronous bidirec-
tional messaging), RESTful (COAP [69]), Pubsub (MQTT [70], Extensible Messaging
and Presence (XMPP) [71], Advanced Message Queuing (AMQP) [72]) y Peer to peer
(WebRTC [73]). Todas ellas han llevado al IoT a un punto sin l´ımite de crecimiento.
Como complemento a esto, encontramos las comunidades Open Hardware y Open
Software con una inmensa variedad de productos disponibles y listas para el uso de los
desarrolladores.
Como hemos mencionado anteriormente la arquitectura IoT esta´ basada en redes
WSN donde sensores inteligentes intercambian informacio´n entre ellos y son capaces
de enviar datos de telemetr´ıa hacia el servidor gracias a los mo´dulos de comunicacio´n
inala´mbricas que poseen, muchas veces integradas con el procesador en un solo chip.
Entre las tecnolog´ıas inala´mbricas ma´s usadas tenemos a: Zigbee, BLE, Lora, Sigfox las
cuales son detalladas en la tabla 2.3.
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Tabla 2.3: Tecnolog´ıas de comunicaciones inala´mbricas.
Tecnolog´ıa Logotipo Caracter´ısticas
Wi-fi
Wi-Fi: Wireless Fidelity, Esta´ndar inicial IEEE
802.11, seguidos por 802.11a, 802.11b, 802.11g,
802.11n, 802.11ac, 802.11sd,802.11ah
(Wifi-Halow), Frecuencias: 2.4GHZ, 5.4GHz,
60Ghz, 900 MHz. Modos de conexio´n:
infraestructura: dispositivo con un punto de
acceso a red (Access Point), ad-hoc: red virtual
entre dispositivos sin el uso de un Access Point
f´ısico, wifi-direct: conexio´n entre dispositivos
que negocian cua´l de ellos actuara´ como Access
Point, simulando una red Wi-fi.
Zigbee
Esta´ndar IEEE 802.15.4. Bajo consumo,
Frecuencias: 868 MHz en Europa, 915 MHz en
USA y 2.4 GHz en todo el mundo. Puede
formar redes tipo estrella, a´rbol y malla. La red
esta´ formada por un coordinador, routers y
dispositivos finales. Aplicaciones: Domo´tica,
Energ´ıa Inteligente, Ciudades inteligentes, entre
otros. Especificaciones: Zigbee PRO, Zigbee
RF4CE y Zigbee IP
Continu´a en la pa´gina siguiente.
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Esta´ndar IEEE 802.15. Bajo consumo,
Frecuencia: 2.4GHz. Utiliza Frequency Hopping
para evitar interferencias con otras tecnolog´ıas
que usan la misma banda de frecuencia. La
u´ltima especificacio´n es la 5.0. Velocidad de
transferencia de 1 Mhz. Ha sido integrado en
los tele´fonos inteligentes. Redes tipo estrella.
Permite crear redes de a´rea personal Personal
Area Network (PAN).
Lora
Lora: Long range (largo alcance), Plataforma
inala´mbrica de bajo consumo, Frecuencias: 868
MHz en Europa y 915 MHz en USA,
Protocolos: Lora y LoRaWan, Velocidad baja:
decenas de Kbps Grandes distancias de
cobertura (algunos kilo´metros).
LTE
LTE: Long Term Evolution (Evolucio´n a largo
plazo), Esta´ndar creado por el 3GPP[11],
Versio´n actual es Long-Term Evolution (LTE)
Advanced Pro, Velocidades de transmisio´n de
3Gps, latencias de 2ms, Tecnolog´ıa IP de
extremo a extremo, Red formada por nodos
eNB como estaciones bases que dispone de
funcionalidad de control embebidas, evitan el
uso de Radio Network Controller (RNC),
Enfocada a aplicaciones IoT. Conocida como
4.5G
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2.2.2. Dominio de red
Gateway y border routers
En los ep´ıgrafes anteriores se ha dado una introduccio´n importante al dominio de
los sensores, es decir los principales sensores inteligentes comerciales y tecnolog´ıas de
comunicacio´n inala´mbricas predominantes en las WSN actuales. Por tanto, ya podemos
subir al pro´ximo dominio de red, encargado de garantizar que los datos provenientes de
los sensores lleguen a un servidor o Cloud computing que soporte la aplicacio´n espec´ıfica
de IoT.
Es necesario recordar que en Internet el protocolo au´n predominante es el Internet
Protocol version 4 (IPV4), con su limitante en cantidad de direcciones IP disponibles. El
IoT por concepto requiere que cada dispositivo disponga de una direccio´n IP u´nica, es
aqu´ı donde se requiere la implementacio´n de Internet Protocol version 6 (IPV6) a nivel
de nodo sensor, para que millones de dispositivos IoT puedan garantizar el requerimiento
mencionado. Por ende, podemos intuir un pequen˜o problema de compatibilidad de
dispositivos IoT IPV6 sobre redes IPV4 predominantes en Internet, siendo e´ste uno de
los grandes retos encargado a este dominio. En el dominio de red, tenemos como actores
principales a los Gateway y Border routers que de una u otras maneras resuelven, dan
solucio´n y soporte a este dominio. Los Border routers como su nombre lo indica son
ruteadores que permiten conectar una red con otra, en este caso la WSN con Internet.
Estos ruteadores se encuentran en el borde de la WSN, es decir el punto de conexio´n
de comunicacio´n extremo de la WSN y a ello se debe su nombre por encontrarse en el
“borde” de la red.
Los gateways (pasarelas en espan˜ol, aunque este es un anglicismo te´cnico completamente
aceptado) permiten la conexio´n y comunicacio´n entre dispositivos de una misma red o
diferentes redes, traduciendo el protocolo de una red al nuevo protocolo que usan en la
otra que deseamos conectarnos. En cambio, IoT necesita de un nuevo tipo de gateway
que combine funciones del gateway y border router convencional y que brinde adema´s
seguridad, conectividad estable, traslacio´n de protocolos, filtrado y procesamiento del
dato, capacidad de almacenamiento y ana´lisis y gestio´n de acceso de los motes.
Los gateway IoT actuales esta´n basados en Windows o Linux y pueden ser implementa-
dos en diferentes plataformas de hardware, desde un tele´fono inteligente, una Raspberry
Pi o en plataformas propietarias ma´s robustas como es el caso de Meshlium [74], un
gateway IoT que permite conectar motes de la empresa Libelium S.L. con diferentes
plataformas de cloud como se muestra en la Imagen 2.3.
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2.2.3. Dominio de aplicacio´n
Cloud Computing
Se conoce como Cloud computing o simplemente la cloud, como el acceso ubicuo a la
red bajo demanda a un conjunto de recursos informa´ticos configurables como: redes,
servidores, almacenamiento, aplicaciones y servicios [75]. Tambie´n la podemos definir
como el conjunto de aplicaciones y servicios que se encuentran ejecuta´ndose en una
red distribuida de recursos virtualizados con acceso utilizando protocolos de internet y
esta´ndares de red [76,77].
En la figura 2.4 se muestra un esquema de los tipos de modelos de despliegue de una
cloud:
Nube pu´blica. Libre acceso desde cualquier parte del mundo con posibles restric-
ciones.
Nube privada. Se implementa dentro de las instalaciones de una empresa (on-
premise) y es de su uso exclusivo
Nube h´ıbrida. Combinacio´n de una nube pu´blica y privada al mismo tiempo.
Nube Comunidad. Para una organizacio´n de propo´sito comu´n.
Figura 2.3: Meshlium, un gateway IoT de Libelium.
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Modelos de despliegue son:
SaaS (software como servicio), infraestructura, plataforma y software de aplicacio´n
listo para su uso, en donde todo aspecto de la nube es abstracto para el usuario.
Ejemplos: Google Drive, OneDrive, Dropbox, etc.
PaaS (plataforma como servicio). Infraestructura y plataforma predefinidas a partir
de las cuales el usuario puede implementar su aplicacio´n mediante herramientas
especificadas por el proveedor del servicio. Ejemplos: Microsoft Azure, Google
Cloud Platform, Ecuahosting
IaaS (infraestructura como servicio). Provee un entorno de virtualizacio´n de
recursos f´ısicos para que el usuario sea el encargado de definir una infraestructura
que se ajuste a sus necesidades, los servicios IaaS ma´s populares son: OpenStack [78]
y CloudStack [79] como alternativas de cloud IaaS open source; alternativas de
pago son: IBM Cloud [80], Amazon Web Services [81], Microsoft Azure [82], Google
Cloud Platform [83], entre otras.
Plataforms IoT
Las plataformas IoT son sistemas computacionales de proveedores externos o desarrolla-
dos a medida, los cuales han sido creados para recibir datos de sensores, almacenarlos en
sus sistemas de bases de datos y ofrecer servicios adicionales de procesamiento, ana´lisis
de datos, monitoreo de la WSN y control de actuadores. Las plataformas ma´s destacadas
actualmente son ThingSpeak [31], ThingNetworks [84], Kaa [85], Artik Cloud [86] y
Temboo [87]. No debemos dejar de mencionar a las plataformas de pago, que son
referentes en el desarrollo IoT, ah´ı encontramos a: Microsoft Azure IoT Suite [82], IBM
Cloud Pública Cloud Privada Cloud Comunitaria
Cloud Híbrida
Figura 2.4: Tipos de cloud computing.
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Watson IoT [88] y Xively [89]. En [90] y Postcapes [91] podra´n encontrar una explicacio´n
ma´s detallada de todos estos nuevos productos, incluyendo adema´s una comparacio´n de
plataformas IoT que soportan los productos mencionados.
Internet of Things of UTMACHALA (IOTMACH) [92] es una plataforma IoT creada
por docentes y estudiantes del grupo de investigacio´n AutoMathTIC de la Unidad
Acade´mica de Ingenier´ıa Civil de la Universidad Te´cnica de Machala, que adema´s de mo-
nitorear y controlar redes WSN a trave´s de dashboards creados dina´micamente, dispone
de herramientas con inteligencia de negocios dedicadas a la agricultura, planeamiento y
control de riego entre otras funcionalidades.
Este ep´ıgrafe ha hecho un recorrido por los aspectos ma´s importantes del IoT que
permiten al lector iniciar sus primeros pasos en la automatizacio´n ya sea de agricultura
como de cualquier aplicacio´n. Los conceptos, estructuras y plataformas indicadas en
este cap´ıtulo podra´n ser utilizadas en nuevos dominios IoT, a diferencia de los sensores
que siempre estara´n relacionados con las variables a medir del dominio en cuestio´n. IOT
es un campo nuevo de investigacio´n, pero con un crecimiento acelerado. Para un estudio
ma´s profundo y actualizacio´n continua se recomienda seguir la bibliograf´ıa recomendada
en cada seccio´n.
2.3. Arquitectura general de un sistema telemetr´ıa heteroge´neo
En esta seccio´n se propone una arquitectura de telemetr´ıa para IoT flexible y escalable
que permite la integracio´n de diferentes fabricantes de sensores, actuadores, smart
transducers, gateways. As´ı como, la integracio´n de diferentes tecnolog´ıas de comunicacio´n,
en redes WSN y cableadas de largo o corto alcance. Se proponen ademas diferentes
escenarios de acceso a la cloud, para hacer factible un sistema de telemetr´ıa multi-
propo´sito heteroge´neo.
En la figura 2.5 se puede apreciar la arquitectura propuesta, la cual permite ser
implementada en su totalidad, forma parcial o combinaciones de redes, en funcio´n
del dominio o dominios de aplicacio´n requeridos, recursos econo´micos disponibles o
requerimientos de disen˜o.
Algo importante a destacar es el uso de redes IP como comu´n denominador de todas
las redes presentes en dicha arquitectura, para hacer posible el funcionamiento integral
de la misma. Por tal razo´n, una red LAN constituye el nodo central de toda la propuesta,
con la cual se tendra´ acceso al dominio de aplicacio´n desde los diferentes dominio de
sensores mostrados. Como toda aplicacio´n IoT, se debe disponer de un enlace a Internet,
a cualquier nivel en funcio´n de los recursos y requerimientos de los proyectos que
deba soportar dicha arquitectura. Por tanto, gracias a Internet podra´n existir sensores
locales y externos. Un ejemplo cla´sico de esta arquitectura puede ser un Smart campus
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con sensores y actuadores dentro del campus principal y otros sensores y actuadores
instalados en extensiones o campus universitarios dentro de la misma ciudad o fuera de
esta.
2.3.1. Tipos de Redes integradas
En la arquitectura propuesta podemos encontrar tanto redes cableadas como WSN,
incluso dominio de sensores aislados con conexiones oportunistas o puntuales. Sin ser
las u´nicas tecnolog´ıas disponibles para IoT se ha intentado plasmar las redes WSN ma´s
populares y actuales, las cuales se han clasificado en redes de corto y largo alcance.
2.3.1.1. Redes WSN de corto alcance
Entre las redes WSN de corto alcance mostradas esta´n: Wi-fi, Zigbee y BLE. Para
implementar redes Wi-fi existen varias tecnolog´ıas comerciales disponibles, desde el
uso de Arduino con shield Wi-fi, mo´dulos Wi-fi USB o smart transducer con mo´dulos
Wi-fi integrados como es el caso de los Raspberry Pi-zero W [93], cuya imagen es la que
aparece como un mote-IP dentro de la red LAN, en la parte central del lado izquierdo
en la arquitectura propuesta. Todos los mo´dulos Wi-fi conectados en estrella contra
el punto de acceso a la LAN del sistema, forman la red inala´mbrica. En esta red, no
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Figura 2.5: Arquitectura general de un sistema de telemetr´ıa heteroge´neo.
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se requiere de un gateway IoT dedicado, pero cada mote Wi-fi debe disponer de los
recursos necesarios en su firmware para conectarse al servidor del dominio de aplicacio´n.
Para el caso de Zigbee, se muestra la imagen de una solucio´n con Waspmote Runner
de Libelium [94], ubicada en el extremo inferior izquierdo de la la figura 2.5 . En este
caso libelium dispone de un gateway dedicado con IPV6 over Low Power Personal Area
Network (6LoWPAN), que permite crear por un lado una mesh Zigbee entre todos los
motes y por otro lado puede conectarse v´ıa ethernet a la red LAN para acceder a la
cloud.
En la misma figura 2.5, se observa la imagen del kit de Nordic nRF-52DK [39], en la
parte central inferior, justo debajo de la nube LAN (Wifi-Ethernet), propuesto como
mote para la implementacio´n de redes BLE, una vez que Nordic constituye el l´ıder
de fabricacio´n e innovacio´n de chipsets BLE. Actualmente es factible implementar 3
tipos de motes BLE, vistos de izquierda a derecha dentro de la WS-BLE, encontramos
un mote que implementa un servidor GATT. Esta solucio´n permite una comunicacio´n
bidireccional con un gateway BLE dedicado a trave´s de Caracteristicas de Transmisio´n y
recepcio´n de datos. Al final de este cap´ıtulo en la seccio´n 2.4 podra´ encontrar un ejemplo
de uso de este mote BLE. En el centro de la WSN-BLE encontramos una solucio´n de
telemetr´ıa novedosa de un mote BLE basado en un beacon Eddystone. En el cap´ıtulo 3
se hara´ un estudio extensivo de esta tecnolog´ıa. En el lado derecho, encontramos un
mote BLE-IP, que implementa en su firmware un cliente MQTT, habilita´ndolo para
establecer una comunicacio´n v´ıa IPV6 con el dominio de red superior, formado en este
caso por un gateway IoT implementado sobre una Raspberry-pi 3, encargada de crear
la piconet BLE hacia el dominio de los sensores y enviar o recibir la mensajer´ıa hacia el
dominio de aplicaciones a trave´s de sus mo´dulos Wi-fi o Ethernet integrados.
2.3.1.2. Redes WSN de largo alcance
El avance acelerado en el desarrollo de las redes de comunicacio´n han hecho posible la
aparicio´n de nuevas tecnolog´ıas y evolucio´n de otras en el a´mbito del IoT, como son el
caso de Lora/Sigfox y LTE respectivamente. Ambas han sido desarrolladas pensando
en IoT, con bajo consumo de potencia, bajas latencias y pueden ser desplegadas
en arquitecturas de procesadores cada vez mas restringidas, constituyendo en estos
momentos fuertes candidatos a la hora de implementar sistemas de telemetr´ıa con
grandes distancias entre el punto de medicio´n de los sensores hasta la cloud. Estas redes
han sido consideradas muchas veces como redes metropolitanas, pero segu´n nuestra
clasificacio´n encajan perfectamente en redes WSN de largo alcance.
Dentro de la figura 2.5 las redes WSN-Lora/Sigfox aparecen ubicadas en el extremo
superior derecho. Tanto los motes Lora como los de Sigfox requieren de un gateway para
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encapsular los datos de los sensores instalados y poder alcanzar el dominio de aplicacio´n.
Los gateways disponibles actualmente permiten conexio´n IP por Wi-fi o Ethernet y
otros solo v´ıa USB, en este u´ltimo caso el gateway debe ser conectado directamente a
los servidores de comunicacio´n de la cloud computing.
En la misma figura, pero en el extremo inferior derecho encontramos ubicada la red
WSN-LTE, la cual establece comunicacio´n con la cloud a trave´s de las redes celulares
existentes, no requieren el uso de un gateway, por tanto estos motes deben incorporar en
su firmware las funciones necesarias para alcanzar la cloud directamente y a diferencia
de las redes Lora/Sigfox aqu´ı se debe pagar por el uso del tiempo-aire (airtime).
Con LTE, las compan˜´ıas proveedoras del servicio de telefon´ıa celular y transmisio´n IP,
esta´n recuperando el espacio que antiguamente dominaban en la telemetr´ıas de largo
alcance con las otroras redes GPRS, que revolucionaron en su momento el segmento
de monitoreo y control remoto de las cosas. Al igual que los motes Lora/Sigfox, los
motes basados en LTE han sido concebidos para IoT, con todas las caracter´ısticas
t´ıpicas de una WSN, pudiendo ser clasificada tambie´n como WSN de largo alcance.
Para la implementacio´n de ambas WSN, se propone el uso del u´ltimo producto de la
compan˜´ıa Pycom, denominado Fipy [95], el cual es un poderoso mote que dispone de
cinco redes integradas en el mismo hardware y completamente programables a trave´s
de MicroPython. Las redes disponibles son WiFi, Bluetooth Low Energy, Lora, Sigfox y
dual LTE-M (Category M1 (CAT-M1) y NarrowBand IoT (NB-IoT)).
2.3.2. Motes asilados
En esta seccio´n hemos ubicados aquellos motes que no forman parte de ninguna
red WSN, pero tienen cada vez mayor presencia en sistemas de telemetr´ıa de casi
todos los dominios de aplicacio´n. En esta clasificacio´n encontramos ba´sicamente dos
tipos de motes, los conectados permanentemente, por lo general con una conexio´n
cableada v´ıa Ethernet y aquellos que su mayor parte del tiempo pasan desconectados y
ocasionalmente se conectan a un Gateway o aquellos por concepcio´n de disen˜o nunca se
conectan. Un ejemplo de este u´ltimo son los motes tipo beacon.
En la figura 2.5, en el centro a la izquierda junto al Raspberry Pi zero W, encontramos
un ejemplo de mote aislado en un Arduino con una Shield Ethernet. En la misma figura
en la parte inferior derecha entre los motes BLE de corto alcance y los motes LTE,
encontramos dos ejemplos cla´sicos de motes aislados. A la izquierda, un mote BLE con
servidor GATT y a la derecha un beacon BLE Eddystone. Ambos motes pueden ser
implementados con el kit nRF52-DK ya mencionados en este cap´ıtulo.
Es importante destacar que para que estos dos motes aislados se integren al sistema de
telemetr´ıa propuesto, es necesario el uso de un Gateway BLE, t´ıpicamente un tele´fono
2.3. Arquitectura general de un sistema telemetr´ıa heteroge´neo 30
inteligente mo´vil, que al entrar en la zona de cobertura de dichos motes pueden establecer
una enlace oportunista y de esta forma los motes podr´ıan establecer conexio´n con el
dominio de aplicaciones. Dadas las potencialidades de los tele´fonos inteligentes actuales,
estos pueden disponer de funciones de gateway como de Fog computing, donde un
usuario localmente podr´ıa capturar las mediciones de los sensores en tiempo real o enviar
comandos a los actuadores conectados al mote con servidor GATT por ejemplo. Este
tipo de fog computing fue denominado como Fog Oportunista, el cua´l sera´ explicado
con mayor e´nfasis en el cap´ıtulo 4.
2.3.3. LAN extendida (Extended LAN)
Como hemos mencionado a lo largo de esta seccio´n la arquitectura propuesta esta
basada en el uso de redes IP, con una red LAN central que actu´a como nodo central de
interconexio´n de redes WSN de corto o largo alcance con la cloud computing. Estas
redes LAN comparten el medio de comunicacio´n, por ejemplo, Ethernet el cual permite
la conexio´n incluso de motes aislados. Las redes LAN en sentido general son baratas
y fa´ciles de administrar, pero tiene limitaciones f´ısicas de implementacio´n, Ethernet
por ejemplo permite una extensio´n de hasta 1500 metros o limitantes en cuanto a la
cantidad de hosts conectados. Una solucio´n a este problema son los bridges, los cuales
mantienen la funcionalidad de una LAN, permitiendo conectar dos o mas LANs. Al
conjunto de LANs conectadas por medio de bridges se les denomina LAN extendida
(Extended LAN).
En telemetr´ıa, las LAN extendidas permiten la conexio´n a la cloud computing tanto a
WSN remotas como motes remoto aislados con capacidad IP y pueden ser implementadas
usando radios enlaces de largo alcance, por ejemplo radios con tecnolog´ıa Airmax
de Ubiquiti Networks [96], que tienen baja latencia y ligeramente bajos costos de
implementacio´n, con excelente rendimiento tanto en enlaces Punto a Punto como Punto
a Multipunto. Estos equipos son ampliamente usados por distribuidoras de Internet
para establecer enlaces de ultima milla con el cliente final. Un ejemplo de esta tecnolog´ıa
la encontramos en la familia Nanostation [97] de Ubiquiti Networks, muy popular en
enlaces punto a punto. Otra tecnolog´ıa que puede ser usada como bridges de telemetr´ıa
son los radios que implementan Lora / Sigfox, ya mencionados en este cap´ıtulo, con
latencias superiores a Airmax, pero con consumos de potencia y costos menores. En la
figura 2.6 podemos observar un ejemplo de uso de LAN extendida para conseguir la
conexio´n a la cloud tanto a motes cableados por Ethernet como a WSN BLE remotas.
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2.3.4. Escenarios de acceso a la cloud
En las secciones anteriores de este cap´ıtulo se ha expuesto una arquitectura de telemetr´ıa
multipropo´sito que permite la interconexio´n de diferentes fabricantes, tecnolog´ıas, redes
y protocolos de comunicacio´n. Para conseguir esto se escogio´ como gestor de toda la
mensajer´ıa entre los dominios de sensores y de aplicacio´n al protocolo MQTT [70].
Este protocolo fue disen˜ado para trabajar eficientemente en dispositivos con severas
restricciones de recursos, memoria y procesamiento de CPU. Lo que lo convirtio´ en la
eleccio´n por excelencia para proyectos IoT. MQTT utiliza el modelo pub/sub (publicador
/ subscriptor), el cual permite comunicacio´n tanto de tipo uno a varios clientes como
uno a uno. Este modelo permite establecer comunicacio´n entre todos los clientes y
servidor que este´n subscritos a un to´pico determinado. Cualquiera que escriba en dicho
to´pico todos los que este escucha´ndolo recibira´n el mensaje enviado. Esto es muy u´til en
telemetr´ıa, ya que permite el monitoreo de los sensores de muchos clientes conectados
a la vez remotamente. MQTT garantizan la entrega de mensajer´ıa con tres diferentes
niveles de Quality of Service (QoS), nivel 0, nivel 1 y nivel 2.
El servidor MQTT es denominado broker y el mas popular ha sido sin duda un
broker open source denominado Mosquitto [98], el cual dispone de mecanismos internos
para establecer comunicacio´n de forma transparente al usuario entre redes IPV4 con
IPV6. Lo cual es t´ıpico en IoT, disponer de motes o cosas IPV6 y acceso a la cloud
a trave´s de redes IPV4. MQTT integra tambie´n recursos de seguridad de mensajer´ıa
convirtie´ndolo en un sistema de to´picos robusto, con capacidad incluso de comunicacio´n
directa con un navegador de Internet y de entrega de mensajes pendientes cuando los
clientes se conectan, casos t´ıpicos de motes desconectados o con sistemas de dormida
profunda para el ahorro ma´ximo de la bater´ıa de las cosas. Incluso, en [99] podemos
encontrar una variante interesante de MQTT para redes WSN llamado MQTT-SN, la
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Figura 2.6: Ejemplo de una LAN extendida usando radio enlaces de largo alcance.
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cual reduce considerablemente el overhead de la mensajer´ıa IP. Por todas estas ventajas
nuestra arquitectura esta´ basada en conexiones IP - MQTT, claramente reflejadas en
los diferentes dominios mostrados en la figura 2.5.
Por tanto, cualquier dispositivo nuevo que se desee integrar tanto al dominio de los
sensores como al de red, e´ste debe tener la capacidad de conexio´n con el servidor MQTT
mas cercano disponible. La flexibilidad de disen˜o de nuestra arquitectura nos permite
tener los siguientes escenarios de conectividad para poder acceder a los servidores IoT
del dominio de aplicacio´n:
Conectividad directa con Capacidad IP y cliente MQTT
1. Motes LTE
2. Motes aislados Ethernet / Wi-fi
Conectividad via Gateway
1. Via Serial/USB: Lora / Sigfox
2. Via IP - MQTT
a) CLientes MQTT en conexio´n estrella
b) Clientes MQTT aislados
c) Mesh de servidores MQTT
La conectividad directa la consiguen todos aquellos motes, que disponen de capacidad
de comunicacio´n IP y pueden integrar en su firmware un cliente MQTT. Solo por
mencionar algunos ejemplos asociados a la arquitectura propuesta, en este grupo
podemos encontrar a los motes LTE y a los aislados con mo´dulos de comunicacio´n
Ethernet o Wi-fi, que establecen una conexio´n tipo estrella entre los clientes MQTT
de los motes con el broker MQTT del servidor, como se puede apreciar en la figura
2.7 a). Para el resto de los motes, se necesita en el dominio de red un gateway IoT,
capaz de hablar en el lenguaje del mote y disponer de la capacidad IP - MQTT antes
mencionada. Estos gateways pueden conectarse a los servidores de la cloud f´ısicamente
v´ıa una conexio´n serial-USB, como son los casos mostrados en nuestra arquitectura
para gateways Lora/Sigfox o v´ıa IP, ya sea cableada o inala´mbricamente.
En este u´ltimo grupo proponemos tres formas diferentes adicionales de conectividad
lo´gica con el servidor MQTT mas cercano. En la figura 2.7 a) encontramos el escenario
de conexio´n estrella con el broker MQTT del servidor, aqu´ı encontramos tanto a los
motes aislados conectados directamente como a todos aquellos que dependen de un
gateway mo´vil. En la figura 2.7 b), se muestra el escenario de una conexio´n estrella entre
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el broker MQTT del servidor con los brokers MQTT implementados en los diferentes
gateways usados, aqu´ı se recomienda hacer una conexio´n Bridge disponible en el broker
Mosquitto. Es importante destacar que el broker mosquito abre hilos de ejecucio´n
independientes por cada bridge activo en su configuracio´n. A trave´s del bridge-MQTT
los motes conectados a dichos gateways pueden entablar comunicacio´n con el dominio
de aplicaciones de forma transparente. El tercer escenario mostrado en la figura 2.7 c)
propone crear una mesh entre diferentes gateways con brokers MQTT conectados en
modo bridge, ya no solo contra el broker del servidor sino con otros gateways. Este
escenario muestra realmente la potencialidad y flexibilidad de la arquitectura propuesta,
permitiendo crear diferentes niveles de fiabilidad en un sistema de telemetr´ıa ya que
los mensajes podr´ıan utilizar diferentes caminos para acceder a la cloud. Si a la vez,
combinamos este escenario con LAN extendidas, las posibilidades de comunicacio´n a
nivel IoT se multiplican ostensiblemente.
2.4. Ejemplo de implementacio´n de un testbed para IoT.
2.4.1. Introduccio´n
Hoy en d´ıa ya no solo personas se conectan a Internet; sino tambie´n, millones de
objetos o cosas (smart objects) y su nu´mero crece de forma exponencial. El Internet
de las Cosas (IoT) es el internet de los objetos f´ısicos con cierta inteligencia que les
posibilita comunicarse con otros objetos y seres humanos, con el propo´sito de controlar
situaciones cr´ıticas o relevantes para un dominio o aplicacio´n espec´ıfica. Los dispositivos
(motes) integran sensores y actuadores; y, e´stos esta´n ubicados geogra´ficamente formando





































Figura 2.7: Escenarios de conexio´n via MQTT, (a) Estrella MQTT clients aislados, (b) Estrella
con MQTT servers y (c) Mesh de MQTT servers.
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smart objects, cada vez se desarrollan aplicaciones de software enfocadas a distintos
dominios de IoT, algunos con mayor crecimiento son: Smart Cities, Smart Home, Smart
Building, Smart Healthcare, Precision Farming or Smart Agriculture y otros [15,101].
Las caracter´ısticas deseadas de este tipo de aplicaciones segu´n [102] son: automatizacio´n
en la gestio´n, captura, comunicacio´n, procesamiento de datos y colaboracio´n con otros
objetos [1]. El dominio IoT abordado en este trabajo es la Agricultura de Precisio´n (AP),
conocida por algunos autores como Agricultura Inteligente y se define como el uso de las
Tecnologia Informacion y las Comunicaciones (TIC) en la gestio´n localizada de cultivos
o parcelas agr´ıcolas [103, 104]. Un son los drones que vienen equipados con sistemas
globales de posicionamiento, Global Positioning System (GPS), ca´maras y sensores, que
se utilizan para obtener ima´genes y geodatos referenciados de una parcela o cultivo,
con el fin de generar mapas de rendimiento en Sistemas de Informacio´n Geogra´fica,
Geographic Information System (GIS). Esto ayuda al agricultor a tomar decisiones
que beneficio del proceso de produccio´n mediante la integracio´n de los sistemas de
seguimiento y control en tiempo real basado en la IoT [105]. Sin embargo, algunas de
estas tecnolog´ıas esta´n au´n en desarrollo y tienen varios retos por resolver. Por ejemplo,
optimizar la captura de datos y la comunicacio´n entre los Smart objects y el Centro
de Procesamiento de Datos (CPD) o cloud computing, el manejo e integracio´n de
grandes volu´menes de datos para generar informacio´n para evaluar con mayor precisio´n
la densidad o´ptima de siembra, estimar fertilizantes, predecir con ma´s exactitud la
produccio´n de los cultivos, etc. [104,106].
Otra tecnolog´ıa muy en boga es, Bluetooth Low Energy (BLE), la cual es una tecnolog´ıa
inala´mbrica de corto alcance, tambie´n conocida como Bluetooth inteligente. A diferencia
de la cla´sica Bluetooth presente en ordenadores, teclados y ratones; esta tecnolog´ıa
es de baja potencia, taman˜o pequen˜o, de bajo costo, robusto, eficiente y permite la
Interoperabilidad entre los diferentes fabricantes. Nokia creo´ esta tecnolog´ıa y la llamo´
Wibree [107], para luego ser adoptado por Bluetooth SIG [108]. El desarrollo vertiginoso
de BLE se debe al hecho de que los principales fabricantes de tele´fonos inteligentes han
incorporado a sus equipos con iOS, Android, Apple OS o sistemas operativos Windows.
La comunicacio´n entre dispositivos BLE se establece a trave´s de una topolog´ıa de red
tipo estrella, donde estos dispositivos adoptan los roles de peripheral and central. Los
peripheral son dispositivos pequen˜os con low power (motes) y el rol Central lo ocupan
principalmente los smartphone, los cuales actu´an como Master en la comunicacio´n,
buscando (scanning) advertisement, mientras que los peripheral actu´an como esclavos
haciendo el advertisment. Cuando un central device se conecta con peripheral, estos
hacen uso de los GATT (Generic Attribute Profile) services and characteristics para la
comunicacio´n entre ellos. Aqu´ı se utiliza el popular UART service con dos caracter´ısticas,
una para transmitir (Tx) y otra para recibir data (Rx).
2.4. Ejemplo de implementacio´n de un testbed para IoT. 35
La capa f´ısica de BLE utiliza la banda de frecuencia liberada de 2.4 GHz, compartida
con otras tecnolog´ıas como Zigbee y Wifi, es por ello que se utiliza la te´cnica de frequency
hopping para evitar o reducir interferencias.
El propo´sito de este ep´ıgrafe, consistio´ en facilitar la comunicacio´n entre los dispositivos
inala´mbricos (motes) y el CPD, mediante la implementacio´n de un Gateway para
IoT basado en el sistema operativo Android que permite automatizar los siguientes
procesos: 1) El descubrimiento de elementos de Redes de Sensores Inala´mbricos (WSN)
denominados motes (dispositivos que integran sensores y actuadores); 2) conexio´n con
los motes mediante tecnolog´ıa Bluetooth Low Energy (BLE); 3) adquisicio´n y monitoreo
de datos de sensores; 4) control de actuadores; y, 5) conexio´n y comunicacio´n mediante
internet con el CPD o cloud computing que almacena, procesa, controla y monitorea
remotamente los dispositivos instalados en una parcela agr´ıcola [109].
Una de las variables ma´s utilizadas en aplicaciones de IoT es la temperatura [110–114],
ya sea para medir la temperatura ambiente, suelo, agua u otro material o proceso.
Los sensores Resistance Temperature Detectors (RTD) son dispositivos que var´ıan
la resistencia de un metal (principalmente Platinum) en funcio´n de la variacio´n de
temperatura, t´ıpicamente caracterizado por la ecuacio´n Callendar-Van Dusen [115]. En
este trabajo, utilizamos Platinum RTD PT1000.
2.4.2. Banco de pruebas (Testbed)
En esta seccio´n se describe el hardware utilizado en la implementacio´n de la WSN, la
programacio´n del mote, el proceso de desarrollo de la aplicacio´n mo´vil y el protocolo de
comunicacio´n utilizado entre ambos.
Para la demostracio´n de nuestro banco de pruebas de una WSN, elegimos el kit
comercial RedbearLab, que permite hace una ra´pida introduccio´n a la IoT, ya que esta
tarjeta dispone de conectores pinout compatibles con Arduino (figura 2.8) y permite
dos me´todos para grabar el fi rmware ya sea a trave´s de la interfaz de J-Link SWD
o la plataforma m-bed. Este kit se basa en el chip de Nordic nRF51822, Nordic es el
principal fabricante de chips para Bluetooth Low Energy.
Una caracter´ıstica importante de esta tarjeta es el modo de programacio´n m-bed [46].
M-bed enable, significa que la tarjeta ha sido validada por el programa mbed, lo que
garantiza el cumplimiento de los criterios y requisitos te´cnicos para la interoperabilidad
con otros productos mbed enabled (comunidad Arm). Algunos de los beneficios de
pertenecer a este programa son: el co´digo desarrollado puede ser descargado en cualquier
hardware con mbed enabled sin hacer ningu´n cambio; y la disponibilidad de una
herramienta de desarrollo en l´ınea que nos permite editar, compilar y descargar el
firmware desarrollado a nuestro PC de escritorio para finalmente ser grabado en la
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placa de desarrollo. Mbed tiene una gran comunidad de programadores, por lo que tiene
una gran cantidad de co´digo reutilizable. Tambie´n incluye un sistema operativo que
permite al programador controlar el hardware y la conexio´n con la nube de una manera
transparente.
Con el hardware elegido, es posible evaluar el funcionamiento de gateway basado
en Android. Por esta razo´n, se implementa un banco de pruebas que nos permite
monitorear y controlar las motas WSN. Para probar los sensores analo´gicos, el sensor de
temperatura RTD (PT1000) (DIN EN 60751) se puede utilizar dentro de un divisor de
resistencia como se muestra en la figura 2.9. El voltaje proporcional a la temperatura
es medido por el convertidor ADC del kit y la interpretacio´n de las mediciones sera´n
analizadas en la siguiente seccio´n. Los sensores digitales se prueban con el uso de un
simple boto´n pulsador. Para comprobar el control de actuadores, el uso de Light Emiter
Diode (LED) es suficiente, ya que estos pueden ser fa´cilmente reemplazados por rele´s
para controlar los motores y va´lvulas en un sistema de control de riego. Tambie´n se
an˜adio´ una salida de Pulse-Width Modulation (PWM) (Modulacio´n por ancho del
pulso) al banco de pruebas para demostrar su funcionamiento en el caso de la utilizacio´n
Figura 2.8: Distribucio´n de pines del kit Redbearlab - 51822.
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de motores controlables o actuadores con sen˜ales PWM. En este caso, la intensidad de
luz del LED var´ıa en funcio´n de la sen˜al PWM enviada.
2.4.3. Conversio´n de Medidas en unidades de ingenier´ıa (Pt1000)
En esta seccio´n se analiza la lo´gica seguida para la interpretacio´n de los mediciones
digitales obtenidos del convertidor analo´gico digital (ADC) para llevarlos a unidades de
ingenir´ıa. En este caso, la variable es la temperatura y la salida se da en grados Celsius
(oC).
El procesador anteriormente mencionado utiliza un convertidor ADC de 10-bit y 3,3
VDC de voltaje de referencia (Vref) para mediciones analo´gicas, por lo que el valor de





















Figura 2.9: Diagrama de conexiones del testbed propuesto.
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V temp = LSB × Pd [V ] (2.2)
Por otra parte, Vtemp puede ser calculada por medio de un divisor de tensio´n formado








− 4600 [Ω] (2.4)
Una vez que RTD es un valor conocido, podemos determinar el valor de la temperatura
usando la siguiente aproximacio´n:
RTD = R0(1 + α(Tf − Ti)) (2.5)
donde R0 es la resistencia a 0
oC, α es el coeficiente de temperatura del PT1000
(0.00385055), Tf y Ti son las temperaturas finales e iniciales, respectivamente. Con la






Dado que el BLE utiliza el servicio Universal Asynchronous Receiver-Transmitter
(UART), la programacio´n del mote se baso´ en el BLE UART service. La aplicacio´n del
mote fue programada en el lenguaje “C” y consta de la clase principal main, donde
se inicializan y configuran los principales para´metros de BLE y la aplicacio´n en s´ı. El
resto de las funciones del mote sera´n atenciones a los eventos que van a ocurrir como
son: polling de muestreo de los sensores y envio´ de datos, desconexio´n del mote con
algu´n dispositivo bluetooth low energy y ejecucio´n de los comandos enviados desde el
dispositivo BLE pareado con el mote, como podemos ver en la figura 2.10.
Funcio´n principal
En esta funcio´n se configuran los para´metros necesarios para el correcto funcionamiento
del testbed, como son: tiempo de muestreo para las mediciones, creacio´n de “handlers”
y “callbacks” para cada evento de la aplicacio´n. Luego de esto el resto de las operaciones
del mote sera´n por eventos.
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Funcio´n de Desconexio´n
Esta funcio´n atiende el evento de desconexio´n, cuando el dispositivo que estaba pareado
con el mote se desconecta por cualquier motivo y ba´sicamente lo que hace es reiniciar
el proceso de “Advertising”. En la figura 2.11 a) se muestra el diagrama de la lo´gica de
programacio´n de esta funcio´n.
Funcio´n Muestreo
Esta funcio´n atiende el evento del Tick del sistema operativo, por tanto cada vez
que ocurra un “tick” se ejecutara esta funcio´n, que sera´ usada para leer las entradas
analo´gicas y digitales correspondientes, como se aprecia en la figura 2.11 b).



























Incia un Advertising 
para parearse 
nuevamente
Evento BLE: Mote y Gateway móvil 
desconectados
Handler
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Figura 2.10: Diagrama de actividades del firmware del mote.
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Funcio´n Comandos
Esta funcio´n atiende el evento cuando el dispositivo pareado env´ıa datos o comandos
v´ıa BLE, primeramente, se extrae los comandos y datos de la “tx-characteristic” segu´n
el protocolo de comunicacio´n establecido. Luego se ejecuta la operacio´n modificando
la variable de salida del mote correspondiente, ya sea una salida digital encendiendo o
apagando un LED, o una salida PWM (Modulacio´n por ancho del pulso) con el valor
definido en la interfaz de usuario del celular. Ver figura 2.11 c).
2.4.5. Implementacio´n de la Aplicacio´n para Android
En la figura 2.12 se muestra el flujo de trabajo del sistema de telemetr´ıa desarrollado,
el cual tiene tres componentes principales: mote, gateway y servidor. El mote o “thing”
encargado de interactuar con el proceso espec´ıfico, que en la aplicacio´n actu´a como
peripheral haciendo advertising cada 100 ms, a la espera de un central device para
parearse. Una vez que una central device lo descubra y se conecte a e´l, ambos, central
and peripheral pasan a un estado llamado paired. Una vez aqu´ı, la comunicacio´n se
realiza a trave´s del profile generico UART, con una characteristic (Tx) para enviar
datos desde el mote al gateway, y otra characteristic (Rx) para recibir los comandos.
BLE Advertising
Set --> Default Instance           
Start --> Advertising
Analog = ON





Buffer <-- Digital Header + "1" Buffer <-- Digital Header + "0"
No
Rx_Characteristic <-- Buffer
Buffer  <-- Tx_Characteristic
Command
Digital Output <-- "1" / "0" PWM Output <-- Value
PWM Output





Figura 2.11: Diagrama de flujo de los eventos del mote.
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La aplicacio´n en Android (App) tiene doble funcionalidad: como monitoreo y control
de la WSN y como gateway. Para ello se verifica que el servicio de BLE del smartphone
este´ activo, caso contrario se termina la App. Luego, se dispone de varias pantallas
o interfaces para la autenticacio´n en el servidor, interactuar en tiempo real con los
motes de una WSN y graficar en tiempo real datos de sensores. Todas estas funciones
accesibles a trave´s de botones funcionales. Luego se muestra en un listado, todos los
motes descubiertos para que el usuario seleccione con quien desea conectarse. Una vez
que el smartphone entre en estado de paired, la App permite interactuar directamente
con el mote, y como gateway, estableciendo una pasarela de datos desde el mote hacia
el server y viceversa a trave´s de un mecanismo de sincronizacio´n de ambos extremos con
la persistencia de datos y comandos en la base de datos local. Por u´ltimo, tenemos al
servidor, donde un usuario final a trave´s de un dashboard desde un browser tradicional
puede monitorear remotamente las variables de un proceso en tiempo real, as´ı como
enviar remotamente comandos para abrir o cerrar una electrova´lvula, encender un
LED, etc. Esto es posible en el sistema gracias a los mecanismos de sincronizacio´n
implementados en el servidor.
2.4.6. Resultados y discusio´n
Siguiendo el diagrama de flujo descrito en la seccio´n anterior, un sistema de telemetr´ıa
fue implementado, desarrollando firmware para un BLE mote, un gateway IoT y una
cloud computing. Los resultados de esta implementacio´n sera´n mostrados en esta´ seccio´n.
Funcionalidad de la aplicacio´n Android
La aplicacio´n Android fue implementada con dos requerimientos: monitoreo y control
in situ de una WSN y para actuar como Gateway entre los motes BLE y la cloud
computing, que permite a los usuarios acceder a los datos adquiridos del dominio de
aplicacio´n IoT (Agricultura) desde la web y enviar comandos remotos, por ejemplo
encender o apagar una bomba de agua o una electrova´lvula.
La figura 2.13 muestra varias capturas de pantalla de la aplicacio´n Android que
demuestran el cumplimiento de los objetivos planteados. En la figura 2.13 a) se muestra
la pantalla el menu´ principal de la aplicacio´n, para acceder a las funciones principales
del gateway, d´ıgase la gestio´n de dispositivos descubiertos, configuracio´n del gateway y
de los para´metros de comunicacio´n necesarios para establecer conexio´n con un servidor
remoto. En la figura 2.13 b) se muestra la interfaz que permite habilitar los servicios
disponibles en el gateway, en la imagen esta´ seleccionado el servicio GATT server
para habilitar las caracte´ırticas de Tx y Rx mencionadas en secciones anteriores para
establecer el intercambio de informacio´n entre el mote seleccionado y el gateway. En la
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Figura 2.12: Diagrama de flujo del sistema de telemetr´ıa del testbed.
figura 2.13 c) se muestra la interfaz que permite configurar los para´metros necesarios
para hacer una conexio´n con un servidor remoto de la cloud. En d) se muestra la
primera pantalla donde aparecen todos los motes de la WSN descubiertos. Al dar click
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Figura 2.13: Capturas de pantalla del Gateway mo´vil Android para IoT.
sobre uno de ellos se establece una conexio´n entre el mote y el smartphone que permite
visualizar valores instanta´neos de las variables que esta´ midiendo el mote, as´ı como los
controles necesarios para enviar comandos a los actuadores, como se aprecia en la figura
2.13 e).
Experimento 1: Tiempos de respuesta
Al igual que en la demostracio´n de la funcionalidad de la aplicacio´n, los experimentos
aqu´ı abordados esta´n de acuerdo con los requisitos de disen˜o. Los experimentos realizados
se llevan a cabo para medir la tasa de respuesta del banco de pruebas propuesto para
ambas soluciones local y una solucio´n completa IoT, por ejemplo, el tiempo de respuesta
desde el sensor hasta la nube. El rendimiento del Gateway tambie´n se mide en te´rminos
de la utilizacio´n de la Central Processing Unit (CPU) y la memoria del tele´fono
inteligente con diferentes cargas de mensajes.
El escenario de prueba propuesto consta de tres componentes: Mote, aplicaciones
mo´viles y servidor IOTMACH. Se utilizaron las siguientes herramientas para la recopi-
lacio´n de las mediciones: Software TeraTerm para capturar el momento en que el mote
env´ıa paquetes por el puerto serial con cada nueva lectura del sensor. El TeraTerm se
ejecuta en el PC donde el mote (RedbearLab) esta´ conectado a trave´s de un puerto
serie USB. El programa Android 2.3.3 Estudio tambie´n fue utilizado en el PC para
tomar los registros enviados por el tele´fono inteligente (Samsung J500 M, la versio´n de
Android: 6.0.1) conectado a trave´s de USB al PC. Para capturar el tiempo de llegada
de los mensajes en el servidor provenientes del gateway, se utilizo´ el software MQTT
SPY, conectado al mismo broker MQTT del servidor, donde el Gateway tambie´n se
conecta para enviar sus mensajes. La conexio´n entre el Gateway y el mote es a trave´s
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de Bluetooth Low Energy y la conexio´n con la nube (IoTMACH Sever) es a trave´s de








Figura 2.14: Escenario del testbed IoT.
Figura 2.15: Tiempos de respuestas por conexiones y total.
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Tabla 2.4: Tiempos de respuesta del experimento 1.
Variable Promedio Desviacio´n estandard Mı´nimo Q1 Q2 Ma´ximo
t1 (ms) 101.5 14.93 80 93.5 111 130
t2 (ms) 435.1 121.3 269 329.8 529 640
t3 (ms) 880.9 118.3 626 812.3 972 1036
t4 (ms) 1417.5 88.8 1304 1357.8 1503 1594













10 11.79 2.161 10.80 0.102
100 13.27 1.000 13.94 1.104
1000 13.30 1.097 23.87 1.414
Los resultados de los experimentos enviando decenas de mensajes desde el mote hacia
el servidor se pueden observar en la figura 2.15, donde t1 representa la latencia que
introduce el mote para empaquetar los datos del sensor. T2 representa el promedio de
la latencia del medio de comunicacio´n (BLE) y t3 es la demora para el intercambio
de datos entre el Gateway y el servidor. Estas latencias pueden variar en dependencia
del medio usado, ya sea Wifi, GPRS, 4G o y en dependencia obviamente del plan
de datos del smart phone usado. T4 representa el tiempo total desde la lectura del
sensor hasta que este valor llegue a la cloud. En la tabla 2.4 podemos encontrar los
detalles estad´ısticos de los experimentos, en los que podemos resaltar la velocidad de
nuestro testbed, con un tiempo de respuesta promedio de solo 1.4 segundos. Este tiempo
es excelente para aplicaciones de Agricultura de precisio´n donde las variables como
temperatura, humedad, etc., var´ıan lentamente en el tiempo.
Experimento 2: Rendimiento del gateway
En el segundo experimento, se midio´ el rendimiento del gateway. La aplicacio´n Android
se modifico´ para aumentar la carga de mensajes entre el Gateway y el servidor, lo
que permitir´ıa un total de 30 observaciones separadas en tres series con 10 iteraciones
para cada uno. En la primera serie, se enviaron 10 mensajes, en la segunda serie,
100 mensajes y en la tercera serie, 1000 mensajes. El uso de las funciones internas del
software Android Studio, permitieron obtener el uso del CPU y memoria del smartphone
para cada una de las series mencionadas. Los resultados se muestran en la figura 2.16 y
detalles estad´ısticos en la tabla 2.5 , donde podemos destacar que el uso de la CPU es
pra´cticamente constante, independientemente del nu´mero de mensajes gestionados, con
una pequen˜a variacio´n promedio entre 11,79 % y 13,30 %. El uso de la RAM muestra
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un comportamiento lo´gico proporcional a la cantidad de mensajes transmitidos y que
tienen que ser procesados en el Gateway.
Finalmente podemos concluir, que la aplicacio´n Android desarrollada abordada en este
ep´ıgrafe, descubre las motes BLE que se encuentra en su entorno y cuando establece
conexiones con dichos motes. La aplicacio´n permite la vigilancia y el control in situ
de los sensores y actuadores conectados al mote. Adema´s, actu´a como gateway al
permite la recepcio´n de los mensajes procedentes de la WSN y encapsularlos para ser
transmitidos a trave´s de MQTT a la nube. Esto permite que los usuarios de diferentes
dominios de aplicacio´n, como es el caso de la agricultura de precisio´n, puedan de
forma remota y a trave´s del Internet gestionar sus procesos mediante el control de
variables tales como la temperatura y la humedad; o mediante la manipulacio´n de
electrova´lvulas y bombas de agua para controlar la irrigacio´n de algu´n cultivo. Los
resultados de nuestros experimentos demuestran que se dispone de un gateway ra´pido,
con baja latencia y excelente comportamiento en smartphones comerciales. El bajo uso
del CPU en el gateway permite que el tele´fono inteligente quede libre para realizar otras
funciones y operaciones sin afectar el rendimiento del gateway. El costo proporcional de
la memoria RAM ofrece la posibilidad de manejar altas tasas de mensajer´ıa o varias
motas. Siguiendo el flujo de trabajo del sistema de telemetr´ıa mostrado en este ep´ıgrafe,
Figura 2.16: Rendimiento del gateway en funcio´n del uso de la CPU y RAM.
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este banco de pruebas puede ser implementado en otros sistemas operativos de tele´fonos
inteligentes.
2.4.6.1. Conclusiones
En este cap´ıtulo se propuso un sistema de telemetr´ıa multi-propo´sito IoT teniendo
en cuenta la heterogeneidad actual de las tecnolog´ıas involucradas en los dominios
de sensores, red y aplicaciones. Antes de ello, se analiza el concepto de telemetr´ıa,
su presencia en sistemas SCADA y DSC, as´ı como la evolucio´n de estos hasta llegar
a conceptos actuales de Industria 4.0, IIoT e IoE. Luego se reviso´ el estado del arte
de cada dominio, comenzando por sensores, actuadores, transductores inteligentes y
tecnolog´ıas de comunicacio´n, mostrando ejemplos comerciales representativos de cada
uno, para que sirva como gu´ıa o punto de partida en la implementacio´n de sistemas de
telemetr´ıa IoT actuales. El estado del arte continuo´ con el gateway y diferentes modelos
de despliegue de cloud computing. Aqu´ı tambie´n se ofrece una gu´ıa ra´pida de eleccio´n
de plataformas IoT actuales disponibles en el mercado.
Dentro de la arquitectura general propuesta se propone la interconexio´n de diferentes
tipos de redes, corto y largo alcance, motes aislados y LAN extendida por medio del
protocolo MQTT. Diferentes escenarios de acceso a la cloud son analizados, exponiendo
la flexibilidad y escalabilidad de dicha arquitectura. Por u´ltimo se muestra un ejemplo
de implementacio´n de un testbed IoT, desarrollando firmware para motes BLE y un
gateway basado en tele´fono inteligente con sistema operativo Android.
En los pro´ximos cap´ıtulos sera´n expuestos dos elementos novedosos que hacen posible
la implementacio´n real de esta arquitectura, el primero con una familia de protocolos
ligeros disen˜ados para IoT para la comunicacio´n entre todos los elementos y el segundo
con una descripcio´n novedosa del dominio de los sensores partiendo de esta´ndares ya
definidos.
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Cap´ıtulo 3
Familia de protocolos livianos para
deteccio´n heteroge´nea en
aplicaciones de telemetr´ıa IoT
3.1. Introduccio´n
La telemetr´ıa ha sido uno de los impulsores del desarrollo de diferentes tecnolog´ıas
destinadas a mejorar la eficiencia de las aplicaciones tradicionales de automatizacio´n.
Por ejemplo, el Internet de las cosas (IoT) tambie´n depende de la existencia de servicios
de telemetr´ıa fiables. Por otra parte, la importancia de la IoT se ha incrementado
notablemente en la u´ltima de´cada, con un ma´ximo de 15,4 millones de dispositivos
instalados en la IoT 2015 que se espera llegar a 30,7 billones en 2020 y 75,4 billones en
2025 [116].
La mayor´ıa de los sistemas actuales de IoT esta´n basados en redes de sensores
inteligentes que esta´n principalmente conectados de forma inala´mbrica, conformando lo
que se conoce como una red de sensores inala´mbricos Wireless Sensor Network (WSN) [1].
Ciertos nodos de tales redes se llaman motas o motes, debido a su pequen˜o taman˜o
y la potencia de ca´lculo limitada. Las motas pueden ser conectados directamente a
Internet o a trave´s de gateways o enrutadores de borde (border routers), pudiendo
integrar servidores web que permiten la creacio´n de una web de sensores Web of Things
(WoT) [117].
Despue´s de considerar las tecnolog´ıas inala´mbricas disponibles, este cap´ıtulo se centra
en Bluetooth Low Enegy (BLE), que se ha convertido recientemente en la eleccio´n de
muchos desarrolladores de la IoT por las siguientes razones principales:
Se ha incorporado masivamente en los tele´fonos inteligentes.
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Se apoya en los sistemas operativos principales (por ejemplo, IOS, Android, Linux,
OSX y Windows).
Es una tecnolog´ıa esta´ndar que es capaz de correr sobre IPv6 [118].
Sus caracter´ısticas han mejorado progresivamente. Por ejemplo, la u´ltima espe-
cificacio´n, Bluetooth 5 [119], expande el rango de cobertura de 50 a 200 m y su
velocidad se ha duplicado con respecto a Bluetooth 4.2.
En los u´ltimos an˜os, solo en dispositivos wearables, los beacons han tenido el ritmo de
crecimiento ma´s ra´pido dentro del ecosistema BLE. Los beacons basados en BLE son
dispositivos que transmiten paquetes de datos f´ısicos perio´dicamente con el fin de indicar
su presencia o para transmitir cierta informacio´n. Ellos son comu´nmente utilizados en
servicios basados en la localizacio´n. Algunos servicios [120] han informado de que en el
u´ltimo trimestre de 2016, 8 de los 13 millones de sensores registrados en su red, eran
beacons [121]. ABI Research en su u´ltimo prono´stico [122] predice env´ıos anuales de
dispositivos Bluetooth para llegar a 5 mil millones en 2021. Aunque los smartphones
todav´ıa representara´n el 43 % de los env´ıos de dispositivos Bluetooth en este momento,
Bluetooth Smart, tambie´n conocido como BLE, esta´ exhibiendo el crecimiento ma´s
fuerte con un Compound Annual Growth Rate (CAGR) predictivamente de un 34 %
entre 2016 y 2021, impulsado por las nuevas oportunidades de los beacons, domo´tica y
aplicaciones weareables en las que el bajo consumo de energ´ıa es cr´ıtico. Como resultado,
los dispositivos Bluetooth Smart representara´n el 27 % de los env´ıos totales de Bluetooth
para el an˜o 2021.
Aunque los beacons tienen muchas ventajas (es decir, taman˜o pequen˜o, bajo peso,
bajo costo y bajo consumo de energ´ıa), estos esta´n restringidos en te´rminos de memoria,
bater´ıa y recursos de hardware. Debido a estas razones, los beacons por lo general
requieren el uso de protocolos ligeros en las diferentes capas del stack IoT que les
permitan extender la vida u´til de la bater´ıa, disminuir la latencia y garantizar la
calidad de servicio (QoS). Estos protocolos tienen que minimizar las comunicaciones, la
carga de ca´lculo y las necesidades de almacenamiento con el fin de ser implementado
en beacons. Por otra parte, el uso de protocolos esta´ndar proporciona escalabilidad,
interoperabilidad y funcionalidad a los sistemas IoT actuales. Por lo tanto, este tipo de
protocolos ligeros tienen que ser:
Compatible con los protocolos ya existentes.
Flexible para ser implementado en beacons, weareables o gateways ma´s robustos.
Escalable para permitir su uso en aplicaciones de nuevos campos emergentes.
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Las necesidades actuales de la IoT y WoT requieren estos protocolos para ser capaz
de utilizar mecanismos plug-and-play para descubrir, describir y registrar automa´tica-
mente los sensores y actuadores conectados a dispositivos inteligentes IoT. Adema´s, es
importante tener en cuenta que los beacons son dispositivos pequen˜os, no robustos y de
bajo costo de hardware que permiten la transmisio´n de datos y notificar su presencia a
los dispositivos Bluetooth cercanos. Por lo tanto, son capaces de transmitir mensajes e
informacio´n pertinente a los dispositivos mo´viles que se encuentren dentro de un rango
espec´ıfico. Los beacons fueron concebidos para diferentes aplicaciones como telemetr´ıa,
por lo que tienen restricciones con respecto a la cantidad de sensores y actuadores que
pueden ser gestionados sin alterar la forma en que operan.
Con el fin de solucionar las problema´ticas mencionadas anteriormente, este cap´ıtulo
incluye las siguientes contribuciones principales:
Se definen un set de protocolos ligeros (llamados Lightweight Protocol for Sensors
(LP4S)) que permiten auto-deteccio´n de hardware y auto-registro en la cloud con
mecanismos plug-and-play que pueden ser implementados en motes con bajos
recursos y capacidades de hardware.
Se presenta y evalu´a un sensor inteligente de telemetr´ıa basado en un beacon tipo
Eddystone [123], beacon BLE abierto lanzado por Google en julio de 2015. La
solucio´n hace uso del protocolo LP4S ma´s restrictivo, lo que permite la creacio´n
de aplicaciones de telemetr´ıa con un gran nu´mero de sensores y actuadores sin
afectar el funcionamiento regular del protocolo de Eddystone.
Este cap´ıtulo esta´ basado en [124] y esta´ organizado de la siguiente manera. Seccio´n
3.2 revisa el trabajo relacionado con los protocolos livianos y los beacons BLE. Seccio´n
3.3 describe los elementos principales de la familia de protocolos LP4S. Seccio´n 3.4
detalla la implementacio´n del protocolo LP4S-6 en un beacon Eddystone. Seccio´n 3.5
describe y analiza los resultados de varios experimentos que evalu´an el rendimiento del
protocolo LP4S-6. Finalmente, Seccio´n 3.6 esta´ dedicado a las conclusiones.
3.2. Trabajos relacionados
En esta seccio´n se revisan los trabajos relacionados de la comunidad cient´ıfica que
nos permitan determinar los requerimientos ba´sicos esperados para dispositivos IoT y
cuales han sido los protocolos ligeros definidos para dispositivos IoT.
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3.2.1. Requerimientos ba´sicos para dispositivos IoT
El IoT ha permitido un monitoreo y supervisio´n mas efectivo, mejorar la toma
de decisiones y la eficacia en sectores como la salud (eHealth) [125, 126], ciudades
inteligentes [127], defensa [128,129] y aplicaciones de alta seguridad [130–132], agricultura
de precisio´n [133], transporte [134–136] o Industria 4.0 [137–139].
Los sistemas IoT actuales se caracterizan por el uso de dispositivos electro´nicos con
recursos limitados, memoria reducida, capacidad de comunicacio´n limitada, potencia
de ca´lculo baja, y una elevada dependencia de las bater´ıas. Por lo tanto, no pueden
apoyar la aplicacio´n de los reg´ımenes de seguridad complejos [140]. Estas restricciones
se aplican tambie´n a los beacons y weareables, cuyo disen˜o representa un desaf´ıo para
la comunidad de desarrolladores la IoT [141,142].
De hecho, algunos autores [143] describen a los dispositivos IoT ideales como elementos
de ca´lculo auto suficientes (self-sufficiente) y de eficiencia energe´tica (energy-efficient)
que proporcionan un rendimiento ininterrumpido, calidad de servicio y la duracio´n de
la bater´ıa. Para crear este tipo de dispositivos ideales, las soluciones ideadas tienen que
centrarse en tres a´reas principales: la eficiencia energe´tica [144–146], la optimizacio´n de
la programacio´n y protocolos ligeros. Por lo tanto, nuevos protocolos ligeros deben ser
disen˜ados para reducir el costo de comunicaciones (es decir, para reducir al mı´nimo el
nu´mero de mensajes intercambiados), coste computacional (es decir, la realizacio´n de
operaciones ligeras) y el costo de almacenamiento [147].
El trabajo presentado en este cap´ıtulo se centra en el desarrollo de nuevos protocolos
ligeros que cumplan con los requisitos antes mencionados y que implementen mecanismos
plug-and-play, que sera´n detallados en las siguientes secciones.
3.2.2. Protocolos ligeros para dispositivos IoT
Los primeros protocolos ligeros se dirig´ıan a reducir la sobrecarga en la transmisio´n
de datos en las capas inferiores de la pila de comunicaciones. Sin embargo, como se
propone en [148], no es suficiente para hacer uso de ellos en las capas f´ısica y Medium
Access Control (MAC). Tambie´n se necesitan protocolos de peso ligero en la capa de
aplicacio´n, lo que permite reducir el consumo de energ´ıa mientras se transmiten los
mensajes necesarios. Por lo tanto, en los u´ltimos an˜os, un gran progreso se ha logrado
y podemos encontrar protocolos ligeros para pra´cticamente cada capa de la pila de
comunicaciones.
En cuanto a la capa MAC, Chen presenta en [149] una propuesta interesante para el
desarrollo de un protocolo WSN MAC ligero para una casa inteligente (smart home).
Dicho protocolo reemplaza IEEE 802.15.4, que es complejo y tiene una baja relacio´n
de paquetes de entrega (low packet-delivery ratio). Los autores probaron el protocolo
3.2. Trabajos relacionados 53
mediante el uso de una matriz Field-Programable Gate (FPGA) y fueron capaces de
aumentar la relacio´n de paquetes de entrega hasta el 100 %. Otros investigadores [57] han
Contribuido en varias capas de la pila con implementaciones para Contiki [48] al usar
un protocolo de aplicacio´n restringida (Constrained Application Protocol (CoAP) [150]
y 6LoWPAN (IPv6 sobre redes de a´rea personal inala´mbricas) [151].
Con respecto a la capa de red, una de las primeras revisiones de los protocolos ligeros
para IoT se presenta en [152]. En el documento, los autores hacen hincapie´ en el papel
de 6LoWPAN para llevar a cabo una implementacio´n que incluye el uso de los servicios
Representational State Transfer (REST) y nodos basados en el sistema operativo Tiny.
Otra solucio´n es presentada en [153], donde se combinan los protocolos de red y la capa
de seguridad, integrando DTLS [154] Con 6LoWPAN en el llamado 6LoWPAN-NHC,
que codifica diferentes encabezados DTLS. Los investigadores implementaron CoAP
sobre Contiki, a pesar de que afirman que se puede implementar en cualquier otro
sistema operativo que soporte 6LoWPAN.
El desarrollo de te´cnicas seguras de autenticacio´n ligeras sigue siendo un reto para
la comunidad IoT, ya que debera´ lograr un equilibrio entre un alto nivel de seguridad,
eficiencia, coste computacional y costo de comunicacio´n. Algunos autores ya han
abordado algunos de estos retos [155]. Por ejemplo, en [156] Se presenta un esquema de
autenticacio´n robusto basado en COAP para el control de los recursos en un entorno IoT.
Otro ejemplo interesante se puede encontrar en la referencia [157], donde se propone el
uso de un protocolo de criptograf´ıa ligero basado en operaciones XOR. Adema´s, vale la
pena mencionar que algunas de las u´ltimas revisiones de los protocolos de autenticacio´n
ligeros para weareables se pueden encontrar en la referencia [147,158,159].
Entre todas las capas, la capa de aplicacio´n es probablemente la que ha tenido
recientemente un mayor impacto en el crecimiento de las IoT gracias al desarrollo de
varios protocolos ligeros exitosos como MQTT, CoAP, XMPP y AMQP [143,148,160–
162].
Varios autores han propuesto protocolos para las capas de aplicacio´n y presentacio´n.
Por ejemplo, con el fin de obtener un protocolo ligero para la WoT, Cheah implementa
en [163] el Web Thing Model (WTM), propuesto por el W3C [164] en prototipos
basados en COAP para descubrir y describir los diferentes elementos de un entorno de
hogar inteligente. Otra propuesta interesante es el protocolo ligero Lightweight M2M
(LWM2M), que es apoyado por Open Mobile Alliance (OMA) y se describe en [165]
(Un ejemplo de aplicacio´n se puede encontrar en [166]).
La contribucio´n de los trabajos mencionados en las diferentes capas de la pila IoT se
resume en la Tabla 3.1. Aunque muchas de estas obras tienen enfoques transversales, se
han agrupado en capas espec´ıficas. Para una mejor comprensio´n se incluyen en algunos
de los protocolos predominantes en cada capa sin ser estos el objeto de estudio de
3.2. Trabajos relacionados 54
Tabla 3.1: Trabajos relacionados en las diferentes capas de la pila IoT.
Capas Protocolos Referencias
Applicacio´n IoT, WoT, SWoT, Device Management, Analytics, Business Process [162,165,166]
Presentacio´n Binary, LWM2M, XML, JSON, IPSO Objects, SOAP [162,163,165,166]
Sesio´n CoAP, MQTT, XMPP, AMQP, HTTP, Websocket [143,148,160–162]
Transporte UDP, TCP, IPSP, GATT, GAP, DTLS, TLS [147,157–159]
Red IPV6/IPV4, RPL, IPSP, 6LoWPAN Adaptation [152,153]
F´ısica/Enlace IEEE 802.15.4, IEEE 802.3, Ethernet, Wi-Fi, BLE, Z-Wave, DASH7, RFID [57,149]
nuestro trabajo. Nuestro protocolo puede ser ubicado entre las capas de aplicacio´n y
presentacio´n.
3.2.3. Fundamentos de comunicacio´n Bluetooth Low Energy
En los u´ltimos an˜os, se han propuesto diferentes tecnolog´ıas para proporcionar conectivi-
dad inala´mbrica a WSN para habilitar entornos de telemetr´ıa basado en sensores IoT co-
mo Bluetooth [167], Zigbee [64], Wi-Fi, Low Frecuency (LF)/High Fecuency (HF)/Ultra
High Fecuency (UHF) RFID [168–170], O incluso soluciones multi-tecnolog´ıa [171].
Entre ellos, Bluetooth es una de las tecnolog´ıas inala´mbricas con el mayor crecimiento
y penetracio´n en las industrias de la electro´nica, de telecomunicaciones y de consumo. Su
presencia en los perife´ricos, tales como teclados, mouse, aud´ıfonos y tele´fonos inteligentes
han garantizado su uso en el corto y mediano plazo. Tres versiones de Bluetooth se pueden
distinguir: BLE, Bluetooth Basic Rate/Enhanced Data Rate (Bit Rate (BR)/Enhanced
Data Rate (EDR)) and Dual Mode (BR/EDR/BLE). Un dispositivo que implementa
este u´ltimo puede comunicarse tanto con BR/EDR y dispositivos BLE. BR/EDR se
conoce como Classic Bluetooth, mientras que el modo dual se llama Smart Ready y
BLE es llamado simplemente Smart. Cada implementacio´n se ha disen˜ado para usos
espec´ıficos y diferentes chipsets [172].
Las diferentes implementaciones siguen las especificaciones emitidas por el Grupo de
Intere´s Especial Bluetooth (SIG), que ha publicado versiones 2.0 y 2.1 para BR/EDR y
4.0, 4.1, 4.2 y 5.0 para BLE.
Se puede afirmar que BLE es la versio´n IoT de Bluetooth, ya que su bajo consumo de
energ´ıa es perfecta para los dispositivos dependientes de bater´ıa, ya sea alimentados
por bater´ıas tipo boto´n AA/AAA o por algu´n tipo de solucio´n de energ´ıa harvesting.
Los sistemas BLE trabajan en la banda no licenciada de 2,4 GHz y utilizan saltos de
frecuencia (frequency hopping) para minimizar la interferencia de otros dispositivos de
RF que operan en la misma banda (por ejemplo, Wi-Fi o Bluetooth cla´sico). Con el
fin de comunicar dispositivos BLE entre s´ı, uno de ellos tiene que tomar el papel de
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Maestro y el otro, el papel de esclavo (Ma´ster - slave). El Ma´ster env´ıa paquetes tipo
advertisiment en intervalos espec´ıficos de tiempo a trave´s de los canales 37, 38 y 39 de la
banda de 2,4 GHz, para que un esclavo puede descubrirlo y establecer una comunicacio´n
entre ambos. La especificacio´n v5.0 del esta´ndar [119] define estos paquetes perio´dicos
como eventos que suceden despue´s de un cierto nu´mero de unidades de tiempo. Cuatro
tipos de eventos se definen: Advertising, Extended Advertising, Periodic Advertising
and Connection events.
Hay dos tipos ba´sicos de comunicaciones de dispositivos BLE en IoT: la primera
uno se realiza a trave´s de GATT, con sus servicios y caracter´ısticas, mientras que la
segunda esta´ relacionada con beacons. El primer me´todo de comunicacio´n requiere
establecer conexio´n con el dispositivo BLE descubierto, mientras que los beacons son
sin conexio´n (es decir, que so´lo tienen que ser descubiertos). Los protocolos propuestos
en este cap´ıtulo esta´n disen˜ados para trabajar tanto en las comunicaciones del GATT
como en beacons, tal como se explicara´ ma´s adelante en la seccio´n 3.3. Una descripcio´n
ma´s profunda de la norma BLE esta´ ma´s alla´ del alcance de este documento, pero los
lectores interesados tienen un excelente punto de partida en [172].
3.2.4. Beacons BLE
Los beacons BLE son pequen˜os dispositivos alimentados por bater´ıas que son capaces
de transmitir cierta informacio´n (por ejemplo, la posicio´n, url, estado de la bater´ıa, los
valores de los sensores conectados) sin establecer una conexio´n con un esca´ner BLE.
Esta informacio´n se env´ıa en los paquetes advertising de acuerdo con las especificaciones
SIG. Por ejemplo, un tele´fono inteligente que actu´a como un esca´ner puede ser capaz de
obtener de un beacon, su ubicacio´n, y puede generar notificaciones (es decir, alertas),
recibir mensajes o activar los servicios cuando se acerca a e´l [173]. Un escenario t´ıpico
con beacons se ilustra en la figura 3.1, donde los mensajes de difusio´n de un beacon son
le´ıdos por varios esca´neres (es decir, receptores).
Aunque Bluetooth SIG no ha definido un esta´ndar oficial para beacons, hay tres
implementaciones principales: iIBeacon [174], Altbeacon [175] y Eddystone, que han
sido definida por Apple, Radio Red, y Google, respectivamente. La figura 3.2 muestra
la estructura interna de los paquetes enviados por tales protocolos.
La familia iBeacon fueron los primeros beacons en entrar al mercado. Estos fueron
disen˜ados bajo la filosof´ıa de co´digo cerrado de Apple, concebidos para ser utilizados
solamente con iPhones, iPads y iPods a trave´s de sus programas de certificacio´n iBeacon.
Sin embargo, muchas personas comenzaron a utilizar la tecnolog´ıa iBeacon en los
dispositivos Android a pesar de estas restricciones. Esta tendencia llevo´ a Radius
Network a crear un beacon de co´digo abierto llamado Altbeacon, que difiere de iBeacons
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en su estructura de paquetes, pero que es compatible con ellos y proporciona una
funcionalidad similar. Dos an˜os despue´s del lanzamiento de los primeros beacons, Google
entro´ en el mercado con su beacon Eddystone, respaldado por su amplia comunidad
Android. Google, a diferencia de Apple, proporciona soporte para Eddystone para el
sistema operativo iOS. Es importante sen˜alar que, como se muestra en la figura 3.2, el
protocolo de Eddystone hace uso de cuatro marcos (frames):
Unique Identifier (UID): marcos que emiten un co´digo u´nico que, cuando se asocia
con cierta informacio´n en una aplicacio´n, puede ser u´til para identificar lugares u
objetos.
Ephemeral Identifier (EID): marcos ef´ımeros, son una variante de los marcos de










Figura 3.1: Escenario con mu´ltiples esca´neres de beacon.
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Length Type UUID






Company ID       
(2 Bytes)
Beacon Type       
(2 Bytes) Proximity UUID (16 Bytes)










Mfg ID         
(2 Bytes)
Beacon Code       










Type    
(1 Byte)UID
Power   
(1 Byte)
Ephemeral Identifier                         
(8 Bytes) Not Used
Type    
(1 Byte)EID
Figura 3.2: Estructura de los protocolos iBeacon, AltBeacon y Eddystone beacon.
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utilizado ampliamente, excepto por algunos fabricantes tales como Gimbal [176],
Swirl [177] and Shopkick [178], en consecuencia, no sera´n considerados como en el
resto del manuscrito.
Uniform resource locator (URL): transmiten una URL que apunta a un sitio web
protegido Secure Socket Layer (SSL).
Telemetry frame (TLM): marcos que transmiten informacio´n del beacon, como su
nivel de bater´ıa o los valores de los sensores embebidos. Dado que esta tesis se
centra en aplicaciones de telemetr´ıa, estos son los marcos ma´s importantes.
En cuanto a los fabricantes de beacons para el mercado IoT, hay un gran nu´mero de
ellos, que esta´n compitiendo para el posicionamiento de sus productos en diferentes
aplicaciones en te´rminos de bajos precios, taman˜os ma´s pequen˜os y tiempo de vida
de la bater´ıa. La tabla 3.2 compara las caracter´ısticas de algunos de los beacons
comerciales ma´s populares (ma´s dispositivos y una excelente visio´n general de la
historia de la tecnolog´ıa de los beacons se presenta en [179]). En dicha tabla se puede
observar que la mayor´ıa de los chipsets son fabricados por dos gigantes de la tecnlog´ıa,
Nordic Semiconductor y Texas Instruments (TI) y, en menor medida, por Bluegiga y
Qualcomm (que adquirio´ CSR). En cuanto a los protocolos soportados, Eddystone y
IBeacon prevalecen sobre las otras soluciones.
Tabla 3.2: Comparacio´n de los beacons comerciales mas relevantes.
Beacons Fabricante del Chipset Protocolos Bater´ıa Tiempo vida Bater´ıa (meses) Costos (USD $)
Estimote [?] Nordic iBeacon or Eddystone CR2450 21.4 3 for $59.00
BKON [?] Nordic iBeacon or Eddystone 2 x AAA 28.9 $30.00
RadBeacon Dot [?] Nordic iBeacon, AltBeacon or Eddystone CR2032 5.00 $14.00
Konkat [?] Nordic iBeacon or Eddystone CR2477 24.3 3 for $60.00
OpenBeacon BL [?] Nordic Eddystone CR2032 N/A $25.00
BlueSense [?] Bluegiga iBeacon CR2450 12.7 £19.99
BlueCats [?] Bluegiga iBeacon or Eddystone 2 x AA 23.1 3 for $89.00
RedBear Beacon B1 [?] TI iBeacon 2 x AAA 21.00 $21.00
SWIRL [?] TI iBeacon or Eddystone 4 x AA 72.00 N/A
Glimworm [?] TI iBeacon CR2450 11.0 4 for e99.00
Gimbal [180] Qualcomm iBeacon or Eddystone 4 x AA 16.4 $5.00
Una lista mas extensa de beacons comerciales se pueden encontrar en [180] y [181]. En
dichas listas Kontak.io se destaca como el l´ıder en la categor´ıa de hardware, seguido de
Estimote, mientras Swirl lidera la categor´ıa de plataformas de proximidad [121].
3.2.5. Applicaciones de Beacon
Los beacons han sido disen˜ados para la recogida de datos oportunista [118], prin-
cipalmente para estimar la distancia de lectura y la proximidad, y para transmitir
notificaciones. Gracias a estas capacidades los beacons han sido u´tiles en la venta al
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por menor, entretenimiento, museos, o incluso en aeropuertos [182]. Por otra parte, la
investigacio´n se ha centrado en el ana´lisis de la navegacio´n y te´cnicas de seguimien-
to [183,184], esquemas de posicionamiento en interiores [160,185,186] y notificaciones
de proximidad [187, 188]. Otras aplicaciones esta´n en la implementacio´n de la red f´ısica
para obtener posiciones [189] O para habilitar pa´ginas web educativas [190].
Una extensa revisio´n de 100 casos de uso mediante beacons se presenta en la referencia
[191]. La mayor´ıa de las aplicaciones se centran en soluciones de marketing de proximidad.
Este hecho indica que los beacons no esta´n siendo plenamente explotados en te´rminos
de valor an˜adido en otras aplicaciones, como en el caso de aplicaciones de telemetr´ıa.
Una de las razones es que, aunque el protocolo de Eddystone puede transmitir tramas
de telemetr´ıa, que so´lo contienen dos campos f´ısicos de telemetr´ıa (por ejemplo, el
estado de la bater´ıa y un valor de temperatura), lo que limita el nu´mero de sensores a
se notificados. Uno de los pocos ejemplos de telemetr´ıa a base de baliza se presenta en
la Referencia [192], donde el estado de una entrada on/off digital es transmitida.
Hay trabajos preliminares que encapsulan nuevos protocolos en un protocolo esta´ndar
de beacon. Por ejemplo, en la Referencia [193] se propone una te´cnica de intercalado
que hace uso de mu´ltiples anuncios BLE que identifican los dispositivos basados en el
protocolo Altbeacon. Otra patente interesante es la referencia [194], donde se propone
una te´cnica que permite la identificacio´n de dispositivos conectados a iBeacons. Tal
identificacio´n se realiza mediante la transmisio´n de patrones sucesivos en diferentes
niveles de potencia. Entonces, es posible identificar y calibrar el dispositivo conectado a
trave´s de su patro´n de potencia.
El protocolo ligero presentado en este cap´ıtulo (Lightweight Protocol for Eddystone,
LP4Sensors) se puede encapsular en los frames esta´ndar de un Eddystone Beacon.
El protocolo permite la transmisio´n de datos de telemetr´ıa de ilimitados sensores
heteroge´neos digitales y analo´gicos, limitado solamente por el pinout del hardware
del beacon. El protocolo se inserta en las tramas del beacon Eddystone sin afectar el
esta´ndar de so´lo 6 bytes. Adema´s, es capaz de identificar los sensores y actuadores
conectados, incluso incluyendo una informacio´n sobre ellos o su pinout. Adema´s, el
descubrimiento y el registro de transductores en un sistema IoT puede llevarse a cabo a
trave´s de un mecanismo de plug-and-play.
3.3. Protocolo ligero para sensores (LP4S - Lightweight Pro-
tocol for Sensors)
En esta seccio´n se presenta LP4S, una familia de protocolos ligeros que pueden:
Ser embebido en beacons BLE.
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Ser utilizado para enviar los datos recogidos por los sensores del beacon y recibir
comandos para los actuadores.
Garantizar la QoS requerida.
Proporcionar bajo consumo de energ´ıa.
Ser capaz de descubrir y describir el hardware integrado de forma automa´tica
mediante el uso de te´cnicas de plug-and-play.
Aunque el protocolo LP4S fue disen˜ado para ser utilizado principalmente para sistemas
de telemetr´ıa, seguimiento, control y posicionamiento, su flexibilidad permite que se
extiende a otras aplicaciones que requieren para comunicar dispositivos de recursos
limitados.
El protocolo de LP4S la define tres tipos de frames:
Configuracio´n. Se utilizan para describir el hardware del beacon, permitiendo
que se registre automa´ticamente en sistemas IoT a trave´s de mecanismos de
plug-and-play.
Datos. Se utilizan para enviar los valores reales de los sensores y el estado de
los actuadores, ya sean digitales o analo´gicos. Tambie´n se utilizan para enviar
comandos unidireccionales a los motes.
Comandos Bidireccionales. Este tipo de frame es opcional y depende de los
recursos y el tipo de beacon utilizado. Por ejemplo, este tipo de frame no tiene
sentido en ciertas balizas que so´lo funcionan en el modo fuera de l´ınea, y que so´lo
env´ıan la informacio´n en cada advertisement. Sin embargo, cuando se requiere una
comunicacio´n bidireccional, estos frames se pueden utilizar para enviar comandos
al beacon, los cuales a su vez enviara´n una confirmacio´n de la orden recibida hacia
el servidor, gateway o dispositivo que ha generado el comando.
El protocolo tiene que cumplir los tres requisitos siguientes para ser considerado ligero:
costo de almacenamiento bajo o bajo footprint. El firmware desarrollado no puede
ocupar mucha memoria y que deber´ıa ser posible subirlo a beacons con recursos
limitados.
Bajo coste computacional. Los frames tienen que ser cortos, lo que permite acelerar
las tareas de ca´lculo en ambos extremos del enlace de comunicaciones.
Bajo coste de la comunicacio´n. El nu´mero de tramas a transmitir tiene que
minimizarse tanto como sea posible para reducir el coste de la comunicacio´n en
te´rminos de consumo de energ´ıa.
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Dada la diversidad de los beacons IoT disponibles en la actualidad, que difieren en
te´rminos de restricciones de hardware y tecnolog´ıas de la comunicacio´n, fue necesario
crear una familia de protocolos que permitan cumplir con los requisitos detallados
anteriormente. Para tal propo´sito, tres grupos de beacons se definieron en funcio´n de
sus recursos:
Beacon tipo-1. Esta´n muy limitados en te´rminos de recursos de hardware y la
complejidad de protocolo (es decir, la cantidad de bytes y tramas que deben
ser procesadas son realmente restringidas). Este es el caso de la mayor´ıa de los
beacons.
Beacon tipo-2. Tienen ma´s recursos de hardware que el tipo 1 y los beacons son
capaces de manejar grandes frames. Este es el tipo beacons que ofrecen los datos
del GATT a trave´s de comunicaciones BLE.
Beacon tipo-3. Estos son dispositivos IoT que, aunque alimentado por bater´ıas,
tienen ma´s recursos de co´mputo y de memoria que permiten correr firmwares ma´s
complejos y para el procesamiento de datos de tipo web, como archivos JSON
(JavaScript Object Notation).
Por lo tanto, la familia LP4S esta´ formada por tres sub-protocolos:
LP4S-6: se utiliza para beacons Tipo-1.
LP4S-X: se utiliza para beacons Tipo-2.
LP4S-J: se utiliza para beacons Tipo-3.
Como sera´ explicado en las siguientes secciones, cada uno de estos tres protocolos
hace uso de un conjunto de frames que han sido disen˜ados en busca de un equilibrio
entre la cantidad de bytes a transmitir, el nu´mero de frames que intervienen en las
comunicaciones y la complejidad de dichos frames.
3.3.1. LP4S-Six (LP4S-6)
Este protocolo so´lo hace uso de los frames de configuracio´n y de datos, ya que fue
disen˜ado desde su concepcio´n para ser utilizado en beacons Eddystone. Sin embargo, el
protocolo no se limita a un tipo de beacon espec´ıfico, pudiendo ser encapsulado en otras
beacons esta´ndar existente o protocolos propietarios, e incluso en las comunicaciones
serie entre los chips. Tenga en cuenta que la principal restriccio´n de los beacon tipo-1
es el taman˜o de las tramas de protocolo, por lo que fue necesario disen˜ar un protocolo
que cumpla con los requisitos deseados en so´lo 6 bytes.
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La figura 3.3 muestra la estructura de este protocolo. Se puede observar que el protocolo
esta´ formado por tres grupos de dos bytes. Cada grupo tiene ma´s de una funcionalidad
dependiendo del tipo de la informacio´n gestionada (es decir, descripcio´n, configuracio´n o
ciertos datos). El primer grupo de dos bytes (Descripcio´n Global), contiene informaciones
generales sobre el beacon y la informacio´n que se env´ıa. Tal informacio´n se divide en
cuatro nibbles que incluyen el modo de trabajo, tipo de transductor incorporado, tipo de
sen˜al transmitida y el tipo de interfaz. Por lo tanto, es posible indicar si la informacio´n
enviada esta´ relacionada con la configuracio´n o los datos de un sensor espec´ıfico, si
es digital o analo´gico, o si los datos transmitidos se relacionan con entradas o salidas.
Como cada nodo permite el uso de hasta 16 descripciones diferentes (algunas de las
cuales au´n no se han definido), se puede afirmar que el protocolo es flexible, escalable y
esta´ abierto a futuras mejoras y personalizacio´n para nuevas aplicaciones IoT.
El segundo grupo de dos bytes (Descripcio´n del hardware/Valor de datos), su contenido
depende de la informacio´n del grupo anterior:
Cuando el modo de trabajo en la Descripcio´n Global indica que una trama
configuracio´n esta´ siendo enviado, entonces el primer byte contiene el nu´mero
total de sensores y actuadores activos en el beacon. Entre otras funcionalidades,
Mode         
(4 bits)
Digital Position / Data Value                                                                        
(2 Bytes)
Qty Sensors - Actuators  
(1 Byte) 
Analog Position        
(1 Byte)
Category 
(4 bits)                
Signal       
(4 bits)
Interface   
(4 bits)
Global description Hardware description / Data Value Setting Value / Data value































4 bits              
(16 Interfaces)
if (Work mode == Configuration)
Overall Transducers = Sensors + 
Actuators
8 bits = 256 transducers
if (Work mode == Configuration)
Bit Map (8 pos) -->  Pin position 
of the analog transducers 
1 --> position ocuped by 
transducer (sensor or actuator)
0 --> free postion (no conected)
if (Work mode == Data) && (Category == GPS)
GPS Data --> Longitude (32 bits)
if (Signal Type == Digital) 
Bit Map (256 pos) -->  Pin position of the digital 
transducers 
if (Signal Type == Analog) 
Metadescriptor --> Transducer
Real Value --> (fixed 8.8 format)
if (Work mode == Data)  && (Signal == Analog)
Transducer Data --> Analog value
Real Value --> (fixed 8.8 format)
if (Work mode == Data)  && (Signal == Digital)
Bit map (256 pos) --> Digital Value
Work mode --> Configuration
Work mode --> Data
Figura 3.3: Estructura interna del protocolo LP4S-6.
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esta actividad de campo permite a usuarios remotos indicar si han recibido toda
la informacio´n de la baliza. Adema´s, en este modo de trabajo, el segundo byte es
un mapa de 16 bits que indica (cuando es igual a “1”) cuando un transductor esta´
conectado y operando.
En el modo de datos de ambos bytes contienen el valor le´ıdo desde el transductor
especificado en la Descripcio´n Global.
El tercer grupo de dos bytes (Valor de ajuste / valor de datos) tambie´n depende del
contenido de la descripcio´n global:
En el caso del frame de configuracio´n, este campo indica la posicio´n y el tipo de
datos de transductor (es decir, analo´gica o digital).
Cuando se transmite una trama de datos, el valor del sensor esta´ indicado con
una precisio´n de 16 bits. Si el transductor incorporado es analo´gico, entonces los
dos bytes contienen un valor real en un formato de punto fijo-8,8. En el caso de
sensores digitales, la informacio´n se proporciona en forma de un mapa de 16 bits.
Si lo que se informa es una posicio´n GPS, a continuacio´n, un “1” indica que el
transductor esta´ activo. Por u´ltimo, si lo que se informa es un valor digital, un
mapa de bits se dara´ en la que se establece el bit relacionado con la posicio´n del
sensor digital a “0” o “1”, dependiendo de su estado.
Para una mejor comprensio´n del protocolo, varios ejemplos se muestran en la figura
3.4 . El caso (a) representa un frame de configuracio´n que indica que hay un total
de 5 transductores, dos de los cuales corresponden con sensores digitales localizados
en las posiciones 0 y 1 del mapa (0x0003 en hexadecimal es igual a 0000 0000 0000
0011 en binario). En el ejemplo (b) se indica que hay una salida digital situado en la
u´ltima posicio´n de mapa de bits (0x8000, 1000 0000 0000 0000). Ejemplos (c) y (d)
representan frames de configuracio´n donde se utilizan dos sensores conectados a las
entradas analo´gicas situados en la quinta (0001 0000) y sexta posicio´n (0010 0000).
Adema´s, en estos dos u´ltimos ejemplos, los meta-descriptores asociados (7,00 y 1,00)
representan ı´ndices de una tabla que contiene una descripcio´n ma´s detallada de los
transductores. Por ejemplo, el sensor identificado por el meta-descriptor 7.00 podr´ıa
representar un sensor de temperatura dada en ◦C, mientras que el identificado por 1,00
podr´ıa ser un sensor de humedad relativa cuya unidad de medida es un porcentaje.
Los ejemplos desde (e) hasta (j) muestran donde se env´ıa la informacio´n recogida por
los sensores descritos anteriormente en (a) a (d). En (e) se indica que, de los dos sensores
digitales definido en (a), la entrada digital primero se establece en “0” y la segunda, un
“1” lo´gico (por ejemplo, debido a la activacio´n de un sensor PIR o cuando una puerta
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este abierta). El ejemplo (f) indica el estado de una salida digital que se establece en
“1”. Los casos de uso (g) y (h) emiten valores en tiempo real de dos entradas analo´gicas,
que, de acuerdo con las tramas configuracio´n enviados anteriormente en (c) y (d), y
las suposiciones indicadas acerca de su tipo de sensor, se indicar´ıa una temperatura
de 23,15 ◦C y una humedad relativa del 85,07 %. Por u´ltimo, (i) y (j) muestran la
posicio´n geogra´fica actual del beacon, que estar´ıa ubicada en las coordenadas (43.33640,
- 8.412977).
Mode         
(4 bits)
Digital Position / Data Value                                                                        
(2 Bytes)
Qty Sensors - Actuators  
(1 Byte) 
Analog Position        
(1 Byte)
Category 
(4 bits)                
Signal       
(4 bits)
Interface   
(4 bits)
Global description Hardware description / Data Value Setting Value / Data value
LP4S - Six  (LP4S-6)
C 5 D 1 5 Dont care 00 03
C A D 0 5 Dont care 80 00
C 5 A 1 5 10 07.00
D 5 D 1 5 Dont care 00 02
D A D 0 5 Dont care 80 00
D 5 A 1 5 10 23.15
D 6 0 1 43.333640
C 5 A 1 5 20 01.00
D 5 A 1 5 20 85.07











Figura 3.4: Ejemplo de uso del protocolo LP4S-6. (a - d) Frames de Configuracio´n frames:
sensores y actuadores digitales y analo´gicos, (e - h) Frames con datos del sensor y actuadores
digitales y analo´gicos, (i - j) Frames de Localizacio´n frames: longitud y latitud.
3.3.1.1. LP4S-Extended (LP4S-X)
Este protocolo es una variacio´n del protocolo LP4S-6 que se ha modificado para evitar
la restriccio´n de tener so´lo 6 bytes por trama. Por lo tanto, constituye una extensio´n
del protocolo anterior (de ah´ı su nombre). Aunque no hay restricciones en el nu´mero de
bytes, so´lo dos de los diez frames LP4S-X en realidad tienen ma´s de 6 bytes (algunos
de ellos contienen so´lo 4 bytes). Este protocolo hace uso de los tres tipos ba´sicos de
tramas representadas en diferentes colores en la figura 3.5, los cuales esta´n relacionados
con configuracio´n, el intercambio de datos y comandos bidireccionales.
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LP4S - Extended  (LP4S-X)
Analog Inputs Map    
(1 Byte)                
PMW Outputs Map        
(2 Bytes)                
Digital Inputs Map     
(2 Bytes)                
Interface --> D0    
(1 Byte)                
Digital Outputs Map     
(2 Bytes)                
Interface --> D1    
(1 Byte)                
Interface --> A0    
(1 Byte)                
Interface --> A1    
(1 Byte)                
Mode --> C1    
(1 Byte)                
Signal  --> AA           
(1 Byte)                
Meta descriptor               
(2 Bytes)                
Analog Input Position    
(1 Byte)                
Category --> 05    
(1 Byte)                
Mode --> C2    
(1 Byte)                
Digital Inputs value map       
(2 Bytes)                
Interface --> D1    
(1 Byte)                
Mode --> DD    
(1 Byte)                
Interface --> D0    
(1 Byte)                
Mode --> DD    
(1 Byte)                
Analog Input Position 
(1 Byte)                
Analog input value                     
(2 Bytes)                
Interface --> A1    
(1 Byte)                
Mode --> DD    
(1 Byte)                
Longitude                                                                          
(4 Bytes)                
Interface --> 06    
(1 Byte)                
Mode --> DD    
(1 Byte)                
Package  ID              
(2 Bytes)                
Digital Output Position      
(1 Byte)                
Interface --> D0    
(1 Byte)                
Mode --> EE    
(1 Byte)                
Mode --> EE    
(1 Byte)                
Mode --> CF    
(1 Byte)                
Digital Outputs value map       
(2 Bytes)                
Latitude                                                                             
(4 Bytes)                
Altitude                                                                              
(4 Bytes)                
Digital Output Value      
(1 Byte)                
Package  ID              
(2 Bytes)                
PWM Output Position      
(1 Byte)                
Interface --> A0    
(1 Byte)                
PWM Value (%)       
(1 Byte)                
Package  ID              
(2 Bytes)                
Interface --> A0    
(1 Byte)                
PWM Output Position      
(1 Byte)                
PWM Value (%)       
(1 Byte)                
Package  ID              
(2 Bytes)                
Digital Output Position      
(1 Byte)                
Interface --> D0    
(1 Byte)                
Mode --> CF    
(1 Byte)                
Digital Output Value      











Figura 3.5: Estructura interna del protocolo LP4S-Extended (LP4S-X) (1-2) Frames de
Configuration, (3-5) Frames de lecturas para digitales, analo´gicos y datos de localizacio´n, (7-8)
Frames para comandos digitales y analo´gicos, (9-10) Frames de confirmacio´n
Cada uno de los frames comienzan con un byte que permite identificar el tipo de
trama: C1 y C2 representan los frames de configuracio´n, DD son tramas de datos, EE
son tramas de comandos y CF frames de configuracio´n.
Como se puede observar, existen dos frames de configuracio´n en este protocolo, C1
y C2. El primer tipo, cuya estructura se muestra en el frame (1) en la figura 3.5, Se
utiliza para describir la posicio´n de todos los transductores de entrada y salida (tanto
analo´gicas como digitales) a trave´s de mapas de bits, de manera similar a LP4S-6.
En figura 3.5, en (2), se muestra la estructura del frame de configuracio´n C2, que
se utilizan para describir cada transductor. Por lo tanto, se enviara´n tantos frames
C2 como transductores con requerimientos de descripcio´n este´n conectados al beacon.
Aunque C2 se utiliza normalmente para sensores analo´gicos, pueden ser utilizados para
describir cualquier otro transductor que requiera una descripcio´n detallada.
Los frames (3) y (4) de la figura 3.5informan el estado de las entradas y salidas digitales
mediante el uso de mapas de bits. En el caso de sensores analo´gicos, tambie´n es necesario
enviar una trama como (5) con el fin de indicar los valores detectados. En cuanto al
frame (6), se incrusta en un solo frame toda la informacio´n de geolocalizacio´n (longitud,
latitud y altitud) de una posicio´n.
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Los frames (7) y (8) se utilizan para enviar comandos a los actuadores del beacon,
cuya respuesta puede ser controlada (por ejemplo, rele´s, LEDs o controladores PWM).
Puesto que tales marcos no utilizan mapas de bits, una trama debe ser enviada para
cada salida PWM digital a ser modificada.
Por u´ltimo, (9) y (10) representan las tramas que se env´ıan por el beacon al servidor con
el fin de confirmar que se ha recibido un comando. Tales frames incluyen un campo ID,
u´nico para cada mensaje, que ayuda al servidor para identificar el comando reconocido.
Estos frames tambie´n se utilizan para enviar el estado actual de una salida modificada
previamente, lo que permite establecer alarmas o mecanismos de retransmisio´n en el
lado del servidor.
3.3.2. LP4S-JSON
El tercer y u´ltimo protocolo de la familia LP4S ha sido disen˜ado para beacons que
tienen acceso a una cantidad relevante de recursos. En este tipo de dispositivos es posible
implementar protocolos como el COAP, que normalmente intercambian informacio´n en
formato Java Script Object Notation (JSON). En LP4S-JSON hay tres tipos de tramas:
LP4S - Configuration (LP4S - JC): Frame de Configuracio´n.
LP4S - Read (LP4S - JR): Frame de Datos de sensores.
LP4S - Write (LP4S - JW) Frame para Comandos / Confirmacio´n.
Cada uno de estos frames contienen datos en formato JSON que hacen uso de las
etiquetas mostradas en la tabla 3.3 con el fin de crear una representacio´n sema´ntica del
beacon. Tal representacio´n permite la descripcio´n de su hardware y para descubrir y
auto-registro automa´tico de los transductores a trave´s de mecanismos de plug-and-play.
Algunas de las etiquetas JSON en la tabla 3.3 indican el nombre del beacon, su direccio´n
MAC, diferentes meta-descriptores o un mapa de bits de los sensores digitales. Hay
incluso una etiqueta para notificar a un esca´ner BLE cuando se pulsa un boto´n.
3.3.2.1. LP4S - JSON Configuracio´n (LP4S-JC)
Al igual que en los otros protocolos de la familia LP4S, los formatos de configuracio´n
disen˜ados permiten la descripcio´n del hardware existente y facilitar el descubrimiento
fa´cil y registro del hardware de aplicaciones de la IO. Gracias a las etiquetas de la tabla
3.3 es posible llevar a cabo tales tareas de deteccio´n y registro con una descripcio´n
sema´ntica que puede ser adaptado a la Wot.
Varios ejemplos de uso del protocolo LP4S-JC se muestran en la figura 3.6. Tenga
en cuenta que, con el fin de mantener la ligereza del protocolo, es posible enviar un
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micro-JSON por para´metro de configuracio´n (es decir, en la figura 3.6 (b) hasta (g) en
lugar de enviar todos los para´metros (como en la figura 3.6 (a)) en un sola JSON. Es
importante sen˜alar que cada micro-JSON siempre incluye la direccio´n MAC del beacon
como un para´metro, que garantiza la identificacio´n del dispositivo. Por u´ltimo, en (h)
se ilustra un ejemplo de un para´metro de tipo mixto que representa una entrada ( ’in’)
de un sensor analo´gico ( ’a’) situado en la segunda posicio´n ( ’2’ en decimal o “0000
0000 0000 0010” en binario) de un mapa de bits. Esta clase de tipos se utilizan para
reducir el nu´mero de etiquetas JSON y mantener la ligereza del protocolo en ciertas
aplicaciones.
3.3.2.2. LP4S - JSON Read (LP4S-JR)
Este protocolo se utiliza para representar los datos de los frames que el beacon env´ıa
cuando el valor de algunos de sus sensores ha cambiado. Sin embargo, el firmware del
beacon podr´ıa ser modificado para utilizar otros criterios para desencadenar el env´ıo de
paquetes.
LP4S-JR hace uso de micro-JSONs cuya estructura se muestra en la figura 3.7. En
dicha figura, en (a) se se representa un caso en el que se emite una temperatura de 23,5
◦C del sensor situado en la posicio´n 2. En el ejemplo (b) se muestra el estado actual de
todas las entradas y salidas digitales (tenga en cuenta que se utilizo´ la etiqueta especial
“todos los pines”). En cuanto al ejemplo (c), se ilustra una notificacio´n a un servidor
cuando se pulso´ el boto´n ubicado en la primera posicio´n. Por u´ltimo, en (d) se muestra
el JSON para enviar las coordenadas de geolocalizacio´n del beacon.
Tabla 3.3: Principales etiquetas usadas en los JSONs.
Etiqueta Descripcio´n Valor de ejemplo
MAC MAC del beacon ”00:11:22:33:44:55”
Name Nombre de beacon ”Z1-T1”
Manufacturer Co´digo del Fabricante ”070000000001”
Location Longitud, Latitud y Altitud ”(00,-00, 00)”
Description Fabricante, distribuidor, tecnolog´ıa, otros ”nRF51-Dk”
Qty all Total de transductores (sensores + actuatores) ”8”
Metad Meta descriptor ”1.0”
Interface Interface + sen˜al + posicio´n ı¨na7”
Button Boto´n presionado ”1”
Pos dig in Mapa de posiciones (Entradas Digitales) ”3”
Pos dig out Mapa de posiciones (Salidas Digitales) ”128”
Pos ana in Mapa de posiciones (Entradas Analo´gicas) ”5”
Pos pwm out Mapa de posiciones (Salidas PWM) ”136”
Package id Identificador de paquete ”1005”
Value Valor del dato (Lectura o Escritura) ”23.5”
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3.3.2.3. LP4S - JSON Write (LP4S-JW)
La estructura de los mensajes comandos y confirmacio´n se muestran a trave´s de los
ejemplos de la figura 3.8.
En el caso de (a), se representa un comando que activa un actuador digital (por
ejemplo, un rele´ o un LED) que esta´ conectado en la segunda posicio´n (’outd2’) del
beacon. El ejemplo (b) muestra un comando que cambia la salida PWM situada en
la tercera posicio´n (’outa3’) a 44 %. Por u´ltimo, el ejemplo (c) contiene el mensaje de
confirmacio´n que ser´ıa enviado por un beacon despue´s de recibir el comando mostrado
//JSON configuration 
{  
   "mac":"00:11:22:33:44:55", 
   "name":"Z1-T1", 
   "company":"070000000001",
   "location":"(00,-00, 00)",   
   "description":"nRF51-Dk",     
   "data":[  
      {  
         "qty_all":"8",       
         "metad":"7.0",       
         "interface":"ina2"  
      },
      ...
      {  
         "metad":"1.0",       
         "interface":"ina7"  
      },
      {  
         "pos_dig_in":"3",    
         "pos_dig_out":"128", 
         "pos_ana_in":"5",    
         "pos_pwm_out":"136"
      }




   "mac":"00:11:22:33:44:55", 




   "mac":"00:11:22:33:44:55", 
   "qty_all":"8",       
   "metad":"7.0",       




   "mac":"00:11:22:33:44:55", 
   "qty_all":"8",       




   "mac":"00:11:22:33:44:55", 
   "qty_all":"8",       




   "mac":"00:11:22:33:44:55", 
   "qty_all":"8",       







   "mac":"00:11:22:33:44:55", 
   "qty_all":"8",       
   "pos_pwm_out":"136"
 }
LP4S - JSON Configuration  (LP4S-JC)











Figura 3.6: LP4S-JC mensajes que muestran JSONs que incluyen todas la etiquetas (a), un
subconjunto de las etiquetas (b-g), y una para´metro mixto (h).
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en (a). Tenga en cuenta que, en este u´ltimo ejemplo (c), el valor de “package-id” tiene
que coincidir con la de (a). Sin embargo, observe que en (c) el estado de ’valor’ es
’0’, mientras que en (a) se indico´ que ten´ıa que ser puesto a ’1’, lo que indica que
el comando no se ha procesado o se proceso´ erro´neamente. En tal caso, el servidor
reaccionar´ıa de acuerdo con la lo´gica programada (por ejemplo, que podr´ıa retransmitir
automa´ticamente el comando).
3.4. Implementacio´n del protocolo LP4S en un beacon
La familia de protocolos LP4S puede ser implementado en cualquier beacon o mote
cuyo hardware siga la arquitectura ilustrada en la figura 2.1. Tenga en cuenta que este
tipo de arquitectura es so´lo una referencia, por lo que puede existir cierta diferencia en
te´rminos de hardware, pero el protocolo todav´ıa puede ser compatible. Por ejemplo, el
subsistema de comunicaciones podr´ıa estar integrado en el chipset del beacon System
on a chip (SoC) o en un mo´dulo externo.
Esta seccio´n esta´ dirigida espec´ıficamente a la aplicacio´n del protocolo LP4S-6 en
un beacon de recursos limitados como el Eddystone. Este beacon transmite la cierta
//Read Analog sensors 
{  
   "mac":"00:11:22:33:44:55", 
   "interface":"ina2",   
   "value":"23.5"       
 }
//Read Digital sensors 
{  
   "mac":"00:11:22:33:44:55", 
   "interface":"ALL_PINS",   




   "mac":"00:11:22:33:44:55", 
   "interface":"ind0",   
   "button":"1"       
 }
a) b) c)
LP4S - JSON Read  (LP4S-JR)
//Read GPS data 
{  
   "mac":"00:11:22:33:44:55", 
   "location":"(00, -00, 00)"         
 }
d)
Figura 3.7: Ejemplos de uso del protocolo LP4S-JR: (a) dato analo´gico, (b-c) dato digital y
(d) dato de geolocalizacio´n.
//Write actuators
{  
   "mac":"00:11:22:33:44:55", 
   "package_id":"1015",
   "interface":"outd2",   
   "value":"1"       
 }
a) b)
LP4S - JSON Write  (LP4S-JW)
//Write actuators
{  
   "mac":"00:11:22:33:44:55", 
   "package_id":"1015",
   "interface":"outa3",   




   "mac":"00:11:22:33:44:55", 
   "package_id":"1015",
   "interface":"outd2",   
   "value":"0"       
 }
c)
Figura 3.8: Ejemplos de uso del LP4S-JW. (a) comando digital, (b) comando analo´gico, (c)
mensaje de confirmacio´n.
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Figura 3.9: Arquitectura de comunicaciones de un beacon gene´rico.
informacio´n perio´dicamente con cada advertisement BLE. La figura 3.9 muestra la
arquitectura de comunicaciones de un sistema de beacons gene´rico y un ejemplo de co´mo
el protocolo LP4S-6 se inserta en el planificador de frames Telemetry frame (TLM).
Cualquier aplicacio´n que se ejecuta en un esca´ner de beacons (por ejemplo, en un tele´fono
inteligente o en un Session Bordere Controller (SBC)) que implementa la Application
Programming Interface (API) propuesta en este documento es capaz de leer los dos
frames convencionales Eddystone y la informacio´n de telemetr´ıa encapsulada por el
protocolo LP4S-6. Adema´s, dado que un esca´ner normal Eddystone no se vera´ afectado
por las modificaciones realizadas por el LP4S-6, que continuara´ leyendo beacons que
hacen uso de ambos protocolos. Por lo tanto, un beacon que implementa el protocolo
LP4S-6 puede trabajar en una red de difusio´n de beacons con la presencia de mu´ltiples
y diferentes esca´neres de beacons de diferentes fabricantes y diferentes aplicaciones sin
interferencia entre ellos.
Antes de detallar la implementacio´n del protocolo, es importante observar que el
firmware disen˜ado difunde tres de los cuatro frames del Eddystone (UID, URL y TLM)
en un orden aleatorio y de acuerdo con una programacio´n TLM, como se representa en
la figura 3.10 para ilustrar el esquema de transmisio´n. En estos tres ejemplos de posibles
secuencias de tramas, se puede observar que las tramas se env´ıan c´ıclicamente, (es decir,
una vez que la u´ltima trama fue enviada). El ciclo se inicia por el primer frame enviado
de acuerdo con la secuencia establecida, que depende del nu´mero de sensores integrados
y de la disponibilidad de datos le´ıdos.
3.4.1. LP4S-6 en un beacon Eddystone
El protocolo LP4S-6 fue disen˜ado para ser insertado en protocolos de taman˜o restrin-
gidos, tales como Eddystone, y que tambie´n utilizan taman˜os de frames preestablecidos.
Espec´ıficamente, en cada trama Eddystone TLM es posible encontrar 6 bytes que no
se utilizan actualmente por la especificacio´n Eddystone, donde el protocolo LP4S-6
se ajusta perfectamente. De esta manera, es posible adaptar los beacons Eddystone



















































Figura 3.10: Ejemplos de secuencia de frames de un Eddystone.
tradicionales para ser utilizados en aplicaciones de telemetr´ıa que no requieren una
conexio´n para su funcionamiento, lo que tambie´n es u´til en ciertas aplicaciones IoT.
En figura 3.11 se muestra la ubicacio´n precisa de los frames Eddystone TLM donde se
inserta el protocolo LP4S-6. El espacio que aloja el protocolo propuesto se dividio´ en
tres pares de bytes (Extra 1, Extra 2 y Extra 3).
BLE PROTOCOL
Preamble Acces Address CRCHeader ADV Address
EDDYSTONE PROTOCOL




Version Temperature PDU Count Time 
LP4S-6 Protocol
Ext 1 Ext 2 Ext 3
Mode         
(4 bits)
Digital Position / Data Value                                                                        
(2 Bytes)
Qty Sensors - Actuators  
(1 Byte) 
Analog Position        
(1 Byte)
Category 
(4 bits)                
Signal       
(4 bits)
Interface   
(4 bits)
Extra 1 --> Global description Extra 2 --> Hardware description / Data Value Extra 3 --> Setting Value / Data value
Figura 3.11: LP4S-6 insertado dentro de un frame TLM.
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3.4.2. Diagramas de flujo
Esta seccio´n describe los diagramas de flujo necesarios para implementar aplicaciones
de telemetr´ıa en beacons comerciales, tanto que soporte el protocolo Eddystone y la
LP4S-6, que an˜ade el valor de ser capaz de utilizar sensores ilimitados (obviamente,
tal l´ımite depende de la cantidad de pines de entrada/salida analo´gicos y digitales
disponibles en el hardware seleccionado).
La figura 3.12 (a) muestra el diagrama de flujo del programa principal de un beacon
convencional, cuyas tareas principales son la configuracio´n del hardware, y la inicia-
lizacio´n de los para´metros y servicios del beacon para llevar a cabo comunicaciones
BLE. Despue´s de la inicializacio´n, el beacon espera por interrupciones generadas por un
temporizador para comenzar a intercambiar tramas siguiendo el flujo mostrado en la
figura 3.12-b. Cuando llega el momento de transmitir una trama de TLM, los diferentes
campos de una trama Eddystone esta´ndar y los bytes adicionales del protocolo LP4S-6
se actualizan de acuerdo con el flujo mostrado en la figura 3.12-c. En el diagrama de
flujo dos para´metros espec´ıficos se env´ıan en cada frame TLM (el nivel de la bater´ıa
Main
Obtain or Define MAC
Set up --> BLE
Define:                          
- Name Space ID           





















Figura 3.12: Diagramas de flujo de los beacons. (a) Principal (Main), (b) subrutina de
interrupcio´n del Advertisement (ISR - Interrupt Service Routine), y (c) flujo TLM.
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y la temperatura ambiente), que se actualiza perio´dicamente por un hilo de ejecucio´n
paralelo y se almacena en un a´rea de memoria compartida.
Como se explica en la Seccio´n 3.3.1, los campos del protocolo LP4S-6 son multi-
funcionales, lo que es necesario para implementar un algoritmo que controla la informa-
cio´n requerida en cada uno de los tipos de trama a transmitir. Figura 3.13 muestra el
diagrama de flujo que ilustra co´mo se implementa el byte extra-1. Tal byte corresponde
al campo de descripcio´n global del protocolo LP4S-6, por lo que el algoritmo permite
el llenado de los campos relacionados con el modo (configuracio´n o datos), Categor´ıa
(sensor o actuador), sen˜al (analo´gica o digital) y la interfaz (entrada o salida).
Los dos bytes correspondientes a extra-2, que representan la Descripcio´n del hardware
/ Valor de datos de campo, se llenaron de acuerdo con el diagrama de flujo mostrado
en la figura 3.14. Este campo se utiliza principalmente para la configuracio´n. So´lo en el
caso de tener que indicar un punto de geolocalizacio´n, Extra-2 se unira´n a Extra-3 para
proporcionar un campo de datos de 32 bits. En Modo configuracio´n, el primer byte de
extra-2 contiene la cantidad total de los transductores, mientras que el segundo byte
indica la posicio´n de los transductores a trave´s de un mapa de bits: si un bit es cero,
indica que en esa posicio´n no hay transductores activos.
Finalmente, la figura 3.15 muestra el diagrama de flujo seguido para llenar el byte
Extra-3, ya sea con valores de los sensores, meta-descriptores o, como se menciono´
anteriormente, unie´ndose adicional a Extra-2 para proporcionar un campo de 32 bits
para las coordenadas de geolocalizacio´n. La informacio´n digital se proporciona a trave´s
de un mapa de bits, mientras que los datos analo´gicos hacen uso de un formato de
punto fijo 8.8 que tambie´n se utiliza en los tramas esta´ndar Eddystone TLM.
3.5. Experimentos
En esta seccio´n se compara el rendimiento de un beacon que hace uso ya sea del
protocolo LP4S-6 o de un servidor GATT. En aras de la brevedad, so´lo se evaluo´ LP4S-6,
que es el protocolo ma´s restrictivo de la familia LP4S. La comparacio´n se llevo´ a cabo
en te´rminos de latencia y consumo de energ´ıa, en ocho escenarios diferentes: antes que
la aplicacio´n Android haga un c¸haracteristic connectc¸on el beacon, despue´s de llevar
a cabo una conexio´n de este tipo, y para Eddystone modificado con los protocolos
propuestos para intervalos de beacons de 100 ms, 250 ms, 500 ms, 1000 ms, 2000 ms y
5000 ms. Para todos los intervalos el escenario f´ısico fue ide´ntico, existiendo l´ınea de
vista entre el beacon y el tele´fono inteligente, a una distancia de 3m entre ambos. El
impacto de la latencia de trasmisio´n a esa distancia es despreciable (el tiempo total
(round-trip) es de alrededor de 20ns), y au´n para 100 m (ma´xima distancia teo´rica
para BLE), el round-trip de menos de 1µs, mientras que las mediciones de latencias
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obtenidas fueron del orden de segundos. Por otra parte, la distancia no es relevante
para las mediciones de consumo de energ´ıa, ya que la fuente de poder es fija (no se
utilizaron esquemas de transmisio´n de potencia adaptativo).
3.5.1. Configuracio´n de los experimentos
La figura 3.16 muestra los elementos que intervienen en los experimentos: un kit de
desarrollo nRF51 (nRF51-DK) que actu´a como beacon BLE, un Nordic Power Profiler
Kit (PPK) que se enchufa en el kit de desarrollo para medir el consumo de corriente,
un tele´fono Android y un ordenador porta´til ejecutando Android Studio y Nordic
Power Profiler software kit. Las principales especificaciones de todos estos elementos se
describen en la tabla 3.4.
Init
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Figura 3.13: Diagrama de flujo para Extra-1.
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Init
Extra 2 <-- Qty_total 
Sensors & Actuators
Analog Inputs?
Extra 2 <-- Input Position
Return
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Figura 3.15: Diagrama de flujo para Extra-3.
3.5. Experimentos 75
Tabla 3.4: Especificaciones principales de los elementos del experimento.
Elementos usados Especificaciones principales
Laptop
Lenovo 80E502A5SP G50-80: 15.6”, 16 GB RAM, 1 TB HDD
Intel R© CoreTMi7-5500U CPU @ 2.40 GHz
OS version: Windows 10-Pro x 64 bits
Android Studio 2.3.3
AI-162.4069837, built on June 6, 2017
JRE: 1.8.0.112-release-b06 amd64
JVM: OpenJDK 64-Bit Server VM by JetBrains s.r.o
Nordic nRF51 development kit (nRF51-DK)
SoC: nRF51822, 2.4 GHz multi-protocol device, 32-bit ARM R©
CortexTMM0 CPU with 256 kB/128 kB flash + 32 kB/16 kB RAM
Nordic PPK (Power Profiler Kit)
Board: PCA63511
Software: nRF6707-SW v1.1.0
Python version: 2.7.13, Pyside: 1.2.4, Pyqtgraph: 0.10.0, Numpy: 1.13.1, Pynrfjprog: 9.6.0
Smartphone
Samsung Galaxy S-8, 4 GB RAM, 64 GB (UFS 2.1) ROM
Model: SM-G950F
Android version: 7.0 (Nougat)
Processor: Exynos 8895, 2.3 GHz Quad + 1.7 GHz Quad, 8 Cores (Octa-Core)
3.5.2. Mediciones de Latencias
La latencia es clave en la recogida de datos de los sensores en ciertas aplicaciones
y tambie´n es una medida u´til desde la experiencia del usuario. En los experimentos
Figura 3.16: Configuracio´n de los experimentos.
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presentados en este cap´ıtulo, la latencia se define como el tiempo que un sistema o un
usuario tiene que esperar para recibir el valor de un sensor despue´s de haberlo solicitado.
Para obtener las latencias, se utilizo´ el log del software Android Studio, ya que permite
el ca´lculo de la diferencia de tiempo entre los eventos relacionados con cuando el usuario
presiona un boto´n para obtener el valor actual de un para´metro y cuando dicho valor
esta´ listo para que aparezca en la pantalla del tele´fono inteligente. Las marcas de tiempo
(timestamps) en Android se expresan en mili segundos, que dan la suficiente precisio´n
para los experimentos disen˜ados.
Para llevar a cabo las mediciones, se desarrollo´ una aplicacio´n espec´ıfica para Android.
La aplicacio´n env´ıa ciertas etiquetas de texto para identificar fa´cilmente los eventos
dentro del registro (log). Por lo tanto, la medicio´n de la latencia cuando se establece una
conexio´n se sen˜aliza con las etiquetas de “accio´n UP” (que se env´ıan al pulsar un boto´n
en la aplicacio´n de Android) y “[CHR] - DATA-DIGITAL” (que indica que los datos
esta´n listos para ser mostrado en la pantalla). Para los experimentos con el protocolo
LP4S-6, la misma etiqueta “ACTION UP” se env´ıa primero, pero la segunda etiqueta
es “[TLM] -DATA-ANALOG”, que tambie´n indica que hay datos de algu´n sensor listo
para ser mostrado. Por lo tanto, la diferencia entre las marcas de tiempo asociadas
con la llegada de las dos etiquetas es la latencia estimada. Por ejemplo, la figura 3.17
muestra parte de un log utilizado para obtener la latencia de un beacon. En la misma
figura del log se pueden apreciar otras etiquetas relacionadas con tramas Eddystone
como son, la URL, UID y frames TLM. Las etiquetas marcadas en los recuadros de
color rojo esta´n involucrados en el ca´lculo de la latencia que en el ejemplo mostrado fue
de 0,911 s.
Adema´s de obtener un registro detallado de todos los eventos, Android Studio permite
capturar ima´genes en tiempo real, tales como los incluidos en las Figuras 3.18 y 3.19, que
Figura 3.17: Example of Android log for measuring latency.
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Figura 3.18: Estableciendo una conexio´n cambiando de ventanas (izquierda) o usando la
misma ventana (derecha).
Figura 3.19: Accediendo a la informacio´n embebida a trave´s de la app Android.
ayudara´n a aclarar las acciones tomadas en cada experimento. La figura 3.18 muestra las
acciones que se realizan cuando se mide la latencia en el caso de establecer una conexio´n
con el mote BLE. En dicha figura, en el caso de uso de la izquierda, el usuario selecciona
uno de los motes BLE descubiertos y se abre una nueva pantalla para interactuar con
el mote, ya sea para enviar comandos o para leer valores de los sensores. Por lo tanto,
la latencia ser´ıa el tiempo transcurrido desde que el usuario selecciona un mote en la
primera pantalla, hasta que se visualice el valor del sensor en la segunda pantalla. En
la tabla 3.5, este escenario es referido como “Conectar con cambio de ventanas”.
En figura 3.18, a la derecha, se ilustra un escenario en el que se muestran los datos del
sensor en la misma pantalla despue´s de conectar. Por lo tanto, en este caso, la latencia
se mide desde que el usuario presiona el boto´n para conectar, hasta que el valor del
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sensor se actualiza en la pantalla. En tabla 3.5 los resultados asociados a este escenario
se hace referencia como C¸onectar misma ventana”.
En cuanto a las mediciones de latencia para los experimentos basados en beacons,
que se realizaron a trave´s de la misma aplicacio´n Android, que tambie´n es capaz de
interpretar los frames TLM de un Eddsytone con el fin de obtener los valores de los
sensores insertados siguiendo el protocolo propuesto. Una vez que el usuario selecciona
un beacon descubierto (en la figura 3.19, a la izquierda), se abre una nueva ventana
que muestra la informacio´n esta´ndar Eddystone de un frame TLM, pero cuando se
pulsa el boto´n “+” (marcado con un c´ırculo) se abre otra ventana (en la figura 3.19, a
la derecha) que muestra los valores de los sensores. En este caso, la latencia se mide
desde el momento en que el usuario presiona el boto´n “+”, hasta que los valores de los
sensores se muestran en la pantalla. Tenga en cuenta que para estas mediciones no se
requiere conexio´n con el beacon, por lo que el usuario so´lo tiene que esperar a la llegada
de la trama TLM adecuada.
Para la obtencio´n de las latencias, hasta 50 mediciones se promediaron para cada
escenario. Es interesante sen˜alar que las latencias obtenidas segu´ıan una distribucio´n
normal. Por ejemplo, en la figura 3.20 se puede observar las latencias obtenidos al
evaluar un mote que utiliza un intervalo de 100 ms: las latencias se pueden modelar
como una curva de campana gaussiana con media igual a 0,834 s y una desviacio´n
esta´ndar de 0,511 s. Es importante tener en cuenta que tales curvas pueden utilizarse
para modelar el comportamiento de los motes y luego generar muestras artificiales de
las distribuciones ajustadas para llevar a cabo simulaciones de Monte Carlo.
Figura 3.20: Distribucio´n de latencia para un intervalo de 100 ms beaconing interval.
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Connect Changing Windows 1.05
Connect Same Window 6.72
La tabla 3.5 muestra las latencias obtenidas para los ocho escenarios considerados. En
el caso de las pruebas de beacons, se puede observar que la latencia crece a medida que
aumenta el intervalo de balizamiento. Los resultados permiten concluir que los intervalos
de 100 ms y 250 ms son u´tiles para aplicaciones en tiempo casi real o en tiempo real,
pero los intervalos ma´s grandes no son adecuados para este tipo de aplicaciones. En
cuanto a los experimentos del GATT (es decir, cuando se establece una conexio´n con
el mote), se puede afirmar que la conexio´n se realiza en el escenario de “cambio de
ventanas” es claramente ma´s ra´pido que para la “misma ventana”. Esto se debe al
hecho de que el enfoque de “la misma ventana” tiene que descubrir primero y luego
conectarse al mote, mientras que en la versio´n de “Cambio de ventanas”, el tiempo
transcurrido se mide despue´s que el mote ya ha sido descubierto.
3.5.3. Consumo de potencia del mote
Con el fin de obtener el consumo de energ´ıa del mote en cada uno de los ocho escenarios
propuestos anteriormente, se utilizo´ el Nordic PPK. Tal kit consiste primero en una
tarjeta electro´nica dedicada insertada en el nRF51-DK y luego a un ordenador a trave´s
del USB. La aplicacio´n de escritorio PPK de Nordic se ejecuta en el ordenador, lo que
permite obtener mediciones precisas y actualizadas del consumo del mote. La interfaz
PPK facilita el ana´lisis del consumo de energ´ıa mediante las herramientas incluidas
para ajustar las ventanas de tiempo, obtener el consumo medio en un intervalo, o para
acercar y alejar. Adema´s, los datos capturados pueden ser guardados en un archivo
CSV con el fin de realizar luego un ana´lisis ma´s profundo con otras herramientas de
software como Matlab.
Las figuras 3.21 y 3.22 son ejemplos significativos de las mediciones de corriente
obtenidas. En dichas figuras se puede observar una notable diferencia entre los cuatro
casos mostrados. La figura 3.21 compara el consumo de un mote BLE basado en las
caracter´ısticas del GATT antes y despue´s de la conexio´n: el cual solo consume 35 A
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cuando no esta´ conectado y hasta 15mA cuando se establece la conexio´n, aunque el
consumo medio es en realidad 1.12 mA.
La figura 3.22 muestra el consumo para un mote que utiliza intervalos de 100 ms
y 5000 ms. Para un intervalo de 100 ms, hay picos de consumo de hasta 7.5 mA (el
promedio es de 865µA), mientras que con intervalos de 5000ms los picos medidos son
similares (de hasta 7 mA), pero el consumo medio desciende a 125µA.
La tabla 3.6 contiene el consumo de corriente obtenida para diferentes intervalos de
transmisio´n y para los experimentos GATT propuestos. La segunda columna muestra el
consumo de corriente media, mientras que el resto de las columnas contiene estimaciones
sobre el nu´mero de meses que un dispositivo durar´ıa con diferentes tipos de bater´ıas
comerciales. Debemos aclarar que este ca´lculo asume que las bater´ıas se descargan
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Figura 3.21: Consumo de potencia para un GATT antes de conexio´n (izquierda) y un GATT
conectado (derecha).
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Figura 3.22: Consumo de potencia para intervalos de 100 ms (izquierda) y 5,000 ms (derecha).
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Tabla 3.6: Resultados de los consumos de potencia.
Experimentos Consumo Potencia (µA) CR2032 240 mAh (meses) CR2477 1000 mAh (meses) VNR1582 5000 mAh (meses)
Beaconing Interval
100 ms 865 0.385 1.606 8.028
250 ms 465 0.717 2.987 14.934
500 ms 265 1.258 5.241 26.205
1000 ms 195 1.709 7.123 35.613
2000 ms 135 2.469 10.288 51.44
5000 ms 125 2.667 11.111 55.556
GATT
Connect Changing Windows 1115 0.299 1.246 6.228
Connect Same Window 1115 0.299 1.246 6.228
Before Connecting 35 9.524 39.683 198.413
Average 575 0.58 2.415 12.077
completamente, lo que no suele ser el caso, ya que la mayor´ıa de las bater´ıas so´lo pueden
mantener una tensio´n adecuada hasta que su capacidad este´ entre el 20 % o el 30 % del
total. Por lo tanto, la expresio´n utilizada en la Tabla 3.6 para el ca´lculo de la duracio´n
de la bater´ıa es:
Battery life (months) =
Battery capacity (mAh)
Mote average consumed power (µA)
1000
∗ 24 ∗ 30 (3.1)
Con respecto a las mediciones en beacons, se puede observar fa´cilmente co´mo al
aumentar el intervalo de trasmisio´n disminuye significativamente el consumo de corriente.
En el mejor de los casos, para un intervalo de 5000 ms, una bater´ıa VNR1582 durar´ıa
55 meses (ma´s o menos cuatro an˜os y medio), que es aproximadamente cuatro veces
ma´s que los 12 meses que un mote basado en el GATT alcanzar´ıa en promedio con la
misma bater´ıa.
En el caso de los experimentos del GATT, la corriente en stand-by es tan baja que
incluso con la bater´ıa ma´s pequen˜a el dispositivo podr´ıa durar varios meses en dicho
modo. El consumo de energ´ıa es claramente superior cuando se conecta el mote, debido
a la potencia consumida por el modulo de comunicacio´n BLE, pero tenga en cuenta que,
en general, los motes permanecen la mayor parte del tiempo en stand-by a la espera de
conexiones.
3.5.4. Ana´lisis de los resultados
La sub-seccio´n anterior mostro´ conclusiones pertinentes con respecto a la latencia y
el consumo de corriente, pero es interesante conocer a profundidad para una mejor
comprensio´n de la relacio´n entre ambos factores.
En primer lugar, es u´til visualizar los resultados de las tablas 3.5 y 3.6 en la forma
mostrada en la figura 3.23. En dicha figura las l´ıneas rectas representan el consumo
de corriente para los diferentes experimentos GATT, siendo el de la parte inferior el
relacionado con el consumo cuando se desconecta el mote, y en la parte superior, la
que representa la corriente consumida cuando se establece una conexio´n. Por lo tanto,
esta u´ltima l´ınea recta representar´ıa el caso cuando el mote esta´ siempre conectado,
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Figura 3.23: Consumo de corriente versus intervalos de transmisio´n del beacon para los
experimentos realizados.
que en la pra´ctica no es eficiente, pero que podr´ıa ser el mejor escenario, cuando varios
usuarios acceden de forma secuencial al mismo dispositivo. Por el contrario, la l´ınea
central es la media de las otras dos l´ıneas rectas y representa una situacio´n ma´s realista
que uno o ma´s usuarios se conectan espora´dicamente a un mote.
Con respecto a la curva ’Eddy Beacon’, que muestra el comportamiento de consu-
mo de corriente de un beacon para los diferentes intervalos de trasmisio´n ensayadas.
Comparando la curva con los tres niveles de referencia a partir de los experimentos del
GATT, se puede concluir que la solucio´n de beacons que implementa LP4S-6 obtiene
mejores resultados que cuando se utilizan las caracter´ısticas del GATT en escenarios
reales con uno o varios usuarios que se conectan espora´dicamente. De hecho, todos los
valores de consumo obtenidos a excepcio´n de la que esta´ asociada a un intervalo de 100
ms, esta´n por debajo de la l´ınea central ( ’Chr media’). Las ganancias son au´n mayores
cuando es posible aumentar el intervalo de transmisio´n del beacon, aunque parece que,
con el hardware probado, hay un piso de consumo despue´s de 2000 ms donde corriente
consumida no disminuye significativamente.
Tambie´n es importante darse cuenta de que los protocolos de la familia LP4S no
limitan el nu´mero de usuarios simulta´neos y el consumo del mote no se ve afectado
por dichos usuarios, ya que no se requiere una conexio´n con el dispositivo para obtener
los valores de los sensores y, por lo tanto, todos los usuarios reciben en paralelo la
transmisio´n de datos. Este hecho significa que, cuando varios usuarios acceden a un
mote sin necesidad de una conexio´n, la corriente ser´ıa cerca de la l´ınea recta (’Chr
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Figura 3.24: Latencia versus intervalos de tiempo (advertisement).
before Connect’) que se muestra en la figura 3.23 (1,115µA), lo que implica que incluso
el intervalo de 100 ms (865µA) ser´ıa ma´s eficiente en te´rminos de energ´ıa.
Con respecto a la latencia, la figura 3.24 permite la comparacio´n de los resultados
para motes basados en GATT y basados en beacons en relacio´n con el intervalo de
transmisio´n. Una vez ma´s, las l´ıneas rectas sirven como referencia y representan las
latencias mostradas en la tabla 3.5 para los experimentos GATT, mientras que la curva
’Eddy Beacon (Sec)’ contiene los datos para el enfoque propuesto basado en LP4S-6.
As´ı, la l´ınea ’Chr One connection’ representa el mejor escenario logrado cuando so´lo un
usuario esta´ conectado al mote, mientras que la l´ınea ’Chr Multiconnections’ representa
la latencia cuando varios usuarios se conectan al mismo mote. En figura 3.24 se puede
tambie´n observar que el beacon LP4S-6 muestra durante 100 ms y 250 ms una latencia
mejor que el escenario GATT, siendo au´n menor en el caso de 100 ms. Sin embargo,
para los intervalos de 1000 ms, 2000 ms y 5000 ms, se supera claramente los 6,72 s de
latencia obtenido para el escenario GATT multi-usuario.
Por u´ltimo, cabe destacar que en las figuras 3.23 y 3.24 hay un recta´ngulo de puntos
que indica la solucio´n que ofrece el mejor equilibrio entre la latencia y el consumo de
energ´ıa. Sin embargo, es importante hacer hincapie´ en que la seleccio´n del protocolo
de comunicaciones del mote depende altamente de la aplicacio´n. Por ejemplo, en una
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aplicacio´n de telemetr´ıa sin restricciones de potencia, donde so´lo un usuario concurrente
esta´ conectado al mote y que requiere velocidades de muestreo bajas, se recomienda
tanto la aproximacio´n GATT y los enfoques con intervalos de 100 ms y 250 ms. Sin
embargo, en la misma situacio´n, si hay varios usuarios, el GATT no ser´ıa una buena
opcio´n. No obstante, en general, para aplicaciones de control y telemetr´ıa a distancia,
el uso del GATT para establecer una conexio´n suele ser la mejor opcio´n.
Un escenario diferente surge cuando los motes son alimentados con bater´ıas e instalados
en lugares remotos donde el mantenimiento regular es dif´ıcil o caro. En tal escenario,
los enfoques basados en beacons tienden a ser la mejor alternativa. Por otra parte, los
para´metros a se sensados determinan el intervalo de transmisio´n y la bater´ıa puede
ser elegida siguiendo los resultados obtenidos en las tablas 3.5 y 3.6, y teniendo en
cuenta las dimensiones y peso ma´ximo del mote. Un ejemplo del escenario descrito
puede suceder en una aplicacio´n de agricultura de precisio´n, donde un intervalo de
5000ms ser´ıa suficiente para medir factores como la temperatura ambiente o l humedad
del suelo, que en la mayor´ıa de las situaciones cambian lentamente. Adema´s, en este
tipo de escenarios, por lo general no hay restricciones de taman˜o, por lo que una bater´ıa
de gran taman˜o podr´ıa ser embebida dentro del mote.
3.6. Conclusiones
En este cap´ıtulo se presento´ la familia de protocolos LP4S ligeros, que se centran en
proporcionar comunicaciones de baja latencia y bajo consumo de energ´ıa. Adema´s,
LP4S permite la auto-deteccio´n y auto-registro del mote a trave´s de mecanismos de
plug-and-play para sistemas de telemetr´ıa IoT. El uso de motes BLE para telemetr´ıa
implica dos tipos de conectividad: pueden ser conectados directamente a un servidor
GATT a trave´s de caracter´ısticas o se pueden utilizar beacons con la ayuda del protocolo
LP4S. Para determinar que´ tipo de conectividad es la mejor opcio´n para ser utilizado
en diferentes contextos y aplicaciones, varios experimentos se llevaron a cabo.
Se demostro´ la viabilidad de utilizar el protocolo LP4S-6, embebido en un beacon co-
mercial Eddystone. Los resultados demostraron la superioridad de la solucio´n propuesta
en te´rminos de consumo de energ´ıa y latencia cuando varios usuarios esta´n conectados a
un mote. Por otra parte, los resultados tambie´n sugirieron el uso del protocolo LP4S-6
para escenarios en los que la latencia no era una restriccio´n, pero el bajo consumo de
energ´ıa era esencial.
Finalmente, es importante mencionar que, aunque la familia protocolo fue desarrollada
y probada dentro de un protocolo restrictivo como los beacons Eddystone, tambie´n
puede implementarse en otros dispositivos IoT similares, proporcionando comunicaciones
eficientes y ra´pidas.
Cap´ıtulo 4
Arquitectura plug and play basada
en TEDS virtuales para la Web de
las cosas (PnP-VTED)
4.1. Introduccio´n
Actualmente, vivimos en un mundo conectado al Internet, donde el Internet de las
cosas (IoT) dejo´ de ser un te´rmino novedoso para convertirse en lo cotidiano. A trave´s de
la infraestructura que IoT nos ofrece, con dispositivos f´ısicos o virtuales perfectamente
identificables e inter operando en una red de datos incluso sin la interaccio´n humana [195],
mu´ltiples dominios de aplicacio´n y negocios emergentes se han desarrollado ra´pidamente.
Ejemplo de ellos son las Smart cities, Smart Home, e-Health, Wearables, Power and
environment, Agricultura de Precisio´n, Industria 4.0, entre otras. Las aplicaciones en
estos dominios son cada vez ma´s dis´ımiles exigiendo mı´nimos tiempos de respuestas,
seguridad y calidad de servicio.
Dados los requerimientos de estos dominios de aplicacio´n de una mayor abstraccio´n
de las cosas, el IoT ha tenido que evolucionar y los sensores inteligentes adema´s
ser capaces de procesar la informacio´n de los sensores in chip, realizar cierta lo´gica
de co´mputo, intercambiar informacio´n a trave´s de redes alambricas o inalambricas,
incorporar actuadores para accionar motores o mostrar informacio´n recibida o procesada
en un display. Adema´s, estos deben incorporar tecnolog´ıas plug and play que permitan
reconocer a los sensores activos.
En los u´ltimo an˜os, los sensores inteligentes han reducido su taman˜o, por lo que
tambie´n son llamados motes, y a pesar del avance actual del harvesting [196], siguen de-
pendientes de una bater´ıa para su correcto funcionamiento, siendo importante conseguir
alargar su vida u´til para la autonomı´a de todo el sistema. Por tanto, se hace necesario
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optimizar el firmware del sensor implementando sistemas operativos en tiempo real,
Real Time Operating System (RTOS), tecnolog´ıas de comunicacio´n y protocolos ligeros
que permitan un bajo consumo, baja latencia y Quality of Service (QoS).
En el IoT market, los desarrolladores de tecnolog´ıa se encuentran en una verdadera
jungla a la hora de elegir un proveedor, donde cientos de fabricantes generan prototipos,
soluciones y SDK propietarios, que hacen casi imposible lograr integrar sensores inteli-
gentes de diferentes fabricantes en una aplicacio´n o sistema IoT. Por otro lado, tenemos
el aumento progresivo de la comunidad Do it yourself (DIY), con la necesidad de crear
sus propios productos y personalizar desarrollos de IoT. Los cuales tambie´n son un
motor de impulso al IoT, pero teniendo que luchar a diario con un IoT Landscape muy
diverso, donde se carece de aplicaciones y esta´ndares de representatividad de los motes,
lo cual hace dif´ıcil la interoperabilidad en todos los niveles, desde la parte f´ısica hasta
las aplicaciones.
Dando respuesta a esta necesidad aparece la Web of Things como concepto que hace
una abstraction layer above the IoT, rehusando los ya existentes protocolos web que
han permitido la escalabilidad e interactividad de las aplicaciones, permitiendo a los
desarrolladores web hacer uso de los datos y servicios que brindan los objetos en IoT.
Mientras que IoT resuelve problemas de networking, Web of Things (WoT) esta´ enfocada
exclusivamente en los protocolos y herramientas a nivel de aplicacio´n [197].
A pesar de todos estos antecedentes y tendencias au´n existen las siguientes problema´ti-
cas a resolver:
Carencia de soluciones con mecanismos plug and play a nivel de nodo sensor.
Necesidad del uso de esta´ndares y sema´ntica para la descripcio´n de los motes que
permitan la Interoperabilidad entre sensores de diferentes fabricantes y tecnolog´ıas
de comunicacio´n y entre aplicaciones de un mismo dominio o entre dominios.
Necesidad de protocolos ligeros a nivel de los motes que permitan mecanismos de
deteccio´n y autorregistros para la comunicacio´n motes - gateways, gateway - cloud
y motes - cloud.
Este trabajo da una solucio´n a dichas problema´ticas con tres aportes importantes:
Se presenta una arquitectura basada en el esta´ndar IEEE 21451 que propone
diferentes modificaciones relacionadas con el concepto de Virtual Transducer
Electronic Data Sheet (VTEDS). El sistema propuesto permite mecanismos plug-
and-play (Plug-And-Play (PnP)) en la capa de sensores de un ecosistema IoT.
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Tambie´n se presenta una aplicacio´n web con una interfaz gra´fica intuitiva que
permite monitorear, controlar y administrar todos los sensores y la arquitectura
de comunicaciones.
El sistema propuesto se evalu´a emp´ıricamente en diversos escenarios reales. Los
experimentos realizados utilizan diferentes nodos de sensor para mostrar que la
arquitectura disen˜ada es muy ra´pida al desplegar sensores e intercambiar datos.
Este cap´ıtulo esta´ basado en la publicacio´n [198] y organizado de la siguiente forma.
Seccio´n 4.2 hace una revisio´n del estado del arte y trabajos relacionados con los
esta´ndares de representatividad de los motes y plug and play. En la seccio´n 4.3 se
presenta un visio´n general de la arquitectura PnP-VTED propuesta. Seccio´n 4.6 muestra
implementacio´n de la arquitectura. Seccio´n 4.7 describe la configuracio´n experimental y
analiza los resultados de los experimentos realizados. Finalmente, la Seccio´n 4.8 esta´
dedicada a las conclusiones.
4.2. Estado del arte y trabajos relacionados
En esta seccio´n se revisan los trabajos relacionados de la comunidad cient´ıfica que
nos permitan determinar los requerimientos ba´sicos esperados para dispositivos IoT y
cuales han sido los protocolos ligeros definidos para dispositivos IoT.
4.2.1. Esta´ndares para interoperabilidad de redes de sensores
El desarrollo de sistemas IoT para lograr entornos informa´ticos ubicuos deben estar
caracterizado por requerimientos de heterogeneidad, escalabilidad, interoperabilidad,
flexibilidad, fiabilidad y disponibilidad. Para afrontar estos retos, sobre todo los de
heterogeneidad e interconectividad de los sensores, es necesario que estos sean disen˜ados
en funcio´n de esta´ndares ampliamente aceptados por la industria [199]. En este contexto
los principales referentes son: el esta´ndar IEEE 21451, definido por los gigantes Inter-
national Organization for Standardization (ISO), Network Information Service (NIS),
Institution of Electrical and Electronic Incorporated Engineers (IEEE) y el esta´ndar
Sensor Web Enablement (SWE) definido por el Open Geospatial Consortium (OGC).
4.2.1.1. Esta´ndar ISO/IEC/IEEE 21451
El esta´ndar IEEE 1451 fue creado por la IEEE Instrumentation and Measurement
Society’s TC-9 Technical Committee on Sensor Technology, que luego paso´ a llamarse
IEEE 21451, con el objetivo de estandarizar la conectividad en los sensores inteligente
a diferentes instrumentos y sistemas a trave´s de una red local o Internet facilitando la
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interoperabilidad de dispositivos y datos [200]. Esta es una de las principales iniciativas
de implementacio´n de sensores plug-and-play.
El esta´ndar establece tres componentes ba´sicos de un transductor inteligente (smart
transducer): Transducer Interface Module (TIM), Network Capable Application Pro-
cessor (NCAP) y Transducer Electronic Data Sheet (TEDS). La figura 4.1 muestra la
estructura ba´sica de un smart transducer basado en el IEEE 1451.
TIM (Transducer Interface Module)
El TIM es donde se ubican los sensores y actuadores y actu´a como una interfaz con
la instrumentacio´n real y con los procesos de automatizacio´n. Este mo´dulo tambie´n
procesa la sen˜al obtenida de los sensores antes de enviarla al NCAP.
Un TIM puede aceptar tanto a un smart transducer (tiene TEDS embebidos) o
transducer convencionales que son la gran mayor´ıa del mercado y a pesar de la he-
terogeneidad de fabricantes y esta´ndares de hoy en d´ıa, estos pueden ser agrupados
y clasificados en 6 grupos, los cuales son las interfaces: analo´gica, digital, Universal
Asynchronous Receiver-Transmitter (UART), 1-Wire, Serial Peripheral Interface (SPI)
y Inter-Integrated Circuit (I2C) [201].
NCAP (Network Capable Application Processor)
Es el dispositivo de red encargado de comunicar al smart transducer con un nivel
superior donde se encuentran la cloud computing y las aplicaciones de usuarios, es decir,
























Figura 4.1: Estructura ba´sica de un Smart Transducer.
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En [201] se enfatizan las caracter´ısticas que debe tener un NCAP inteligente para
conseguir un mecanismo plug and play (P&P), donde el NCAP automa´ticamente puede
detectar y calibrar los transductores conectados, permitiendo la interoperabilidad y
adaptabilidad. Estas caracter´ısticas del NCAP son:
Conexiones f´ısicas y ele´ctricas esta´ndares entre el NCAP y los transductores
Identificacio´n del transductor para ser detectado por el NCAP
Diagno´stico del transductor por el NCAP
TEDS (Transducer Electronic Data Sheets)
Los TEDS son los encargados de describir a los transducer a trave´s de un conjunto de
metadatos que se asemejan a las hojas de datos (datasheets) que brindan los fabricantes
de componentes electro´nicos. Ejemplos de estos metadatos son ID del dispositivo,
nombre del fabricante, nu´mero serial y datos de calibracio´n.
Los TEDS en su inicio estaban embebidos (en memoria) en los transductores (smart
transducers) y garantizaba los principios ba´sicos plug and play, permitiendo la capaci-
dad de auto-identificacio´n (self-identification) y auto-descripcio´n (self-description) de
los transductores. No obstante esta solucio´n ten´ıa ciertas limitaciones, ya que cada
transductor ten´ıa su propio esta´ndar, requiriendo de un hardware complejo en el TIM y
NCAP, lo cual elevaba el costo para implementar los TED, aumentaba la complejidad
y el costo de la solucio´n. Adema´s, el aumento del nu´mero de transductores aumenta
directamente la complejidad y el costo. En esta solucio´n an˜adir, eliminar o modificar un
transductor, requiere de un proceso largo y la necesidad de un experto, lo cual aumenta
nuevamente la complejidad y costos.
Como solucio´n a esta problema´tica aparecieron los virtual TEDS, donde las tablas
de los sensores pueden estar en otros dispositivos de la red, sea en el NCAP o en un
servidor dedicado. Esta solucio´n tiene tambie´n sus limitantes, dado el requerimiento de
una biblioteca TED y dado que los fabricantes no publican los TEDS de sus transducers.
La labor de actualizacio´n y calibracio´n en tiempo real de los mismos es un reto a la
hora de implementar este tipo de solucio´n. Nuestra propuesta se basa en el uso de los
Virtual TEDS como veremos ma´s adelante.
El esta´ndar ofrece una lista de plantillas (templates) ya definidos que cubren la
mayor´ıa de los casos, no obstante es posible definir los propios. En [202] podemos ver la
estructura de dichos templates y en la tabla 4.1 podemos observar algunos ejemplos de
estas plantillas.
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Tabla 4.1: Ejemplos de TED Templates.
Tipolog´ıa Nombre Valor ID
Basic TEDs




Serial number X0 1891
Standard templates
Accelerometer y Force 25
Charge Amplifier (w/ attached accelerometer) 26
Charge Amplifier (w/ attached force transducer) 43
Microphone with built-in pre amplifier 27
Microphone pre amplifier (w/ attached microphone) 28
Microphones (capacitive) 29
High-Level Voltage output Sensors 30






Resistance Temperature Detectors (RTDs) 37
Thermistor 38
Potenciometric Voltage Divider 39
Calibration template [9]
Calibration table 40
Calibration Curve (polynomial) 41
Frequency Response Table 42
User Data [9]
User name John Smith
User ID 123456
Location Machala
Other information Project 1.2
Interfaces de comunicacio´n
IEEE 21451 define un set de esta´ndares para las interfaces del TIM y NCAP. Cada
uno de los elementos de esta familia constituye un esta´ndar en s´ı, los esta´ndares son:
IEEE21451.0 que define funcionalidades comunes, Comandos y TEDS, IEEE21451.1
define servicios de Network, IEEE21451.2 define serial interfaces (UART, USB, I2C, SPI),
IEEE 21451.3 define los web services, IEEE21451.4 : define MMI (mixed-mode interface),
IEEE21451.5 : define interfaces para protocolos inala´mbricos, como son IEEE 802.11x
(WiFi), IEEE 802.15.1 (Bluetooth), IEEE 802.15.4 (ZigBee), and 6LowPAN. El protocolo
6LowPAN es un (IPv6 compatible) que permite acceso directo de transductores desde
Internet, IEEE21451.7 define interfaces para Radio Frequency Identification (RFID)
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y IEEE21451.1.4 : define interfaces para eXtensible Messaging and Presence Protocol
(XMPP). La figura 4.2 muestra un resumen de esta familia.
En aras de incorporar mecanismos P&P, un unificado web service para IEEE 1451,
un smart transducers [203–205] fue desarrollado para acceder a la informacio´n de los
transductores a trave´s de la web. Para ello debe existir un cliente web services en el
lado del nodo sensor y un servidor web services. La implementacio´n del web services
an˜adio´ un nuevo reto en la forma de representar la informacio´n de los transductores
para ser enviadas por la web. La primera solucio´n con datos codificados fue el Extensible
Markup Language (XML) ofrecida por la World Wide Web Consortium (W3C) [206]
que an˜adio´ alto tra´fico y complejidad de la solucio´n por la verbosidad del formato
de la cabecera HTTP. Para resolver esto aparecio´ Binary XML by Open Geospatial
Consortium (OGC), este formato puede ser tambie´n usado para comprimir los datos de
sensores y ha sido definido usando OGC’s y GML (geography markup language) [207].
Otra iniciativa fue la Fast Infoset por el International Organization for Standardization
(ISO) y la International Telecommunication Union (ITU), definiendo los esta´ndares
ITU-T (X.891) y ISO (IEC 24824-1) [208], los cuales para lograr un bajo ancho de
banda requieren un alto grado de compresio´n de la data para lograr un alto rendimiento
entre la conexio´n web service del NCAP con el server. Como solucio´n a la anterior
problema´tica W3C regresa con un Efficient XML interchange (EXI), que incorpora
un algoritmo relativamente simple, que es susceptible de implementacio´n ra´pida y
compacta, y un pequen˜o conjunto de representaciones de tipo de datos [209].
Como se puede ver el uso de REST con web services y XML, tiene un costo alto de
complejidad e incorporan una alta tasa de transferencia de datos (throughput). Nuestra
propuesta usa diferentes protocolos de comunicacio´n y una adaptacio´n de los Virtual
TEDS que permiten implementar una solucio´n plug and play con baja latencia, bajo















































































































































































































































Figura 4.2: Familia del esta´ndar IEEE 21451
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Trabajos relacionados con el IEEE 21451 standard
Algunas implementaciones del esta´ndar han sido llevadas a cabo desde la pasada de´cada
hasta la actualidad, como es el caso de [210] que implementa un sistema con sensores plug
and play con auto-calibracio´n compatible con el esta´ndar IEEE 1451.4. As´ı como, [211]
muestra el desarrollo e implementacio´n de un sensor analo´gico de temperatura (tipo
resistivo) basado en IEEE 1451-4 (Mixed Mode Interface). En este caso el sensor de
temperatura embeb´ıa los TEDS en una memoria DS2433. El NCAP fue implementado
en dos mo´dulos separados, un microprocesador de 8 bits y una aplicacio´n en LabView
de National Instruments corriendo en una PC. Por otro lado, [212] implementa una red
Zigbee para el control de iluminacio´n basada en el IEEE 21451, donde los TIM son
los end node con las luminarias y los coordinadores requeridos en la red Zigbee son
conectados v´ıa USB a un PC formando ambos el NCAP del esta´ndar. La arquitectura
propuesta usa REST web services y un programa en MATLAB que corre en la PC
para decodificar la metadata recibida. Otro ejemplo de uso del esta´ndar con Zigbee lo
encontramos en [213], donde an˜aden tambie´n un GPS, utilizan la misma estrategia de
usar como NCAP la unio´n de un coordinador ma´s PC corriendo en este u´ltimo una
aplicacio´n de LabView para decodificar la metadata de los TEDS.
En [214] se implementa un solucio´n IoT haciendo uso de Virtual TEDS y comandos del
IEEE 21451-4 para la interpretacio´n de ModBus devices, mientras que [215] demuestra
el uso del esta´ndar IEEE 21451-001 en el tratamiento de la sen˜al de smart transducers,
donde incorpora adema´s un algoritmo de segmentacio´n propio Real-Time Segmentation
and Labeling (RTSAL) para el procesamiento de la sen˜al y una tabla de algoritmos
denominada Transducer Algorithm Data Sheet (TADS). Dicho algoritmo fue simulado
en MATLAB y a pesar de su recomendacio´n en microprocesadores denota un cierto
requerimiento de recursos para ser implementados en motes reales.
Otro ejemplo de implementacio´n del esta´ndar IEEE 21451 en un sistema para moni-
torear la calidad del aire utilizando mo´dulos de comunicacio´n inala´mbrica GSM fue
encontrado en [216] y en [217] se desarrolla un programa en Python para generar una
plataforma independiente de TEDS basados en el IEEE 1451-0. Aqu´ı, tambie´n hacen
referencias a trabajos previos desarrollados en C, C++, C#, Delphi y LabView. El
programa tiene una estructura modelo vista - controlador y la representacio´n de los
TEDS fue realizada tanto en formato binario como XML. En este caso utilizaron un
Arduino como TIM y una Raspberry Pi como NCAP.
Una iniciativa interesante de incorporar la sema´ntica a wearables implementados con
el IEEE 21451 standard nos brinda [218]. La ontolog´ıa all´ı propuesta (TEDSOnto)
esta´ basada en Protege and SPARQL, brindando inter-operatividad a nivel sema´ntico.
A pesar de que esta solucio´n solo fue simulada, demuestra claramente una tendencia
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de representacio´n de los smart sensor a nivel sema´ntico. Otro ejemplo que define una
ontolog´ıa para IEEE 1451 para describir a los sensores y establecer un link entre las
especificaciones IEEE 1451 y las operaciones de un Open Geospatial Consortium Sensor
Observation Services (OGC SOSs) aparece en [219], mientras que en [220] se implementa
un sistema de Home Automation basado en el uso de Transductores Inteligentes que usa
mecanismos plug and play basados en el esta´ndar IEEE 21451 para la representacio´n
de los smart sensors en su sistema. A trave´s de una API (Get - Request y JSON)
se puede acceder al gateway (ITE) donde hay un websocket server y obtener de ah´ı
los datos de los sensores registrados. Como hemos visto en otras referencias el uso
de te´cnicas Get-Request introducen latencias al sistema. En nuestro trabajo usamos
te´cnicas Pub-sub para contrarrestar estas problema´ticas.
4.2.2. Esta´ndares OGC
OGC reu´ne a varias organizaciones pu´blicas y privadas, responsables de definir esta´nda-
res abiertos y de interoperabilidad, principalmente para Sistemas de Informacio´n
Geogra´fica (SIG) y la web. Las siguientes subsecciones analizan algunas de las normas
de OGC relacionadas con las aplicaciones de telemetr´ıa que permiten la descripcio´n del
sensor y la interoperabilidad.
4.2.2.1. OGC-Sensor Web Enablement Framework
La otra gran alternativa que tambie´n ha sido estandarizada y utilizada por la comuni-
dad cient´ıfica para lograr la inter-operatividad es la SWE (Sensor Web Enablement),
desarrollada y mantenida por Open Geospatial Consortium [221], bajo la premisa que
todos los sensores reportan posicio´n, todos conectados a la web, todos con metadatos
registrados, todos le´ıbels remotamente, algunos controlados remotamente y habilitando
los esta´ndares HTML y HTTP para el intercambio de informacio´n en la web [222], [223].
El framework SWE consiste en una arquitectura formada por un set de esta´ndares
que definen el formato del dato de forma similar a una interfaz web services [224].
Entre los esta´ndares encontramos los siguientes: Observations & Measurements Schema
(O&M): define un esquema para codificar la data de los sensores, Sensor Model Langua-
ge (SensorML) y Transducer Markup Language (TransducerML or TML): permiten
describir los sensores, Sensor Observations Service (SOS) y Sensor Planning Service
(SPS): permiten el enlace entre el usuario y las mediciones de los sensores, Sensor Alert
Service (SAS): publica y escucha (publishing and subscribing) las alertas de los sensores
y Web Notification Services (WNS): permite enviar mensajes o alertas desde los SAS
y SPS hacia los usuarios. La tabla 4.2 muestra una clasificacio´n segu´n [224] de los
esta´ndares OGC antes mencionados.
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OGC mantiene adema´s los programas OGC Interoperability Program (IP) y OGC
Specification Program y su OGC Network una infraestructura accesible v´ıa Internet
que implementa los esta´ndares OGC.
La figura 4.3 muestra una arquitectura OGC-SWE, en la que podemos identificar
perfectamente el rol de cada uno de los esta´ndares OGC-SWE y su interaccio´n, as´ı
como las aplicaciones, capas de sensores, que habilitan a los sensores para que estos
sean accesibles y controlables a trave´s de Internet.
XML es una parte clave de esta infraestructura y todos los servicios y modelos
de contenido se especifican utilizando esquemas XML [222]. SensorML proporciona
una rica coleccio´n de metadatos que se pueden usar para descubrir los sistemas de
sensores y las caracter´ısticas del proceso de observacio´n. Estos metadatos incluyen
identificadores, clasificadores, restricciones (tiempo, legal y seguridad), capacidades,
caracter´ısticas, contactos y referencias, adema´s de entradas, salidas, para´metros y
sistemas de localizacio´n [201].
Tabla 4.2: Esta´ndares OGC.
SWE Information Model SWE Service Model
SWE Common Sensor Observation Service (SOS)
Sensor Model Language (SensorML) Sensor Alert Service (SAS)
Observations and Measurements (O&M) Sensor Planning Service (SPS)
Transducer Markup Language (TML) Web Notification Service (WNS)




Request Data (XML) Subscribe & specific filter Notify Alert (SMS) Submit Task
Command
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Figura 4.3: Arquitectura OGC-SWE
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Trabajos relacionados con SWE
Las especificaciones SWE de OGC han sido adoptadas por la Administracio´n Nacional
de Aerona´utica y del Espacio (NASA) en su sistema de redes geo-sensoras de observacio´n
de la Tierra (EO-1) [205]. SWE tambie´n se ha implementado de manera efectiva sobre
IEEE 1451 NCAP, lo que ha resultado en el ma´s alto nivel de interoperabilidad y
funcionalidad inteligente compatible tanto con sensores en nodos de sensores como con
nodos de sensores dentro de una red [201], [222].
En [225], describen como el uso de una notacio´n sema´ntica de registro de Sensores y
las solicitudes de insercio´n de observaciones pueden servir como base para la verificacio´n
de la coherencia basada en el razonamiento y, por lo tanto, mejorar el proceso de
coincidencia manual, que permiten descubrir dispositivos y datos en sistemas basados
en SWE. Mientras en [226] se implementa un Ubiquitous Sensor Network (USN) para
la integracio´n de carros inteligentes incluyendo en su propuesta varios servicios de
OGC-SWE. El autor plantea problema´ticas en los tiempos de respuesta cuando se usan
grandes repositorios y se requieren reacciones ra´pidas.
La meteorolog´ıa ha sido un nicho para SWE, un ejemplo de ello es [227], que imple-
menta una red de sensores hidro-meteorolo´gicos basados en SWE. El modelo env´ıa la
informacio´n espacio temporal de los sensores en un esquema O&M para describir una
observacio´n y sus medidas, SensorML para describir un sensor, SWE Common para
enviar datos comunes de los servicios SWE y Transducer Markup Language (TML)
para enviar datos temporales de las medidas. Como podemos ver la implementacio´n de
estos sistemas es compleja y requiere de un equipo de expertos para hacerlas funcionales.
El autor menciona los conflictos actuales en la automatizacio´n del ingreso de las obser-
vaciones al servidor y recomienda an˜adir ontolog´ıas del tipo Semantic Sensor Network
(SSN) [228]. Otro ejemplo de uso del SWE modelo para implementar aplicaciones IOT
relacionadas con sen˜ales topolo´gicas, geoespaciales, etc. la encontramos en [229]. Donde
podemos encontrar conceptos como WSW, Worldwide Sensor Web entre otros. En este
trabajo se evidencia una de las falencias de esta solucio´n y es en funcio´n de las latencias
de la arquitectura REST (request / response) empleada en SWE. En nuestro disen˜o en
cambio hacemos uso de la arquitectura Publish / Subscribe (MQTT) como alternativa
de solucio´n. Como hemos podido observar SWE permite describir la arquitectura de los
motes a expensas de una alta complejidad de implementacio´n.
4.2.2.2. OGC-SensorML
Sensor Model Language (SensorML) [230] es un modelo general y un esquema de
codificacio´n XML para sensores y procesos de observacio´n. SensorML, adema´s de ser
parte del framework OGC SWE, tambie´n se puede usar de forma independiente. La
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funcio´n principal de SensorML es la definicio´n de procesos de observacio´n basados
en las mediciones recopiladas. Para tal fin, proporciona descripciones de los sensores,
actuadores y filtros tales como su geoposicio´n, los valores observados (datos medidos) o
su precisio´n, entre otros. Tambie´n define una cadena de proceso ejecutable para derivar
observaciones.
En SensorML, todos los componentes se modelan como procesos. Los sensores y
actuadores se consideran componentes del proceso y las plataformas se modelan como
sistemas. Todos estos componentes pueden participar en cadenas de procesos, que son
procesos con entradas, salidas y para´metros.
Hay dos grandes grupos de procesos: procesos f´ısicos, que esta´n formados por detectores,
actuadores y sistemas de sensores, y procesos no f´ısicos o ”puros”, que pueden manejarse
como operaciones matema´ticas.
Los modelos en SensorML esta´n codificados como esquemas XML. Por lo tanto, los
documentos de instancia XML se crean para todos los componentes y procesos de
observacio´n. La figura 4.4 muestra un ejemplo de XML adaptado de [230] donde se
define una latencia de 10 s para un sensor espec´ıfico.
Figura 4.4: Ejemplo de XML para definir el valor de latencia de un sensor.
4.2. Estado del arte y trabajos relacionados 97
4.2.2.3. Protocolo OGC-PUCK
El esta´ndar OGC Programmable Under Water Connector (OGC-PUCK) [231] define
un protocolo que se utilizara´ en instrumentos con puertos de comunicacio´n RS-232 y
Ethernet. Al igual que SensorML, el protocolo PUCK pertenece a la suite OGC-SWE y
se usa principalmente para almacenar y recuperar la descripcio´n de un instrumento. No
obstante, tambie´n se puede usar independientemente de los otros esta´ndares SWE. Una
caracter´ıstica interesante es que PUCK puede incluir los TEDS IEEE 21451 descritos
en la Seccio´n 4.2.1.1 como descriptores. Por lo tanto, PUCK puede utilizar documentos
descriptivos en formato OGC-SWE SensorML o IEEE 21451 TEDS como un co´digo
c¸ontrolador”para un instrumento.
Un cliente que puede interpretar el protocolo PUCK puede recuperar automa´ticamen-
te los metadatos del instrumento. Normalmente, tanto el co´digo SensorML como el
controlador del instrumento sera´n almacenados en la memoria PUCK del instrumento
antes de la implementacio´n. Cuando el instrumento esta´ encendido, el host recupera
los metadatos para identificar el instrumento. Tal proceso de identificacio´n se llama
plug-and-work y se describe en la siguiente subseccio´n.
4.2.2.4. OGC-Plug-and-Work mechanism
La figura 4.5 resume el flujo y el conjunto de elementos y esta´ndares OGC implicados
en el mecanismo de plug-and-work de OGC [232], que es el proceso para detectar e
identificar un instrumento para integrarlo automa´ticamente en un sistema de observacio´n
cuando el instrumento esta´ encendido. Entonces, un cliente web puede recuperar los
datos de observacio´n a trave´s de Internet.
Este mecanismo comienza a nivel del instrumento con el modelado del instrumento a
trave´s del Sensor Interface Descriptor (SID), que se basa en el esta´ndar OGC SensorML,
a trave´s del cual se describen los protocolos y el formato de datos de cada instrumento.
Entonces, estas descripciones (archivos SID) se almacenan en la memoria del instrumento
en s´ı mismo a trave´s del Puck payload, que incluye tanto TEDS y archivos SID (archivos
XML), como se puede observar en la figura 4.5. Luego, en el nivel de host (Sistema
de observacio´n), se implementan mo´dulos para que se pueda detectar un instrumento
habilitado para PUCK. El mo´dulo detector PUCK se utiliza en el nivel RS-232, que
puede detectar la velocidad en baudios de la comunicacio´n serie RS-232, mientras que
el mo´dulo ZeroConfig permite detectar instrumentos basados en IP. Una vez que se
detecta un instrumento a trave´s del inte´rprete SID, todos los metadatos de los sensores
se extraen y se analizan desde sus archivos XML. Por lo tanto, el inte´rprete SID actu´a
como una puerta de enlace. Finalmente, los datos de observacio´n recuperados esta´n
disponibles en el nivel web, a trave´s del conjunto de servicios web (SAS, WNS, SPS)
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disponibles a trave´s del esta´ndar SWE. Por lo tanto, la combinacio´n de PUCK con
SID habilita la capacidad plug-and-work. Se pueden encontrar ma´s detalles sobre los



















Figura 4.5: Arquitectura Plug-and-work usando OGC-PUCK y SID.
4.2.3. Otras alternativas de solucio´n Plug and Play e inter-operatividad
Existen otras iniciativas que no hacen uso de los dos esta´ndares mencionados pero
que han aportado al desarrollo del IoT an˜adiendo mecanismos que permitan la inter-
operatividad en IoT. Un ejemplo de Plug and play nos brinda [234], donde lo que se
identifican son mo´dulos de hardware y no a los transductores en s´ı. Aqu´ı, cada mo´dulo
tiene un descriptor del hardware, lo cual implica que si se an˜aden nuevos sensores
al nodo, entonces hay que modificar oﬄine dichos descriptores para que el software
del main board pueda describirlos. Otra solucio´n que implementa plug and play a
trave´s de un hardware que actu´a como un hub de perife´ricos que denomina µPnP-Mesh
networking aparece en [235], donde los perife´ricos son identificados utilizando una
red de componentes ele´ctricos pasivos (resistores). Una vez detectados los mo´dulos
conectados f´ısicamente al hub, la aplicacio´n desarrollada sobre Contiki, solicita a un
gateway los drivers necesarios para la identificacio´n de los motes conectados a las
redes de los perife´ricos conectados. Los drivers fueron generados bajo un lenguaje
propietario, implementando complejos procesos. La deteccio´n de primaria de perife´ricos
por hardware es una limitante apreciable de esta solucio´n, adema´s de la complejidad en
su implementacio´n.
En [236] se propone un modelo ligero para la anotacio´n sema´ntica de datos utilizando
dispositivos heteroge´neos en IoT para proporcionar anotaciones para datos en aplicacio-
nes de salud. Para conseguir una interoperatividad sema´ntica hacen uso de Resource
Description Framework (RDF) [237] para la representacio´n de los datos y SPARQL
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para leerlos. El sistema fue simulado con Tableau, Gruff-6.2.0 y Mysql. Este art´ıculo
demuestra una tendencia marcada en el uso de una web sema´ntica para lograr la deseada
interoperatividad en IoT.
Mientras que [238] introduce un modelo de arquitectura con cinco patrones para
lograr la interoperatividad de IoT a gran escala, donde intervienen proveedores de
plataformas, de cosas, usuarios, desarrolladores, etc. El proyecto [239] aunque esta´
en estado piloto es una importante iniciativa en lograr la ansiada abstraccio´n de las
plataformas de hardware, dominios de aplicacio´n y servicios. Ejemplos de aplicaciones
IoT y arquitecturas sema´nticas encontramos en [240] y [241]. Por ultimo, [242] es un
excelente trabajo que nos muestra la evolucio´n y retos que ha tenido la interoperatividad
desde la IoT, pasando por la WoT y terminando en la Semantic Web of Thing (SWoT)
[243]. Un caso de estudio de la SWoT la encontramos en el proyecto europeo FIESTA-
IoT [244], donde implementan un motor sema´ntico para la notificacio´n de datos WoT y
un generador SWoT en el contexto de OpenIoT [245].
4.2.4. Ana´lisis de los trabajos relacionados
Despue´s de revisar los trabajos relacionados, es posible llevar a cabo un ana´lisis
comparativo de la solucio´n propuesta en este documento y los esta´ndares mencionados
anteriormente, enfatizando las ventajas de la nueva propuesta.
En primer lugar, es importante tener en cuenta que tanto el esta´ndar IEEE 21451
como el OGC ofrecen opciones que garantizan la interoperabilidad del sensor, incluida
la implementacio´n de mecanismos plug-and-play como los descritos anteriormente. Tales
esta´ndares hacen uso de conceptos y recursos similares, siendo posible combinarlos.
Por ejemplo, TEDS puede usarse tanto con IEEE 21451 como con soluciones basadas
en OGC para describir los metadatos de los sensores. De forma similar, la solucio´n
presentada en este documento, que se basa en el esta´ndar IEEE 21451, utiliza el mismo
metadescriptor (TEDS) que el esta´ndar OGC-PUCK. Otra similitud radica en el uso de
un protocolo para encapsular los descriptores: en este documento se utiliza el protocolo
ligero para sensor (LP4S), que es similar a OGC-SensorML.
No obstante, las implementaciones de OGC-PUCK e IEEE 21451 a menudo almacenan
el descriptor en el sensor o instrumento, lo que puede plantear un problema al actualizar
la informacio´n. Esto se resuelve a trave´s de VTEDS, que agrega la posibilidad de
usar repositorios para archivos SID externos. Los archivos SID utilizados como meta-
descriptores deben crearse antes de la implementacio´n de la solucio´n. La creacio´n de
archivos SID sin una herramienta de soporte puede ser un proceso tedioso y propenso a
errores. Un ejemplo de una aplicacio´n visual SID Creator se encuentra en [246]. Por el
contrario, en el sistema VTEDS propuesto, todos los para´metros del sistema se crean
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a trave´s de una interfaz web a la que se accede a trave´s de Internet, lo que permite
su uso inmediato. Cada vez que VTEDS cambia, el sistema genera publicaciones en el
to´pico correspondiente, de tal forma que el nodo sensor consume las actualizaciones
realizadas en tiempo real, a trave´s de los mecanismos que se explicara´n ma´s adelante
en la seccio´n 4.3.3. Una ventaja adicional del enfoque presentado es que se pueden
reutilizar los descriptores disponibles en la nube entre diferentes aplicaciones de dominio
cuando sea necesario, actualizando y agregando nuevos VTEDS de forma transparente
para el nivel del sensor.
En cuanto a la solucio´n OGC-PUCK, tiene dos limitaciones importantes cuando se
trata de la implementacio´n de proyectos modernos de telemetr´ıa basados en nodos de
sensores inala´mbricos con restriccio´n de potencia. La primera limitacio´n es la cantidad
de memoria y los recursos de procesamiento necesarios para implementar los mecanismos
plug-and-play cuando el PUCK payload esta´ integrado en el nodo del sensor. A veces, el
PUCK payload debe guardarse en una tarjeta SD como en [247]. Adema´s, OGC-PUCK
no esta´ optimizado para ser utilizado en dispositivos de restriccio´n de potencia con
poca memoria y procesamiento. Por ejemplo, OGC-PUCK requiere incluir controladores
para administrar puertos RS-232 o Ethernet. Este problema es abordado por el sistema
propuesto con el uso del protocolo LP4S, que puede integrarse incluso en dispositivos
de hardware con restricciones de recursos como beacons Eddystone (se puede encontrar
ma´s informacio´n sobre el protocolo LP4S en [124]).
La segunda desventaja es que hay demoras significativas en la deteccio´n de hardware
cuando se obtiene mediciones. Por ejemplo, en el caso de PUCK-RS232, el software
PUCK realiza un proceso c´ıclico para sincronizar las velocidades del puerto serie del
instrumento con el host, lo que deriva en latencias adicionales. Un proceso similar ocurre
en el mo´dulo Zeroconfig para instrumentos IP-PUCK. Se produce otra demora cuando el
mecanismo utilizado para obtener los datos de observacio´n recupera los datos del sensor
de un archivo SID. Ambos procesos esta´n bien explicados en [233]. En comparacio´n,
la solucio´n propuesta basada en VTEDS resuelve dicha limitacio´n de manera ra´pida y
eficiente, como se muestra en la seccio´n 4.7.
4.3. Arquitectura Plug and play basada en Virtual TEDS
En esta seccio´n se presenta la arquitectura general del sistema propuesto, que permite
describir a los nodos sensores con mecanismos plug and play. Como se detallara´ en las
subsecciones siguientes, se eligio´ el esta´ndar IEEE 21451 para describir el hardware del
sensor con una adaptacio´n sobre el uso de VTEDS.




























Figura 4.6: Esquema general del sistema plug and play basado en VTEDS.
4.3.1. Visio´n global
En la figura 4.6 se muestra dicha arquitectura, donde podemos identificar claramente
los elementos propios del esta´ndar, d´ıgase los TIM y NCAP. En este caso los motes o
nodos sensores constituyen los TIMs del sistema, conectados en una especie de intranet
de sensores denominada WSN, por la naturaleza de la comunicacio´n inala´mbrica de los
sensores. Los TIMs encargados de monitorear las variables del proceso en que sera´n
usados, por ejemplo, temperatura o humedad env´ıan los valores le´ıdos hacia la cloud a
trave´s de NCAP, formado por un gateway IoT, que permite interpretar la informacio´n
encapsulada en el protocolo del TIM para luego encapsularla y enviarla a la cloud
segu´n el protocolo establecido por las aplicaciones y servicios residentes en la cloud.
El NCAP, en la mayor´ıa de los casos, salvo cuando el mote tenga dispositivos de red
incorporados, habilita la informacio´n en una red IP, para ello muchas veces es necesario
enlazar diferentes protocolos y tecnolog´ıas de comunicacio´n.
El servidor que aloja los VTEDS tambie´n esta´n en la nube, donde tambie´n hay
aplicaciones IoT responsables de generar el firmware para los nodos del sensor y los
servicios necesarios para descubrir automa´ticamente los TIM activos. La base de datos de
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VTEDS alojada en la nube esta´ disponible a trave´s de servicios web para las aplicaciones
de monitoreo del sistema y para cualquier otra aplicacio´n de IoT que lo requiera.
4.3.2. Sistema de mensajer´ıa y protocolos de comunicacio´n
En los u´ltimos an˜os, se han propuesto diferentes protocolos de mensajer´ıa para interco-
nectar nodos de IoT heteroge´neos. Tradicionalmente, el problema de la heterogeneidad
se resolv´ıa implementando servicios de intercambio de archivos, implementando bases
de datos compartidas o utilizando mecanismos Remote Procedure Call (RPC), pero los
u´ltimos desarrollos ten´ıan como objetivo la creacio´n de sistemas de mensajer´ıa.
Los sistemas de mensajer´ıa centralizan las comunicaciones para minimizar el aco-
plamiento entre los componentes de los sistemas distribuidos, como los que suelen
implementarse en los desarrollos de IoT. Este desacoplamiento y el uso de comunicacio-
nes as´ıncronas permiten llevar a cabo comunicaciones ma´s robustas: los componentes que
deben comunicarse no tienen que estar funcionando al mismo tiempo, por lo que delegan
la entrega de los datos a un sistema de mensajer´ıa, lo que les permite concentrarse
sobre que´ informacio´n enviar en lugar de co´mo enviarla.
La mayor´ıa de los sistemas de mensajer´ıa utilizan dos modelos para conectar un
transmisor y un receptor: el modelo de cola peer-to-peer o el modelo de publicacio´n/-
suscripcio´n (pub/sub). El modelo de cola peer-to-peer permite que el transmisor env´ıe
un mensaje a una cola donde un receptor en particular lo leera´. En el caso del modelo
de publicacio´n/suscripcio´n, los mensajes se env´ıan a uno o ma´s destinatarios que han
expresado previamente intere´s en ellos. En la pra´ctica, cuando el transmisor env´ıa (pu-
blica) un mensaje, en realidad se env´ıa una copia a un receptor (suscriptor). Ejemplos
de sistemas de mensajer´ıas populares (pub/sub) implementan Java Messaging Service
(JMS) (p. Ej., OpenJMS, WebSphereMQ), Advanced Message Queuing (AMQP) (p.
Ej., Apache Qpid, SwiftMQ, RabbitMQ), Extensible Messaging and Presence (XMPP)
(p. Ej., Ejabberd, Apache Vysper) o Message Queuing Telemetry Transport (MQTT)
(p. ej., ActiveMQ, Mosquitto).
MQTT [70] es especialmente interesante para IoT, ya que se ha disen˜ado como un
protocolo de mensajer´ıa abierto que permite intercambiar mensajes con dispositivos de
restriccio´n de recursos (es decir, sensores, actuadores, tele´fonos mo´viles) que operan
en redes de alta latencia. Debido a estas razones, MQTT es muy popular entre los
desarrolladores de IoT, que lo han usado en aplicaciones de smartwatch [248], robo´tica
[249], domo´tica [250] o healthcare [251].
Debido a las ventajas mencionadas anteriormente, en el sistema propuesto en este
cap´ıtulo, en la capa de nube, todos los mensajes que provienen de la WSN son adminis-
trados por un servidor MQTT (intermediario) que recibe asincro´nicamente los datos de
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los nodos del sensor remoto. Dicha mensajer´ıa, tanto del lado de los TIM como de los
NCAP hacen uso de la familia de protocolos Lightweight Protocol for Sensors ((LP4S-6,
LP4S-X and LP4-J), que esta´n destinadas a proporcionar comunicaciones livianas a
dispositivos de IoT con bater´ıa y recursos limitados. Estos protocolos fueron descritos
en la seccio´n 3.3 y en [124] y sus caracter´ısticas principales incluyen:
Se pueden incrustar en beacons BLE.
Pueden enviar datos recogidos de sensores de beacons y recibir comandos para
actuadores.
La familia de protocolos LP4S requiere poca memoria y uso de CPU, lo que le
permite implementarse en dispositivos de bajo recurso. Los protocolos tambie´n
reducen el tiempo de comunicacio´n, disminuyendo as´ı el consumo de energ´ıa.
Por ejemplo, los protocolos LP4S se probaron con beacons basados en GATT,
produciendo un consumo de energ´ıa de solo 35µA en modo de espera (antes
de conectarse a otros dispositivos) y un promedio de 575µA cuando uno o ma´s
usuarios conectados ocasionalmente al mote. En el caso del protocolo LP4S-6, se
probo´ en un beacon Eddystone con intervalos de balizamiento de 100 ms a 5
s obteniendo un consumo de energ´ıa de entre 125 y 865µA, lo que sugiere que
tal protocolo puede usarse en escenarios donde el consumo de bajo consumo de
energ´ıa es esencial.
4.3.3. Principio de funcionamiento y flujo de datos del mecanismo plug
and play
En e´sta seccio´n se describen los procesos necesarios que deben ocurrir tanto en los
TIM, NCAP y Cloud para que se puedan crear descriptores dina´micos de los sensores
y actuadores conectados al sistema IoT, a partir de la informacio´n que env´ıan los
sensores inteligentes, que permiten descubrir el hardware instalado, cantidad de sensores
y actuadores conectados y su naturaleza.
4.3.3.1. Mecanismo plug and play a nivel NCAP
El primer mecanismo plug and play de nuestro sistema comienza en el nivel ma´s bajo,
es decir en los TIM, donde se debe primeramente reconocer el hardware instalado,
d´ıgase cantidad de sensores analo´gicos y su ubicacio´n espec´ıfica en el hardware del mote.
De la misma forma se debe reconocer la cantidad de entradas y salidas digitales, ya que
en estas u´ltimas estara´n conectados principalmente los actuadores del sistema. Este
proceso debe ser dina´mico y flexible, de forma tal que un usuario pueda configurar un
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TIM con los sensores y actuadores propios del dominio de aplicacio´n donde sera´ usado.
Por tanto, el firmware del TIM debe ser creado bajo este principio. En la figura 4.7 se
muestran los mecanismos de auto-configuracio´n del TIM y su posterior auto-registro en
el nivel superior de la arquitectura, es decir el NCAP (gateway) de la WSN. El te´rmino
auto-registro significa que el propio TIM a trave´s de los mecanismos que explicaremos
ma´s adelante es capaz por s´ı mismo de informar a los niveles superiores los sensores,
actuadores y dema´s para´metros del mismo, para que de forma remota un usuario en la
web pueda gestionarlo.
El proceso de descubrimiento del hardware en el TIM se consigue ya que su firmware
fue desarrollado de tal forma que a partir de unos descriptores (etiquetas) se define la
estructura del TIM, por ejemplo, la ubicacio´n de cada pin, si este debe ser configurado
como entrada o salida, digital o analo´gico, que mo´dulos de comunicacio´n usara´, si debe
conectarse a otros equipos en su red, se definen las IP, puertos, tiempos de demoras, etc.
Estas etiquetas pueden ser modificadas en cualquier momento sin alterar el nu´cleo del
















Figura 4.7: Mecanismos de Auto-configuracio´n y auto-registro del TIM a nivel NCAP
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firmware. De esta forma, un usuario sin experiencia en programacio´n podr´ıa configurar
un TIM, solamente dando valor a cada una de estas etiquetas. Por tanto, podemos
decir que el firmware del TIM al leer dichas etiquetas ha descubierto los para´metros de
funcionamiento y se autoconfigura. Este proceso ocurre cada vez que el TIM se reinicia.
Una vez que el TIM se autoconfigura y esta´ listo para el funcionamiento definido
en la etiquetas, es necesario informar hacia el nivel superior (NCAP y Cloud) dicha
configuracio´n, para que a esos niveles el usuario pueda acceder al TIM, ya sea para
monitorear los valores de los sensores como para enviar un comando hacia los actuadores.
O sea, el TIM debe quedar registrado en el sistema. Aqu´ı nuevamente, el proceso es
dina´mico y transparente para el usuario final, ya que el TIM es capaz de auto registrarse
en el sistema, haciendo uso del protocolo LP4S, presente en todas la capas del sistema.
El TIM env´ıa una trama de configuracio´n de forma automa´tica y tanto el NCAP como
la cloud son capaces de extraer del protocolo todos los para´metros del TIM, para ser
guardados en sus bases de datos, lo cual agilizara´ procesos posteriores (monitoreo o
control) sobre dicho TIM. Este proceso se denomina auto-registro.
El FOG level viene dado por la capacidad y nivel de procesamiento que tienen los
NCAP actuales, por ejemplo, un smartphone corriendo una aplicacio´n mo´vil con toda la
potencia de procesamiento en sistemas operativos Android o iOS o en computadoras al
estilo de los Raspberry-Pi con sistemas operativos Raspbian que permiten aplicaciones
en Python o Node-JS, da´ndole al NCAP suficiente capacidad para gestionar a los TIM.
Por lo que, a nivel local un usuario puede monitorear los sensores o actuar sobre el
sistema a trave´s de los TIM descubiertos.
4.3.3.2. Mecanismo plug and play a nivel de Cloud
El diagrama de secuencias de la figura 4.8 ilustra el proceso de auto-registro y auto-
calibracio´n de un nodo sensor en la cloud. El proceso comienza cuando el NCAP usando
el protocolo LP4S-J (descrito previamente en el cap´ıtulo 3), env´ı un JSON a la cloud
indicando los para´metros de configuracio´n del TIM. En realidad, el NCAP publica la
informacio´n del TIM en el broker MQTT de la cloud, donde los servicios (Pnp VTEDS
Engine) y las aplicaciones del sistema esta´n suscritos al mismo to´pico de configuracio´n.
Por lo tanto, los metadatos del TIM se extraen del JSON y se almacenan en la base de
datos del servidor. Este proceso se repite para cada uno de los TIM asociados con cada
NCAP.
En cuanto al proceso de auto-calibracio´n, e´ste permite calibrar cada sensor registrado
en el sistema de manera dina´mica y transparente para el usuario. Por lo tanto, se
evita la necesidad de enviar un te´cnico a la ubicacio´n del nodo del sensor. Esto es
especialmente u´til cuando los nodos esta´n instalados en lugares remotos. Los para´metros
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Figura 4.8: Mecanismos de Auto-configuracio´n y auto-registro del TIM a nivel de la cloud.
para la calibracio´n del sensor se ingresan en el sistema a trave´s de un navegador web.
La aplicacio´n web guarda todos los valores de calibracio´n en la base de datos, por
lo que es posible restaurar en el futuro valores de calibracio´n antiguos. Los nuevos
valores de calibracio´n tambie´n son administrados por un servicio del sistema, de modo
que, una vez que el usuario solicite cambiar la configuracio´n de calibracio´n, el sistema
publica tal solicitud en la cola MQTT del to´pico de calibracio´n asociado con la MAC
del TIM a calibrar. Adema´s, el NCAP esta´ suscrito a los temas de calibracio´n de los
TIM descubiertos.
4.4. Metadata de un nodo sensor
En la seccio´n anterior mencionamos nuestra eleccio´n por el IEEE 21451 para describir
a los nodos sensores (TIM and NCAP) con una adaptacio´n del uso de TEDs virtuales.
En esta´ seccio´n indicaremos el proceso de creacio´n de la metadata de un nodo sensor
con todos sus descriptores, partiendo del esta´ndar mencionado y con nuestro aporte
en los virtual TEDS para aumentar la potencialidad del mecanismo descriptor, dando
apertura a nuevas implementaciones descriptoras, incluso sema´nticas.
En la figura 4.9 se muestra la estructura de la metadata de un nodo sensor que reside
en la base de datos del sistema, extra´ıda del protocolo LP4S-J (Json) que env´ıa el
NCAP a trave´s del mecanismo descrito en el ep´ıgrafe anterior. Es importante destacar,
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que el lector puede hacer uso de este protocolo o utilizar el suyo propio para utilizar los
mecanismos aqu´ı descritos, dando flexibilidad en la implementacio´n de este sistema. La
metadata creada por los servicios residentes en la cloud se puede apreciar en el extremo
derecho de la figura, bajo el nombre de Sensor data of Mote 1 y la misma cumple con
la estructura propuesta por el esta´ndar IEEE 21451 detallada en el estado del arte de
este cap´ıtulo. Es decir, Basic TEDS, Standard template, datos actualizados del sensor
y otros campos que hemos an˜adido para potenciar este descriptor. Los nuevos campos
entre otros son, dominios de aplicacio´n, calibracio´n, unidades de medida, etc.
Toda esta informacio´n es extra´ıda del Json, en el ejemplo de la figura 4.9, dentro del Json
de configuracio´n del mote podemos encontrar los siguientes campos correspondientes
a los Basic TEDS, nombre que propietario le puso al nodo sensor, MAC u´nica del
dispositivo, Identificador de la empresa propietaria del nodo sensor. Adema´s, aparecen
dos descriptores correspondientes a los TEDS, y es aqu´ı donde hemos modificado la
concepcio´n inicial de los standards template, que fue creada para ser quemadas en el
hardware del sensor. Esta´ restriccio´n y limitantes obvias, fueron eliminadas con el uso
de virtual TEDS, es decir, estos TEDS al encontrarse en un servidor web, permite una
mayor gestio´n y mantenimiento. en nuestro caso, hemos concebido este para´metro en
nuestro disen˜o con mucha flexibilidad, permitiendo no solo describir a los sensores y
actuadores, sino nuevos campos como los dominios de aplicacio´n, muy en boga en el
a´mbito del Internet de las cosas. Ya que por ejemplo un mismo sensor de temperatura,
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      "name":  "NRF51-DK",
      "mac": "00:1f:68:51:cb:59",
      "company_id": "0701189933001",
      "data": [  
             {
                    "ted_id1": 39.41,
                    "ted_id2": - 11.00,
                     ...
             }




Figura 4.9: Estrucutura de la Metadata de un Smart sensor.
4.4. Metadata de un nodo sensor 108
ser utilizado incluso por ma´quinas de inferencia e inteligencia artificial para toma de
decisiones. En caso de un dominio de aplicacio´n de e-health con la temperatura obtenida
podr´ıa inferirse un cambio de estado del paciente o si el dominio de aplicacio´n es
agricultura de precisio´n entonces con la misma variable podr´ıa decidirse abrir o cerrar
una electrova´lvula de riego.
Por tanto, el campo TED, dentro de nuestro disen˜o toma mayor relevancia y queda
abierto para incluir ma´s descripcio´n del nodo sensor, d´ıgase descripciones sema´nticas
entre otras. En el caso espec´ıfico del ejemplo de la figura solo hemos utilizado dos
virtual TEDS, el primero para describir el standard template junto con la unidad de
medida y el otro par el dominio de aplicacio´n, pero siguiendo este mismo esquema no
hay l´ımites para nuevos descriptores. El primer TED-id con valor de 39.41, describe
a un sensor con standard template tipo 39, Potenciometric Voltage Divider y el 41
representa el ı´ndice de la tabla de unidad de medida en la base de datos, en la cual
puede encontrarse por ejemplo la unidad de medida de Voltaje. El segundo TED.id
con valor de -11.00, el campo -11 puede estar representando por ejemplo el dominio de
aplicacio´n de Agricultura de Precisio´n. El signo negativo se incluyo´ a modo de ejemplo
para mostrar la flexibilidad en la descripcio´n y creatividad de nuevos descriptores.
Es importante destacar que el campo TED-id es representado con un nu´mero frac-
cionario con formato de punto fijo 8.8. Esto esta´ dado por el uso del protocolo LP4S
disen˜ado y optimizado para arquitecturas restringidas en cuanto a memoria, CPU y
dema´s recursos, por ejemplo, beacons BLE. Ejemplos de uso de dicho protocolo con
beacons fueron mostrados en el cap´ıtulo anterior, constituyendo e´ste una continuacio´n
y complemento del anterior dentro del disen˜o de la arquitectura propuesta.
Como hemos podido apreciar, los campos dentro del JSON son dina´micos de acuerdo a
los sensores y actuadores conectados al TIM, donde pueden existir tantos campos como
sean necesarios y con varios campos Ted-id para describir mejor al transducer. El caso
cr´ıtico del Ted-id representado por un nu´mero real, es cuando se usa representacio´n
fixed 8.8, donde habr´ıa 1 byte con signo para los templates, equivalente a 128 templates
lo cual es un nu´mero grande de templates inclusive. Para unidades de ingenier´ıa ser´ıa
el byte sin signo o sea 256 diferentes posibles unidades de ingenier´ıa, que es igual una
cantidad apreciable. Lo mismo serian 128 diferentes dominios de aplicacio´n. En todos los
casos a pesar de la restriccio´n hay un margen en la actualidad para describir casi todos
los transductores existentes y comerciales hoy d´ıa. Cuando no existe la restriccio´n de
cantidad de bytes para representar el nu´mero real, entonces, la cantidad de posibilidades
se multiplican por cada byte usado es decir por 256, dando la posibilidad de una
representacio´n amplia de los transductores. La u´nica limitante estar´ıa en el mote que
sea capaz de representar nu´meros reales con mayor exactitud.
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Por otro lado, cuando los TIM son capaces de enviar directamente un JSON sin pasar
por el NCAP o con poca injerencia de e´ste, no es necesario utilizar esta estrategia del
punto fijo y la descripcio´n podr´ıa ser ma´s textual y legible. No obstante, con la estrategia
de enviar ma´s de un campo Ted-id, realmente evitar´ıa las restricciones anteriores, pues
se podr´ıan enviar tantos campos Ted-id como sean necesarios o nuevos campos, por
ejemplo, sema´nticos, incluso nuevos protocolos propietarios. El uso de TED virtuales
permite usar sensores y actuadores no inteligentes, que son la mayor´ıa del mercado.
4.5. Flujo de datos de sensores y actuadores en la arquitectura
propuesta
La figura 4.10 representa el flujo de datos de operacio´n en el sistema desde el punto de
vista de un sensor (en la figura 4.10, en la parte superior) y un actuador ((en la figura
4.10, en la parte inferior)). En el caso del sensor, se supone que el sistema lo descubrio´
previamente, por lo que los metadatos correspondientes se crearon en la base de datos.
La figura 4.10 muestra el uso de dos transductores espec´ıficos: un sensor analo´gico y
un actuador digital. El sensor analo´gico se representa con el icono de un termo´metro y
su flujo de datos describe la publicacio´n del valor de temperatura en tiempo real en el
broker MQTT. Dichos valores son consumidos por el mecanismo plug-and-play para
actualizar la base de datos de la nube. En la Figura 4.10, un cliente remoto puede leer
la temperatura obtenida (23oC) a trave´s de un dashboard.
En cuanto al flujo de datos del actuador, comienza en el dashboard, donde hay un
boto´n para alternar el estado del actuador. Cuando el usuario presiona un boto´n del
dashboard de instrumentos, el sistema publica en el broker MQTT el comando ”Turn
On”. Tal comando es consumido por el motor PnP VTEDS para actualizar la base
de datos. El mensaje MQTT tambie´n lo consume el NCAP, que lo transfiere al TIM
que controla el actuador. Eventualmente, el TIM procesa el mensaje NCAP y activa la
salida correspondiente, activando as´ı el actuador deseado.
4.5.1. Flujo de datos de calibracio´n
La tecnolog´ıa actual de fabricacio´n de sensores proporciona sensores precisos y de alta
resolucio´n, pero su precisio´n y repetibilidad (es decir, idealmente, un sensor siempre
debe producir la misma salida para la misma entrada) se ven afectados por ruido,
histe´resis, linealidad o velocidad de cambio. Por esta razo´n, en la telemetr´ıa es muy
importante calibrar los sensores para mejorar la precisio´n de los datos.
La calibracio´n consiste en un conjunto de operaciones que permite establecer, bajo
ciertas condiciones, la relacio´n entre la salida de un sensor y los valores reales detectados
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por un dispositivo de medicio´n preciso. Tal relacio´n generalmente se modela como una
funcio´n, que puede incluir, por ejemplo, factores lineales, exponenciales o logar´ıtmicos.
Por lo tanto, la forma principal de establecer esta relacio´n consiste en utilizar tablas de
correccio´n o ecuaciones de calibracio´n (por ejemplo, l´ıneas rectas o curvas). Por ejemplo,
en el caso de las l´ıneas rectas, la calibracio´n se puede realizar con la correccio´n de un
solo punto (generalmente compensando el origen) o con dos puntos de calibracio´n, lo
que cambia la pendiente de la l´ınea. En el caso de sensores que no siguen una curva
de respuesta lineal, el ajuste a menudo se lleva a cabo a trave´s de curvas polinomiales.
Se pueden encontrar ma´s detalles y una buena introduccio´n al proceso de calibracio´n
en [252].
Como una demostracio´n de las capacidades del sistema propuesto, su primera versio´n
es capaz de hacer uso de ecuaciones de correccio´n lineal. Sin embargo, ser´ıa fa´cil agregar
cualquier otra ecuacio´n o te´cnica dependiendo de los sensores usados.
La figura 4.11 muestra el diagrama de flujo de datos del procedimiento de calibracio´n.
El flujo (secuencia de flujo de datos de calibracio´n ajustada por pasos) comienza cuando
un usuario cambia los para´metros de calibracio´n del sensor de temperatura del ejemplo
anterior. Dichos para´metros se modifican en los metadatos del sensor en la base de
datos y se publican en el to´pico MQTT de calibracio´n mediante el motor Pnp VTEDS.
El flujo finaliza en el sensor inteligente que esta´ escuchando en el mismo to´pico MQTT,
para auto-calibrarse. En la pro´xima lectura del sensor, el valor de la temperatura se
ajustara´ mediante los para´metros de calibracio´n (secuencia de flujo de datos calibrados
por lectura de pasos). Por lo tanto, la calibracio´n del sensor se puede realizar de forma
remota y automa´tica, evitando la necesidad de llevar a cabo calibraciones in situ por
parte de los te´cnicos y proporcionando flexibilidad y dinamismo al sistema IoT que
implementa la arquitectura propuesta.
4.6. Implementacio´n de la arquitectura
La arquitectura y metodolog´ıa plug and play mostrada anteriormente debe ser imple-
mentada sobre tres elementos ba´sicos, TIM, NCAP y Cloud. En esta seccio´n se indicara´
los elementos esenciales de implementacio´n, de tal manera que puedan ser reproducibles
en sus propios proyectos, utilizando dispositivos de hardware y herramientas de software
comerciales como propietarias.
4.6.1. Implementacio´n en TIMs
Existen actualmente una gran cantidad de dispositivos comerciales, con diferentes
recursos, interfaces de comunicacio´n, CPU, RTOS que pueden actuar como TIM y sobre
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Figura 4.10: Flujo de datos entre sensores/actuadores y las aplicaciones IoT.
los cuales el lector podra´ implementar el firmware segu´n los diagramas de flujo mostrados
en la figura 4.12. Solo por mencionar algunos de estos dispositivos, se encuentran varias
versiones de Arduino con Ethernet shields, varios dispositivos con Bluetooth Low Energy
como RedbearLab y nRF52 de Nordic Semiconductor.
El programa principal del TIM, como se aprecia en la figura 4.12 (a), debe incluir
funciones que permitan primeramente descubrir el hardware instalado. Se recomienda
el uso intuitivo y sencillo de etiquetas, pero cualquier otra te´cnica es va´lida tambie´n.
Esto permitira´ al TIM auto configurarse y estar listo para gestionar los sensores
y actuadores presentes en sus entradas y salidas digitales y analo´gicas. Adema´s, el
firmware debe incluir funciones que permitan crear los meta-descriptores en funcio´n de
la potencialidad del hardware usado. En caso de dispositivos restringidos en memoria
y CPU se recomienda utilizar la metodolog´ıa propuesta para representar el TED-id a
trave´s de un nu´mero real representado en punto fijo 8.8. Luego, el TIM debe enviar
un frame de configuracio´n a las capas superiores del sistema, d´ıgase NCAP y Cloud
para lograr auto-registrarse. Una vez conseguido esto, los sensores del TIM podra´n ser
monitoreados remotamente desde la web, y capaz de recibir comandos remotos para sus
actuadores.
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Figura 4.11: Flujo de datos para nuevas calibraciones de sensores.
Se recomienda gestionar a los sensores y actuadores a trave´s de subrutinas de interrup-
cio´n para una mayor eficiencia en el desempen˜o de los TIM. La figura 4.12 (b) muestra
las ISR que deben ser implementadas para una gestio´n en tiempo real. Otros ejemplos
de implementacio´n de nuestra metodolog´ıa en un TIM basado en Eddystone beacon
con altas restricciones, incluso en la cantidad de bytes disponibles a transmitir, pueden
ser encontrados en [124].
4.6.2. Implementacio´n en NCAP
El otro elemento importante del mecanismo plug and play lo constituye el NCAP,
el cual y como hemos planteado a lo largo de este cap´ıtulo no solo actu´a como el
gateway de la WSN sino que realiza funciones de FOG computing, agregando valor al
sistema IoT. En dependencia de los TIM usados, medios de comunicacio´n, potencia de
procesamiento, memoria se debe seleccionar el hardware para el NCAP. Aqu´ı tambie´n
pueden ser usados tanto versiones comerciales como propietarias. Algunas de los NCAP
4.6. Implementacio´n de la arquitectura 113
Main
Obtain or Define MAC

















Low                     
Resources ?













Figura 4.12: Diagramas de flujo para un TIM. (a) Main y (b) Interrupt Service Routine (ISR).
comerciales que hemos implementado esta´n las diferentes versiones de Raspberry Pi,
Beaglebone, Orange Pi y smartphones con Android OS.
El grado de complejidad de implementacio´n de un NCAP puede verse incrementado
exponencialmente en funcio´n del hardware seleccionado, dominio de aplicacio´n IoT,
visualizacio´n local, base de datos, Fog computing, medios de comunicacio´n entre otras.
No obstante, la figura 4.13 podr´ıa ser un excelente punto de partida para el desarrollo y
programacio´n del NCAP. En este caso, se muestra una ma´quina de estados resumida
de un NCAP, implementado sobre un smartphone con una aplicacio´n Android para
gestionar TIM basados en beacons and characteristics Bluetooth Low Energy. Con
algunas funciones an˜adidas de FOG computing para visualizar en tiempo real valores






































Figura 4.13: Ma´quina de estados para implementar un NCAP.
de sensores y enviar comandos localmente a los actuadores del TIM seleccionado. Es
importante destacar que en los estados resaltados de la figura 4.13 (Beacon to Object and
Characteristics to Object) se deben incluir funciones para la gestio´n de los metadatos
del TIM, por ejemplo, los TED-id del TIM descubierto y seleccionado. Un ejemplo de
implementacio´n de este NCAP puede ser encontrado en [253].
4.6.3. Implementacio´n de la cloud IotM@ch
El tercer elemento importante para la implementacio´n de nuestra arquitectura plug and
play basada en VTEDS constituye precisamente la cloud, que es donde van a residir y
virtualizar los TEDS, que ampliamente hemos detallado en secciones anteriores. La cloud
al igual que los otros dos elementos expuestos, pueden ser comerciales o propietarios.
Entre las comerciales ma´s conocidas tenemos a Amazon AWS [81], Microsoft Azure [254]
y Google Cloud platform [83]. En nuestro caso decidimos utilizar la cloud desarrollada
por el grupo de investigacio´n AutoMathTIC de la Universidad Te´cnica de Machala
(Ecuador) en conjunto con la Universidade da Corun˜a (Espan˜a), llamada IotM@ch
cloud [92] disen˜ada a partir con las herramientas open source propuestas en [195].
La plataforma proporciona funciones y funcionalidades similares a otras plataformas
comerciales de IoT, por lo que se selecciono´ principalmente debido a dos factores:
disponibilidad y costo. Por un lado, la plataforma IotM@ch era completamente accesible,
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con control total sobre el hardware y el software de la infraestructura de la nube. Tambie´n
es posible administrar el ancho de banda del servidor local, lo que permite aumentar el
rendimiento y reducir la latencia de la aplicacio´n para los clientes remotos de Internet.
Por otro lado, la Universidad Te´cnica de Machala ya hab´ıa instalado la infraestructura
del servidor, con la posibilidad de utilizar los recursos de la universidad sin incurrir en
costos adicionales de hardware y sin necesidad de contratar y entrenar te´cnicos dedicados
a administrar servidores, control de acceso, aire acondicionado, bater´ıas o subsistemas
de respaldo de energ´ıa. Adema´s, tenga en cuenta que, debido a la cantidad de servicios y
aplicaciones desplegados por el sistema propuesto, que requieren el uso de 5 a 8 ma´quinas
virtuales, el costo mensual de otras plataformas IoT como Google IoT generalmente
oscila entre $ 2,000 y $ 3,000, lo que es prohibitivo para muchas universidades en pa´ıses
en desarrollo. Por ejemplo, se obtuvo un costo mensual estimado de $ 2,372.35 a trave´s
de Google Cloud Platform Pricing Calculator [255] con los siguientes para´metros: Motor
informa´tico: 1x Ana´lisis de datos (n1-esta´ndar-4); Funcionamiento, sistema / software:
gratuito (Debian, CentOS, CoreOS, Ubuntu u otro SO de proveedor de usuario), 1x
Big data (24 horas por d´ıa), 1x APP Server (n1-esta´ndar-2, SSD space 2x375 GB) ,
1x Monitoreo en tiempo real (n1-standard-2), almacenamiento en la nube (4,096 GB),
Cloud SQL de segunda generacio´n (una instancia, 500 GB de almacenamiento, 500
GB para copias de seguridad) y IoT Core (datos intercambiado: 102,400 MB).
La figura 4.14 muestra los aspectos ma´s relevantes de dicha cloud, resaltando la presen-
cia de la aplicacio´n web de Monitoreo y control residente en la ma´quina virtual 3. Esta
aplicacio´n permitira´ la gestio´n tanto de los nodos sensores descubiertos dina´micamente
como el servidor de los virtual TEDS. Adema´s, dispone de funciones para generar
reportes a partir de los datos histo´ricos como la visualizacio´n en tiempo real de sensores
y actuadores a trave´s de dashboards generados dina´micamente con la informacio´n actual
de los nodos sensores que se auto registraron en el sistema IoT.
En las pro´ximas secciones se mostrara´n las principales interfaces de la aplicacio´n
mencionada, explicando la funcionalidad de las mismas.
4.6.3.1. Gestio´n de TEDS
La figura 4.15 muestra una visio´n panora´mica de la aplicacio´n web multi-idioma
desarrollada. En la columna izquierda de la pa´gina podemos ver el listado de funciones
implementadas para la gestio´n de los para´metros necesarios de la arquitectura plug and
play disen˜ada. Ma´s adelante sera´n mostradas estas funciones. En la parte derecha de la
imagen se pueden ver un conjunto de metadatos de sensores y actuadores. Desde e´sta
propia interfaz el usuario puede editarlos o eliminarlos.
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Figura 4.14: Estrucutra resumida de la Cloud IotM@ch.
Figura 4.15: Vista principal para gestionar los TEDS.
Standard template
La figura 4.16 muestra el interfaz necesario para gestionar el standard template
mencionado en el estado del arte de este cap´ıtulo. Desde aqu´ı, se pueden an˜adir tambie´n
nuevos templates en funcio´n de la necesidad del usuario.
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Figura 4.16: Standard templates.
Virtual TEDS
En el extremo izquierdo de la figura 4.17 muestra de forma ampliada el contenido de
uno de los virtual TEDS listado en la figura 4.15, con todos los descriptores enviados
por el TIM, es decir la informacio´n mostrada no es esta´tica, incluso puede ser editada
manualmente como se observa en el dia´logo presente en el lado derecho de la imagen.
Es interesante destacar que en este dia´logo existe la posibilidad de crear manualmente
un TED-id. Observe que el campo metadata se genera automa´ticamente a partir de los
elementos seleccionados en los campos standard template y unidad de medida.
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Figura 4.17: TEDS virtuales.
Dominios de aplicacio´n
La figura 4.18 muestra el interfaz disponible para crear manualmente los diferentes
dominios de aplicacio´n. En esta misma interfaz se listan los dominios de aplicacio´n
descubiertos a trave´s de las tramas de configuracio´n de los TIM en el proceso de auto
registro en la cloud.
Unidades de medida
La figura 4.19, muestra el interfaz para gestionar todos los tipos de unidades de medida
que fuesen necesarios, en funcio´n de los sensores y actuadores disponibles en el mercado
o propietarios.
Calibraciones
Las calibraciones de los sensores y actuadores en nuestra arquitectura ocurren de
forma dina´mica como ya fue explicado en secciones anteriores. La figura 4.20, muestra el
interfaz a trave´s del cual un te´cnico de mantenimiento puede an˜adir nuevos para´metros
de configuracio´n de unos de los sensores listados (descubiertos). Una vez que se presiona
el boto´n de calibrar, el sistema env´ıa un mensaje MQTT con la informacio´n necesa-
ria, consumida luego por el NCAP correspondiente. Tambie´n de esta´ propia interfaz
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Figura 4.18: Dominios de aplicacio´n.
Figura 4.19: Unidades de ingenier´ıa.
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Figura 4.20: Interfaz gra´fica para gestionar las calibraciones.
se pueden acceder a calibraciones histo´ricas y tomar dichos para´metros y enviarlos
nuevamente al sensor requerido.
4.6.3.2. Gestio´n de Dispositivos
Todos los nodos sensores descubiertos por la cloud, ya que realizaron el proceso de
auto registro correctamente, son listados a trave´s del interfaz de la figura 4.21. Una vez
que ya existen en la cloud, pueden ser editados manualmente. Por ejemplo, para an˜adir
una imagen distintiva para una mejor representacio´n visual.
4.6.3.3. Gestio´n de Dashboards
Como ya hemos comentado anteriormente, la arquitectura plug and play implementada
segu´n la metodolog´ıa disen˜ada, permite generar dashboard dina´micamente, es decir
el contenido a mostrar de un nodo sensor, sera´ aquel que el TIM informo´ a trave´s de
las tramas de configuracio´n en el proceso de auto registro. No obstante, la aplicacio´n
web permite personalizar la informacio´n que se desea visualizar en un dashboard. Esto
permite mostrar de forma conjunta la informacio´n disponible de diferentes sensores,
incluso de diferentes TIM.
Para conseguir esto, se dispone de la interfaz mostrada en la figura 4.22. Desde la cual
se pueden gestionar diferentes zonas de visualizacio´n pudiendo escoger los sensores y
actuadores listados en el interfaz de Device Management, mostrado anteriormente.
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Figura 4.21: Dispositivos descubiertos.
Una vez que hemos configurado dichas zonas, e´stas sera´n listadas y mostradas en una
nueva interfaz, mostrada en la figura 4.23. Donde el usuario puede seleccionar uno de
los dashboard ya configurados. La figura 4.24, muestra un ejemplo de un dashboard
generado dina´micamente con informacio´n en tiempo real de sensores y actuadores.
4.6.3.4. Visio´n General
Para una mejor visualizacio´n y gestio´n de todos los elementos descubiertos dina´mi-
camente en la cloud, se dispone de una estructura en forma de a´rbol desplegable que
permite acceder de forma inmediata a la informacio´n requerida, como se aprecia en la
figura 4.25.
4.6.3.5. Gestio´n de reportes
Como hemos podido observar en las ima´genes anteriores, la aplicacio´n permite la
visualizacio´n en tiempo real de sensores y estado de los actuadores de todos los TIM
descubiertos. Pero, es importante tambie´n disponer de una interfaz para generar reportes
a partir de la informacio´n guardada en la base de datos. La figura 4.26 muestra el
interfaz que permite al usuario personalizar la informacio´n deseada en el reporte.
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Figura 4.22: Gestio´n de zonas de visualizacio´n.
4.7. Experimentos
En esta seccio´n la arquitectura propuesta fue puesta a prueba en un ambiente IoT
global real, en este caso la cloud se encuentra en la Universidad Te´cnica de Machala,
Ecuador y los nodos sensores (TIM and NCAP) se encontraban en la Universidad da
Corun˜a, Espan˜a, tal y como se puede apreciar en la figura 4.27.
Estos experimentos permitira´n poner a prueba al sistema disen˜ado, basado en protocolos
ligeros y virtual TEDS. La comparacio´n fue llevada a cabo midiendo los tiempos
para auto-configuracio´n (self-configuration), auto-registro (self-register), telemetr´ıa
(telemetry) y auto-calibracio´n (auto-calibration), que permiten evaluar el impacto real
de la latencia en el rendimiento general de la arquitectura plug-and-play con tres
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Figura 4.23: Listado de zonas de visualizacio´n.
Figura 4.24: Gestio´n de zonas de visualizacio´n.
TIM diferentes: un beacon Eddystone BLE, un beacon basado en BLE GATT y un
microcontrolador con una interfaz Ethernet.
En el caso de los beacons BLE, tenga en cuenta que se trata de pequen˜os dispositivos
livianos de bajo consumo y bajo costo que transmiten ciertos paquetes de informacio´n
perio´dicamente para indicar su presencia o transmitir ciertos datos. Por ejemplo, se han
utilizado tradicionalmente para proporcionar servicios basados en la ubicacio´n. El BLE
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Figura 4.25: Vista general de los nodos sensores en forma de a´rbol.
Figura 4.26: Vista general de los nodos sensores en forma de a´rbol.
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Eddystone beacon [123] esta´ basado en Eddystone, el formato BLE beacon de Google.
El beacon utilizado en los experimentos se configuro´ con un intervalo de balizamiento
de 250 ms, ya que se determino´ en [124] que ofrec´ıa la mejor compensacio´n entre la
latencia y el consumo cuando exist´ıa la l´ınea de vista (LoS) entre el beacon y un tele´fono
inteligente, y una distancia de 3 metros entre ambos.
Con respecto al beacon basado en BLE GATT, debe observarse que el beacon actu´a
como un servidor que proporciona servicios e indica ciertas caracter´ısticas (el GATT
define la jerarqu´ıa y el formato utilizado para representar y alterar los datos BLE). Por
lo tanto, para comunicarse con otro dispositivo BLE, se requiere establecer primero una
conexio´n (en contraste, los beacons Eddystone no tienen conexio´n). Una revisio´n en
profundidad del esta´ndar BLE esta´ fuera del alcance de este documento, pero el lector
interesado puede encontrar ma´s detalles sobre BLE y GATT en [172].
Finalmente, con respecto al Ethernet TIM, se debe enfatizar que se selecciono´ para
determinar el rendimiento de la arquitectura cuando se usa un dispositivo de IoT de
restriccio´n de recursos que usa una interfaz cableada. Para las pruebas realizadas, el
Ethernet TIM consistio´ ba´sicamente en un Arduino Mega con una shield Ethernet.
4.7.1. Preparacio´n de los experimentos
La figura 4.28 muestra los elementos utilizados en los experimentos: un Nordic nRF51
development kit (nRF51-DK) que actu´a como TIM BLE, tanto para un beacon Eddys-
tone como para el servidor GATT, un tele´fono inteligente Android como NCAP y
IotM@ch Cloud
Gateway         
(NCAP)Mote - 1 (TIM)
Smart Sensor
Internet
Figura 4.27: Escenario IoT de los experimentos.
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una laptop ejecutando los programas Android Studio [256], Serial Port Monitor [257]
and Navicat Premium [258]. Las principales especificaciones de todos los elementos se
describen en la tabla 4.3.
4.7.2. Medicio´n de latencias
La latencia es la me´trica por excelencia para medir el rendimiento en muchas aplica-
ciones, sobre todo del a´mbito del Internet de las cosas. En nuestro caso usaremos esta
me´trica para conocer la velocidad con la que los nodos sensores son capaces de detectar y
habilitar primeramente su propio hardware (Self-configuration). Seguidamente, conocer
la velocidad de estos sensores inteligentes para ser detectados (Self-register) tanto a nivel
NCAP como la cloud, con mecanismos plug and play. A partir de este momento tanto
el sistema IoT como usuarios externos pueden interactuar con los sensores y actuadores
descubiertos. Otra latencia medida (Telemetry) nos permite conocer el tiempo que
necesita el sistema o un usuario para disponer de la sensor data, desde que el sensor
tiene la nueva medicio´n hasta que la data ya en unidades de ingenier´ıa se encuentre
Figura 4.28: Elementos usados en los experimentos.
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Tabla 4.3: Especificaciones principales de los elementos usados en los experimentos de VTED.
Elementos usados Especificaciones principales
Laptop
Lenovo 80E502A5SP G50-80: 15.6”, 16 GB RAM, 1 TB HDD
Intel R© CoreTMi7-5500U CPU @ 2.40 GHz
OS version: Windows 10-Pro x 64 bits
Android Studio 3.0.1
AI-171.4443003, built on November 9, 2017
JRE: 1.8.0.152-release-915 amd64
JVM: OpenJDK 64-Bit Server VM by JetBrains s.r.o
Nordic nRF51 development kit (nRF51-DK)
SoC: nRF51822, 2.4 GHz multi-protocol device, 32-bit ARM R©
CortexTMM0 CPU with 256 kB/128 kB flash + 32 kB/16 kB RAM
Smartphone
Samsung Galaxy S-8, 4 GB RAM, 64 GB (UFS 2.1) ROM
Model: SM-G950F
Android version: 7.0 (Nougat)
Processor: Exynos 8895, 2.3 GHz Quad + 1.7 GHz Quad, 8 Cores (Octa-Core)
Arduino Mega
SoC:ATmega2560, 8 bits, 16Mhz
Digital I/O Pins: 54, Analog Input Pins: 6
256 KB flash, 8 KB SRAM and 4 KB EEPROM
Ethernet Shield
Ethernet Controller: W5500 with internal 32K buffer, 10/100Mb
connection with Arduino on SPI port.
Operating voltage 5V (supplied from the Arduino Board)
Serial Port Monitor
Version 6.0, Build 6.0.235 Eltima Software
Analyze serial port activity and Monitor several ports within one session.
Navicat Premium
Version 11.0.8, Seamless Data Migration, Diversified Manipulation Tool
Easy SQL Editing, Intelligent Database Designer, Advanced Secure Connection
Connect to MySQL, MariaDB, SQL Server, Oracle, PostgreSQL, and SQLite
disponible en el NCAP y la cloud. La u´ltima me´trica de latencia conseguida es la de
Auto-calibration, medida desde que un usuario ingresa nuevos para´metros de ajuste
hasta que la nueva medicio´n del sensor llegue ya calibrada.
4.7.2.1. Latencia de auto-configuracio´n (Self-configuration)
Para obtener la latencia de self-configuration, los firmwares de los TIM usados en los
experimentos fueron modificados para poder calcular internamente dicha latencia. Esto
fue necesario ya que estos tiempos son muy pequen˜os y cuando se utiliza un software
para espiar (sniffer) el puerto USB para obtener el timestamp de las etiquetas usadas
para los experimentos, el buffer del puerto serial reten´ıa dichas etiquetas y cuando se
mostraban en el sniffer las marcas de inicio y fin ten´ıan el mismo timestamp. La figura
4.29 muestra el procedimiento empleado, basado en el diagrama de flujo ya presentado
en la figura 4.12. La estrategia consiste en capturar el ticker del RTOS utilizado al
inicio y al final de la ejecucio´n de las funciones requeridas por el TIM para descubrir y
habilitar el hardware presente con el reinicio del CPU. La diferencia entre ellas ser´ıa
la latencia deseada y puede ser enviada a trave´s de su puerto serial y capturada por
cualquier sniffer USB, como pueden ser Serial Port Monitor o el Tera term [259] que
fue el utilizado para estas pruebas como se puede apreciar en la figura 4.29. Donde
la funcio´n us ticker read() presente en los cuadros resaltados del diagrama de flujo,
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corresponde a la funcio´n usada en el IDE online m-bed para leer el contador de ticker
del CPU empleado. En nuestro caso el firmware de los TIM BLE (beacon y GATT)
fueron desarrollados con m-bed. El ejemplo de dicha figura muestra una latencia de
self-configuration de 133.301 ms.
Una vez re-programados los TIMs, el experimento consiste en apagar y encender varias
veces el TIM y obtener del programa Tera term el valor de la latencia promedio. En
la tabla 4.4 se muestran los resultados del promedio de 50 ensayos realizados para
los tres TIM envueltos en la investigacio´n, un Eddystone beacon, un GATT server y
Arduino con Ethernet shield. Es importante indicar esta latencia aparece solo al inicio
del firmware del TIM con cada reinicio del CPU, por tanto, para TIM esta´ticos o sin
ca´ıdas de alimentacio´n esta´ latencia no afecta el rendimiento global del sistema u otras
latencias. No obstante, y como se vera´ ma´s adelante influye considerablemente en las
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Startup_t = us_ticker_read ()
Startup_t = us_ticker_read () 
Self-Configuration_t = Now_t - Startup_t
Figura 4.29: Metodolog´ıa para determinar la latencia de auto-configuracio´n.
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latencias absolutas vistas desde la experiencia del usuario en obtener ra´pidamente la
informacio´n de los sensores.
Los resultados obtenidos para los BLE TIM fueron los esperados con latencias similares,
con apenas 17.26 ms de diferencia. En cambio, para un Ethernet - TIM podr´ıa esperarse
una latencia menor, por su condicio´n de conexio´n cableada y ser esta´tico t´ıpicamente,
pero los resultados promedios fueron superiores en 1 segundo respecto a los BLE - TIM.
Existen varias causas para este resultado, las cuales vienen dada por tres factores:
Los TIM utilizan hardware diferente. Ambos TIM usan procesadores RISC que
operan a 16 MHz, pero el TIM nrf51422 [260] tiene un poco ma´s de recursos que
el Arduino Mega, ya que esta´ basado en el ARM Cortex M0 [261] (32- bit CPU
y 16kB RAM), mientras que ATmega2560 [262] se basa en un microcontrolador
AVR de 8 bits con 8KB SRAM.
Cada TIM hace uso de una plataforma de desarrollo diferente. Por un lado, en el
caso de BLE TIM, ambos fueron programados con Mbed, que es una plataforma
para administrar nodos IoT basados en ARM que optimiza el firmware para
dispositivos con recursos de hardware de restriccio´n. Por otro lado, Arduino es
una plataforma de desarrollo que incluye una capa de abstraccio´n que permite
una programacio´n ma´s simple e intuitiva, incluso para aquellos que no tienen
experiencia en IoT, pero a costa de optimizar los recursos administrados, lo que
afecta las latencias de configuracio´n y la cantidad de memoria de programa usada.
El uso del Ethernet shield requiere una conexio´n en serie con la CPU, lo que
ralentiza el descubrimiento del mo´dulo Ethernet.
4.7.2.2. Latencia de auto-registro (Self-register) y telemetr´ıa (Telemetry)
Para obtener las latencias de Self-register and Telemetry usando los dos TIM BLE fue
necesario desarrollar una aplicacio´n Android como NCAP, donde se an˜adieron ciertos
TAGS representativos del evento que estaba sucediendo. Con la ayuda del Log de
Android Studio e identificando el TAG correspondiente podemos obtener el timestamp
de cada evento.
En el caso del beacon TIM, la latencia self-register corresponde al tiempo transcurrido
desde que el NCAP recibe la primera trama proveniente del Eddystone, ya sea [TLM],
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[URL] o [UUID] hasta que el NCAP logre recibir toda la informacio´n de configuracio´n
del TIM, este evento es marcado con la etiqueta [MAReg]. Es importante destacar que
el TIM utiliza un protocolo ligero eficiente (LP4S-six) descrito en el cap´ıtulo anterior.
La figura 4.30 muestra la secuencia de ventanas de la aplicacio´n Android que el usuario
vera´ desde que el NCAP descubre al TIM que ha entrado en el rango de cobertura
BLE del NCAP, en la primera ventana, luego aparece la segunda ventana cuando llegue
cualquiera de las tramas Eddystone y la u´ltima ventana aparece solo cuando el TIM se
ha logrado registrar automa´ticamente y mostrara´ dina´micamente en dicha ventana la
informacio´n de los sensores y actuadores descubiertos.
La latencia self-register ha sido denotada como t1 y calculada como la diferencia de
los timestamp de MAReg con las tramas Eddystone mencionadas. Cada vez que llegue
un nuevo dato del sensor al NCAP, este sera´ marcado con la etiqueta [TLM]-DATA
ANALOG. El cual sera´ usado para obtener la latencia de Telemetr´ıa.
Para el caso de un TIM Gatt server, el proceso para obtener la latencia self-register
comienza cuando el usuario selecciona al TIM deseado dentro de la lista mostrada de los
dispositivos BLE detectados por el NCAP. El evento de ”paring”del TIM con el NCAP
ha sido marcado con la etiqueta [MP], como se aprecia en la primera ventana de la
figura 4.31. Una vez pareado el TIM env´ıa a trave´s del LP4S protocol la configuracio´n
del mote, para de esta forma auto-registrarse en el NCAP, este evento utiliza la misma
etiqueta [MAReg] usada con los beacons. La segunda ventana mostrada en la figura,
tambie´n se genera dina´micamente en funcio´n del hardware descubierto en el TIM. EL
evento de lecturas de sensores es marcado con la etiqueta [CHR]-DATA ANALOG,
utilizado para el ca´lculo de nuevas me´trica.
La figura 4.32 muestra la secuencia de eventos y tags asociados usados para calcular la
latencia self-register a nivel de cloud (t2) y las latencias de telemetr´ıa a nivel de NCAP
[ MAReg ][ URL ] , [ TLM ] or [ UUID ]
t1
[ TLM ] - DATA ANALOG
Figura 4.30: Secuencia de pantallas en la aplicacio´n Android para el uso de beacons.
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(t3) y cloud (t4) respectivamente. Estas secuencias son comunes para ambos TIM BLE
(Eddystone y GATT server).
La latencia self-register a nivel de cloud (t2) representa el tiempo transcurrido desde
que llega la primera trama Eddystone o el mote fue pareado hasta que la trama de
configuracio´n ha llegado a la cloud. Como el NCAP esta´ conectado al MQTT server
de la cloud y subscrito al to´pico de configuracio´n, puede saber en que´ momento ha
llegado dicha informacio´n a la cloud. Este evento ha sido marcado con la etiqueta [JR]
y a pesar de que implica un pequen˜o retardo de regreso de la trama hacia el lugar de
origen, nos permite garantizar un sincronismo de los tiempos sin tener que lidiar con
ajustes de time zone por la ubicacio´n y distancia entre la cloud y los nodos sensores en
estos experimentos. En este tramo NCAP - Cloud el protocolo utilizado es el LP4S-Json
detallado en el cap´ıtulo anterior.
Las latencias de telemetr´ıa para cualquiera de los TIM son calculadas desde que
los TIM obtienen un nuevo dato de los sensores en funcio´n del esquema de muestreo
empleado, hasta que dicha data llegue al NCAP (t3). Es decir, la latencia se calcula como
la diferencia entre los timestamps asociados a las etiquetas [TLM]-DATA ANALOG
(Eddystone) o [CHR]-DATA ANALOG con la etiqueta [PJ] que representa el evento
cuando el NCAP ya dispone de la data de los sensores y procede a publicarla en el
to´pico de lecturas en la cloud. Para la latencia de telemetr´ıa a nivel de cloud (t4), se
tomara´n en cuenta los timestamps asociados a las etiquetas de DATA ANALOG con
la etiqueta [JR] que aparece cuando el dato publicado llega a la cloud, en este caso el
NCAP se ha subscrito al to´pico de lectura de sensores en la cloud.
[ MAReg ][ MP ]
t1
[ CHR ] - DATA ANALOG
Figura 4.31: Secuencia de pantallas en la aplicacio´n Android para el uso de GATT server.
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Los timestamps en el Android Studio log son expresados en milisegundos para una
mayor precisio´n en los ca´lculos de latencia. La figura 4.33 muestra un extracto de dicho
log, donde se han resaltados con c´ırculos rojos por ejemplo las etiquetas asociadas para
el ca´lculo de la latencia self-register en un Eddystone beacon. En este caso la latencia
self-register a nivel de NCAP (t1) fue de 6,411 s y la misma latencia a nivel cloud (t2)
fue de 7.04 s.
Para el caso de Ethernet - TIM el procedimiento para obtener las mismas latencias
difiere un poco a la conseguida con los BLE - TIM, ya que los actores (NCAP y TIM)
var´ıan en recursos y prestaciones de hardware y software. Para TIM ma´s esta´ticos,
como nuestro caso que presenta una conexio´n cableada o incluso utilizando mo´dulos de
comunicacio´n Wifi, es fa´cil conseguir encaminar la informacio´n y por ende el NCAP
puede ser alojado tanto en mini-computadoras al estilo de las Raspberry-Pi 3, como




Subscribe    /iotmach/configuration/
Get Json (Configuration) [ JR ]
Publish    /iotmach/sensors/ [ PJ ]
Subscribe    /iotmach/sensors/
Get Json (Sensor data) [ JR ]
t4
NCAPCLOUD
[ URL ] , [ TLM ] or [ UUID ] [ TLM ] - DATA ANALOG
[ CHR ] - DATA ANALOG
Figura 4.32: Secuencias comunes para obtener las latencias usando TIM - BLE.
t1
t2
Figura 4.33: Ejemplo de un log en Android Studio para la medicio´n de latencias.
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Ethernet - TIM usado en nuestros experimentos que dispone de los recursos necesario
para disponer de clientes MQTT en su firmware y conectarse directamente a servidor
MQTT locales o remotos. En nuestras pruebas hemos alojado el NCAP en una ma´quina
virtual Centos sobre la laptop antes mencionada. Este NCAP adema´s dispone de un
broker MQTT local y funciones de Fog computing, por tanto nuestro Ethernet - TIM
publicara´ directamente tanto las tramas de configuracio´n como de telemetr´ıa en el
MQTT broker local del NCAP, el cual a su vez replicara´ dicha informacio´n hacia la
cloud siguiendo los mismos esquemas mencionados anteriormente.
La figura 4.34 recoge las secuencias necesarias para obtener tanto las latencias de
self-configuration como la de telemetr´ıa. La latencia de self-configuration a nivel de
NCAP (t1) es medida desde el momento que el TIM ha reconocido su hardware y lo
publica en el to´pico de configuracio´n del NCAP hasta que este logre extraer la metadata
del Json recibido del protocolo LP4S-Json usado. La misma latencia, pero a nivel cloud
(t2) es medida en cambio hasta que el NCAP comprueba que dicho Json ha llegado a la
cloud. Esto es posible dado que en el NCAP se dispone tambie´n de un cliente MQTT
suscrito al to´pico de configuracio´n de la cloud, corriendo solo con fines de depuracio´n y
para estos experimentos.
Las latencias de telemetr´ıa (t3) a nivel de NCAP y a nivel cloud (t4) son medidas
desde que el TIM dispone de una nueva lectura de sus sensores hasta que el NCAP
logre extraer los datos del sensor del Json para t3 o hasta que dicho dato este´ disponible




Publish    /iotmach/configuration/
Get Json (Configuration)
Publish    /iotmach/sensors/
Subscribe    /iotmach/sensors/






Subscribe    /iotmach/configuration/ t2
Publish  /ncap/sensors/
Subscribe  /ncap/Configuration
Read Sensor DataSubscribe  /ncap/sensors
Get Json (Sensor data)
Figura 4.34: Secuencias para obtener las latencias usando Ethernet - TIM.
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Tabla 4.5: Resultados de latencias para las me´tricas de auto-registro y temetr´ıa.
Experimentos Latencia (Auto-registro) ( ms) Latencia (Telemetr´ıa) ( ms)
t1 (NCAP) t2 (Cloud) t3 (NCAP) t4 (Cloud)
BLE - Beacon (Adv = 250 ms) 5655,21 6557,71 1156,23 1808,62
BLE - GATT 1700,79 2541,86 1040,29 1274,71
Ethernet 739,46 1040,46 404,79 672,14
Para todas las me´tricas usando el Ethernet - TIM, los timestamp asociados a los
eventos mencionados, fueron extra´ıdos de la base de datos (Sqlite) local del NCAP
donde fueron insertadas cada una de las tramas Json publicadas o le´ıdas de los to´picos
de configuracio´n o lecturas. Para gestionar dicha base de datos y procesar toda la
informacio´n recolectada en cada experimento se utilizo´ el software Navicat Premium. La
figura 4.35 muestra la tabla de registros de tramas de configuracio´n le´ıdas y publicadas
en el NCAP.
Los resultados promedios obtenidos de los 45 experimentos realizados para cada TIM
para obtener las latencias de Self-register y Telemetry para BLE - TIM y Ethernet -
TIM fueron consolidados en la tabla 4.5.
Los cuales muestran resultados esperados y reconocidos por la comunidad cient´ıfica
y trabajo propio de los autores. Por ejemplo, las latencias de self-register siempre son
mayores a las de telemetr´ıa independientemente del hardware y el medio de comunicacio´n.
Con una diferencia de 4.5 s para el Eddystone beacon, 660,5 ms para el GATT server
y 334,67 ms para Ethernet, todos a nivel del NCAP. Ana´lisis similar ocurre para la
diferencia entre las latencias a nivel NCAP versus la Cloud, que la primera al constituir
una fase intermedia y necesaria para que la WSN alcance la cloud, los valores siempre
Figura 4.35: Ejemplo de tramas de configuracio´n en la base de datos local del NCAP.
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sera´n menores. No obstante, los resultados aqu´ı logrados nos permiten tener valores
referenciales para futuros trabajos con diferentes medios de comunicacio´n en un a´mbito
IoT global real. Las diferencias para la latencia self-register entre los niveles NCAP
y cloud fueron de 902 ms, 841.07 ms y 301 ms para el Eddystone, GATT y Ethernet
respectivamente. Con un promedio total de solo 681.35 ms. En cambio, para la latencia
de telemetr´ıa las diferencias fueron de 652.39 ms, 234.42 ms y 267.35 ms, con un promedio
de apenas 384.72 ms. El promedio total de las diferencias de latencias entre ambos
niveles es de medio segundo, exactamente de 533.03 ms. Otros valores referenciales a
recordar sera´ que la menor latencia, la consigue el mo´dulo Ethernet con 404.79 ms en
latencias de telemtr´ıa a nivel NCAP y la mayor latencia corresponde a Self-register con
6.5 s, conseguida por el Eddystone beacon a nivel cloud.
4.7.2.3. Latencia de Auto-calibracio´n
Esta´ me´trica nos permite medir uno de los valores agregados de nuestra arquitectura
y es medida desde la experiencia de un usuario o te´cnico de mantenimiento cuando ha
calibrado uno de los sensores auto-registrados en el sistema IoT. De forma similar a
las me´tricas anteriores los experimentos se realizan tanto a nivel de NCAP como de la
cloud. En ambos casos el experimento fue realizado utilizando el Ethernet -TIM y los
timestamps asociados fueron gestionados de la base de datos local igual que las latencias
anteriores sobre el mismo Ethernet - TIM. Tanto para la latencia de Auto-calibracio´n a
nivel de NCAP (t1) como a nivel de cloud (t2) el proceso comienza cuando el usuario
desde un browser de internet ingresa nuevos para´metros de calibracio´n. La latencia en s´ı,
sera´ la diferencia de tiempos entre el momento que dichos para´metros son publicados en
el to´pico de calibracio´n hasta que el nuevo dato del sensor ya calibrado este´ disponible en
el NCAP (t1) o en la cloud (t2). La figura 4.36 ilustra el proceso mencionado, destacando
que ambas me´tricas se ven afectadas por un tiempo aleatorio entre la publicacio´n de
calibracio´n hasta que llegue el nuevo dato del sensor proveniente del TIM. Este tiempo
aleatorio depende del criterio de lectura y tiempo de muestreo definido. Sin embargo,
este tiempo aleatorio tiene la misma distribucio´n para ambas latencias sin afectar los
resultados.
Los resultados promedios de una serie de 40 ensayos realizados para esta me´trica
aparecen en la tabla 4.6. En la cual podemos observar que la diferencia de 319.54 ms
entre los niveles NCAP y Cloud se corresponden con la diferencia promedio entre estos
niveles descrita en la seccio´n anterior.
Tambie´n debemos an˜adir que las diferencias entre NCAP y cloud de los experimentos
esta´n afectadas por las latencias aleatorias propias del proveedor de Internet en ambos
extremos. Del lado de la cloud, el servidor dispone de una conexio´n cableada con el
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Tabla 4.6: Resultados de latencias para la me´trica de auto-calibracio´n.
Experimento Latencia (Auto-calibracio´n) ( ms)
t1 (NCAP) t2 (Cloud)
Ethernet 3478 3797.54
nodo central de comunicacio´n de la Universidad Te´cnica de Machala, pero no dispone
de ancho de banda prioritario, sino que compite con el resto de usuarios del campus
universitario. Del lado del NCAP en los experimentos, la laptop se conecto´ v´ıa wifi a
Tnternet como un usuario mas del campus universitario.
Comparando las latencias auto-calibracio´n y la de self-configuration (ver tabla 4.4) en
el mismo hardware Ethernet, vemos que es de 2.47 segundos y aparentemente afectada
en 1 segundo por la latencia de self-configuration, pero no es as´ı, ya que para el ca´lculo
de esta me´trica, el Ethernet - TIM ya estaba corriendo por tanto los valores de latencias
de self-configuration no afectan a esta latencia, vista desde la experiencia de un usuario
de obtener lo ma´s ra´pido posible una medicio´n con mayor precisio´n acto seguido de
ingresar los nuevos para´metros de calibracio´n. Pero, si esta´ afectada por el tiempo
aleatorio (random time) mostrado en la figura 4.36, que puede variar de 0 segundos hasta
un ma´ximo de 1 segundo, que fue el tiempo de muestreo (sample time) programado
para estos experimentos.
Para efectos de estos experimentos y demostrar la funcionalidad de auto-calibracio´n
de la arquitectura propuesta, se tomo´ un ajuste lineal para la calibracio´n (ca) dado por
la expresio´n:
















Figura 4.36: Secuencias para obtener la latencia de Auto-Calibracio´n.
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donde el usuario ingresa los para´metros de fm (factor multiplicativo) y fa (factor
aditivo) a trave´s de la interfaz web gra´fica ya mostrada en la figura 4.20. No obstante,
nuevas correcciones, sean estas cuadra´ticas, exponenciales o personalizadas pueden ser
an˜adidas en la arquitectura en funcio´n del tipo de sensores y aplicaciones requeridas
por los usuarios y empresas finales.
4.7.2.4. Latencias de auto-registro y telemetr´ıa en escenarios sin l´ınea de vista
En aras de conocer el impacto de la latencia en el rendimiento de la infraestructura en
aplicaciones reales IoT donde la distancia y la presencia de obsta´culos entre el NCAP y
TIM puedan comprometer incluso la conexio´n y la experiencia vista desde el usuario
para gestionar sensores y actuadores ra´pidamente, se an˜adio´ un experimento ma´s donde
no exista l´ınea de vista NoLoS (Non Light-of-Sight) entre TIM y NCAP. Para esto se
utilizo´ como el Gatt server como TIM y un smartphone como NCAP en el escenario
f´ısico mostrado en la figura 4.37. La figura solo muestra el escenario NLoS, aunque
el mismo sitio se uso´ para el escenario LoS (Light-of-Sight) pero en el mismo nivel
sin obsta´culos. Tenga en cuenta que el escenario NLoS es muy agresivo, ya que se
considera atravesar un piso del edificio. Como se puede apreciar, la ubicacio´n de ambos
dispositivos ubican este experimento cercano al extremo de distancia ma´xima actual de
10 m para BLE en los Android smartphones actuales.
Espec´ıficamente, los experimentos se realizaron en un edificio donde tanto el NCAP
como el TIM estaban en habitaciones pequen˜as (un dormitorio y un comedor). Los
muebles actuales estaban hechos principalmente de madera contrachapada, aunque
algunos elementos conten´ıan metal (por ejemplo, hab´ıa sillas de aluminio y una base de
colcho´n meta´lica). Las paredes ten´ıan 9 cm de grosor y estaban hechas de paneles de
yeso. Los pisos estaban hechos de hormigo´n ligero y estaban cubiertos de cera´mica, con
un espesor total de 15 cm. La distancia entre el transmisor y el receptor (NCAP y
TIM) nunca supero´ los 10 m, que generalmente es el ma´ximo admitido por el esta´ndar
de comunicacio´n.
En este caso los experimentos permitieron obtener las latencias de auto-registro y
telemetr´ıa tanto a nivel NCAP como cloud. La metodolog´ıa fue exactamente la misma
a la descrita anteriormente para el GATT server TIM en escenarios con l´ınea de vista
(LoS - Line of sight).
En aras de facilitar la comparacio´n de las me´tricas mencionadas en ambos escenarios
(LoS vs NoLoS), los resultados obtenidos anteriormente para GATT server fueron
consolidados junto con el escenario NoLoS en la tabla 4.7. Para ambos casos los
resultados mostrados son los promedios de la misma cantidad de ensayos en los diferentes
escenarios descritos.
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Tabla 4.7: Resultados de latencias para las me´tricas de auto-registro y temetr´ıa en escenarios
NoLoS.
Experimentos Latencia (Auto-registro) ( ms) Latencia (Telemetr´ıa) ( ms)
t1 (NCAP) t2 (Cloud) t3 (NCAP) t4 (Cloud)
BLE - GATT (LoS) 1700,79 2541,86 1040,29 1274,71
BLE - GATT (NoLoS) 3154,79 4523,21 1374,43 1618,93
Los experimentos de esta me´trica arrojan como resultados una diferencia de latencias
entre los niveles NACP y cloud de 1.36 s para auto-registro y 244.55 ms para telemetr´ıa.
Este u´ltimo incluso inferior a la media calculada para todos los TIM con LoS. Compa-
rando los dos escenarios LoS vs NoLoS, encontramos una latencia auto-registro para
NoLoS a nivel NCAP de 1.45 s superior al escenario LoS y de casi 2 segundos (1.98 s) a
nivel cloud. En cambio, para las latencias de telemetr´ıa a nivel NCAP y cloud fueron
similares con 334.14 ms y 344.22 ms superiores al escenario LoS.
No obstante, estos resultados para un escenario de NoLoS para BLE - TIM son
excelentes, considerando que se consiguio´ un ma´ximo de 4.52 s en la auto-registro ya a
nivel de la cloud y un mı´nimo de 1.37 s de latencia de telemetr´ıa a nivel NCAP. Lo que


















Figura 4.37: Escenario f´ısico para los experimentos sin l´ınea de vista (NoLoS).
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de NoLoS, con obsta´culos y ubicaciones al l´ımite de la cobertura BLE. Algunos de
estas aplicaciones pueden ser en Home Automation, con obsta´culos de paredes y losas,
muy bien demostrados en este experimento, como para Agricultura de precisio´n con
obsta´culos de follaje y plantas.
4.7.3. Ana´lisis de resultados
En la seccio´n anterior fue explicado con detalle co´mo realizar los experimentos necesarios
para obtener las me´tricas de latencia que permiten determinar el rendimiento de la
arquitectura propuesta para que los TIM puedan ser auto-detectados tanto a nivel de la
cloud en un t´ıpico a´mbito IoT como a nivel del NCAP, permitiendo incluso la posibilidad
de Fog computing. Conclusiones acerca de los resultados tambie´n fueron mostrados
despue´s de haber mostrado la metodolog´ıa para el ca´lculo de cada me´trica. No obstante,
en esta´ seccio´n analizaremos con mayor profundidad el impacto de las latencias totales,
vista desde la experiencia de un usuario para obtener de forma inmediata las mediciones
de los sensores desde el power-on de los TIM usados. Las latencias totales o absolutas
fueron calculadas desde el power-on de los TIM para ambos escenarios con LoS o NLoS
con las siguientes expresiones:
Total self-R time (NCAP o Cloud) = Self-R time + Self-C time (4.2)





La figura 4.38 muestra una comparacio´n de tales latencias totales para un escenario
LoS para los tres TIM utilizados en los experimentos (t1 a t4 son los tiempos definidos
previamente en la figura 4.34). Como se puede observar, las latencias totales de autorre-
gistro (t1 y t2 calculadas por la ecuacio´n 4.2) de los TIM de GATT y Ethernet son
similares, siendo esta u´ltima menor en solo 107.08 ms en la capa de NCAP.
Los hallazgos ma´s interesantes esta´n relacionados con las latencias de telemetr´ıa y se
destacan en la figura 4.38 con c´ırculos rojos. Para la latencia de telemetr´ıa total (t3
calculada por la ecuacio´n 4.3 en la capa NCAP ambos TIM BLE muestran los datos
del sensor ma´s ra´pido que la versio´n Ethernet (Eddystone es 120.08 ms ma´s ra´pido y
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GATT TIM, 218.75 ms ma´s ra´pido). En la capa cloud (t4 calculada por la ecuacio´n
4.3), el GATT TIM es 251.68 ms ma´s ra´pido que el TIM de Ethernet, a pesar de que
los experimentos se llevaron a cabo utilizando una cloud remota en Internet. Por lo
tanto, se puede concluir que la solucio´n de telemetr´ıa ma´s ra´pida corresponde a BLE
GATT TIM, tanto en NCAP como en capas de cloud, cuando el usuario solicita datos
desde un tele´fono inteligente en el mismo lugar donde esta´n los sensores o cuando los
recibe a trave´s de un control remoto navegador web.
Finalmente, la figura 4.39 compara las latencias totales del TIM del GATT en los
escenarios LoS / NLoS. Las latencias totales para Ethernet con LoS tambie´n se han
incluido.
Una vez ma´s, la solucio´n con el GATT TIM demuestra ser una buena solucio´n para
los escenarios NLoS IoT: como se puede observar a la vista de los valores dentro de los
c´ırculos azules, hay una diferencia de solo 115.39 ms en la capa NCAP y solo 92.54 ms
en la capa de la nube.
Otra conclusio´n interesante es que las soluciones basadas en Mobile Opportunistic
Fog (Mobo-Fog), no solo demuestran su factibilidad de uso en aplicaciones IoT reales,
sino su rapidez y flexibilidad, permitiendo el uso tanto de dispositivos BLE cla´sicos
(GATT server) como Eddystone beacons en aplicaciones de telemetr´ıa. Mobile Oppor-
tunistic Fog (Mobo-Fog), es un te´rmino bautizado por el autor, para aquellos NCAP
implementados en dispositivos mo´viles con la capacidad suficiente para llegar a una
Figura 4.38: Latencias totales de auto-registro y telemetr´ıa con l´ınea de vista (LoS).
4.8. Conclusiones 141
WSN y oportunistamente capturar la data de los sensores in situ, permitiendo la toma
de decisiones al usuario en tiempo real. Los resultados aqu´ı analizados, que muestran
a una Mobo-Fob ma´s ra´pida y dina´mica que las Classic Fog (basadas en conexiones
esta´ticas como el caso de Ethernet o Wi-fi) demuestran que estas sera´n cada vez ma´s
usadas en aplicaciones IoT.
4.8. Conclusiones
Como contribucio´n a la evolucio´n del IoT hacia la WoT, este cap´ıtulo presento´ una
arquitectura plug and play gene´rica, flexible, dina´mica y ra´pida basada en Virtual
TEDs que permiten la interoperabilidad de distintos tipos de motes (TIM), en cuanto
a hardware y medios de comunicacio´n. Y estos con el uso protocolos ligeros como el
LP4S logran auto-describirse, auto-registrarse, auto-configurarse y auto-calibrarse, de
forma ra´pida y eficiente. Los TED virtuales son guardados en bases de datos tanto en
el servidor como en los NCAP permitiendo realizar Fog computing a nivel de la WSN.
Tambie´n se presento´ como parte de la arquitectura propuesta, una aplicacio´n web de
monitoreo, residente en la cloud que permite entre otras funciones la gestio´n de sensores
Figura 4.39: Latencias totales de auto-registro y telemetr´ıa para ambos escenarios LoS y
NoLoS.
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y actuadores de forma remota, generando dashboards dina´micos auto-configurables y la
actualizacio´n de los para´metros de calibracio´n de los TEDS en tiempo real.
Para determinar el rendimiento del sistema propuesto, se evaluaron tres TIMs: dos
beacons BLE y un sensor inteligente basado en Ethernet en diferentes escenarios de LoS
y NLoS. Las pruebas midieron diversas latencias con el objetivo de evaluar objetivamente
la experiencia del usuario. Los resultados obtenidos muestran que el sistema es realmente
ra´pido para la mayor´ıa de los dominios de aplicacio´n, pudiendo auto-registrarse y auto-
configurarse en menos de 3 s sensores inteligentes colocados en Espan˜a incluso cuando
la nube estaba ubicada en Ecuador. En escenarios similares, el sistema puede mostrar
datos del sensor a usuarios remotos en menos de 2 s, lo que indica que un usuario puede
acceder ra´pidamente a la informacio´n del transductor.
Los resultados demostraron la superioridad integral del GATT server en te´rminos de
latencias totales, vistas como la experiencia del usuario en obtener datos del sensor lo
ma´s ra´pido posible desde que el TIM es energizado (powered-on). Se definio´ el te´rmino
de Mobile Opportunistic Fog y su tendencia de uso sobre los Classic Fog. Por u´ltimo la
arquitectura propuesta permite el uso de tecnolog´ıas emergentes como los Bluetooth
Low Energy Beacons y Physical web.
Cap´ıtulo 5
Trabajos Futuros y en Curso
5.1. Trabajos futuros segu´n tendencias tecnolo´gicas
En el cap´ıtulo 2 se analizo´ el estado del arte de los sistemas de telemetr´ıa y los
principales actores en el a´mbito del Internet de las cosas. Muchos de los cuales marcan
la tendencia tecnolo´gica actual y por ende el camino de los proyectos de investigacio´n mas
cercanos. Por tanto, una continuacio´n de nuestra investigacio´n se vera´ complementada
con las siguientes tendencias:
Redes de largo alcance: Los principales actores sera´n Lora, Sigfox y LTE. En
nuestra opinio´n, Lora tendra´ mayor impacto en los sistemas de telemetr´ıa de bajo
coste y con requerimientos de bajo consumo de potencia. Es por ello, que los
esfuerzos sera´n encaminados a construir redes tipo Lora en nuestro entorno, para
garantizar la ubicuidad tan deseada.
Redes de Corto alcance: Las redes tipo mesh dominara´n este sector, siendo
Bluetooth Mesh y Thread los que mayor presencia tendra´n en este mercado.
Por ejemplo, Bluetooth mesh permitira´ una fa´cil actualizacio´n del software en
dispositivos BLE desde la versio´n BLE 4.0. Adema´s BLE mesh ya forma parte de
las especificaciones de Bluetooth Low Energy lo cual garantiza su permanencia
al menos una de´cada ma´s en el mercado. La baja potencia de este tipo de red y
posibilidad de implementacio´n en hardware restrictivos es otro plus, que junto a
la seguridad an˜adida con encriptacio´n de mensajes de extremo a extremo sera´n
sin duda nuestra eleccio´n en proyectos futuros.
Hardware: Los dispositivos multi-protocolo sera´n la tendencia marcada en el
futuro. Nordic Semiconductor, seguira´ siendo nuestra eleccio´n mas cercana con su
nRF52840 que integra Bluetooth Low Energy 5.0, Thread, 802.15.4 y ANT en un
mismo SoC [263].
143
5.2. Proyecto de control de riego de una produccio´n de banano basado en IoT. 144
Integracio´n de redes: Los fabricantes optara´n no solo por el uso de dispositivos SoC
multi-protocolos, sino adema´s la integracio´n de mu´ltiples dispositivos y tecnolog´ıas
embebidas en un producto OEM final. Fipy [95], es un ejemplo cla´sico que integra
las 5 redes mas importantes del presente y futuro mas cercano. Sin duda nuestros
pro´ximos proyectos estara´n basados en Fipy.
Sistemas operativos y plataformas de desarrollo: En este sector muchos actores
seguira´n compitiendo por el mismo nicho de mercado sin avisorar un claro ganador.
No obstante los lenguajes de programacio´n en C, Node y Python sera´n los mas
usados por desarrolladores haciendo uso de plataformas como, m-bed [46], node-
red [45] y Pymark [264]. Pycom ha liberado su Pymark plugin y podra´ ser
integrado en los populares editores de co´digo Atom [265], Sublime [266], Visual
Studio Code [267] y PyCharm [268].
T´ıpicamente en trabajos de investigacio´n, la seccio´n de trabajos futuros es incluida
junto con las conclusiones del trabajo realizado. En este caso, hemos decidido ubicarlos
en un cap´ıtulo aparte, ya que al te´rmino de la redaccio´n de este documento fue lanzado
un nuevo proyecto de investigacio´n IoT. En este proyecto, se ha hecho uso de los
protocolos ligeros LP4S explicados en el cap´ıtulo 3, la arquitectura basada en VTED
mostrada en el cap´ıtulo 4, el sistema telemetr´ıa multipropo´sito propuesto en el cap´ıtulo
2 y algunas de las tendencias tecnolo´gicas antes mencionadas. En dicho proyecto, se
han logrado ya algunos resultados parciales relevantes. A continuacio´n, se exponen los
principales hitos conseguidos.
5.2. Proyecto de control de riego de una produccio´n de banano
basado en IoT.
En esta seccio´n daremos a conocer el alcance del proyecto denominado Control de riesgo
automatizado de una parcela de banano basado en el Internet de las Cosas, aprobado
con la Resolucio´n No.396/2016 [269] por el Consejo Universitario de la Universidad
Te´cnica de Machala. Teniendo como objetivo general, la de implementar un sistema de
riego automatizado en la plantacio´n de banano en la Granja Experimental Santa Ine´s
de la UTMACHALA, utilizando Internet de las Cosas para lograr un uso eficiente del
agua, manteniendo la productividad y un fruto sano.
Algunos de los objetivos espec´ıficos definidos fueron:
Realizar el levantamiento planime´trico de la granja con la plantacio´n de banano
objeto de estudio.
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Seleccionar los elementos del sistema de automatizacio´n: actuadores (Electrova´lvu-
las), sensores (Humedad, presio´n, etc.) y mo´dulos de comunicacio´n.
Disen˜ar el sistema de telemetr´ıa y definir la ubicacio´n de los elementos del sistema
en el plano de la plantacio´n objeto de estudio.
Disen˜ar y construir el sistema automatizado, software de control y monitoreo para
el riego del banano.
Realizar pruebas de laboratorio.
Implementar los componentes ele´ctricos, electro´nicos y comunicacio´n del sistema
de riego.
Instalar, configurar y validar el sistema final.
Este proyecto au´n esta en ejecucio´n y a continuacio´n sera´ mostrado el diagrama general
disen˜ado, ubicacio´n real de los componentes en la finca Santa Ine´s e instalacio´n de
electrova´lvulas y panel de control.
5.2.1. Diagrama general del sistema de telemetr´ıa del proyecto.
La figura 5.1, muestra el diagrama general del sistema de telemetr´ıa, el cual fue disen˜ado
en funcio´n de alguno de nuestros aportes como son la arquitectura de de telemetr´ıa
multipropo´sito basada en WSN, motes con protocolos ligeros embebidos que garanticen,
bajo consumo de potencia, baja latencia y calidad de servicio, sistema basado en TEDS
virtuales para el reconocimiento plug-and-play de sensores y actuadores y el uso de
dashboards dina´micos. En este caso, el dominio de aplicacio´n fue el de agricultura de
precisio´n y espec´ıficamente en cultivo de banano.
Para realizar el disen˜o del sistema de control mostrado en la figura 5.1, se comenzo´
con un diagno´stico del sistema de riego actual en la finca Santa Ine´s, ubicada en los
predios de la Unidad acade´mica de Ciencias Agropecuarias de la Universidad Te´cnica
de Machala. Un aspecto a destacar es que dicha finca experimental se encuentra en
produccio´n, es decir, el banano que se produce es exportado. El sistema de riego esta´
formado ba´sicamente por una bomba de agua, un pozo artesanal y cinco zonas de riego
con un respectivo plan de riego que permite regar ma´ximo dos zonas a la vez, en aras,
de mantener la presio´n necesaria en el extremo de las plumas de regad´ıo,de acuerdo al
caudal de agua disponible con las tuber´ıas instaladas existentes.
El control del paso de agua, au´n se lo realiza de forma manual, es decir, existe una llave
de agua por cada zona de riego y dos llaves maestras que divide en dos grandes secciones
a la finca mencionada. En una seccio´n se encuentran las zonas de riego 1 y 2 y en la
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otra las zonas de riego 3, 4 y 5. En nuestro disen˜o hemos concebido una electrova´lvula
por cada llave manual existente, para lograr una automatizacio´n efectiva del riego. En
la figura 5.1 estas zonas de riego esta´n representadas por recuadros sombreados y es
perfectamente reconocible la trayectoria del agua, desde el pozo, sacada e impulsada
por la bomba controlando las zonas a ser regadas por medio de cinco electrova´lvulas;
las cuales sera´n accionadas de forma manual, remota o automa´tica a trave´s de un Panel
de control, del cual hablaremos mas adelante.
El control automa´tico del riego, es decir la decisio´n de apertura o cierre de las elec-
trova´lvulas indicadas, se lo realiza a partir de la informacio´n de los sensores del sistema
IoT disen˜ado. Los sensores seleccionados fueron, sensores de humedad y temperatura
del suelo, sensor de presio´n de la bomba de agua, sensor de humedad y temperatura
ambiental. Es importante destacar que el disen˜o admite el ingreso de mas variables,
sean e´stas provenientes de sensores en tiempo real, ingresadas manualmente o tomadas















































Figura 5.1: Diagrama general sistema de control de riego basado en IoT.
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Los sensores de presio´n y estado clima´tico son le´ıdos directamente por el panel de
control, en cambio en cada zona de riego fue necesario colocar un mote con dos sensores
de humedad y temperatura del suelo. En la figura 5.1, solo se muestran dichos sensores
acoplados al mote 5 ubicado en la zona de riego 5 como ejemplo representativo de
las cinco de zonas de riego. Estos sensores deben ser colocados alrededor de la zona
radicular de la planta de banano, es decir uno casi en la superficie y el otro al finalizar
las ra´ıces de la planta, con el fin de garantizar un riego o´ptimo, utilizando el agua justa
y necesaria para conseguir un fruto de calidad. En la figura 5.2 podemos apreciar una
imagen de la ubicacio´n de ambos sensores en la tierra respecto a las ra´ıces de la planta
de banano.
Como motes o transductores inteligentes del sistema fue seleccionado al mo´dulo
Lopy4 [270] de Pycom que tiene integrada cuatro redes, LoRa, Sigfox, WiFi y Bluetooth,
de las cuales haremos uso de Lora para conectarse directamente a la cloud IotMach por
medio de un respectivo Gateway Lora y a su vez crear una mesh BLE redundante, como









Figura 5.2: Ubicacio´n de sensores de humedad y temperatura del suelo respecto a la zona
radicular.
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tiempo real de los sensores as´ı como la apertura y cierre de electrova´lvulas por medio
del Gateway Mo´vil basado en tele´fonos inteligentes Android, explicado en el cap´ıtulo 2.
Consiguiendo as´ı flexibilidad y redundancia en el sistema de telemetr´ıa, que derivara´n
en estudios posteriores comparativos de la eficiencia de ambas redes en este dominio de
aplicacio´n.
En nuestro disen˜o fue necesario incluir un panel de control, para conseguir la aceptacio´n
de la automatizacio´n por parte del agricultor, acerca´ndolo a una gestio´n centralizada
de la apertura y cierre de las electrova´lvulas de forma manual. El panel de control tiene
un disen˜o robusto industrial y dispone de un conjunto de botoneras, donde se puede
controlar el riego especifico de cada zona, as´ı como las llaves ma´ster. Adema´s de las
botoneras y asociadas a la experiencia del agricultor se an˜adio´ un display que permita
visualizar in situ el valor de las variables disponibles en el panel. Estas variables son la
presio´n de la bomba de agua y la temperatura y humedad ambiental. El cerebro del
panel de control esta´ formado por un Arduino Mega con un shield Ethernet instalado.
Con la ayuda de un banco de rele´s las salidas digitales del Arduino permitira´n el control
de cada electrova´lvula. Para conectar dicho panel a la cloud IoT se opto´ por implementar
una LAN extendida utilizando radio enlaces Nano Loco - M2, conectadas a la red IP del
servidor por un lado y al mo´dulo Ethernet shield insertado en el Arduino Mega, al otro
extremo. Esta LAN extendida no solo permitira´ la conexio´n del panel de control sino la
posibilidad de nuevos gateways de comunicacio´n de corto alcance que se implementen
en el futuro.
En la pro´xima seccio´n sera´n mostrados los resultados parciales que ser han podido
conseguir dentro de la ejecucio´n del citado proyecto. Ba´sicamente, sera´n mostradas las
instalaciones de algunos de los elementos adquiridos para la implementacio´n del sistema
de control de riego explicado anteriormente.
5.3. Resultados parciales
Dando cumplimiento a uno de los objetivos espec´ıficos del proyecto se definio´ la
ubicacio´n de los elementos del sistema en el plano de la plantacio´n objeto de estudio.
La figura 5.3 muestra una vista superior de la plantacio´n de banano de la finca Santa
Ine´s donde se esta ejecutando el proyecto de control de riego automatizado.
Para una percepcio´n real del sistema se utilizo´ una imagen actualizada de Google
Maps de la ubicacio´n de la finca en la ciudad de Machala, provincia de El Oro, Ecuador.
Sobre dicho mapa 3D, se muestran las zonas reales de riego, ubicacio´n de los motes por
zona y la presencia de una caseta de control de bomba ubicada al lado del pozo de agua
y en su interior se encuentra la bomba propiamente dicha y el panel de control. Como
se puede observar en dicha imagen, las zonas de riego se encuentran separadas por una
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carretera de acceso a la Unidad de ciencias agropecuarias, motivo por el cual las llaves
ma´ster separan en dos secciones las zonas de riego, en el lado derecho de la carretera
se encuentras las zonas 1 y 2 y del lado izquierdo las zonas 3, 4 y 5 respectivamente.
Tambie´n existe otra carretera que divide la zona cultivada con el campus universitario,
donde en uno de sus edificios se encuentra instalado el servidor IoTMach. Encima de la
caseta de la bomba y del edificio donde se encuentra el servidor fueron instaladas las
antenas para crear la LAN extendida. El servidor adquirido se muestra en la figura 5.4.
En la figura 5.5 a) se muestra la parte exterior de la caseta de control de bombeo,
donde se destaca en su techo la antena del Nanoloco-M2 con tecnolog´ıa Airmax como
uno de los extremos de la LAN extendida incluida en el disen˜o. En la figura 5.5 b), se


























Figura 5.3: Vista superior de Google Maps de la finca Santa Ines.
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junto a la bomba de agua y en la figura 5.5 c) se puede apreciar el sistema de conexiones
internas del panel de control.
Por u´ltimo, se muestra como resultado parcial la instalacio´n de uno de los actuadores
ma´s importantes de un sistema de riego como son las electrova´lvulas, las cuales fueron
instaladas en paralelo con las llaves manuales ya existentes en la finca. En la figura 5.6









Figura 5.5: Caseta de control de la bomba de agua.






Figura 5.6: Instalacio´n de una electrova´lvula en campo.
a) se muestran el instante cuando la tuber´ıa principal fue cortada para poder insertar
una T y lograr tener en paralelos ambas opciones, manual o controlada. En la figura
5.6 b) se muestra la conexio´n en paralelo de dicha electrova´lvula antes de ser protegida
con paredes de hormigo´n como se aprecia en la figura 5.6 c).
5.3. Resultados parciales 152
Cap´ıtulo 6
Conclusiones
El objetivo principal de esta tesis es el disen˜o y desarrollo de un sistema de telemetr´ıa
multipropo´sito que obtengan variables de un proceso en tiempo real y las guarde en
una Cloud Computing para el Internet de las Cosas. La red de sensores inala´mbricos
formada por motes deben ser programados con protocolos ligeros que permitan su
integracio´n al sistema de telemetr´ıa de forma plug & play. La arquitectura IoT que se
proponga debe hacer uso de esta´ndares de comunicacio´n y descripcio´n del mote que
facilite la interconexio´n con todo tipo de redes a nivel IP de forma o´ptima en cuanto a
latencia, consumo de energ´ıa y calidad de servicio.
6.1. Conclusiones de cada cap´ıtulo
Esta seccio´n presenta las principales conclusiones del trabajo e investigaciones derivadas
de cada cap´ıtulo. Los cuales a su vez, esta´n basados en las publicaciones cient´ıficas
logradas como producto de nuestra investigacio´n.
6.1.1. Sistema de telemetr´ıa
En este cap´ıtulo se propuso un sistema de telemetr´ıa multi-propo´sito IoT teniendo
en cuenta la heterogeneidad actual de las tecnolog´ıas involucradas en los dominios de
sensores, red y aplicaciones. Dentro de la arquitectura general propuesta se propone la
interconexio´n de diferentes tipos de redes, corto y largo alcance, motes aislados y LAN
extendida por medio del protocolo MQTT.
Diferentes escenarios de acceso a la cloud son analizados, exponiendo la flexibilidad y
escalabilidad de dicha arquitectura. Por u´ltimo se muestra un ejemplo de implementacio´n
de un testbed IoT, desarrollando firmware para motes BLE y un gateway basado en
tele´fono inteligente con sistema operativo Android.
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Previamente, se analizo´ el concepto de telemetr´ıa, su presencia en los sistemas SCADA
y DSC, as´ı como la evolucio´n de estos hasta llegar a conceptos actuales de Industria
4.0, IIoT e IoE. Luego, se reviso´ el estado del arte de cada dominio, comenzando
por sensores, actuadores, transductores inteligentes y tecnolog´ıas de comunicacio´n,
mostrando ejemplos comerciales representativos de cada uno, para que sirva como gu´ıa
o punto de partida en la implementacio´n de sistemas de telemetr´ıa IoT actuales. El
estado del arte del gateway y diferentes modelos de despliegue de cloud computing aqu´ı
mostrados, ofrecen tambie´n una gu´ıa ra´pida de eleccio´n de plataformas IoT actuales
disponibles en el mercado.
6.1.2. Protocolos ligeros
En este cap´ıtulo se presento´ la familia de protocolos ligeros LP4S (Lightweight Protocol
for Sensors), la cual constituye uno de los principales aportes de este trabajo. LP4S
fue disen˜ado para ser usado en aplicaciones IoT fundamentalmente, por tanto, este
es capaz de proporcionar comunicaciones de baja latencia y bajo consumo de energ´ıa.
Adema´s, permite la auto-deteccio´n y auto-registro de un mote a trave´s de mecanismos
plug-and-play, para sistemas de telemetr´ıa IoT. La familia LP4S esta´ formada por
los protocolos LP4S-6 (Lightweight Protocol for Sensors-Six), LP4S-X (Lightweight
Protocol for Sensors-Extended) y LP4S-J (Lightweight Protocol for Sensors-JSON).
Este u´ltimo dispone a su vez de los subprotocolos LP4S-JC (Lightweight Protocol for
Sensors-Json Configuration), LP4S-JR (Lightweight Protocol for Sensors-Json Read)
y LP4S-JW (Lightweight Protocol for Sensors-Json Write), que an˜aden robustez a la
gestio´n de sensores y actuadores.
En dependencia de los recursos del procesador del mote usado, se debe utilizar el
protocolo mas adecuado. Por ejemplo, LP4S-J, permite describir al mote haciendo uso
de mensajes del tipo JSON, los cuales pueden ser perfectamente en motes con cierta
capacidad de procesamiento y memoria. En cambio, cuando se dispone de hardware
restrictivo de estos recursos se recomienda el uso del protocolo LP4S-6, el cual permite
describir en solo 6 bytes al mote, haciendo uso de un eficiente algoritmo. Para motes
ubicados en un punto intermedio de los ya mencionados, se recomienda al protocolo
LP4S-X, que es una extensio´n del LP4S-6, facilitando la programacio´n del firmware del
mote y legibilidad de la mensajer´ıa.
Para determinar que´ tipo de conectividad es la mejor opcio´n para ser utilizado en
diferentes contextos y aplicaciones, se llevaron a cabo varios experimentos. Donde se
demostro´ la viabilidad de uso del protocolo LP4S-6, embebido en un beacon Bluetooth
Low Energy comercial Eddystone. Comparativamente con los beacons basados en GATT
server, los resultados demostraron la superioridad de la solucio´n propuesta con LP4S-6
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en te´rminos de consumo de energ´ıa y latencia cuando varios usuarios esta´n conectados a
un mote. Por otra parte, los resultados tambie´n sugirieron el uso del protocolo LP4S-6
para escenarios en los que la latencia no era una restriccio´n, pero el bajo consumo de
energ´ıa era esencial.
Finalmente, es importante mencionar que, aunque la familia protocolo fue desarrollada
y probada dentro de un protocolo restrictivo como los beacons Eddystone, tambie´n
puede implementarse en otros dispositivos IoT similares, proporcionando comunicaciones
eficientes y ra´pidas.
6.1.3. TEDS virtuales
Como contribucio´n a la evolucio´n de IoT hacia WoT, este cap´ıtulo presento´ una
arquitectura plug-and-play gene´rica, flexible, dina´mica y ra´pida basada en IEEE 21451
VTED, que permite la interoperabilidad de diferentes tipos de transductores inteligentes
en te´rminos de hardware y interfaces de comunicacio´n. Estos VTEDS, gracias al uso
de protocolos livianos como LP4S, son capaces de auto-describirse, auto-registrarse,
auto-configurarse y calibrar automa´ticamente transductores inteligentes de forma ra´pida
y eficiente.
Este cap´ıtulo aporta con el disen˜o de una arquitectura basada en VTEDs y una herra-
mienta de monitoreo web intuitiva, que es capaz de administrar sensores y actuadores
de forma remota, generar dashboards dina´micos auto-configurables o actualizar los
para´metros de calibracio´n de los VTEDS en tiempo real. Para determinar el rendimiento
del sistema propuesto, se evaluo´ en diferentes escenarios con l´ınea de vista (LoS -Light of
Sigh) y sin l´ınea de vista (NLoS - Non Light of Sigh) al hacer uso de tres TIMs (Trans-
ducer Interface Module): dos beacons BLE y un sensor inteligente basado en Ethernet.
Las pruebas midieron diversas latencias con el objetivo de evaluar objetivamente la
experiencia del usuario. Los resultados obtenidos muestran que el sistema es realmente
ra´pido para la mayor´ıa de los dominios de aplicacio´n, pudiendo auto-registrarse y
auto-configurarse en menos de 3 segundos sensores inteligentes colocados en Espan˜a
incluso cuando la cloud estaba ubicada en Ecuador. En escenarios similares, el sistema
puede mostrar datos del sensor a usuarios remotos en menos de 2 segundos, lo que
indica que un usuario puede acceder ra´pidamente a la informacio´n del transductor.
6.1.4. Trabajos futuros
En este cap´ıtulo se presentaron las principales tendencias tecnolo´gicas en el campo de
la telemetr´ıa basada en IoT, que estara´n en la mira de nuestros pro´ximos proyectos
y de la comunidad cient´ıfica en general. Las tendencias mostradas esta´n enfocadas en
tecnolog´ıas ya disponibles para redes de largo alcance, redes de corto alcance, hardware
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de los transductores inteligentes basados en dispositivos multi-protocolos con integracio´n
de mu´ltiples redes de comunicacio´n, sistemas operativos, lenguajes de programacio´n y
plataformas de desarrollo para firmwares de los motes.
Por u´ltimo, fueron mostrados tanto el disen˜o como los avances parciales de un proyecto
de investigacio´n au´n en ejecucio´n, dirigido al dominio de aplicacio´n de agricultura de
precisio´n y espec´ıficamente en el control de riego de una produccio´n de banano en una
granja experimental. El diagrama general del sistema de control de riego mostrado aqu´ı,
hace uso de los principales aportes cient´ıficos de esta tesis, como son la creacio´n de
redes WSN, basados en dispositivos multi-protocolos, multi-redes, mesh-Bluetooth Low
Energy, LAN extendida, arquitectura plug-and-play con VTEDS y uso de la familia de
protocolos ligeros LP4S en diferentes dominios IoT. Adema´s se mostraron la ubicacio´n
real de los componentes mencionados en una imagen 3D de Google maps, instalaciones
de electrova´lvulas y panel de control en campo. Un panel de control fue introducido
para conseguir entre otros motivos una transicio´n aceptable por parte del personal
agr´ıcola de un control de riego automatizado.
6.2. Produccio´n cient´ıfica
Como resultado del trabajo realizado durante el desarrollo de esta tesis, se han
conseguido diferentes hitos de produccio´n cient´ıfica que se detallan a continuacio´n.
6.2.1. Participacio´n en Proyectos de Investigacio´n
La investigacio´n realizada para esta tesis ha contribuido a los siguientes proyectos:
Proyectos culminados:
• Implementacio´n de un gateway gene´rico en dispositivos mo´viles Android para
monitoreo y control de una WSN. 2017. (RES-390/2017) [271]
• Sistema de telemetr´ıa multipropo´sito basado en una red de sensores inala´mbri-
cos para el Internet de las cosas (IoT). 2017.(RES-607/2016). [272]
Proyectos en curso:
• Smart Campus. (RES-362/2017) [273].
• Control de riego automatizado de una parcela de banano con el Internet de
las cosas. (RES-396/2016) [269].
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6.2.2. Publicaciones
Los contenidos de la tesis han sido publicados en las siguientes revistas especializadas
y foros.
6.2.2.1. Revistas JCR
1. Dixys L. Herna´ndez Rojas, Tiago M Ferna´ndez-Carame´s, Paula Fraga-Lamas and
Carlos J Escudero. Design and practical evaluation of a family of lightweight proto-
cols for heterogeneous sensing trough BLE beacons in IoT telemetry applications.
Sensors. 2017, 18, 1. Impact factor 2016: 2.677 (Q1/T1 10/58 INSTRUMENTS
& INSTRUMENTATION).
2. Dixys L. Herna´ndez Rojas, Tiago M Ferna´ndez-Carame´s, Paula Fraga-Lamas and
Carlos J Escudero. A Plug-and-Play Human-Centered Virtual TEDS Architecture
for the Web of Things. Sensors. 2018, 18, 2052. Impact factor 2016: 2.677 (Q1/T1
10/58 INSTRUMENTS & INSTRUMENTATION).
3. Jordi Duran-Pesantez, Dixys Herna´ndez-Rojas, Bertha Mazon-Olivo, Carlos J.
Escudero, Ivan Ramirez-Morales and Patricio Quizhpe-Cordero. Detection of
feeding behavior in fish, using a low-cost hydroacoustic signal processing-based
system. To be published in Aquaculture. 2018. Impact Factor 2016: 2.57 (Q1)
4. Bertha Mazon-Olivo, Alberto Pan Bermudez, Dixys Herna´ndez-Rojas and Hernan
Maza-Salinas Rules Engine and Complex Event Processor in the Context of
Internet of Things for Precision Agriculture.To be published in Computers and
Electronics in Agriculture. 2018. Impact Factor 2016: 2.201 (Q1)
6.2.2.2. Revistas SJR
1. Dixys Hernandez-Rojas, Bertha Mazon-Olivo, Jhonny Novillo-Vicun˜a, Gustavo
Belduma-Vacacela and Carlos J Escudero. Iot Android gateway for monitoring
and control a WSN. In Communications in Computer and Information Science,
Proceedings of the Third International Conference on Technologies Trends, Springer
2018; Volume 798, pp. 18-32. Impact factor 2016: 0.162 (Q3/T2 COMPUTER
SCIENCE (MISCELLANEOUS)).
6.2.2.3. Congresos Internacionales
1. Dixys Hernandez-Rojas. Impacto del Internet de las Cosas en los mercados.
Publicado en las memorias del II Congreso Internacional de Economı´a: El fomento
de la competencia, innovacio´n y mercado. Machala, Ecuador, 28-30 Octubre 2015.
6.2. Produccio´n cient´ıfica 158
2. Dixys Hernandez-Rojas. Internet de las cosas: Estado del arte. Publicado en
las memorias del II Congreso Internacional de Ciencia y Tecnolog´ıa UTMACH.
Machala, Ecuador, 23-25 Noviembre 2016.
3. Dixys Hernandez-Rojas, Bertha Mazon-Olivo, Jhonny Novillo-Vicun˜a, Jessenia
Zaruma-Villo´n. Repositorio Digital Tema´tico para grupos de I+D+i en el a´mbito
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