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The torsional oscillator (TO) experiments of Kim and Chan have been princi-
pally interpreted as providing evidence that solid helium-4 (4He) undergoes a
transition below 100 mK to the ’supersolid’ state of matter, so called because of
the coexistence of superﬂuid behavior and other properties usually attributed
to the solid phase. In this dissertation, we report on experiments that were de-
signed to study particular aspects of the behavior of solid 4He that were difﬁcult
to reconcile with the traditional picture of superﬂuidity. In the ﬁrst set of experi-
ments, motivated by a number of proposals that solid 4He could contain a com-
ponent that behaves as a structural glass, we study the relaxation of a torsional
oscillator containing solid 4He. We show that the relaxation time to thermal per-
turbations in both the resonant frequency f and the dissipation Q−1 lengthens
as T → 0. This lengthening of the relaxation time is unexpected for superﬂuids,
but may be evidence for the presence of a glassy component. In the second set
of experiments, we employ a new technique to map efﬁciently the temperature
and velocity dependence of the TO frequency shift and dissipation. The moti-
vation for these experiments was the surprising result that the ’critical velocity’
of the supersolid 4He was of the order of 10  m/s, some three to six orders of
magnitude smaller than typical critical velocities in superﬂuid 4He. We ﬁnd a
remarkable symmetry of both f and Q−1 along the temperature and velocity
axes, and the dependence of the TO resonant frequency and dissipation on ve-
locity was dissimilar to any known critical velocity behavior in superﬂuid 4He.This leads us to propose that the same excitations of the 4He solid generated by
temperature might also be generated by agitation of the solid.BIOGRAPHICAL SKETCH
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xiCHAPTER 1
INTRODUCTION TO SUPERFLUID AND SOLID 4HE
Helium, in both of its stable isotopic forms, is remarkable because its low
temperature behavior is unique among the elements. It is the only element that
becomes a superﬂuid at atmospheric pressure and the only element that resists
forming a solid at zero temperature, even under pressures up to 25 bar and
compressions of up to 16%. In the century since the ﬁrst liquefaction of he-
lium in 1908 by Kamerlingh Onnes and the discovery of superﬂuidity in 1938
by Kapitza [68] and (independently) by Allen and Misener [2], we have repeat-
edly been astonished at new phenomena not observed anywhere else in nature
- at least in the version of nature that we can reproduce in the laboratory. The
subject of this dissertation is perhaps the most startling of the low-temperature
properties of helium discovered in the last quarter-century, namely the possibil-
ity that superﬂuid ﬂow can exist within the solid. This is the “supersolid” state
of matter, ﬁrst proposed some forty years ago [11] yet only reported to have
been manifested experimentally in the past ﬁve years in spite of a long history
of experimental searches.
This introductory chapter will review the dominant role of the quantum me-
chanics underlying the unique low-temperature behavior of 4He, the circum-
stances governing the appearances of the solid and superﬂuid phases, and a
brief history of the proposals and searches for supersolidity. It will also review
the pivotal experiments of Kim and Chan [72] that reignited interest in the ﬁeld,
the most important experiments that have since been undertaken, some modern
theories of the supersolid state most relevant to this work, and the state of the
ﬁeld that led us to the experiments described in this dissertation.
11.1 Basic Properties of Solid 4He
Crystalline solids are conveniently descibed by atoms (or groups of atoms form-
ing a basis) localized at the sites of a periodic lattice (the Bravais lattice), which
are separated by a distance a, typically a few angstroms. Many of the properties
of the solid can be understood in terms of the vibrations of the atoms around
their idealized positions at the sites of the lattice. In particular, this idea lends
itself nicely to the idea of the melting of a crystal. When the rms amplitude
of the vibrations ∆rrms =
 
 ∆r2  becomes of the order of the lattice constant
a, because, for example, the temperature of the solid has been raised at ﬁxed
pressure, it hardly makes sense to talk about the localization of the atoms and
equivalently one can say that the solid has melted. The well-known Lindemann
criterion for classical meltingsays that asolid should meltwhen ∆rrms/a ≃ 0.15.
However, X-ray scattering has shown that vibrations in solid 4He, due to the the
quantum-mechanical zero-point motion (ZPM) of the atoms, can be up to 25%
of the lattice spacing [30].
Whenquantummechanicsbecomesimportantatlowtemperatures, theZPM
joins the variables temperature and pressure in determining the criteria under
which a solid will form. A numerical measure of the importance of the ZPM for
a particular element is the (dimensionless) de Boer parameter
Λ =
h
σ
√
mǫ
.
The quantity h/
√
mǫ is the de Broglie wavelength of a free particle of energy ǫ
and σ is the size of the particle or the range of interaction between two particles,
both within factors of order unity. For the noble gases, a good approximation
to the parameters ǫ and σ come from the Lennard-Jones (L-J) potential between
2Table 1.1: Some characteristics of the noble gases
element ǫ (K) σ (angstrom) m (amu) Λ
Xe 221 4.10 131.3 0.063
Kr 171 3.60 83.8 0.101
Ar 120 3.41 39.9 0.186
Ne 35.6 2.75 20.2 0.593
4He 10.2 2.56 4.0 2.68
3He 10.2 2.56 3.0 3.08
Data are from [121].
two particles separated by a distance r:
uLJ(r) = 4ǫ
  σ
r
 12
−
 σ
r
 6 
. (1.1)
Table 1.1 shows for a few of the noble gases the values of ǫ and σ as calculated
from the L-J potential1, their masses, and the de Boer parameter for each ele-
ment. The helium isotopes are the most weakly interacting of the noble gases
as well as the lightest, two factors that conspire to allow the largest ZPM and
greatest degree of quantum effects. A striking consequence of the large zero-
point motion of helium is the fact that it does not solidify under its own vapor
pressure as T → 0; the following argument due to F. London, involving the
competition between estimated potential energies (such as Eq. 1.1) and zero-
point energies of the solid and liquid phases of helium, is a clear way to see
why this is so and by what criterion helium will solidify if held under elevated
pressures [82, 121].
London’s estimates of the potential energies of the liquid and solid phases,
based on a particular interaction potential from [124], are shown in Fig. 1.1(A)
as a function of the molar volume V of the respective phase. His estimate for the
zero-point energy is also shown, based on a simple interpolation formula given
in Chapter 20 of [121]. The stable phase will be the one for which the (molar)
1These are determined, for example, from the temperature dependence of the second virial
coefﬁcient [121].
3Gibbs free energy G = U − TS + PV is a minimum; at T = 0 this reduces to
the condition that the enthalpy H = U + PV be a minimum. For zero external
pressure, P = 0, the condition is that the internal energy U is a minimum, where
both the interatomic potential and zero-point energy contribute to U. In the
absence of the zero-point energy, it is clear from Fig. 1.1(A) that the stable phase
at T = 0 would be a solid with a molar volume of about 11cm3. The addition
of the zero-point energy, however, modiﬁes the internal energy curves of the
solid and liquid to those shown in Fig. 1.1(B), where now the stable phase is the
liquid, of molar volume 28cm3, indicated by a ﬁlled circle on the liquid curve.
If we now increase the external pressure, we decrease the molar volume of
the liquid (solid) to a new value V∗
ℓ (V∗
s ), indicated by ﬁlled squares in Fig.
1.1(B), and the total internal energy U increases accordingly. Because P is no
longer equal to zero, the condition for thermodynamic equilibrium is now that
the ground state enthalpy U + PV be a minimum. At the new molar volumes
V∗
ℓ and V∗
s , the equations of the lines tangent to the U(V) curves at these points
are
U − V  
 
∂U
∂V
 
V∗
ℓ
= kℓ (liquid)
U − V  
 
∂U
∂V
 
V∗
s
= ks (solid)
where kℓ and ks are the intercepts of the two tangent lines with the line V = 0
(the y-intercepts). Since (∂U/∂V) is equal to −P, the condition that U + PV
be minimum results in a simple criterion for which of the phases will be the
stable one under pressure: the stable phase will be the liquid for kℓ < ks and the
solid for ks < kℓ. This is true for P = 0, where the tangents to the minima
of the U(V) curves are ﬂat and the liquid is the stable phase (ﬁlled circles).
As we increase the pressure (and decrease the molar volume) the slopes of the
40 5 10 15 20 25 30 35
−150
−100
−50
0
50
100
12 14 16 18 20 22 24 26 28 30 32
−20
−15
−10
−5
0
5
10
Molar volume V (cm3 / mol)
Molar volume V (cm3 / mol)
solid liquid
zero-point energy
solid liquid
T
o
t
a
l
 
i
n
t
e
r
n
a
l
 
e
n
e
r
g
y
 
U
 
(
c
a
l
 
/
 
m
o
l
)
E
n
e
r
g
y
 
(
c
a
l
 
/
 
m
o
l
) potential energy
A
B
Vs*
Vl*
Vs
(m)
Vl
(m)
Us(V) Ul(V)
Figure 1.1: Potential, zero-point and total internal energies of the liquid and
solid phases of 4He.
(A) Potential and zero-point (molar) energies as a function of the molar volume
V, from a calculation by F. London. (B) Total internal energies Uℓ and Us of the
liquid and solid phases, obtained by adding the two energies from (A). The
stable phase at P = 0 is the liquid, as seen by comparing the minima of Uℓ and
Us (ﬁlled circles). Increasing the pressure decreases the molar volume of each
phase through the intermediate volumes V∗
ℓ and V∗
s and eventually to the
values at the melting curve V
(m)
ℓ and V
(m)
s , where the two curves share a
common tangent (black straight line). Figure reproduced from [121].
5two tangents increase, the slope of Uℓ(V) increasing more rapidly than that of
Us(V). With increasing pressure, the molar volumes pass through V∗
ℓ and V∗
s
and eventually they reach the values indicated by the ﬁlled stars in Fig. 1.1(B),
where the tangent lines have the same equation, kℓ = ks, and the solid and
liquid phases are both stable. This occurs at the melting pressure, roughly 25
bar at T = 0, and the values V
(m)
ℓ = 24.5cm3 and V
(m)
s = 18.0cm3, which are
close to the measured values 23.3cm3 and 21.2cm3, respectively. For pressures
higher than this, ks < kℓ, and the solid is the stable phase.
The large ZPM also means that there is a large overlap of the atomic wave-
functions centered on each lattice site and there is a corresponding larger prob-
ability of tunneling between sites. This idea will be of central importance when
we discuss the motion of defects (vacancies and interstitials) within the helium
crystal. It was the idea that lattice vacancies in 4He, themselves obeying Bose-
Einstein statistics, could Bose condense at low enough temperatures and pos-
sess the property of superﬂuidity that was at the heart of the original proposals
of the supersolid state. This will be discussed further in Sec. 1.3.1.
Helium-4 was ﬁrst solidiﬁed in 1926 by W. H. Keesom at the famous Kamer-
lingh Onnes low-temperature physics laboratory at Leiden. The solid exists in
three crystallographic phases, shown in the phase diagram of Fig. 1.2, forming
the hcp phase for the majority of temperatures and pressures reported in this
dissertation and the bcc phase for a narrow window close to the melting curve
at relatively high temperatures. The third phase, the fcc phase (not shown in
Fig. 1.2), occurs at extremely high pressures (above 1000 bar) and temperatures
adjacent the melting curve.
Solid 4He has several other interesting properties because of the large contri-
6Figure 1.2: Phase diagram of 4He.
Two of the the three allotropic phases of solid 4He are shown (hcp and bcc); the
fcc phase occurs at much higher pressures (>1000 bar). The lambda
temperature, Tλ(P), divides the superﬂuid phase from the normal ﬂuid.
bution of the zero-point energy to its total internal energy. One is that the atoms
continue to have large average vibrations around their equilibrium positions,
up to 25% of the interatomic spacing [30]2. This is accompanied by a large mo-
lar volume and a very high compressibility, which makes it possible to study
the solid at a range of densities. It has a correspondingly low shear modulus
and low sound speeds, as well as a high thermal conductivity. Solid 4He read-
ily forms very nice single crystals, which may be a reason that researchers were
initially resistant to the idea that solid 4He could be incommensurate (i.e. that
there could be a different number of atoms and lattice sites).
Liquid 4He also possesses a large zero-point energy, but its ZPE is in fact
smaller than that of the solid, contrary to Fig. 1.1. Le Pair et al. suggested
2This should be compared to the classical Lindemann criterion for melting, which, as men-
tioned previously, says that a solid should melt when ∆rrms/a ≃ 0.15
7a simple reason why this might be so: the liquid is better approximated by a
random close-packed (rcp) conﬁguration, which has a coordination number of
8, in contrast to a coordination of 12 in the hcp arrangement of the solid. A 4He
atom iscorrespondingly more tightly conﬁnedinthesolid andhasahigherZPE.
At external pressures less than 25 bar, the normal liquid undergoes a second-
order phase transition to the superﬂuid state at a temperature Tλ, named for the
λ-shape of the divergence in the speciﬁc heat. The temperature Tλ is weakly
pressure dependent and goes from 2.17 K at zero pressure to 1.81 K where it
meets the melting curve at 29 bar. The properties of this unique phase of matter
will be discussed in the next section.
1.2 Basic Properties of Superﬂuid 4He
The phenomenology ofsuperﬂuid 4He isincredibly rich and unique. Superﬂuid
4He exhibits persistent mass currents, the fountain effect, quantized vorticity,
second, third and fourth sound, and the Josephson effect, among many others.
Solid 4He, if it is indeed a supersolid, has yet to exhibit any of these phenomena.
The discovery of behavior in the solid analogous to anyone of these phenomena
would constitute a dissertation project in its own right, and so in this introduc-
tion to superﬂuid 4He we shall be quite selective in our treatment and discuss
only properties of the superﬂuid that have been addressed by the experiments
on solid 4He in the last ﬁve years. For a comprehensive treatment of the proper-
ties of superﬂuid 4He, Wilks [121] or Tilley and Tilley [112] are good resources.
A more basic, but more modern, treatment can be found in Annett [13].
81.2.1 Two-Fluid Model and Condensate Wavefunction
An appropriate place to start the discussion of superﬂuid 4He in this disserta-
tion is the original torsional oscillator (TO) experiment of Andronikashvili [12].
His apparatus consisted of a stack of closely-spaced disks that could oscillate
about the axis of a torsion ﬁber. He found that when immersed in superﬂuid
helium, a fraction of the helium atoms were dragged along by the disks (the
normal component of mass density ρn) and a fraction were not (the superﬂuid
component of mass density ρs)3. The result of this famous experiment is shown
in Fig. 1.3. The separation of the behavior of superﬂuid 4He into the indepen-
dent hydrodynamics of a viscous normal component and a viscosity-free super-
ﬂuid component is a convenient (but not entirely accurate) description origi-
nally proposed by Tisza based on the ideas of London [83, 113], and this “two-
ﬂuid model” has inextricably informed the vocabulary of superﬂuid physics. It
should be emphasized, however, that although the two-ﬂuid model describes
the behavior of superﬂuid 4He as if it were a mixture of two independent ﬂuids,
the normal and superﬂuid components cannot be physically separated into two
independent ﬂuids, even in principle.
For superﬂuid 4He, the temperature dependence of the superﬂuid fraction
ρs/ρ is known experimentally in the limits T → 0 and T → Tλ. It is found that
ρs(T)/ρ = 1− AT4
for T → 0, where ρ is the total ﬂuid density (roughly temperature independent
between T = 0 and T = Tλ [46]). The superﬂuid fraction approaches unity as
T → 0, and 4He is almost entirely superﬂuid by about 1 K. At the other extreme,
3This is because the spacing of the disks, about 210  m, is much smaller than the viscous
penetration depth
 
2η/ρω of the normal ﬂuid for the operating frequency of the experiment
(about [30s]−1 = 0.03 Hz).
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Figure 1.3: Superﬂuid and normal ﬂuid fraction in liquid 4He.
The dashed curve shows the superﬂuid fraction ρs/ρ and the solid curve
shows the normal fraction ρn/ρ = 1− ρs/ρ, reproduced from data in [46]. The
triangles are the data from Andronikashvili’s experiment, reproduced from
[121].
as T → Tλ, the superﬂuid fraction vanishes as a power law:
ρs(T)/ρ =

  
  
B(Tλ − T)
ν , T < Tλ
0, T < Tλ
where ν ≈ 0.67.
Superﬂuid 4He is a strongly interacting quantum ﬂuid, so that a mean-ﬁeld
approach to the solution for its ground state is not appropriate, as it is for dilute
(and weakly interacting) atomic gases, for which one can quite effectively em-
ploy the Gross-Pitaevskii equations. Nevertheless, superﬂuid 4He is believed to
have a BEC in its ground state, an idea ﬁrst proposed by F. London [83], and
despite the fact that no exact analytic expression has been written down for the
ground state of superﬂuid 4He due to the strong interactions, quantum Monte
10Carlo simulations conﬁrm the existence of a BEC [32].
The N-particle Hamiltonian appropriate to an interacting Bose system such
as 4He, with no external potentials4, is
H = ∑
i=1...N
−
¯ h2
2m
∇2
i + ∑
i,j=1...N,i =j
1
2
u(ri − rj) (1.2)
where u(r) is the interaction potential between two particles, given, e.g., by Eq.
1.1. Let us assume that we are at T = 0 and therefore in the many-body ground
state Ψ0(r1,r2,...rN), which obeysthe Schr¨ odingerequation HΨ0 = E0Ψ0, where
E0 is the ground-state energy. The bosonic nature of the particles is captured
by the requirement of the proper symmetrization of Ψ0 with respect to the ex-
change of particle coordinates ri ↔ rj. For the non-interacting Bose gas in a
volume V at T = 0, all of the N particles (of number density n = N/V) occupy
the same single-particle (zero-momentum) state ψ0(r), and we can write
Ψ0(r1,r2,...rN) = ψ0(r1)ψ0(r2)...ψ0(rN) (non − interacting) (1.3)
For the interacting Bose system, this factorization cannot in general be per-
formed. Moreover, not all of the particles, but rather a macroscopic fraction
N0/N, occupy the zero-momentum state ψ0(r). How is N0 (or the number den-
sity n0 = N0/V) deﬁned in the interacting case? Let us compare the more trans-
parent results for the non-interacting case. It is useful to deﬁne the one-particle
density matrix ρ1,
ρ1(r1 − r′
1) ≡ N
ˆ
Ψ∗
0(r1,r2,...,rN)Ψ0(r′
1,r2,...,rN)dr2...drN,
which is a correlation function of the many-body wavefunction obtained by av-
eraging over all particle coordinates save r1 and r′
1. For the non-interacting case,
4It is, of course, the presence of external potentials that allows coupling between 4He and the
walls of its container and therefore the transmission of torques from the torsional oscillator to
the interior of the 4He sample. An example of such an interaction is given by Eq. 1.15.
11with Ψ0 given by Eq. 1.3, the one-particle density matrix reduces to
ρ1(r − r′) = Nψ0(r)ψ0(r′) (non − interacting) (1.4)
(dropping the unnecessary particle label). Since for the non-interacting case
ψ0(r) is in general a plane-wave state [i.e. ψ0(r) = (1/
√
V)exp(ik   r)], this
reduces to
ρ1(r − r′) = N/V = n (non − interacting)
for the zero-momentum state k = 0. For the interacting system, this motivates
the deﬁnition of the condensate density n0,
n0 ≡ lim
|r−r′|→∞
ρ1(r − r′),
and by analogy with Eq. 1.4, we deﬁne the condensate wavefunction ψ0(r) via the
one-particle density matrix ρ1,
ρ1(r − r′) ∼ ψ∗
0(r)ψ0(r′), (1.5)
with the normalization |ψ0|
2 = n0. The condensate wavefunction is the single-
particle state shared by the N0 particles. Another way to write the condensate
wavefunction is in terms of its phase, which as we will see in the next section
determines the dynamical properties of the superﬂuid:
ψ0(r) =
√
n0eiφ(r) (1.6)
Because of the interactions, in liquid 4He the condensate density n0 ≈ 0.1n
but the superﬂuid density ns = n; even though just 10% of the particles are
condensed into the zero-momentum state given by Eq. 1.6, all of the particles
participate inthesuperﬂowat T = 0. Thisisasubtle pointthatIwill notaddress
in detail; the interested reader should consult [13]. Whether n0 = ns = ρs/m
(non-interacting Bose gas) or n0 ≪ ns = ρs/m (strongly-interacting liquid 4He),
12the phenomena of Secs. 1.2.2 and 1.2.3 are qualitatively similar, and so I will
take the normalization constant of Eq. 1.6
√
n0 →
√
ns for the discussion in the
following sections. This form of the macroscopic wavefunction for superﬂuid
4He, ψ0(r) =
√
nseiφ(r), had originally been proposed by London in 1954 [82].
It should be noted that for supersolid 4He, whose supercomponent may be
comprised of a Bose-condensed dilute gas of vacancies, a Gross-Pitaevskii treat-
mentmaybeappropriate [9]andtheresults ofthissection forthenon-interacting
(or weakly interacting) Bose gas might be applicable.
1.2.2 Potential Flow and Quantized Vortices
If one uses the quantum-mechanical expression for the probability current den-
sity J = (¯ h/2mi)(ψ∗
0∇ψ0−ψ0∇ψ∗
0) andforthe superﬂuidvelocity vs = (m/ρs)J,
one ﬁnds that the velocity is proportional to the gradient of the phase φ
vs =
¯ h
m
∇φ. (1.7)
This is known as potential ﬂow because the velocity can be written as the gra-
dient of a velocity potential ¯ hφ/m. It is also known as irrotational or curl-free
ﬂow because ∇ × vs = 0. This fact has immediate consequences for the types
of ﬂow possible for a superﬂuid contained in torsional oscillators of various ge-
ometries (see, e.g., Section 1.3.5). A consequence of Eq. 1.7 (and the requirement
of single-valuedness of 1.6) is that the circulation κ, deﬁned as the line integral
of the velocity around any closed contour, is quantized in units of κ0 ≡ 2π¯ h/m,
viz.,
κ ≡
˛
vs   dl =
2π¯ h
m
n, |n| = 0,1,2... (1.8)
13This means, for example, in an annular ﬂow geometry of cross-sectional area
πr2 and radius R (r ≪ R), the superﬂow velocity is limited to the quantized
values vs = (κ0/2πR) n . For 4He, κ0 is about 10−7m2/s.
1.2.3 Critical Velocities
Superﬂuids cannot undergo superﬂow at arbitrarily high velocities. For a su-
perﬂuid conﬁned to ﬂow in a channel, there will be some minimum relative
velocity of the walls of the container and the superﬂow at which it becomes pos-
sible to create elementary long-wavelength excitations of the ﬂuid (for example,
by scattering from roughness on the surface of the channel5). In the laboratory
frame, a defect on the channel walls would appear as a perturbation V(r) in
the Hamiltonian governing the behavior of the ﬂuid helium (Eq. 1.2). In the rest
frame of the ﬂuid, it would appear as a time-dependent perturbation V(r′ −vt),
where r′ is the coordinate in the superﬂuid rest frame. In order for the particles
in the superﬂuid to be scattered into an excited state having momentum p and
energy ǫ = ǫ(p), energy conservation requires that
ǫf = ǫi − (pi − pf) v, (1.9)
where i refers to the initial energy (and momentum) of the condensate, f to the
ﬁnal energy (and momentum) of the elementary excitation, and v to the relative
velocity between the wall and the condensate. Since ǫi = 0 and pi = 0 for the
condensate, this equation reduces to ǫ(p) = p   v. Landau introduced the idea
of a critical velocity as the minimum velocity for which Eq. 1.9 is satisﬁed, that
5The scale of the roughness ℓ should be about the de Broglie wavelength h/mv. For a 4He
atom travelling at v = 1 − 10 m/s, this comes out to be ℓ = κ0/v ∼ 10− 100 nm.
14is, the velocity vc for which
vc =
 
ǫ(p)
|p|
 
min
. (1.10)
He recognized that the experimental fact of superﬂuidity implied that the dis-
persion ǫ(p) oftheelementaryexcitations ofthe superﬂuidhadtohaveaunique
form. In normal ﬂow, for which the excitations are those of single atoms and
have the free-particle form ǫ(p) = p2/2m, the Landau criterion is trivially satis-
ﬁed for vc = 0; it is always possible to degrade the ﬂow by creating excitations
of single atoms. In superﬂuid 4He, however, the spectrum of elementary excita-
tions isvery different than this simple parabolic dispersion. It isusually divided
into two branches, the phonon branch, valid close to p → 0, where
ǫ(p) = c1|p|
and the roton branch, which has the empirical form
ǫ(p) = ∆ +
(p − p0)2
2 
for momenta p ≈ p0. According to the Landau criterion (Eq. 1.10) the critical
velocity for phonon creation is c1, the velocity of ﬁrst sound, and is 239 m/s.
For roton creation the Landau criterion implies that it must be given by ∆/p0
and is necessarily somewhat lower that c1; Landau deduced that it was 58 m/s
[77].
Inpractice, observed valuesof thecritical velocity insuperﬂuid ﬂowin chan-
nels and through apertures are much lower than this ﬁgure. In 1955, Feynman
suggested that the onset of the creation of vortices might be responsible for the
lower observed critical velocities. He made use of the Landau criterion but em-
ployed the appropriate parameters for a quantized vortex ring and predicted
15that the critical velocity would be
vc =
κ0
2πd
ln
 
d
a0
 
, (1.11)
where d is the width of the channel and a0 ∼ 0.15nm is the size of the vortex
core. This temperature-independent, low-velocityexpression for the critical velocity
is found to work well for ﬂow in channels having widths larger than a few
microns. For a channel diameter of 100 m, Eq. 1.11 predicts a critical velocity
of about 2 mm/s, which is within a factor of 2 of the reported value [116].
Vinen elaborated on the process by which vortices could be produced. He
suggested that vortices would be nucleated preferentially on sharp features
of the walls of a channel, where the local superﬂuid velocity would be high,
and could be pulled away from the wall by the ﬂow itself. The subsequent
movement of the vortex across the streamlines of the superﬂuid ﬂow decre-
ments the ﬂow velocity by an amount ∆v = κ0/ℓ and reduces the kinetic en-
ergy of the superﬂow (ℓ is the effective hydrodynamic length of the channel).
This is the mechanism of dissipation by “phase slippage” due to Anderson
[6]. The rate Γ at which vortices are pulled away from the wall of the chan-
nel is given by a thermal activation law with a velocity-dependent energy bar-
rier: Γ ∝ exp[−E0(1 − v/v0)/kBT], which can be shown to be consistent with
a temperature-dependent expression for the critical velocity in this high-velocity
regime [116]:
vc = vc0
 
1 − T
T0
 
. (1.12)
The parameters vc0 and T0 depend on the geometry of the channel or aperture,
but the linear dependence is universal. Typical critical velocities in this regime
are in the 1 m/s to 10 m/s range, and the parameter T0 tends to be higher than
Tλ (in the case of 4He) or Tc (in the case of 3He), an experimental fact which is
16Figure 1.4: Critical velocity of superﬂow through restricted geometry.
(A) Critical velocity of superﬂuid 4He ﬂow through an aperture array. (B)
Critical velocity of superﬂuid 3He ﬂow through an 18 m-wide circular
aperture, as measured with a torsional oscillator. The ﬂow of superﬂuid 4He
was also measured with the TO and no evidence of a critical velocity was
found up to 100 cm/s, the limit of the apparatus. Note that the vertical scale of
(A) is roughly 103 times larger than that of (B).
manifested as a non-zero intercept in Fig. 1.4. In the T → 0 limit, the quantum
tunnelingof vortices becomesa signiﬁcant mechanismand the low-temperature
critical velocities are reduced from the values predicted by Eq. 1.12 [41, 116].
A measurement of the critical velocity of superﬂow through a parallel array
of ~7000 tiny apertures is shown in Fig. 1.4(A). The apertures are approximately
15 nm × 15 nm and form a regularly spaced array with a center-to-center dis-
tance of 3000 nm. These measurements are at relatively low frequencies, on the
order of 100 Hz and less, and were carried out at Cornell by the author [64].
Independent measurements indicate that the mechanism for the destruction of
superﬂow is phase slippage of the type discussed above. Fig. 1.4(B) shows the
measurements of the temperature dependence of superﬂuid 3He by Parpia and
Reppy [90]. These researchers used a torsional oscillator with an annular cavity
for the helium ﬂow (of cross-sectional area A =1.25 mm × 0.25 mm), very sim-
ilar to the oscillator used for the experiments in this dissertation (see Sec. 2.2).
17They interrupted the tangential ﬂow path with a partition containing a single
18  m-diameter aperture and measured the velocity of the oscillator at which
the resonant frequency f and dissipation Q−1 began to deviate from their low
temperature values f0 and Q−1
0 . They also measured the ﬂow of superﬂuid 4He
through the aperture and found no evidence of increased dissipation up to 100
cm/s. It is notable that the critical velocities in superﬂuid 3He and 4He are quite
different; the higher value of the critical velocities in superﬂuid 4He are also
conﬁrmed by many other measurements (e.g. [61]) . As we shall see, the critical
velocity for proposed supersolid ﬂow is reported to be of the order of 10  m/s,
three to six orders of magnitude smaller than any measured critical velocities
reported in the literature.
Vinen’s description of the vortex nucleation process necessarily considered
how the superﬂow was modiﬁed at the interface of the superﬂuid and the walls
of its container. In the same vein, an important consideration in the TO experi-
ments is the boundary condition between the moving container and the super-
ﬂuid (or solid) contained within it, which can have a signiﬁcant effect on the
apparent superﬂuid decoupling from the container. Even for an incompressible
superﬂuid undergoing potential ﬂow, the hydrodynamic impedance presented
by the ﬂow path can directly couple the superﬂuid to the walls of the container
and reduce the apparent superﬂuid fraction as would be measured by a shift of
the TO resonant frequency. For example, in the TO experiment on superﬂuid
3He and 4He of Parpia and Reppy, in which the annular ﬂow path of the super-
ﬂuid is interrupted by a partition containing an 18  m-diameter aperture, the
fraction x of the superﬂuid directly coupled to the TO because of the impedance
of the aperture is given by ([90], endnote 2)
1− x
x
=
4πRr
A
,
18where R is the radius of the annulus, A is the cross-sectional area (given above),
and r is the radius of the aperture (9 m). For this geometry, the fraction x of
superﬂuid coupled to the TO was found to be 27%. A more extreme example
of the effect of the boundary condition on potential ﬂow is the “blocked annu-
lus” experiment, described in Sec. 1.3.5. The boundary condition between the
helium and the walls of the container is an important consideration for the TO
experiments on solid 4He as well. How do we know that the supersolid signal
cannot be explained simply by the solid slipping relative to the walls of the con-
tainer, or perhaps a more sophisticated version of the same basic idea, such as
crystalline grains slipping relative to one another and mimicking a superﬂuid
decoupling? Section 1.3.5 will consider the role of modifying the solid 4He-
container boundary condition by freezing the helium in a highly disordered
geometry consisting of a large number of nanoscale pores, which increases the
contact surface-to-volume ratio by roughly two to three orders of magnitude
relative to an open container of the same dimensions. Section 1.3.6 will brieﬂy
address the microscopic interaction of the helium and the the inner surface of
the walls of the TO container.
1.3 Introduction to Supersolid 4He
1.3.1 Theoretical Precursors
Starting in earnest around 1969-1970, researchers began to consider the possi-
bility of ’supersolidity’, whose precise deﬁnition is still a matter of important
debate, but signiﬁes, roughly, the coexistence of superﬂuid and solid behavior.
19One deﬁnition of a solid is a substance possessing a shear modulus, a condition
that is certainly satisﬁed by all of the samples studied in this dissertation and
by the other experimenters in this ﬁeld. Another deﬁnition, which by contrast
may not be satisﬁed by a large class of samples of solid helium studied in this
ﬁeld, is a substance exhibiting long-ranged order in the diagonal components
of its single-particle density matrix. A supersolid, using the latter deﬁnition of
a solid, would then be a material exhibiting both diagonal long-ranged order
(DLRO) and off-diagonal long-ranged order (ODLRO).
In 1969, Andreev and Lifshitz presented a physical argument for the mecha-
nism of superﬂuidity in a crystalline solid [11]. They considered the behavior of
defects, such as vacancies, in a quantum solid having large zero-point motion
of its atoms. They reasoned that if a quantum crystal contained vacancies down
to T = 0 [zero-point vacancies (ZPVs)] that because of a higher probability of
tunneling from site to site, the ZPVs could move practically freely through the
crystal instead of their usual diffusive behavior when treated as classical, lo-
calized objects. Moreover, if the crystal lattice consisted of bosons, the vacan-
cies themselves would obey Bose-Einstein statistics and could Bose condense
at a sufﬁciently low temperature. Andreev and Lifshitz’s idea about a possible
mechanism of supersolidity has become the standard buliding-block for many
contemporary ideas about the nature of the low-temperature state of solid 4He.
Chester, working from an earlier proof by Reatto [98], proved that a partic-
ular class of wavefunctions, which describe N interacting bosons, had a Bose-
Einstein condensate (BEC) [34]. This class of wavefunctions was ﬁrst written
down by Jastrow [67] and has the form
ΨN ∝ exp
 
−
1
2 ∑
i =j
u(rij)
 
, (1.13)
20where u(r) is (proportional to) the pair potential between two bosons separated
by r. The theorem was proved for the following conditions: u(r) having a hard-
core repulsion for r < a, u(r) > 0 for a < r < b and u(r) falling off faster than
r−(3+ǫ) for r > b. It was also proved for the case u(r) → u(r) + χ(r), where
χ is a function that accounts for the zero-point motion of the long-wavelength
density waves. Since the probability distribution PN = |ΨN|
2 is identical to the
classical Gibbs distribution for N particles at a temperature Tef f interacting via
a pair potential φ (if one identiﬁes u with φ/kBTef f), Chester then conjectured
that the states represented by Eq. 1.13 might also exhibit crystalline ordering
at sufﬁciently high densities, for a wide class of potentials represented by φ or
u (e.g. Eq. 1.1). This was the essential realization of Chester’s work; an ear-
lier proof of Onsager and Penrose had held that a state with crystalline order
could not have a Bose-Einstein condensate [91], but Chester pointed out that
their proof failed if one or more of their assumptions were discarded. The most
signiﬁcant of these was their assumption that each site was occupied by a par-
ticle (i.e. Nparticles = Nsites), and in particular, if vacancies were included in the
wavefunction, so that Nparticles < Nsites, then a BEC could exist.
Leggett discussed the implications of rotating a solid with a BEC in analogy
to the rotation of superﬂuid in a container [78]. He thus made a connection be-
tween the ideas of Chester and of Andreev and Lifshitz and what one might
observe in the laboratory. He coined the term “non-classical rotational inertia”
(NCRI) to describe the effect of the superﬂuid component decoupling from the
rotating container (and normal ﬂuid) and reducing the moment of inertia from
its classical value by a factor ρs/ρ, the superﬂuid fraction. He made the remark-
able prediction that whereas for the superﬂuid ρs/ρ → 1 as T → 0 (Fig. 1.3),
for the solid with a BEC the superﬂuid fraction would be much less than unity,
21even in the zero-temperature limit (his prediction is that ρs/ρ . 10−4) . He also
proposed that the presence of vacancies might not be a necessary condition for
NCRI; exchange processes in a commensurate solid might give rise to a NCRI
fraction of the order of 10−4.
The main problem with the Andreev-Lifshitz-Chester idea of the mechanism
for supersolidity is that the energy for creation of (localized) vacancies ∆v is of
the order of 10 K (Table 1.1) and so there would be a negligibly small probability
of having vacancies at low temperatures; the low-temperature crystal would be
commensurate and therefore not supersolid. We know now that the signature of
the proposed supersolid has its onset at roughly 100 mK, where the probability
of having thermally-generated vacancies is of the order of e−100, and so several
researchers have explored other mechanisms by which there could be gapless
creation of vacancies in the helium solid (see Sec. 1.5.2).
1.3.2 Early Searches for the Supersolid State
These fascinating new ideas about the potential for a new phase of matter set off
a ﬂurry of experimental work from the 1970s right through to the mid-1990s. To
discuss all of the results is beyond the scope of this dissertation (for a review, see
[84] or [57]), but I will discuss one of note because it used high-Q torsional oscil-
lators (TOs) to study solid helium at low temperatures. The torsional oscillator
is an instrument that has been used with great success to study the superﬂuid
transition in both 3He and 4He and many major developments were made at
Cornell, primarily in the group of John Reppy. The TO consists of an inertial
bob of moment ITO plus a torsion rod providing a restoring force. The basic
22idea is that the high-Q TO is an extremely sensitive probe of changes in the mo-
ment of inertia of the helium ﬂuid IHe contained within the TO, which itself has
a moment of inertia ITO. The resonant frequency of the TO is
f =
1
2π
 
K
I
and I = ITO + IHe (K is the torsional spring constant providing the restoring
force). If a fraction of the helium ρs/ρ decouples from the oscillator, IHe will
decrease by a factor 1 − ρs/ρ, the rigid-body moment of inertia I = ITO + IHe
will also decrease, and the resonant frequency of the TO-helium system will
increase. This is, of course, the correct interpretation in many ground-breaking
TOstudiesofhelium, includingtheoriginal measurementofthesuperﬂuidden-
sity by Andronikashvili and the ﬁrst experimental veriﬁcation of the Kosterlitz-
Thouless transition by Bishop and Reppy [25]. It was natural, therefore, to see
if an analogous effect occurred when solid helium was contained inside the TO.
In 1981, Bishop, Paalanen and Reppy used a TO with a spherical cavity to
study solid hcp 4He [24]. They observed no abrupt change in the resonant pe-
riod of the TO and concluded that if a supersolid phase did exist, that it would
have a superﬂuid fraction less than 5×10−6, a critical velocity less than 5 m/s,
or a transition temperature less than 25 mK. We know now that the magnitude
of the “supersolid” signal as reported by Kim and Chan [72] depends sensi-
tively on annealing (e.g. the solid in [102]was held at a temperature 0.78K be-
low the melting temperature Tm = 2.35K for 12 h) and on the concentration of
3He impurities, and the methods and materials that they chose for their study
(well-annealedcrystals with a relatively high 3He concentration) constituted the
likely explanation for why they did not observe the Kim and Chan signal. They
did, however, ﬁnd other changes in the resonant frequency as a function of tem-
perature that they could attribute to other phenomena; one change was due to
23an overall density increase in the helium solid because of 3He-4He phase sepa-
ration and a second was due to a change in the shear modulus of the crystal in
the torsion rod because of the enhanced motion of dislocations. This latter effect
was studied in greater detail by Paalanen, Bishop and Dail [88].
In [88], Paalanen et al. used a cylindrical TO, essentially a torsion rod with-
out the inertia bob, to study the shear modulus and internal friction of solid
helium in the same temperature regime. They were able to deduce the shear
modulus from empty- and full-cell measurements of the period, and the inter-
nal friction (dissipation) from the inverse quality factor (Q−1) of the oscillator.
For a series of experiments, they found that the shear modulus increased (by as
much as40%)asthe temperature was lowered and was accompanied by a broad
peak in Q−1 centered at a temperature T∗, where the T∗ was in the range 0.2-2
K and increased with decreasing maximum strain amplitude ǫ (a quantity that
was roughly ﬁxed for each experiment). They concluded that the low temper-
ature increase in the shear modulus was a natural consequence of the freezing
of dislocation lines, which can be pinned by 3He impurities. This may seem
surprising, given the light mass and high diffusivity of 3He impurities in solid
4He (even at low temperatures), but a pinning 3He atom has a lower elastic en-
ergy than in the bulk and can be well localized [66]. For more discussion on this
issue, see Sec. 1.4.2.
I have included this last example in some detail particularly because it is
not a widely cited paper in the contemporary discussion of solid helium, but is
the ﬁrst paper I know of that reports anomalous low temperature phenomena
in solid 4He of the type discussed in this dissertation. The paper hints at the
complications to come - in a torsional oscillator, the increase in the resonant
24Figure 1.5: Measurement of period shift and (relative) amplitude of motion
by Kim and Chan.
frequency is often indicative of the onset of superﬂuidity, but depending on
whether the dominant effect of the shear stiffening of the 4He is in the torsion
rod or in the bob, the resonant frequency can increase or decrease.
1.3.3 Kim and Chan Effect
In 2004 Kim and Chan presented the ﬁrst evidence of the anomalous low tem-
perature behavior of solid 4He [72], often called the “supersolid signal”, that re-
newed interest in the study of solid 4He. The central piece of evidence was the
decrease in the resonant period (or increase in resonant frequency) of a torsional
oscillator (TO) containing solid 4He when the TO was cooled below roughly 100
mK. In the context of superﬂuidity, this effect has a natural interpretation as the
decoupling of a fraction of the mass of the helium entrained by its container,
that is, the superﬂuid fraction.
25Figure 1.6: Measurement of frequency shift and dissipation peak by our
group.
The temperature T∗ at which the dissipation is maximum is indicated with a
black arrow and is about 40 mK for this sample. This ﬁgure should be viewed
as the inverse of Fig. 1.5 since the period shift is the inverse of the frequency
shift and the minimum in the amplitude (proportional to Q) is the inverse of
the dissipation Q−1.
The apparent superﬂuid fraction deduced from the frequency shift was an-
ointed the “non-classical rotational inertia fraction” (NCRIf), a term originally
due to Leggett [78]. Its deﬁnition is simply the change in the moment of iner-
tia of the helium (due to decoupling) divided by the change in the moment of
inertia of the TO due to adding the helium, and for small changes is just
NCRIf =
Pfilled(T → ∞) − Pfilled(T → 0)
Pfilled(T → ∞) − Pempty(T → ∞)
. (1.14)
Here, ∞ is deﬁned to be a temperature larger than the onset of the ’supersolid’
signal, i.e. T & 0.5K in Figs. 1.5 and 1.6. The NCRIf, or superﬂuid fraction,
was found to be very small; at the time the fraction was of the order of 1% and
today the 8 or so groups that have reproduced this result have found a range of
fractions from the very small (0.01%)to as high as 20% in certain geometries and
26with certain sample preparation. All of the groups also ﬁnd that the frequency
shift is accompanied by a peak in the dissipation Q−1(T) of the TO-helium sys-
tem, centered at a temperature T∗ that coincides with the maximum change in
the slope of the f(T). An example of a typical frequency shift and dissipation
peak that we measure in our laboratory is shown in Fig. 1.6.
Although the existence of a dissipation peak has been known since the early
days of this ﬁeld [71], its existence has not been satisfactorily explained in the
context of superﬂuidity (with the exception of the vortex ﬂuid model of Ander-
son, to be discussed in Sec. 1.5.3). For example, in the two-dimensional super-
ﬂuid (Kosterlitz-Thouless) transition, the frequency shift that is the signature of
the transition is accompanied by a dissipation peak, which is understood to be
a consequence of the diffusive motion of two-dimensional vortices [25]; in the
three-dimensional superﬂuid transition, including that in a highly disordered
network of pores (Vycor glass) [21], the dissipation peak is absent. Explaining
the nature of the dissipation peak is also one of the central aims of this disserta-
tion.
The ﬁrst two Kim and Chan papers presented two other effects that have
been interpreted as evidence of supersolid behavior. These are also particu-
larly important to the conclusions of this dissertation and merit extended dis-
cussions.
1.3.4 Suppression of Kim and Chan Effect at High Velocities
In their very ﬁrst paper on the subject [72], Kim and Chan presented data show-
ing that the supersolid signal could be suppressed by increasing the velocity of
27the oscillator above a critical value, which was about 10 m/s. The signal then
continued to be suppressed for about 2 decades of increase in the velocity until
it was completely extinguished. This value of 10 m/s was interpreted as the
critical velocity vc of ﬂow the supercomponent and it was suggested that the
mechanism for destruction of the superﬂow might be the creation of vortices,
since in the geometry of their experiment (a thin annular cavity with a radius of
R = 5mm) the circulation quantization condition 2πRvs = nκ0 (see Eq. 1.8) im-
plied a superﬂow velocity of vs = 3.6 m/s for the appearance of one quantum
of circulation (n = 1). Thus, the suppression of the supersolid signal beginning
at 10 m/s was associated with the appearance of a few quanta of circulation.
However, in a later paper, Clark, Maynard and Chan note that for one sample
they studied the observed critical velocity is about 3 or 4 times lower than can
be explained by the appearance of a single vortex [35]. The interpretation in
terms of vortex creation is also surprising in light of the mechanism for vortex
nucleation in superﬂuid 4He. A number of experiments measuring the critical
velocity for vortex creation [41, 64], including one experiment using a torsional
oscillator [90], ﬁnd that the vc of superﬂuid 4He is at least 100 cm/s, and more
typically in the range 1 m/s to 10 m/s (see Fig. 1.4), some six or seven orders of
magnitude higher than measured for supersolid 4He.
1.3.5 Blocked Annulus and Other Restricted Geometries
The blocked annulus experiment was an ingenious control experiment ﬁrst de-
scribed in [71]. In that paper, Kim and Chan measured the resonant frequency
of a helium-ﬁlled TO with an annular cavity geometry. They then repeated the
experiment with a second torsional oscillator with similar dimensions to the
28ﬁrst, but with one signiﬁcant change: the usual ’O’ shaped path for the helium
ﬂow in an annular geometry was interrupted by a barrier, leaving the ﬂow path
in a ’C’ shape instead6. What they observed was that the frequency shift found
in the ’O’ geometry was nearly completely extinguished in the ’C’ geometry. In
particular, it was reduced by about 98.5% of the expected block-free value. This
near-total elimination of the frequency shift is hard to imagine if the explana-
tion for the frequency shift in the ’O’ geometry is simply due to the helium not
following the acceleration of the TO (because of its ﬁnite shear modulus). If the
frequency shift in the open channel were due only to the ﬁnite shear modulus
of the helium, blocking the channel would only have a local effect, changing the
displacement ﬁeld and stress tensor of the helium solid in the vicinity of the
block, and the reduction in frequency shift due to the block would be much less
than 98.5 %.
The nature of the remaining 1.5% of the frequency shift that was not extin-
guished by the block is still a matter of debate. Superﬂuids undergo potential
ﬂow (Eq. 1.7) and so in any cavity of ﬁnite size there are irrotational ﬂow paths
that the superﬂuid can take, even in the case that these ﬂow paths do not com-
pletely enclose the rotation axis of the TO. An example of such a ﬂow path is
shown in Fig. 1.7(A); a calculation at Cornell by Erich Mueller found that the
apparent decoupling due to the irrotational ﬂow in Fig. 1.7(A) was about 0.8%
[71]. A repeat of the blocked annulus experiment with liquid helium found that,
far from 100% decoupling at the lowest temperature, the observed fraction was
closer to 1.7% for the irrotational ﬂow of superﬂuid 4He. Within the signal-to-
noise limit of their measurement, no dissipation peak was found to accompany
6The dimensions of the TO with the block were larger than those of the barrier-free TO,
which makes direct comparison somewhat difﬁcult. However, a repeat of this blocked annulus
experiment with a TO in which the ﬂow path could be reversibly blocked and unblocked came
to the same conclusions [103] (cont’d from previous page).
29Figure 1.7: TO experiments in various container geometries.
(A) The ’blocked annulus’ experiment: schematic of potential ﬂow in a ’C’ ge-
ometry. (B) NCRIf as a function of the surface-to-volume ratio (S/V) of the TO
container., reproduced from [103]. The data contained within the dashed ellipse
are for ’bulk’ geometries in which the solid samples are grown within a bulk
cavity rather than inside porous media, and for these samples the NCRIf ap-
pears to increase with the surface-to-volume ratio. The two points to the right,
lying outside of the dashed ellipse, are samples grown in a porous medium
(porous gold), and do not seem to follow the general trend for sample grown
in the bulk geometries. For an explanation of the meaning of the symbols, see
[103].
the small frequency shift in the blocked cell.
The blocked annulus effect was also observed by Rittner and Reppy in a
TO in which they could reversibly block and unblock the cell and were able to
reproduce the results of Kim and Chan, observing at least a 20-fold reduction
in the period change and perhaps even more (it is not obvious that within the
range of their signal-to-noise that any frequency shift can be observed) [103].
The dependence of the TO frequency shift on the geometry of the container
has also been studied, and these observations ﬁt into two broad categories. The
ﬁrst category is that of solid samples grown in bulk geometries, cylinders and
annuli. For this type of solid sample, Rittner and Reppy noticed that the maxi-
30mum frequency shift (∝ NCRIf) appeared to increase as the surface-to-volume
ratio increased; the largest frequency shifts were observed for thin annuli and
the smallest for large, open cylinders. They suggested one interpretation of this
result could involve a network of dislocations in the bulk solid, some types of
which have been shown to be superﬂuid along their cores (Sec. 1.5.2). Dislo-
cations may form preferentially near cell walls in solid 4He, forming a layer of
disorder. For maximal connectivity of the dislocation network (for a given dis-
location density), and therefore the largest NCRIf, the disorder layer would be
half of the wall-to-wall separation, which is consistent with the largest NCRIf
observed in thin annular cells. This picture of superﬂow along the cores of a net-
work of dislocations can explain lower values of NCRIf (~0.1%) but the largest
values of the observed NCRIf, up to 20% for some samples in [103], cannot be
quite reconciled with typical values of observed dislocation densities.
The second category of container geometry involves solid samples grown in
highly disordered, porous materials such as porous gold, Vycor glass and silica
aerogel (also in cylindrical or annular shapes)[72, 73, 85]. Although the surface-
to-volume ratio increases by two to three orders of magnitude relative to the
bulk geometries, the TO frequency shift seems to be insensitive to this change.
These experiments are commonly cited as evidence that the TO frequency shift
cannot be completely explained by superﬂow along grain boundaries: enor-
mous surface areas are required to support a superﬂow of just 1%, which would
require crystallites that have average size of about 20 nm . In the most extreme
case reported, the NCRIf was as high as 20%, and would require grains on the
angstrom scale [103]. From X-ray studies, however, it is known that the crystal-
lites are usually of the order of tens to hundreds of microns (see Section 1.4.7).
In a joint X-ray-TO study of solid 4He grown in aerogel, it was shown that the
31NCRIf of a sample with 100 nm grains displayed the same NCRIf as that of
samples grown with techniques that reliably produce single-crystal specimens
[36, 85]. In light of the behavior of solid 4He grown in porous media, it is also
difﬁcult to imagine that the TO frequency shift could be explained by a model
wherein the grains slip relative to one another.
Although there appear to be ﬂaws in the models of the supersolid signal
as superﬂow along grain boundaries or along the cores of dislocations, there
are several experiments that indicate that disorder plays a large role in the TO
phenomena. These experiments will be discussed in Section 1.4.
1.3.6 Interaction of 4He with Container Walls
I conclude this introduction the TO experiments on solid 4He with a brief dis-
cussion of the microscopic interaction of the helium and the the inner surface of
the walls of the TO container. An important question for the TO experiments
is how this boundary condition can affect the measured resonant frequency. If
the helium slips relative to the walls of the container, this could mimic the ef-
fect of a certain amount of the mass of the helium decoupling from the walls
of the container. However, in all of the explanations of the TO experiments,
from the Andronikashvili experiment up to the contemporary discussion of the
“supersolid” behavior, the discussion of the helium-surface boundary is largely
absent. I hypothesize that the reason for this absence is that helium is thought
to bind strongly to nearly all surfaces: it is considered a “universal wetting liq-
uid” [76] 7 since the interatomic forces that bind the helium liquid together are
generally weak compared to the attractive interaction between the helium and
7With one exception, to be discussed.
32the surface to which it binds. Cheng et al. [33] have done the following calcu-
lation for the binding of 4He to various metal substrates: the alkali metals Li,
Na, K, Rb and Cs and the alkaline earth metal Mg. Adsorbate-substrate interac-
tions have the general form of (1) a short-ranged attractive potential of depth D
between the adsorbate and the substrate plus (2) a long-ranged Van der Waals
tail ∼ C3/z3, where z is the distance from the substrate surface to the adsorbant
atom. The very short-ranged repulsive interaction, due predominantly to the
exchange energy from the overlap of the charges of the adatoms and substrate,
has the effect of reducing the depth of D. The authors use a simple form of the
total interaction potential V(z) that captures these features, the so-called “9-3”
potential,
V(z) =
4C3
3/27D2
z9 −
C3
z3 , (1.15)
where C3 and D are interaction parameters characteristic of the particular sur-
face-helium interaction. They add this term to a total energy which is a func-
tional of the helium density and, using density functional theory, calculate ad-
sorption properties such as the contact angle of a helium droplet with the sub-
strate surface. Their calculations are at T = 0, so that all of the liquid 4He is
expected to be superﬂuid. The general assertions of their work can be summa-
rized as follows:
• 4He binds strongly to surfaces, with one exception: the larger alkali metals
Cs, Rb and K. They mention that their work is the ﬁrst to provide theoret-
ical evidence that superﬂuid 4He will fail to wet all substrates.
• Insulators generally have larger well depths D compared to metals with
the same C3 value, and so 4He would be expected to bind even more
strongly to these materials.
33• For the alkaline earth metal Mg the ﬁrst layer of helium on the surface is
so strongly bound it is expected to be solid.
Indeed, third sound experiments on 4He ﬁlms show that whereas superﬂuid
4He wets the surface of a glass slide because of the strong surface-4He interac-
tion, it does not wet the surface when the slide is covered with cesium (for ﬁlms
less than a certain thickness) [70]. Torsional oscillator experiments designed to
study the superﬂuid transition in 4He ﬁlms also rely on the assumption that
there is an adsorbed layer of helium, roughly 2 monolayers thick, that does not
contribute to the mass decoupling at the transition [21].
All of the foregoing was intended to suggest a reason that the discussion of
the surface-helium boundary effects have been absentfrom the discussion of the
TO results, namely the general assumption that helium binds rather strongly to
surfaces. It should certainly not be construed as proof that effects of slipping do
not exist. For such a discussion, more detailed calculations of the type above
would need to be performed for the interaction of 4He, at solid densities, with
some of the speciﬁc substrate materials relevant to the TO experiments (such
as BeCu, AgCu, or Stycast). Such calculations would also need to explain why
the helium-surface interaction, if it were sufﬁciently weak to result in a slipping
effect, would be temperature-dependent with a feature around 100 mK.
1.4 Other Recent Experiments on Solid 4He
There have been far more experiments performed on solid 4He at low temper-
atures than can be suitably addressed in this dissertation; for a recent review
34please see [19]. I incude here those results that are most often cited when dis-
cussing the results of the TO experiments or that are most relevant to the con-
clusions of this dissertation.
1.4.1 Effect of Annealing and Sample Preparation
Soon after the ﬁrst observation of NCRI by Kim and Chan, a few groups re-
ported on the effect of annealing the solid 4He samples by holding the sample
at temperature just below the melting curve. The most reproducible result was
ﬁrst reported by Rittner and Reppy [101]. They found that they could reduce
the frequency shift and dissipation peak both partially and completely, depend-
ing on the annealing protocol. In a paper the following year [102], Rittner and
Reppy showed that if the 4He solid was grown in an annular geometry, the size
of the frequency shift was dependent on how rapidly the sample was cooled
from the high pressure liquid through the melting curve. They prepared a sam-
ple by cooling to below 1 K over three hours, measured its frequency shift and
dissipation peak, and then rapidly melted the sample and quench-cooled it to
below 1 K in just 90 s. They found that the quench-cooled sample had a fre-
quency shift that was about four times larger than the slowly cooled sample,
with roughly the same ratio for the dissipation peak. Moreover, the quench-
cooled samplehad a much larger pressure (51 barvs 41bar for the slowly cooled
sample). The implication of this experiment is that quench-cooling the sample
introduces some type of disorder, such as grain boundaries or crystal disloca-
tions, which canbe annealedaway. Since the magnitude ofthe NCRIfisreduced
upon annealing, the supersolid behavior is intimately to the disorder present in
the solid. As we saw in Section 1.3.5, though, there are ﬂaws in attributing the
35entire TO frequency shift to superﬂow along grain boundaries or the cores of
dislocations.
Clark, West and Chan also studied the effect of sample preparation on the
supersolid signal [36]. They prepared samples both by the “blocked capillary”
(BC) method (cooling the high pressure liquid along and then off of the melt-
ing curve at constant volume) and also by constant pressure (CP) / constant
temperature (CT) methods, which produce less disorder8. They found that in
the CP/CT samples, the supersolid signal was smaller and the transition region
was sharper. The ability to reduce both the frequency shift and the dissipation
peak was also reported in [36] and they also observed a simultaneous reduction
in T∗ (the location of the dissipation peak) as the height of dissipation peak was
diminished. They observed that the ratio of the dissipation peak to the total fre-
quency shift,
   ∆Q−1   /(∆f max/f0), evolved nonmonotonically with each stage
of the cumulative annealing procedure. They claimed that they could not com-
pletely anneal the signal away, unlike the result from [101], and that the signals
from most well-annealed samples approached those of the CP/CT samples.
These results convinced many workers of the essential role of disorder in
determining the properties of the supersolid. The type of disorder playing that
role - whether vacancies/interstitials, grain boundaries, dislocations or discli-
nations, or even glassy pockets of superﬂuid - would have to be determined by
other experiments.
8This study did not speciﬁcally quanitfy the disorder, but the well-established CP/CT tech-
niques have been shown, using in situ X-ray diffraction or optical birefringence, reliably to
produce single-crystal or near-single-crystal samples [39, 54, 59, 118].
36Figure 1.8: Effect of adding 3He impurities on supersolid signal.
(A) Dependence of NCRI on 3He concentration x3. (B) Dependence of T∗ on x3.
For a deﬁnition of the symbols used, see [75].
1.4.2 Effect of 3He Impurities
Another important early result was the effect of introducing small amounts of
3He impurities into the 4He solid, ﬁrst reported in [72]. The effect was to both
change the magnitude of the frequency shift as well as to push the T∗ to higher
temperatures. A more comprehensive study has been reported in [75]. In that
paper, they ﬁnd that as the 3He concentration x3 is varied, the NCRIf increases
with x3 until it reaches a maximum at x3 ∼ 100 ppb and then begins to decrease
again [Fig. 1.8(A)]. Because of the sensitivity of the NCRIf to the sample prepa-
ration method as well as the geometry of the container, it is difﬁcult to draw any
serious conclusions from this dependence because the sample preparation and
cell geometry are not well controlled.
A more interesting result from this work concerns the dependence of the
characteristic temperature T∗ of the supersolid signal on x3 [Fig. 1.8(B)]. There
is a relationship between the pinning of dislocation lines and the presence of
3He impurities that has been well known for many years from ultrasound mea-
37surements [66] and the results from [75] seem to indicate another instance of
disorder - this time a dislocation network - playing an important role in the
characteristics of the supersolid. The argument goes as follows. In solid 4He,
dislocations lines form a 3D network of immobile nodes connected by mobile
segments (of typical length LN) that can bend in response to a stress ﬁeld, pro-
ducing a strain [53]. This dislocation motion can therefore reduce the shear
modulus by up to ∆ /  = −0.1× ΛL2, where L is the average dislocation loop
length and Λ is the total dislocation line density (line length per unit volume).
For a well-deﬁned network, ΛL2 = ΛL2
N is a constant (3 for a cubic network of
dislocations), and so the shear modulus can be reduced by up to 30% from its
intrinsic value  .
Helium-3 impurities can condense onto these dislocation linesandbehave as
additional pinning sites. The additional pinning sites reduce the motion of the
dislocation segments in between the nodes, which tends to restore the intrinsic
shear modulus of the crystal. One can identify a temperature TIP at which this
becomes signiﬁcant; it is the temperature at which the (temperature-dependent)
average length between condensed 3He impurities LIP becomes comparable to
LN and is of the form
TIP(x3) = −2EB
 
ln
 
L3
IPEB
4 b6 x2
3
  −1
(1.16)
where b is the magnitude of the dislocation’s Burgers vector9 and EB is the bind-
ingenergy ofa 3Heimpurity, roughly 0.6 Kaccording to[88]. Fig. 1.8(B)showsa
plot of T∗ vs. x3 for several samples compared to the prediction of Eq. 1.16. The
data and the curve from the impurity-pinning theory are in good agreement,
suggesting that the supersolid signal has something to do with the existence
9This calculation was done for edge dislocations, which move easily in the basal plane of the
hcp crystal.
38and mobility of a dislocation network within the 4He solid. Some theoretical
ideas that relate dislocations and the presence of supersolidity will be discussed
in Sec. 1.5.2.
A comment about the binding of 3He to dislocations is in order. It may seem
surprising that 3He binds dislocations since it is lighter than 4He and therefore
has more zero-point energy. It also has a high diffusivity in the bulk 4He lattice,
even at low temperatures. However, the larger zero-point energy is also respon-
sible for the larger effective volume of a 3He impurity atom relative to the 4He
lattice and it is believed that 3He atoms can minimize their elastic energy (rel-
ative to the bulk) by moving to a region of lower strain. For edge dislocations,
the type believed to be mobile in hcp 4He, there is a region of compression on
one side of the dislocation and a region of expansion on the other side, and a
larger atom such as 3He will minimize its energy by going to the side where the
lattice is expanded and the strain ﬁelds are lower. This argument does not thor-
oughly take into account the quantum nature of the problem, but calculations
by Alan Dorsey have suggested that an edge dislocation provides a 1/r poten-
tial in which the 3He can sit [20]. Finally, another mechanism of the pinning was
suggested in [66]. Nuclear magnetic resonance measurements of the exchange
frequency J34 of a 3He with a neighboring 4He atom indicate that J34/2π = 0.6
MHz, so from the point of view of ultrasound measurements (at 10 MHz), the
3He appears to stay at a pinning site for several periods. However, at the rele-
vant frequencies (kHz) of the torsional oscillator measurements (and the shear
modulus measurement of the next section), the word “pinning” hardly makes
sense. Perhaps a more accurate description of the effect of the 3He atoms con-
densed onto dislocation lines is that provide additional drag forces on the dis-
location lines as they move back and forth at kHz frequencies.
391.4.3 Shear Modulus Stiffening
In [43], Day and Beamish reported the increase in the shear modulus   of a
slab of 4He conﬁned between two plates as the temperature was lowered be-
low about 200 mK. This was done by embedding the solid helium between two
piezoelectric crystal stacks, one for applying a known shear stress and the other
for detecting the strain on the other side of the 180  m-thick sample. The in-
crease in the shear modulus was about 11% (∆  ≈ 16 bar) from 200 mK to the
lowest temperature. Their measurement had some of the same features as [88]
but some were strikingly different. These properties are summarized in Table
1.2.
Day and Beamish also interpreted their results as a consquence of the exis-
tence of a network of dislocations. This certainly makes sense in light of the
direction of the shear modulus change, the similar dependence of T∗ on x3,
and the fact that annealing changed the high-temperature value of the shear
modulus but left the low-temperature value unchanged. They also found that
increasing the strain ǫ above a critical value ǫc (≈ 2.2 × 10−8) resulted in a re-
duction of the shear modulus, an effect that appeared tantalizingly similar to
the “critical velocity” effect reported in [72]. This also has a natural explanation
in terms of the dislocation network: if a large enough stress is applied to the
crystal, the dislocations segments can be torn away from the nodes and reduce
the shear modulus, analogous to the evaporation of 3He impurities discussed in
Sec. 1.4.2. This critical stress σc has been estimated to be 4 Pa for LIP ≈ 5 m,
corresponding to a critical strain ǫc ≈ 3 × 10−8 (based on σc =  ǫc, with the
shear modulus of 4He   ≈ 100 MPa), which is quite close to the observed value
noted above. However, the inertial stress on the solid 4He inside (cylindrical)
40Table 1.2: Comparison of measurements of shear modulus measurements by Day and Beamish and by Paalanen et al.
Day and Beamish Paalanen et al.
method piezoelectric actuation TO: standing torsion waves
∆  > 0 at low -T? Y Y
dissipation peak? Y Y
T range of T∗ (K) 0.04 - 0.15 0.25 - 1.75
effect of increasing ǫ reduce |∆ | lower T∗
effect of increasing x3 higher T∗ higher T∗, NO transition for ultrapure samples
effect of annealing reduce |∆ |;   changes at high T effect still present after “careful annealing”
effect of increasing ω higher T∗ N/A, ﬁxed at 331 Hz
Symbols used: T∗ is the temperature of the dissipation peak/maximum slope in  . The strain amplitude is ǫ. The 3He
concentration is x3. The drive frequency is ω.
4
1torsional oscillators has been estimated as a function of the oscillator rim veloc-
ity as
σ ≈ πρr2fv/2
for a TO of radius r and resonant frequency f (ρ is the density of the helium)10
[35]. The critical inertial stress implied by vc ∼ 10 m/s is about two orders of
magnitudesmallerthan the σc = 4Pameasuredbytheshearstiffening measure-
ments. Moreover, an analysis in [35] concluded that the change in the resonant
frequency of a TO due a change in the shear modulus ∆ /  was about
∆f0
f0
= (5 × 10−7)
∆ 
 
.
The theoretical limit of ∆ /  is around 30% in the Granato-L¨ ucke theory of
dislocations as explained above (roughly what is observed in [88]) and so the
maximum frequency shift due to the change in the shear modulus could only be
of the order of 0.1 ppm in the model of [35]. This is far smaller than the majority
of observed frequency shifts by other groups. In our experiments, we observe a
frequency shift typically of about 5 ppm, or 50 times higher than the theoretical
limit. It is important to note, however, that this model of the effect of the change
in the shear modulus only considers the change in the the magnitude of the
modulus itself. A different model of the effect of containing a viscoelastic solid
inside a TO was given in [125]; this will be treated in some detail in Chapter 3.
An important advantage of their experimental setup was the ability to probe
the shear modulus anomaly at different frequencies; they report results for 20,
200 and 2000 Hz. They found that the characteristic temperature T∗ shifted
to higher values with increasing frequency, in agreement with the results of a
study using a clever TO with two torsional modes (at 496 Hz and 1173 Hz) [14].
10There is a geometric correction for annular oscillators.
421.4.4 Heat Capacity
The most recent heat capacity measurements of solid helium have also come
from thegroup ofMosesChan. Usingaspecial undoped-silicon calorimeterthat
signiﬁcantly improved resolution below100mK, Lin, Clarkand Chanmeasured
the temperature dependence of the heat capacity of solid helium and found that
if they subtracted the T3 phonon term (expected for a three-dimensional Debye
solid) from the data that the heat capacity displayed a broad peak centered at
~75 mK [80]. Since the authors believe that a supersolid description of the TO
experiments is appropriate, they interpreted this peak as the thermodynamic
signature of the supersolid. In a more recent study [81], the same group con-
cluded that the temperature and height of this peak were independent of the
3He concentration, which is in stark contrast to the behavior of the frequency
shift of TOs containing solid 4He with 3He impurities (Sec. 1.4.2). On the other
hand, they compared the heat capacity peak in samples formed by blocked cap-
illary (BC) and with constant pressure (CP) and found trend similar to the fre-
quency shift: the height of the peak was reduced and it shifted to a lower tem-
perature for the CP sample. Finally, they made the same measurement on a
sample that consisted of 75% solid in coexistence with liquid and found that a
peak existed for this sample as well. This is a fascinating result because a solid
in coexistence with a liquid should be able to relieve internal stress and anneal
away dislocations much more easily than a normal solid; measurements along
the melting curve have shown dislocation densities four to seven orders of mag-
nitude smallerthan for solid crystals [114]. The authors suggest that its presence
in an essentially stress-free sample implies that NCRI is intrinsic to solid helium
and the role of stress and dislocations is only to enhance the effect.
43Balatsky and coworkers reexamined an earlier version of the heat capacity
data from Chan’s group and found that they could ﬁt the low-temperature data
better by adding a linear term to the T3-phonon term11[18], a result that had
been reported previously [50, 58]. A linear term in the speciﬁc heat is the hall-
mark of a (structural) glass, as shown by Zeller and Pohl for several amorphous
solids [126]. They also calculated the excess entropy implied by the heat ca-
pacity peak and found that it was three orders of magnitude smaller than the
entropy change of a Bose-Einstein condensate (representing a dilute gas of non-
interacting vacancies) between T = 0 and T = TC, assuming a 1% condensate
fraction. They proposed that the linear term in the speciﬁc heat could be ex-
plained by considering solid helium as a glass of dislocation loops. In their pic-
ture, the dislocation loops form an ensemble of tunneling systems (TSs) with a
particular distribution of characteristic energies and tunneling amplitudes, and
they play role analogous to that of two-level systems in structural glasses (such
as amorphous SiO2) [10, 93], for which a linear term in the speciﬁc heat is pre-
dicted by a two-level system model of a glass.
1.4.5 DC Flow
The dc ﬂow of a superﬂuid is related to that most amazingof properties, the dis-
sipationless persistent current, and so not surprisingly a great deal of effort has
been dedicated to searching for dc ﬂow in solid 4He. Day and Beamish used
a diaphragm in an attempt to push solid 4He through 36000 glass capillaries
in parallel (each with a 25  m-diameter and 3 mm long) [42]. Their measure-
11It is interestingto note that in Chapter21of[121],Wilks points out thatearliermeasurements
of the heat capacity of solid 4He were also well ﬁt by a Debye T3 plus a linear term [50, 58], and
that the linear term was reducedby annealing, but that“this linearterm has no obvious physical
signiﬁcance”.
44ments indicated no ﬂow down to 35 mK, despite the imposition of a chemical
potential difference by compressing the solid on one side of the capillary ar-
ray. This result was conﬁrmed in a similar type of apparatus by Reppy’s group,
who extended the technique to low-frequency ac measurements as well [99].
Sasaki et al. showed that in a liquid-solid-liquid system, where the liquid reser-
voirs were held initially at different heights, superﬂow along grain boundaries
(through the solid) caused the liquid levels to equilibrate [105]. Such equilibra-
tion did not happen in 4He crystals for which no grain boundaries were visible
in their optical cryostat. Most recently, Ray and Hallock studied solid 4He in
an experimental apparatus that allowed injection of 4He atoms directly from
the superﬂuid into the solid [97]. Their superﬂuid-solid-superﬂuid system (in
a Vycor-bulk-Vycor channel) was possible because the freezing pressure of the
helium is increased (relative to the bulk) in the conﬁned geometry of the Vycor
pores [79, 123]. They observed ﬂow through the solid and interpreted the de-
pendence of the ﬂow on the pressure difference across the solid as characteristic
of critical superﬂow rather than that of a viscous liquid. They also can quantita-
tively account for the magnitude of the transport by calculating the ﬂow along
grain boundaries or along dislocations.
It seems that ﬂow of superﬂuid 4He is possible along the grain boundaries
of a solid sample. However, the absence of true dc superﬂow indicates that
the state of solid 4He between about 20 mK and 100 mK might be best repre-
sented by a superﬂuid above its true transition temperature (i.e. in a “vortex
liquid” regime as advocated by Anderson [8, 7]), or perhaps that there is a non-
superﬂuid description of low-temperature solid 4He, such as the glass model of
Balatsky et al. [18, 86]. In any case, the issue of dc ﬂow would beneﬁt from a
experiment in which we can directly push on the superﬂuid component instead
45of on the crystalline lattice. This possibility will be discussed in the context of
future experiments in Chapter 6.
1.4.6 Other Evidence of Glassy Behavior
Clark, Maynard and Chan [35] observed several metastable low-temperature
values of the frequency shift when they thermally cycled their TO-solid 4He
system according to a particular protocol, shown schematically in Fig. 1.9. They
initially prepared the system by cooling to their cryostat’s base temperature
(∼20 mK) at a velocity v < vc and then raising the velocity at base tempera-
ture to v & vc. The particular value of the lowest-temperature frequency shift
depended on the highest temperature that the system had been at immediately
before the cooling part of the cycle. The authors interpreted this “memory ef-
fect” in terms of the motion and pinning of vortices within the sample [7], but
memory effects are also known in structural glasses as well [104]. Additionally,
they observed extremely long relaxation times in the frequency after changing
the temperature, similar to what we report in Chapter 4 and [62], but the simi-
larity to the temperature dependence of the relaxation time is not obvious from
[35].
Aoki, Keiderling and Kojima studied the relaxation of a solid 4He-ﬁlled TO
after they abruptly changed the drive torque Γ [15]. They found that the relax-
ation of the dissipation (as measured by the displacement of the oscillator) had
a complex relaxation proﬁle which was not mirrored in the relaxation proﬁle
of the resonant frequency (nor in that of the displacement relaxation of the cell
containing superﬂuid helium). The dissipation as a function of time could be
46Figure 1.9: Memory effects from thermal cycling.
Shown here is a schematic of the results of experiment performed in [35].The
blue curve is the initial cooling, at v < vc. The grey dashed line represents the
increase of velocity at low temperature to v & vc. The red curve represents the
thermal cycling protocol, with the direction of temperature change indicated
by an arrow. The orange dots show the multivalued frequency shift at the
lowest temperature, depending on the highest temperature the system had
reached immediately before cooling back to base temperature. The vertical
scale is approximate.
ﬁtted by the sum of an exponential term with time constant τ1 (∼ 103 s) and
a logarithmic term with a (much longer) time constant τ2 (∼ 104 s), and the
time constant τ1 increased as the temperature was lowered. They also reported
“memoryeffects” (at10mK)tothe extentthatwhentheycycled thedrive torque
Γa → Γb → Γa the dissipation continued to follow its relaxation trajectory at
the previous drive level. I believe, however, that the memory effects can be
interpreted as a drive level-independent temperature-induced relaxation super-
imposed on the drive cycling, since immediately before initially changing the
drive they cool their system within 20 minutes from 90 mK to 10 mK. We show
47in Chapter 4 that there are additional relaxation processes associated with cool-
ing the solid 4He into the supersolid state, and that the time constants for this
relaxation are far longer than 20 minutes at 10 mK.
Grigor’ev et al. made careful measurements of the temperature dependence
of the pressure of samples of solid 4He formed by the blocked capillary tech-
nique [56]. In the range 50 mK-500 mK they found that in addition to the usual
Debye contribution to the pressure (∝ T4) there was a small term proportional
to T2. Since the pressure and heat capacity of the solid are related by the Mie-
Gr¨ uneisen equation  
∂P
∂T
 
V
= ∑
i
γiCi
V
where V is the molar volume and γi and Ci are the Gr¨ uneisen parameter and
heat capacity of the ith subsystem, the T4 and T2 pressure terms correspond,
respectively, to the T3 and T terms in the heat capacity, the latter being the sig-
nature of a structural glass (see Sec. 1.4.4 and [10, 93, 126]). Moreover, they
found that the glassy term became dominant below 300 mK and that it could
be reduced (and nearly eliminated) by annealing. As they annealed the sam-
ple by holding it at ~2 K for 10 h, they observed an extremely slow relaxation
in the pressure. They also found that as a result of the annealing process the
total pressure of the sample was irreversibly reduced by 2 bar, a phenomenon
also observed by Rittner and Reppy, who measured a pressure change of 7 bar
during annealing [102]. This pressure change is far too high to be accounted
for by the disappearance of dislocations or vacancies. They conjectured that the
reduction in pressure might be due to recrystallization of glassy or metastable
liquid pockets, whose volume fraction could be as high as 5%.
481.4.7 X-ray Diffraction and Neutron Scattering
The hcp structure of solid 4He was ﬁrst determined by Keesom and Taconis,
who studied a single-crystal sample by X-ray diffraction [69]. Schuch and Mills
later showed that samples grown by the blocked capillary method resulted in
the formation large crystallites of grain size > 0.1 mm [107], and annealing
was shown to increase this value [119]. X-ray diffraction studies have also been
important in demonstrating the delocalized nature of the atoms in the helium
solid; Burns and Isaacs have shown that vibrations due to the zero-point energy
can be up to 25% of the lattice spacing [30].
In light of the new discoveries about solid helium and the apparent role of
disorder in those phenomena, Burns et al. have recently revisited X-ray diffrac-
tion studies down to the relevant temperatures of the supersolid [31]. They
grew their samples in a cylindrical volume12 at a constant pressure of 60 bar,
taking care to prevent blockage of the ﬁll line during crystal growth by means
of a heater, and looked for a signature of the “supersolid” signal down to the 45
mK base temperature of their dilution refrigerator. Such a signature might be
manifested as a change in the average kinetic energy of the atoms or a modiﬁca-
tion of the interatomic potential; these effects would be detectable asa change in
the lattice parameter or its slope as a function of temperature, or as a change in
the integrated intensity of the scattered X-rays. They report no evidence of such
a signature in either the measurement of the lattice parameter or the integrated
intensity.
The “supersolid” signal is known to have a large dependence on the disor-
12The volume of their cell was 0.13 cm3, of the same order as the TO geometries. For a sum-
mary of the container volumes of 19 TO experiments, see [120].
49der present in the system, including the possible role of grains, and so the au-
thors also used an experimental setup that allowed them to observe small-angle
grain boundaries. They observed a mosaic structure in the X-ray intensity, i.e.
a number of distinguishable crystalline regions with sizes on the order of tens
to hundreds of microns. What is perhaps more interesting for this dissertation
was the fascinating observation that the peaks in the mosaic structure changed
their positions from scan to scan over the course of two hours of measurement,
well away from the melting curve. This shifting of the grains over long time
scales may play a signiﬁcant role in the observation of long relaxation times
(sec. 1.4.6 and Chapter 4), although other studies have attempted to rule out
superﬂow along grain boundaries as the complete explanation for the observed
supersolid phenomena [36, 85]. In addition, they observed no evidence of any
powder, liquid or amorphous component to the X-ray signature, in contrast to
the idea of the previous section that the anomalously large pressure changes ob-
served upon annealing might be due to the recrystallization of glassy pockets
frozen within the solid helium.
Neutron scattering measures the momentum distribution n(k) of the con-
stituents of a system, and so BEC will appear as an enhancement of n(k) close
to k = 0 as a macroscopic number of the consituents begin to occupy the k = 0
state as the system is cooled through its BEC transition. The momentum distri-
bution of a system undergoing BEC is
n(k) = n0δ(k) + (1 − n0)n∗(k)
where n0 is the condensate fraction and n∗(k) is the momentum distribution of
the atoms in states for which k > 0 (i.e. not in the condensate). Recent studies
on crystals grown by the blocked capillary method did not ﬁnd any evidence of
a condensate fraction down to 80 mK, within the 1% error of their experiment
50[45]. Additionally, they do not ﬁnd any change in the shape of the momen-
tum distribution, which could also be used to estimate n0. Another experiment,
which measured the average kinetic energy of the atoms, also found that there
was no signature of BEC down to 70 mK, in both single-crystal and polycrys-
talline samples [1]. Neither of these experiments reported any observation of a
liquid-like or amorphous component of the momentum distribution.
1.5 Modern Theories of the Supersolid State
The essential role of disorder has been suggested by the strong dependence
of the torsional oscillator observables on sample preparation, crystal annealing
and the behavior of 3He impurities, but importantly a deﬁnitive answer about
the nature of the disorder is absent from structural measurements such as X-ray
scattering13. As an answer to this, theoretical researchers have produced a great
deal of important work attempting to reconcile the proposed existence of disor-
der with the possibility of superﬂuidity in solid 4He. This section will discuss
several of these theories and how each has contributed to our understanding of
that reconciliation. Sec. 1.5.1 will discuss ideas about how it is possible in prin-
ciple to have disorder and superﬂuidity in a quantum system, Sec. 1.5.2 will
discuss some details about the relationship between superﬂuidity and stress in
a crystal, and Sec. 1.5.3, on the possibility that the supersolid we observe ac-
tually constitutes observation of a “vortex liquid” phase, is included because it
makes an important connection to the well-understood behavior of vortices in
2-D superﬂuid helium studied with TOs.
13It might be argued that the X-ray experiments described in the last section have ruled out
superﬂow along grain boundaries as the complete explanation for the TO frequency shift.
511.5.1 Superglass Theories
The notion that the behavior displayed by low-temperature solid 4He might be
attributed to a glass was put forth by Balatsky and coworkers [18, 86]. Their
idea was that the dislocation network in the solid might constitute an ensemble
of tunnelling systems, in analogy to the two-level systems that tunnel between
structural conﬁgurations in a well-known glass such as amorphous SiO2. Other
researchers have considered a natural extension of the idea of solid 4He as a
structural glass to include the bosonic nature of the 4He atoms, and, using sev-
eral independent methods, have concluded that solid 4He could be a superglass.
This is a kind of solid in which in which it is possible simultaneously to observe
a glassy component, usually structural in nature, and off-diagonal long-ranged
order (ODLRO), which is a necessary condition for superﬂuidity.
Boninsegni, Svistunov and Prokof’ev studied condensed 4He numerically,
using path-integral Monte Carlo (PIMC) methods, and reported the observa-
tion of a metastable disordered phase of solid 4He that also displayed ODLRO
[29]in a system of N 4Heatoms (N = 216 and800 in two separate studies). They
studied two different “samples” that differed only in their initial conﬁgurations
and how they arrived at the low-temperature state. The ﬁrst sample, which was
initially conﬁgured as an ideal hcp crystal, was found to have long-ranged pair
correlations and an exponential decay in the single-particle density matrix, i.e.
no ODLRO. This study conﬁrmed their earlier assertion that an ideal hcp crystal
does not have a Bose condensate, an old idea due to Onsager and Penrose [91],
and that supersolids must be generically incommensurate (i.e. that the num-
ber of atoms per unit cell is not an integer). The surprising thing they found
was with the second sample, for which they designed a simulation protocol in-
52tended to mimic the effect of quench-cooling the sample from a high-pressure
liquid, the procedure by which the largest supersolid fraction is observed ex-
perimentally. In this sample, the phase that emerged displayed hcp crystalline
order only at short distances (2-3 coordination spheres) and moreover exhibits
ODLRO, with which they could calculate the spatial distribution of the conden-
sate wavefunction. The important observation of their work was that the 4He
could remain in the metastable superﬂuid state even atdensities associated with
the solid. These results held true even for the high-pressure sample they stud-
ied (P = 155 bar, molar volume V = 17cm3), which represented a 27% increase
in density from the liquid at 25 bar (V = 23.3cm3). This ﬁnding also opened up
the possibility that other types of disorder (grain boundaries, dislocations, etc.)
might also display superﬂuid behavior, an idea that led to a number of discov-
eries about the role of stress and elasticity in promoting superﬂuidity. This will
be discussed in the next section.
Although the numerical simulations are quite convincing of the existence of
a structural glass14, PIMC cannot address the real-time dynamics of the system.
Biroli, Chamon and Zamponi contributed a complementary and very appeal-
ing analytical picture of how such a state might form by mapping a viscous
classical system known to exhibit glassy dynamics (the Brownian hard-sphere
problem) to a new quantum many-body system of bosons [22]. The Brownian
hard-sphere system, a liquid at low (number) density n ≡ N/V (or, equiva-
lently, the packing fraction φ ≡ πnσ3/6, where σ is the diameter of an atom), will
crystallize into an ordered solid if the density is increased slowly enough, but if
the density is increased too quickly the system will jam into a disordered glass
14The type of glass that these researchersﬁnd seems to be closer to the “glassy pocket” idea of
Grigor’ev [56], rather than the tunneling dislocation model of Balatsky et al., although the two
models likely have many similarities.
53Figure 1.10: Comparison of classical Brownian hard-sphere phases and corre-
sponding quantum many-body phases.
(A) Classical phases of the Brownian hard-sphere problem. The black trajectory
is a simple freezing transition, obtained if the packing fraction φ = πnσ3/6 is
reduced suitably slowly. If φ is reduced too rapidly, the system will follow the
colored (red-blue) trajectory and jam into a dense amorphous glass. (B)
Corresponding quantum phases of a system of interacting bosons obtained by
the mapping described in the text.
[see Fig. 1.10(A)].
Their approach is as follows: they begin with the viscous dynamics of a
system of N classical particles described by the Langevin equations
γi
dxi
dt
= −
∂
∂xi
UN({x}) +  ηi(t)
where γi are friction coefﬁcients and   ηi is a Gaussian white vector noise pro-
portional to the thermal energy kBT. The index i runs from 1 to N, {x} ≡
{x1 ...xN}, and the total potential UN is assumed to be a sum of symmetric pair
potentials: UN({x}) = (1/2)∑i =j V(xi − xj). As is well-known, the evolution
equation for the probability distribution of the N particle positions, P({x},t),
54can be written as a Schr¨ odinger equation in imaginary time
∂
∂t
P = −HFPP
where HFP is the so-called “Fokker-Planck” operator, given by
HFP = −∑
i
1
γi
∂
∂xi
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The mapping to the quantum dynamics is achieved by a similarity transfor-
mation between the (Hermitian) quantum many-body Hamiltonian H and the
classical (non-Hermitian) Fokker-Planck operator according to
H = eUN/2kBTHFPe−UN/2kBT
(¯ h = 1 for simplicity). It turns out that the quantum Hamiltonian contains a
effective potential Vef f that is a sum of two- and three-body interactions. The
eigenfunctions of the Fokker-Planck operator and the new many-body Hamil-
tonian H are in a one-to-one correspondence, and moreover the ground-state
wavefunction is of the Jastrow form [67]
ΨG ∝ exp
 
−
1
4kBT ∑
i =j
V(xi − xj)
 
. (1.17)
With this mapping in hand, they considered a speciﬁc form of the two- and
three-body potentials appearing in Vef f and were able to work out the proper-
ties of the corresponding quantum phases in Fig. 1.10(B). The important obser-
vation that they made is that there is a non-zero condensate fraction in each of
the phases shown in Fig. 1.10(B).
551.5.2 Stress-induced Supersolidity
In the last section, we have seen two models in which it was possible to have
simultaneous glassy disorder and superﬂuid order. In this section, we turn to a
series of important numerical studies that reveal the details of how supersolid-
ity might occur in the presence of speciﬁc types of disorder, namely along grain
boundaries and the cores of dislocation lines, as well as potential mechanisms
for supersolidity as a result of other structural characteristics of the solid. In Sec.
1.3.1, the Andreev-Lifshitz-Chester mechanism for supersolidity was described,
whereby zero-point vacancies (or interstitials) in the 4He crystal, themselves
bosons, could Bose condense and a current of vacancies could ﬂow without
dissipation through the helum solid. This argument is impossible on thermo-
dynamic grounds because the energy for a creation of a vacancy, ∆v, is of the
order of 10 K (even higher for interstitials), and so at 100 mK there is a negigi-
bly small probability of having isolated vacancies in the crystal; 4He crystals are
commensurate.
It is natural, then, to ask under what conditions could the energy for va-
cancy creation be driven to zero. Several researchers have speculated about the
possibility of stress-induced supersolidity and have created phenomenological
models describing possible scenarios [47, 109, 115]. Pollet and coworkers, some
of whom worked on the PIMC study of the creation of a superglass [29], have
investigated the idea of stress-induced supersolidity numerically, again using
PIMC [96]. They considered several ways in which stress could be applied to
the solid, both to the bulk and locally (e.g. by dislocations), and considered if
any of the cases were experimentally feasible. These results are summarized in
Table 1.3.
56Table 1.3: Stress-induced supersolidity in the bulk and in defects.
type of stress where (critical) strain (%) critical stress (bar)
(isotropic) hydrostatic decompression bulk 13.5 25
(anisotropic) diagonal traceless strain bulk 10-12 50
shear stress bulk 15 35
screw dislocation local 22 –
(split-core) edge dislocation local 13 –
In the case of the bulk stress, the third column represents the critical strain for driving the vacancy creation energy ∆v to
zero, and in the case of the local stresses (dislocations) the column represents the estimated strain at the core of the
dislocation.
5
7Moderate amounts of stress applied to the bulk can drive ∆v to zero, but in
all three cases, the hcp crystal is unstable to this amount of stress (or in the case
of decompression, it becomes a liquid). On the other hand, this work was a con-
ﬁrmation of their earlier observations of superﬂuidity along the cores of (stable)
screw dislocations [28], along grain boundaries [95] and along certain types of
edge dislocations [96] was feasible experimentally, since the strains calculated
at the cores of the dislocations were as large as or larger than the bulk critical
strains for ∆v → 0.
Thisisafascinatingidea, butitsrelevancetothemacroscopic behaviorshown
in the TO experiments is not clear. Perhaps the thermally ﬂuctuating disloca-
tion lines above T∗ play some role in supressing the global phase coherence
necessary for superﬂuid ﬂow, or perhaps the vacancies created in the cores of
the dislocations have a way of tunneling into the bulk and participating in an
Andreev-Lifshitz-Chester type of supersolid.
1.5.3 Vortex Fluid
In two papers [8, 7], Anderson discusses the possibility that the true supersolid
transition occurs at a temperature Tc much lower than the typical T∗measured
in the TO experiments and that the relevant physics of the temperature regime
centered around T∗ is that of a ﬂuid of quantized vortices whose motion can
dissipate energy via the mechanism of phase slippage [6]. He makes the anal-
ogy between the “nonlinear rotational susceptibility” (NLRS) measured by the
TO experiments (see Section 3.1) and the nonlinear magnetic susceptibility in
the “pseudogap” (phase-disordered) regime of the high-temperature supercon-
58ductors [48], where there is signiﬁcant evidence of the presence of vortices even
whensuperconductivity isdestroyed [117]. Hearguesthatthephenomenamea-
sured by the TO experiments have their origin in the intrinsic properties of this
vortex ﬂuid (the vortices above Tc have a viscous drag coefﬁcient η = ¯ hnv that
depends on their density nv [and in turn on the temperature]) and not to any
critical behavior at a phase transition.
This treatment of the supersolid naturally explains the existence of the dis-
sipation peak as the coincidence of the vortex damping rate and the probe fre-
quency of the experiment (in this case, the resonant frequency of the TO), anal-
ogous to the existence of the dissipation peak in the Kosterlitz-Thouless transi-
tion [25]. According to Anderson, the 3He dependence of the T∗ is explained in
terms of additional drag on the vortices, which should slow their motion. How-
ever, since the vortices would be less strongly pinned by structural defects, the
utility of this model to explainthe annealingeffects is lessobvious. Finally, since
the temperature regime of the TO experiments represents the phase-disordered
regime where global phase coherence is destroyed, there may still be a ﬁnite
superﬂuid density but an absence of true macroscopic dc supercurrents. The
vortex ﬂuid model has been used by some researchers to explain their observa-
tions qualitatively [35, 15], but the utility of this model to explain the majority of
the TO, structural and thermodynamic data is limited by its lack of quantitative
predictions.
In a follow-up paper [65], Huse and Khandker developed a phenomenolog-
ical model for the TO response in the context of a vortex ﬂuid, which model
has a simple prediction for the relation between the magnitude of the dissipa-
tion peak
 
 ∆Q−1 
  and the total shift in the resonance frequency ∆f tot/f0. They
59ﬁnd that within their model,
 
 ∆Q−1 
 /(∆f tot/f0) ∼ 1, which is roughly consis-
tent with the results from the TO Kosterlitz-Thouless studies. However, they
point out that this ratio in the experiments in solid 4He has a large variation,
from their value ~1 [101] all the way down to 0.01 [74]. (Our experiments ﬁnd
roughly 0.1). The authors attribute this range in the size of the damping for a
given frequency shift to inhomogenous broadening of the dissipation peak due
to a distribution of local decoupling transitions, which in turn is dependent on
the degree of homogeneity with the particular sample of solid 4He studied. As
far as I know, this is the ﬁrst work to address the large disparity from experi-
ment to experiment in the ratio
 
 ∆Q−1 
 /(∆f max/f0). The quantitative relation
between ∆Q−1(T) and ∆f(T)/f0 is an important theme to which we will return
many times in this dissertation.
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EXPERIMENTAL METHODS
This chapter will describe the three components central to the operation of
the experiments described in this dissertation: (1) the refrigeration techniques
necessary to attain the low temperatures at which the supersolid signal appears,
(2) the SQUID-based torsional oscillator, a new manifestation of a classic tech-
nique for studying superﬂuid helium, and (3) the creation and measurement of
the extremely high pressures needed to form the 4He solid.
2.1 Dilution Refrigerator
In order to achieve the sub-300 mK temperatures necessary to study the su-
persolid transition in 4He, for our purposes it is most useful to use a dilution
refrigerator (DR) because of the relatively fast thermal time constants and high
cooling power compared to other methods (e.g. adiabatic demagnetization of
nuclear or electronic spins). The use of a SQUID-based displacement sensor,
which is extremely sensitive to magnetic ﬁelds, and the temperature range of
the experiments (10-500 mK) further indicate that a dilution refrigerator is the
correct choice.
The apparatuscontained within the vacuum can(VC), includingtherefriger-
ator and the experimental space, is shown in Fig. 2.2. The entire apparatus will
often be referred to as the “cryostat”. The major components of the refrigeration
part of the apparatus are labelled in blue type and are located above the dashed
line. I will not describe the operation of a DR in much detail here; the interested
reader is directed to the excellent descriptions in [94] and [100]. The DR is based
61Figure 2.1: The 3He-4He phase diagram.
At T = 0, the mixture has separated into two phases, the “dilute” phase of
6.6% 3He in 4He, and the “concentrated” phase of 100% 3He. Concentrations of
3He in the hatched area are forbidden. Reproduced from [121].
on the circulation of a mixture of 3He and 4He, which can lower its enthalpy by
separating into two phases in the mixing chamber, one light phase (the “concen-
trated phase” of nearly 100% 3He) that sits on top of a heavier phase (the “dilute
phase” of 6.6% 3He dissolved in 4He). This phase separation occurs when the
3He/4He mixture is at or below 0.87 K, depending on the initial concentration
x3 of 3He in the mixture (Fig. 2.1). If one can then remove 3He atoms from the
dilute side of the phase boundary they will be replenished by 3He atoms from
the concentrated side; the process of replenishing requires energy, which is the
source of the cooling power of a DR. In practice, this is achieved by pumping
on the still, which is directly connected to the dilute side of the phase boundary.
62I ﬁnd it useful to imagine this process analogously to evaporative cooling: the
dilute phase is a “gas” of 3He in an inert background of 4He and the concen-
trated phase is the “liquid”. Pumping on the still/dilute side evaporates 3He
atoms from the “gas” (~1000× faster than 4He atoms) , which are then replaced
by atoms from the “liquid” that cross the phase boundary and provide cooling.
The other components ofthe DR shown in Fig. 2.2 are the 1Kpot and the two
types of heat exchangers. After the 3He is pumped away from the still/dilute
phase, it is puriﬁed by passing it through a charcoal trap immersed in liquid ni-
trogen and then through a charcoal-free trap immersed inliquid 4He (notshown
in Fig. 2.2). It is then recondensed by passing it through a wound copper tube in
the bath of liquid 4He outside the VC and then through a high-impedance tube
that is heat sunk to the 1K plate. The returning 3He is then a liquid at about 1.4
K, but it is not yet cold enough to undergo subsequent phase separation in the
mixing chamber. This step is achieved by thermally linking the returning 3He
to the still (at 0.6-0.8 K) by two stages of heat exchangers.
All components of our DR from the still down were purchased as a single
unit from Janis Cryogenics1. The rest of the fridge, including the 1K pot and
all of the pumping lines and vacuum can, was designed by Minoru Yamashita.
The gas handling system was also designed and homebuilt by Dr. Yamashita,
with the exception of the two parallel charcoal nitrogen traps, which were de-
signed by Ethan Pratt. The pump used to circulate the 3He is a magnetically-
coupled rotary vane pump2 with an oil mist ﬁlter3 at the output (return line) of
the pump. We were able to run the fridge without warming above 4K for 6-8
months and for about 16 months including a single partial warmup to ~100 K
1Janis, model JDR-100
2Pfeiffer, model DUO35M, pumping speed 35 m3/h.
3Balston, model CV-0118-371H
63Figure 2.2: Dilution refrigerator and two solid helium experiments.
This ﬁgure shows the complete low-temperature apparatuscontained inside the
vacuum can (VC). The main components of the refrigerator are in blue (above
the dashed line), with the major heat sink plates and their temperatures labelled
in boldface. Below the mixing chamber plate (below the dashed line) are the
two experiments labelled in boldface as well as a few of the physically most
prominent objects in the experimental space.
64(but not completely to room temperature). The reason for the partial warmup
was to pump out the condenser line, which had become gradually blocked over
the period of 16 months. We suspected that this block was caused by some oil
from the pump getting completely through the traps or by cracked hydrogen
from the pump oil; during continuous operation of the DR it was necessary to
clean the nitrogen traps about once every 4-5 days of the oil that got through
the oil mist ﬁlter at the pump output, and when we ﬁnally replaced the oil mist
ﬁlter after the 16 months of operation the ﬁlter was completed saturated. Later,
a second, homemade oil ﬁlter was added in series with the commercial oil mist
ﬁlter. It consisted of a straight stainless steel tube (12” long × 3” in diameter)
ﬁlled with glass wool. It did not improve the frequency at which we needed
to clean the nitrogen traps (4-5 days). In the future, if the pump needs to be
replaced, we might consider replacing the rotary vane pump with an oil-free
pump such as a scroll pump4 or a scroll pump-backed turbo.
Figure 2.3 shows a schematic of the DR gas panel located on the back wall
of the inner acoustic room in A17 Clark. At a few locations in the circuit there
are digital gauges5, labelled DG1 through DG4, that monitor some important
pressures in the circuit. These pressures are
• the pressure in the return line before the nitrogen trap (DG1)
• the pressure in the return line after the nitrogen trap but before the helium
trap (DG2)
• the pressure in one of the 29.5 L mixture storage kegs (DG3)
• the pressure in the other storage keg (DG4)
4Varian, model TriScroll 300/600, pumping speed 15/30 m3/h
5SUNX, model DP-101ZA
65Table 2.1: Thermometers on the cryostat.
number location type
1 1K plate C-G
2 still plate RuO2
3 ICP M100Ω
4 mixing chamber plate Ge
5 gazebo (MXC) RuO2
6 vibration block (MXC) RuO2
Symbols: C-G = carbon-glass, available from Lakeshore. RuO2=ruthenium ox-
ide, available from Janis or from Lakeshore. M100Ω = Matsushita carbon resis-
tor, roughly 100Ω, homebuilt and calibrated by M. Yamashita. Ge= germanium,
available from Lakeshore. The numbers refer to their labels on the actual cryo-
stat and in the control Labview program in Clark A19.
The output of these four gauges, along a capacitance diaphragm gauge6 mea-
suring the (room temperature) pot pressure and a Pirani gauge7 measuring the
(room temperature) still pressure, are continuously being tracked by a chart
recorder running on the experiment control computer, so that we have a con-
tinuous record of the behavior of the six pressures in the DR. The gauge DG1
controls an emergency vent valve8, which opens to the kegs if the pressure at
the back of the circulation pump gets too high (we usually set the trigger to be
1 bar).
Table 2.1 on page 66 lists the six thermometers in use on our cryostat. On
the control computer, a chart recorder is running perpetually and recording the
temperatures at the various locations on the cryostat, as for the six pressures
discussed above. Temperatures 4, 5, and 6 are redundant and often 4 and 5
are not recorded. The combination of recording the six temperatures and six
pressures of the cryostat at all times is an extremely useful way to run a DR
and, again, we have Dr. Minoru Yamashita to thank for this paradigm.
6Pfeiffer, model CMR-261
7Leybold, model TR211
8ASCO, model 8262G22
66Figure 2.3: Schematic of DR gas panel.
The valves are numbered above as they are on the gas panel itself. In the usual
operating conﬁguration, the path in blue is the returning path of the 3He from
the circulation pump to the return line/condenser; the open valves are
indicated in green. The 3He returns from the pump at the left at the point
labelled “to BS [backside] of pump”, passes through the nitrogen trap and then
the helium trap, and enters the refrigerator at the point labelled “to return
line”. The emergency valve is controlled by the gauge DG1; if the return
pressure gets too high (>1 bar in our operation, but can be adjusted), the
emergency valve opens and there is a path back to the kegs.
67The refrigerator can be cooled from 4K to its base temperature (10-15 mK)
in about a day; the method that we found works very well is described in Ap-
pendix A. The typical value for the cooling power of our DR is about 60  W at
100 mK. Information about tests of the condenser impedance are also included
in Appendix A.
2.2 High-Q Torsional Oscillator
The high-Q torsional oscillator technique is well established and there are sev-
eral features, both common and esoteric, that will not be discussed in this sec-
tion. Rather, we will discuss the particular choices we made for our oscillators
and some new techniques we developed. The reader interested in a broader
treatment of the subject is directed to Gane Ka-Shu Wong’s article in [100].
2.2.1 Principles
As discussed brieﬂy in 1.3.2, the torsional oscillator (TO) is a very sensitive mi-
crobalance capable of measuring changes in the mass of a substance contained
within it to about 1 part in 106. The basic conﬁguration is a torsion rod of torsion
constant K attached to a container with moment of inertia ITO. The TO (plus the
sample contained within it) is often modelled as a simple harmonic oscillator
with a very high Q-factor and so its resonant frequency is proportional to the
inverse square root of the total moment of inertia I = ITO + Isample
ω0 =
 
K
I
68and the (angular) amplitude of its motion on resonance is proportional to Q and
to the drive torque Γext
|A(ω0)| =
ΓextQ
Iω2
0
. (2.1)
The Q of a typical TO at low temperature is of the order of 106, so that very small
changes in the mass (and therefore of the moment of inertia) of the sample can
be resolved. This is because δω0/ω0 ∼ Q−1 ∼ −2δI/I.
The drive is usually applied capacitively between a stationary plate and a
parallel plate of equal area attached to the moving chassis of the TO. Most TOs
used in the past have detected the motion of the TO using a second capacitor
pair. Our TO also has a second pair of capacitor plates, which we use for cali-
bration and for detection of motion at relatively high amplitudes of drive and
of TO motion. However, our primary method for detecting the motion of the
TO is a dc-SQUID-based displacement sensor. The dc-SQUID is an extremely
sensitive detector of magnetic ﬂux, and so we couple the motion of a magnet
attached to the TO via a stationary pickup coil to the input coil of a dc-SQUID.
Details of this scheme and about the calibration of the displacement sensor will
be given in a subsequent section.
We operate the TO in a self-resonant drive circuit, in which a feedbackcircuit
maintains the drive at precisely the resonant frequency of the oscillator (the am-
plitude of the drive is variable). Figure 2.5 shows a schematic of this circuit. The
feedback circuit has four main elements. First, the actual signal from TO (either
detected by the SQUID or by the capacitors) is ﬁltered and ampliﬁed using a
low-Q (∼ 100) bandpass ﬁlter9. We typically used a 4 Hz-wide frequency band
when operating the feedback loop. Second, the ﬁltered signal passes through an
9Stanford Research Systems, model SR650
69Figure 2.4: Principle of operation and images of our TO.
(A) Applying a voltage across the drive capacitor plates causes the TO to rotate
about its torsion axis, shown in red perpendicular to the plane of the page, and
the resultant linear displacement (shown in blue) can be detected either by a
voltage induced on the detect capacitor plates (at a radius rcap) or by a
magnetic ﬂux induced in the pickup coil by the motion of the SmCo magnet (at
a radius rsq). In reality, rsq < rcap (Table 2.3). (B) A schematic (left) and
photograph in situ (right) of our TO.
analog comparator that sets the frequency of the drive by measuring the zero
crossings of the TO signal. The output of the comparator is a 22-V peak-to-peak
square wave. Third, a phase shifter adjusts the phase of the square wave (and
therefore of the drive signal) to compensate for electronic phase differences in
the circuit. The comparator and phase shifter are both components of a home-
made box built by Minoru Yamashita, which we often refer to as the “MY box”.
This box also has a dial-controlled analog output that can be used as the drive
signal. However, as is more common for automatic control of the drive ampli-
tude, the phase-shifted 22-V square wave is then fed into a voltage-controlled
ampliﬁer (VCA), also homebuilt by Minoru Yamashita.
The VCA has four voltage ranges (parameters are shown in Table 2.2) which
can be used to drive the oscillator over more than four decades of ac drive am-
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Figure 2.5: Feedback circuit for self-resonant drive.
The components contained within the (green) dashed line are the elements of
the capacitive detection scheme, discussed in Section 2.2.3.
plitude (from Vac = 0.1 mV to 2.75 V). The drive is biased with a large dc bias
voltage Vdc to linearize the drive torque in Vac (Γext ∝ VacVdc), so this also corre-
sponds to four decades of drive torque. However, because of the instability of
the lowest drive setting (the signal-to-noise can be 1:1) when driving with the
lowest drive torques we often use a higher range and then attenuate the signal
with a 10× or 100× attenuator at the top of the cryostat. The analog output
of the MY box can also be used for the drive signal Vac from roughly ∼ 0.1
mVpp to 1 Vpp (Vpp ≡ peak-to-peak voltage), but has the obvious disadvantage
of non-automatic control.
71Table 2.2: Output voltage ranges of VCA.
output range (mVpp) noise (mV)
26-2750 1
1-577 0.25
0.1-19.5 0.1
0.1-1.1 0.1
(Vpp ≡ peak-to-peak voltage)
A lock-in ampliﬁer10 is used to measure the signal from the TO, which is a
voltage from the SQUID or from the capacitors proportional to the amplitude of
oscillation on resonance (Eq. 2.1). Several different signals in the feedback loop
can be used as the external reference trigger: the MONITOR OUT (sine-wave)
or TTL OUT (0-5V square-wave) signals from the back of the lock-in ampliﬁer,
the square wave from the comparator or from the VCA out, or even the signal
directly after the bandpass ﬁlter. We found that the best choice for the reference,
at least for the ringdown experiments of Chapter 5, was the MONITOR OUT
signal. Using this signal introduced a constant 2o phase shift between the input
TO signal and the reference.
To record the resonant frequency of the oscillator, we measured the TTL
OUT from the back of the lock-in ampliﬁer with a high-precision frequency
counter11. The resonant frequency as measured during a free decay did not
differ by more than 1 mHz from the value measured while the TO was in the
self-resonant drive loop described above.
10Stanford Research Systems, model SR830
11Agilent, model 53131A
722.2.2 SQUID-based Detection Scheme
The main improvement in our torsional oscillator over other TOs was the in-
troduction of a superconducting quantum interference device (SQUID)-based
displacement sensor. Such sensors have been used with great success to study
aspects of superﬂuid helium too sensitive to be otherwise detected, such as
phase slippage and the Josephson effect in 3He and 4He [60, 92]. In our experi-
ments, we detect of the motion of permanent samarium cobalt (SmCo) magnets
attached to the bottom of the TO by sensing the change in magnetic ﬂuxthrough
a nearby stationary pickup coil. The pickup coil is in series with an input coil
inductively coupled to the loop of a dc-SQUID; the two coils and the wire con-
necting them form a superconducting loop. When a moving magnet attached to
the TO changes the magnetic ﬂuxthrough the pickup coil, a current is generated
in the superconducting loop and therefore in the input coil as well. The resul-
tant magnetic ﬂux is detected by the dc-SQUID. The dc-SQUID is operated in a
ﬂux-locked loop [37] and therefore generates an output voltage Vsq proportional
to the change in ﬂux ∆φsq in the SQUID loop. In the dc-SQUID we use12, there
are three ranges of total ∆φsq that can be tolerated by the feedback loop before
it resets: ranges 5, 50 and 500. The numbers refer to the total dynamic range in
ﬂux quanta (one ﬂux quantum φ0 = 2× 10−15 Wb).
When properly shielded from outside sources of magnetic ﬂux, the changes
in ﬂux that can be detected by the SQUID are extraordinarily small. The ﬂux
sensitivity of the dc-SQUID is of the order of 10  φ0/
√
Hz. The displacement
δx of the magnet is proportional to the output voltage of the dc-SQUID and the
12Quantum Designs, model 550
73proportionality constant is usually called the “sensitivity” ηsq:
Vsq = ηsqδx. (2.2)
The sensitivity is a function of both the dc-SQUID circuitry and also the partic-
ulars of the coupling between the magnet and the pickup coil. It is determined
by the calibration procedure outlined in the next section. A typical value on the
most sensitive setting of the dc-SQUID feedback loop (range 5) is ηsq(5) = 1
V/nm. In the TO experiments, we usually operate using the intermediate set-
ting (range 50) in order to strike a balance between the required displacement
sensitivity and the dynamic range of the sensor; a typical value of the sensitiv-
ity is ηsq(50) = 0.1 V/nm. On the most sensitive setting, the displacement noise
corresponding to the ﬂux noise quoted above is about 10−14 m/
√
Hz. It is 10
times less sensitive than this on the range 50 setting and 100 times less sensitive
on the range 500 setting.
The type of SQUID-based sensor used in the earlier studies noted above also
used a superconducting circuit to couple ﬂux changes generated by a moving
element into a dc-SQUID loop, but the moving element was not a permanent
magnet (Fig. 2.6[B]). In that case, the moving element was a superconducting
plane (a few hundreds of nm thick disk of sputtered lead or niobium) that mod-
ifed the inductance L of a nearby pickup coil in a (primary) superconducting
loop containing a persistent current I. Since ∆Φ = 0 in a superconducting loop,
a change in the inductance due to the moving superconducting plane generated
a change in the persistent current I1 → I1 + δI1, which could be coupled (via a
secondary superconducting loop and a secondary persistent current I2) into the
dc-SQUID. For more details about this detection scheme, see [89].
Our (permanent magnet) method had advantages over the older (persistent
74Figure 2.6: Principle of dc-SQUID-based detection schemes.
(A) Permanent magnet-based scheme. This is the method used for the
experiments in this dissertation. (B) Persistent current-based scheme. The
ﬂux-locked loop (FLL) is shown schematically.
current) method, but also some notable disadvantages. The advantages are re-
lated primarily to the simplicity of our circuit. First, the probability of success
of either detection scheme is related to the number of superconducting joints
that need to be made between the various superconducting elements in the two
circuits. Our scheme has 6, whereas the older scheme has 9, including two 3-
way SC joints. Additionally, the SC joints determine the critical current of the
primary superconducting loop Ic and therefore the maximum persistent current
Imax = Ic that can be injected into the loop. Since the displacement sensitivity
η of the circuit is directly proportional to the injected current, the sensitivity of
the displacement sensor can be limited by a single bad joint. The permanent
magnet-scheme is much more reliable in this regard with no loss in sensitivity.
Second, the injection of the persistent current can be a delicate matter, involv-
75Figure 2.7: Flux jumps in the SmCo permanent-magnet displacement sensor.
The jumps are shown with Q−1 on the vertical axis for comparison with the
scale of the full-cell data, e.g. Fig. 1.6. The full scale in this ﬁgure is 0.01× 10−6
whereas the height of the dissipation peak is roughly 7 × 10−6. The jumps are
extremely small; the equivalent displacement of the change in ﬂux shown
between the arrows is 0.3× 10−12 m. The increase in the empty-cell dissipation
as T → 0 is minute compared with the size of the dissipation peak.
ing instantaneous decoupling of the 4K superconducting circuit and the 300 K
current-injection source via a long movable conduit. Any number of confound-
ing problems can result from moving parts in a bath of helium; the permanent
magnet scheme is also free of such complications.
The major disadvantage of our permanent-magnet based scheme is due to a
particular and unforseen property of SmCo magnets at sub-1 K temperatures.
Between approximately 150 mK and an unknown upper limit (probably around
1 K) the magnetic ﬁeld of the permanent magnets is periodically varying in the
temperature and hysteretic. This property is shown in Fig. 2.7.
The variations in the ﬁeld have the character of ﬂux jumps, i.e. sudden
changes in the magnetic ﬁeld of the SmCo magnet that are extremely small.
In terms of the displacement sensor, they look like picometer (10−12 m) changes
76in the motion of the torsional oscillator. Another property of the ﬂux jumps was
that the period (in temperature) of the ﬂux jumps appeared to decrease with
increased velocity of the torsional oscillator. we veriﬁed that the jumps did not
have to do with the self-resonant circuit by driving the TO off resonance above
and below f0 by ±50 Hz. This was the extent of our study of the ﬂux jumps; we
have not identiﬁed the exact physical nature of this phenomenon.
We were fortunate because most of the phenomena we investigated in solid
4He were below 100 mK and were therefore not affected by these ﬂux jumps.
The take-home message here is: do not use the SmCo-based magnet scheme if
you wish to investigate motion on the picometer scale between 100 mK and 1 K.
2.2.3 Capacitor-based Detection Scheme
The classic method of detecting the motion of a torsional oscillator is by using
a capacitor pair, one plate ﬁxed and the other attached to the moving TO. The
components of this scheme are depicted in Fig. 2.5 enclosed within the dashed
green line. A large dc bias Vbias is applied across the capacitor and any change
in the capacitance (due primarily to the motion of one plate relative to the other)
is measured as an ac current by a current preampliﬁer13. The input impedance
of the current preampliﬁer should be zero (relative to the large bias resistor,
1.5 MΩ) and so when the capacitance changes C → C + δC the plates can draw
charge with essential no charging time, maintaining the voltage V at Vbias. This
condition, i.e. that dV/dt = 0, and the assumption that the relative displace-
ment of the plates is x(t) = x0 + δxeiωt leads to an expression for the current
13NF, model LI-76
77I = dQ/dt,
I = CV(δx/x0)ωei(ωt+π/2), (2.3)
and therefore for the (amplitude of the) output voltage of the preampliﬁer:
Vout = |I(t)| G
≈ C0Vbias(δx/x0)ωG.
Here, we have written the capacitance C ≈ C0 = ǫ0Ax−1
0 ; this is justiﬁed since
C = ǫ0Ax−1 = C0[1+(δx/x0)eiωt] and δx/x0 ∼ 10−5. The gain G of the pream-
pliﬁer is 108 V/A. Although the capacitance C0 is extremely small (0.16 pF)
and is in parallel with a large cable capacitance (Ccable ∼ 200 pF), the output
of the current preampliﬁer is independent of the cable capacitance (the output
of a voltage preampliﬁer, which has an input impedance Z → ∞, would be
degraded by the ratio C0/[C0 + Ccable]). We can compensate for the π/2 phase
shift (Eq. 2.3) by adjusting the relative phases of the signal and trigger in the
lock-in ampliﬁer.
2.2.4 Calibration of SQUID- and Capacitor-based Sensors
Weknowthatthe angulardisplacementδθ oftheTO, whendrivenonresonance,
should be proportional to Q and to the drive torque Γext (see Eq. 2.1). This is
related to the linear displacement δx of the TO at the distance of the capacitor
plates rcap from the axis of rotation (Fig. 2.4) via δx ≈ rcapδθ, since rcap ≫ δxcap.
78Thus, we have that
δx = rcap
Q
Iω2
0
Γext
=
Q
Iω2
0
r2
capFext
=
Q
Iω2
0
r2
cap
 
Cdrive
xdrive
 
VdcVac, (2.4)
where the external torque was the external force Fext = CdriveV2/2xdrive ≈ F0 +
CdriveVdcVac/xdrive appliedatrcap. Thestaticrestoring force F0 = CdriveV2
dc/2xdrive
contributes a very small change to the spring constant of the torsion rod, of the
order of 1 part in 105, and so we disregard it in calculations. From the previous
section, we found that the output of the capacitive sensor due to a displacement
δx at the frequency ω0 was
Vout = ηcapδx. (2.5)
ηcap ≡ Gω0
 
C0
x0
 
Vbias. (2.6)
We see that the capacitor output Vout is proportional to the displacement, which
is in turn proportional to the ac drive voltage Vac. We make one more assump-
tion, which is that Cdrive/xdrive = C0/x0; this is reasonable since the overlap
areas of the drive and detect pairs are nearly the same and the capacitors gaps
xdrive and x0 are set carefully and chosen to be the same. Substitution of Eq.2.4
into 2.5 then gives
Vout =
 
G
 
C0
x0
 2
VbiasVdc
r2
capQ
Iω0
 
Vac. (2.7)
We measure Vout as a function of Vac and determine the slope M, which is in
square brackets in Eq. 2.7. The quantitiesthat compose M are shown in Table2.3
along with how they are determined and typical valuesfor our experiments. We
independently measure Q via a ringdown of the empty TO; the only unknown
79Table 2.3: Calibration quantities for SQUID-based TO.
quantity (typical) value how determined
G 108V/A measured
C0 0.16pF Eq. 2.7
x0 160 m Eq. 2.7
Vbias 169V measured
Vdc 160V measured
I 18.9g  mm2 calculated*
Q 106 measured
rcap 4.0mm measured
rsq 3.5mm measured
rfl 4.5mm measured
ηcap 6× 10−5V/nm Eq. 2.5
ηsq(50) 0.1V/nm calib. against ηcap
These parameters are relevant to all of the experiments reported in this
dissertation. * We use the program SolidWorks to model our torsional
oscillators.
quantities are C0 and x0. The quantity C0/x0 is determined from M, and from
C0 = ǫ0Ax−1
0 we can determine C0 and x0 independently. Substitution of C0/x0
into Eq. 2.5 allows us to determine the capacitor sensitivity ηcap; it turns out to
be about 6 × 10−5V/nm.
There is a narrow overlap where we can measure both a signal from the
capacitors and also from the SQUID; this is how we calibrate the SQUID sensi-
tivity ηsq (i.e. output voltage per unit displacement). To estimate the value of ηsq
in a manner analogous to Eq. 2.6 is difﬁcult. The model of the behavior of the
capacitor plates is more accurate and so a simultaneous determination of ηcap
and ηsq is a better method for calibration of the SQUID. Because of their differ-
ent distances from the axis of rotation (Fig. 2.4), the displacements δxsq of the
SQUID sensor and the δxcap of the capacitive sensor are related by a geometric
factor, i.e., δxsq = (rsq/rcap)δxcap. A similar geometric factor needs to be taken
into account when calculating the displacement or velocity of the helium, since
it is conﬁned to an annular cavity at a radius rfl from the axis of rotation. For
80the values of rcap, rsq and rfl see Table 2.3.
2.3 Pressure Measurement
Weformed alloftheheliumsamplesstudiedinthisdissertation usingtheblocked
capillary technique. The solid is formed by ﬁrst creating a high pressure liquid
(typically 75 bar) at a temperature greater than the melting temperature Tm and
then cooling the sample down at constant volume. At the ﬁrst point in the col-
umn of helium where T < Tm, a solid plug forms, likely at the 1K plate where
the ﬁll line is heat sunk. The volume of helium below this plug then follows the
solid-liquid coexistence (melting) curve and the pressure of the solid volume
drops accordingly. When the pressure reaches its ﬁnal value, the thermodyamic
path leaves the melting curve and the solid continues to cool approximately iso-
barically until it reaches its lowest temperature. A typical thermodynamic path
for this procedure is shown in Fig. 2.8. In all of the studies reported in this
dissertation, the samples were all formed at pressures above the hcp-bcc triple
point to avoid possible complications due to the bcc phase.
We measured the high pressure in the helium gas/liquid/solid manifold
with two high-pressure gauges. One gauge, the “SETRA”14, was at room tem-
perature and monitored the pressure on the high-temperature side of the plug
(which remained approximately at the initial liquid pressure of 75 bar) and the
other gauge was a home-built capacitance gauge of the Straty-Adams type [111]
that measured the pressure of the helium solid directly. Its location on the cryo-
stat is shown in Fig. 2.2; it is thermally at the same location as the helium frozen
14SETRA, model 206
81Figure 2.8: Thermodynamic path of the helium solidiﬁcation.
inside the TO. This gauge typically should be retrained each cooldown by ap-
plying and then removing a large pressure several times until the effect is re-
producible and relatively well-calibrated to the SETRA. The capacitance is mea-
sured with an ac capacitance bridge15 and the pressure was initially calibrated
to the SETRA gauge.
We found that there was a tendency to melt the plug during transfers and
the pressure would drop from its low temperature value (~40 bar) down to the
melting curve (25 bar). The remedy for this problem was to install a large ballast
volume (75 cc vs ∼few cc for the volume available to the helium in the ﬁll line
and TO) at room temperature and to form the solid by the procedure above,
maintaining 75 bar of gas pressure on the high-temperature side of the plug.
15Homebuilt using a ratio transformer (variable inductor), a reference capacitor and a lock-in
ampliﬁer. A commercial bridge (such as an Andeen-Hagerling) would work well too.
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LINEAR RESPONSE OF THE TORSIONAL OSCILLATOR
This chapter will discuss a new formalism for understanding and analyzing
the response of the TO to an external torque. The existence of a dissipation peak
accompanying the TO frequency shift is difﬁcult to understand in the context
of conventional 3D superﬂuidity and no satisfactory quantitative description of
the dissipation peak existed before the work of Nussinov et al. [86], on which
much of this chapter is based.
3.1 Linear Response Theory and Rotational Susceptibility
Asmany authors have pointed out [8, 86, 125], what ismeasured in the torsional
oscillator measurements is not the moment of inertia of the TO-helium system
but rather its susceptibility to an external torque Γext. In the time domain, the
angular displacement of the TO is
 
ITO
d2
dt2 + γTO
d
dt
+ K
 
θ(t) = Γext(t) + M(t) (3.1)
M(t) ≡
ˆ
g(t − t′)θ(t′)dt′ (3.2)
for a linear system invariant under time translation. In this familiar equation,
ITO, γTO and K are the moment of inertia, dissipation and torsion constant,
respectively, of the empty TO. For simplicity, we will consider these terms to
be temperature-independent for the rest of the discussion in this chapter. The
second term on the right-hand side of Eq. 3.1 is sometimes called the “back-
action” of the helium on the TO chassis: due to its ﬁnite shear modulus the
helium exerts a moment M(t) on the TO. Deﬁning the moment as M(t) =
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g(t − t′)θ(t′)dt′ is the most general way within linear response theory of writ-
ing this back-action; the exact form of the function g will depend on how the
back-action of the helium is modelled. Formulating the dynamical problem in
this way allows the entire temperature dependence of the susceptibility to be
included in the back-action term. At this point, it would be prudent to address
the validity of using a classical equation of motion to describe the dynamics of a
system that is putatively dominated by quantum effects. I will defer discussion
of this issue to the end of this section.
TakingtheFourier transform ofEq. 3.1,weﬁnd thatwecan writethe angular
displacement θ(ω) = Γext(ω)χ(ω), where
χ−1(ω,T) = −ITOω2 − iγTOω + K − g(ω,T), (3.3)
and
χ−1
0 (ω) = −ITOω2 − iγTOω + K (3.4)
is the (temperature-independent) rotational susceptibility of the empty TO, a
damped simple harmonic oscillator. In Eq. 3.3, the term describing the he-
lium g(ω,T) has a temperature-independent part IHeω2 and a temperature-
dependent part ˜ g(ω,T), so that
g(ω,T) = IHeω2 + ˜ g(ω,T). (3.5)
We will consider the form of   g(ω,T) for several models of the behavior of solid
helium in the following sections.
The resonant frequency of the system at the lowest temperature is ω0 =
√
K/I, which is that of a perfectly rigid rotor with moment of inertia I = ITO +
IHe. We neglect the small dissipation of the TO γTO ∼ Q−1
∞ in the following
because it contributes a correction to the resonant frequency proportional to
84Q−2
∞ , which is O(10−11) for the TOs we use. Experimentally, we do not track
directly the susceptibility at the ﬁxed frequency ω, but rather we measure the
small deviation of the resonant frequency f(T) from its low-temperature, rigid-
body value f0 = ω0/2π, as well as the accompanying peak in the dissipation
Q−1(T). To solve for the resonant frequency and dissipation, one solves for
the complex frequency ˜ ω, which is a pole of the function χ and therefore the
solution to the equation
χ−1( ˜ ω) = 0.
The resonant frequency and dissipation are then related to the real and imagi-
nary parts of ˜ ω via
f(T) = ℜ[ ˜ ω]/2π and Q−1(T) = |2ℑ[ ˜ ω]/ℜ[ ˜ ω]|. (3.6)
The simplest example is to solve for the resonant frequency and dissipation of
the empty TO. Setting Eq. 3.4 to zero at ˜ ωempty, one ﬁnds that
˜ ωempty =
 
K
ITO
 
1−
γ2
TO
KITO
 1/2
− i
γTO
2ITO
which (using Eq. 3.6) gives the following familiar results for a the dissipation
Q−1 andresonant frequency ωR ofa simpleharmonicoscillator (ω0 ≡
√
K/ITO):
Q−1 ≈
γTO/ITO
ω0
ωR = ω0
 
1− (2Q)−2. (3.7)
I will now address the question of whether it is valid to use a classical equa-
tion of motion to describe the rotational susceptibility of solid 4He, a material
in which quantum behavior plays such a large role in determining its proper-
ties. The numbers used here are for the system we studied, but are representa-
tive of typical parameters of the TOs employed by the many groups studying
solid 4He. The effective change in the moment of inertia of the solid 4He as it
85would be interpreted from ∆I/(IHe + ITO) = ∆f max/2f0, whether by a super-
solid mechanism (NCRIf) or by a moment M(t) exerted by the 4He on the TO,
is of the order of 0.01% to 20%. Our sample has a volume V = 8.5 × 10−3cm3
and a molar volume of about 20cm3 (40 bar, 0.2 g/cm3). It is conﬁned to a thin
annulus of radius r = 4.5mm and therefore, approximating the ∼ 1020 atoms of
4He to form a continuous solid of constant density, the sample has a moment of
inertia IHe = mr2. Putting in the numbers, we ﬁnd that the minimum total angu-
lar momentum change of the solid 4He (using the ﬁgure 0.01%) would be of the
order of 1024¯ h. Smaller changes than this can certainly be resolved, but even so
the rotational quantum numbers of the 4He atoms are so large that, according
to the correspondence principle, our system is in the classical limit.
If the microscopic nature of the back-action term (or the change in the mo-
ment of inertia) is quantum-mechanical but the TO experiments can be well de-
scribed by Eq. 3.1, it would be more appropriate to say that we are working in
a semiclassical limit. An example of such a treatment of TO experiments is the
Kosterlitz-Thouless transition in 2-D 4He ﬁlms [25], the frequency and dissipa-
tion data of which was ﬁt beautifully by the dynamical theory of Ambegaokar,
Halperin, Nelson and Siggia [3, 4]. In these classic papers, they use a Langevin
equation for the diffusive motion of quantized vortices and bound vortex pairs
to calculate the additional dissipation (and resultant TO frequency shift) as the
4He undergoes the K-T transition.
863.1.1 Susceptibility Based on Superﬂuid Decoupling
In the picture of the supersolid transition as a simple decoupling of the super-
ﬂuid component from the inertia of the rest of the solid, the “back-action” term
isn’t really a back-action at all; the relevant term in the rotational susceptibility
(Eq. 3.3) would be
gss(ω,T) = −IHe
 
1−
ρs(T)
ρ
 
ω2. (3.8)
where ρs/ρ is the superﬂuid fraction. Insofar as Eq. 3.3 is the correct description
of the supersolid dynamics, Eq. 3.8 fails to completely describe the data because
there is no provision for the dissipation peak Q−1, that is, there is no added
dissipation in the system due to existence of the superﬂuid. The correct model
of the behavior of the solid helium will ﬁrst and foremost have to address this
issue.
3.1.2 Debye Susceptibility
A simple and important example of a non-trivial χ−1(ω,T) that qualitatively
captures the temperature dependence of f and of Q−1 is the Debye form
χ−1(ω,T) = −Iω2 − iγTOω + K −
g0
1 − iωτ(T)
, (3.9)
a form that is quite familiar from many other branches of physics. In this equa-
tion we have written I = ITO + IHe and we neglect the intrinsic dissipation of
the helium. This form represents the overdamped response of an (unspeciﬁed)
set of excitations within the 4He solid that has a resonant response when the fre-
quency of motion of the TO (ω) matches the rate of relaxation of the excitations
87(τ−1). It is worth deriving the expressions for the resonant frequency and dissi-
pation in order to see how the two are intimately related in this general picture
of the response of the torsional oscillator.
We set Eq. 3.9 equal to zero at ω = ˜ ω and we see that it becomes a cubic
equation for ˜ ω. It can be solved exactly, but the exact solution is not illuminat-
ing; we can achieve a clearer result by recognizing that the last term in Eq. 3.9,
the contribution to χ from the solid helium, is a small perturbation to the total
susceptibility. We therefore consider a form of ˜ ω of that is linearized about the
low-temperature solution ω0 =
√
K/I,
˜ ω = ω0 + ix + y, |ix + y| ≪ ω0, (3.10)
and expand to linear order in x and y, giving
˜ ω2 = ω2
0 + 2ω0y + 2iω0x
˜ ω3 = ω3
0 + 3ω2
0y + 3iω2
0x. (3.11)
If we substitute these expressions into the cubic equation for ˜ ω, we end up with
two coupled equations (for the real and imaginary parts of χ−1( ˜ ω) = 0) in two
unknowns (x and y). Solving for x and y we ﬁnd that
x = −
g0
2Iω0
 
ω0τ
1+ ω2
0τ2
 
= −
g0
2Iω0
ℑ
 
1
1 − iω0τ
 
y = −
g0
2Iω0
 
1
1+ ω2
0τ2
 
= −
g0
2Iω0
ℜ
 
1
1 − iω0τ
 
. (3.12)
Using these expressions we can write our observables, the resonant frequency
and the dissipation, using Eqs. 3.6 and 3.10, and we ﬁnd that
f(T) = f0 −
1
4πIω0
ℜ
 
g0
1− iω0τ
 
(3.13)
and
Q−1(T) = Q−1
∞ +
1
Iω2
0
ℑ
 
g0
1− iω0τ
 
. (3.14)
88We see that within this Debye model of the susceptibility, f and Q−1 are related
in a simple way to the real and imaginary parts of g(ω,T). In the last line, we
added back the contribution to the dissipation from γTO = ITOω0Q−1
∞ . The
Debye model has the simple property that
∆Q−1(T)
∆f(T)/f0
= 2ω0τ(T), (3.15)
where ∆Q−1(T) = Q−1(T)−Q−1
∞ and ∆f(T) = f0 − f(T). Since Q−1 has a peak
when ωτ(T∗) = 1, we know that the ratio of the amplitude of the dissipation
peak ∆Q−1(T∗) to the total (fractional) frequency shift ∆f max/f0 = (f0 − f∞)/f0
is always in a ﬁxed ratio for the Debye model, regardless of the other parame-
ters. This also suggests that Eq. 3.15 can be used to measure τ(T) .
We are used to thinking about response functions such as χ in the frequency
domain, so that as the measurement frequency is swept through the response
or relaxation time τ, there is a change in the real part of χ and an accompanying
peak in χ. The change in ℜ[χ(ω)] and ℑ[χ(ω)] are related, for example, via
the Kramers-Kronig relations: if one quantity is known in the entire frequency
range over which the change in that quantity is taking place, the other quantity
is completely determined. In the case of the experiments described in Chapters
4 and 5, instead of sweeping the measurement frequency ω, we ﬁx the measure-
ment frequency and sweep the relaxation time τ(T) by changing the tempera-
ture. The relationship of the resonant frequency and dissipation to ℜ[χ(T)] and
ℑ[χ(T)] is dependent on the model we use for χ, but in the case of the Debye
susceptibility (and of any model that has a single relaxation time τ for a given
ω and T - see e.g. 3.1.4 but not 3.1.3) the relationship has the simple form given
by Eqs. 3.13 and 3.14.
In order to capture qualitatively the behavior of the frequency and dissipa-
89Figure 3.1: Frequency shift (f − f0)/f0 and dissipation shift Q−1 − Q−1
∞ .
These curves are calculated by Eqs. 3.13 and 3.14.
tion by using Eqs. 3.13 and and 3.14 we also need a model for the relaxation
time τ(T). It is clear that τ(T) should be monotonically decreasing as T → ∞.
A very simple model that has this behavior is the Arrhenius form
τ(T) = τ0 exp(∆/kBT), (3.16)
which represents the activated dynamics of excitations frozen out at tempera-
tures that are small compared to ∆/kB. Figure 3.1 shows the prediction of Eqs.
3.13 and 3.14 with τ(T) given by Eq. 3.16.
3.1.3 Glassy Susceptibility
Viscous liquids close to the glass transition have response functions that ex-
hibit non-exponential relaxation in their response functions, in contrast to ho-
mogeneous liquids, which generally respond with a single relaxation time [27,
44, 110]. The response function, F(t), might be, for example, the polarization
90in response to an electric ﬁeld, or the strain in response to an applied stress;
for a comprehensive list of examples, see [27]. The classic form for F(t) is the
“stretched exponential” or Kohlrausch-Williams-Watts (KWW) form
F(t) = exp(−t/τ)θ (3.17)
which, for θ < 1, represents the response of the system at a wider distribution
of frequencies. The limit θ = 1 corresponds to the Debye relaxation. If one
transforms the KWW form to the frequency domain, this distribution becomes
explicit, but equally effective at capturing the idea of a distribution of modes is
the form ﬁrst used by Davidson and Cole to ﬁt the complex dielectric constant
ǫ∗ of several polar liquids [40]1:
ǫ∗(ω) − ǫ(∞)
ǫ(0) − ǫ(∞)
=
1
(1− iωτ)
β. (3.18)
Here, β plays the role of the “stretching exponent” that θ did in Eq. 3.17. Taking
their cue from this successful ﬁtting form, Nussinov et al. proposed a form of
the rotational susceptibility of the TO-helium system if the helium exhibited
glassy behavior, i.e. a response at a distribution of relaxation times:
χ−1(ω,T) = −Iω2 − iγTOω + K −
g0
[1− iωτ(T)]
β. (3.19)
In the theory of glasses, the response time τ often takes the Vogel-Tamman-
Fulcher form τ(T) = τ0 exp[D/(T − T0)] (see [110]), which is identical to the
Arrhenius form for T0 = 0.
1In fact, a different form was used ten years earlier by Cole and Cole [38]. That form was
(1− [iωτ]1−α)−1 instead of the Davidson-Cole form (1− iωτ)−β
913.1.4 Viscoelastic Susceptibility
Building on the ideas of Nussinov et al., Yoo and Dorsey modeled the solid
helium inside a cylindrical TO (of radius R and height h) as a viscoelastic solid,
i.e. an elastic solid with internal friction [125]. They pointed out that the “back-
action” term could be due to the ﬁnite shear modulus of the helium and the
internal stress ﬁelds created when the acceleration of the helium was not in
phase with the motion of the outer wall of the container. They used the simplest
viscoelastic model, a single spring (the shear modulus  0) in series with a single
dashpot (the viscosity η),
 (ω) =  0 − iωη =  0(1 − iωτ),
with τ = η/ o the single relaxation time scale in the problem. This is known
as the Kelvin-Voigt model. By solving the wave equation for the strain ﬁeld of
the helium inside the container and considering the resultant stress tensor, they
were able to derive the moment exerted by the solid on the container
M(t) ≈ −IHeω2
 
1+
k2R2
24
 
θ0e−iωt
where k = ω/cT, with cT = ρ/ (ω) the speed of transverse sound, IHe the
moment of inertia of the helium, and θ0e−iωt the motion of the oscillator in the
absence of the helium. The term IHeω2(k2R2/24) is the (small) deviation of the
moment from its rigid-body value IHeω2. This result can be put in the form of a
rotational susceptibility:
χ−1(ω,T) = −Iω2 − iγTOω + K −
ρR2IHeF(h/R)ω4
24 0 [1− iωτ(T)]
. (3.20)
The function F(h/R) includes the ﬁnite size effect of the container (but not tor-
sional standing waves generated by the top and bottom of the container) and is
92of order unity. The rest of the temperature-independent part of the back-action
term can be rearranged to read
ρR2IHeω4
 0
= vrim
 
vrim
cT
 
IHeω2, (3.21)
where vrim = ωR is the rim velocity of the TO. Since cT ≫ vrim, we are justiﬁed
in assuming that the back-action term is small.
If one solves this model for the resonant frequency and dissipation of the
TO, one ﬁnds that it has the same dependence on temperature as the Debye
model and the same ratio
 
 ∆Q−1 
 /(∆f max/f0). The striking difference is in
the frequency dependence of this model. Whereas the Debye model had no
frequency dependence in the denominator of ˜ g(ω,T) (see Eq. 3.5), in the vis-
coelastic model one has ˜ g(ω) ∼ ω4/(1 − iωτ). Yoo and Dorsey argued that
a nonzero power of ω was necessary in the numerator of ˜ g(ω) because other-
wise as ω → 0, ˜ g → constant, which would represent an unphysical shift in the
torsion constant K. This strong function of frequency in the back-action term
˜ g means that in a frequency-dependent study of the rotational susceptibility, it
should be straightforward to distinguish this model from, say, the Debye model.
3.1.5 Two-Level Systems in a Real Glassy TO
In torsional oscillators speciﬁcally constructed to study glasses (such as SiO2)
at low temperatures, the standard tunnelling model (STM) has been successful
at predicting the acoustic and thermal properties of those materials over a wide
range of temperatures [10, 93, 126]. An excellent summary of this model and
the relevance to the behavior of glassy TOs is in the dissertation of Andrew Fef-
ferman [49]. The model is based on a collection of two-level defects in a crystal
93(basically an ensemble of systems each described by a double-well potential)
that can tunnel between the two energy states and interact in various ways with
the phonon bath. A single one of these two-level systems (TLSs) is characterized
by an asymmetry parameter ∆ that measures the difference in the depth of the
two energy wells and a parameter for tunneling between the two wells ∆0, and
experimental data are generally well described by a distribution of the energy
splittings E =
 
∆2 + ∆2
0 and ∆0 given by
P(E,∆0) =
P0
∆0
 
1− (∆0/E)2.
This model predicts the linear term in the speciﬁc heat referred to in Sec. 1.4.4.
It is the interaction of the ensemble of the TLSs with the phonons in the mate-
rial that determines the acoustic properties, and in particular the frequency shift
δf/f and internal friction Q−1 of a torsional oscillator constructed of the mate-
rial. The details are well beyond the scope of this dissertation, but I wanted
to mention two relevant points. First, there two main types of interaction be-
tween TLSs and phonons, resonant processes and relaxational processes. The lat-
ter are characterized by a relaxation time for the TLSs to return to thermal equi-
librium after perturbation by interaction with phonons, and this (temperature-
dependent) relaxation time τrel is just the contribution to Q−1
rel of the relaxational
processes divided by their contribution to the frequency shift 2(δfrel/f):
τrel =
Q−1
rel
2(δfrel/f)
, τrel ∝
E3
∆3(1 − ∆2/E2)
tanh
 
E
2kBT
 
.
The second point is that the overall temperature dependence of δf/f and Q−1
seem to be quite different from what we measure in the solid 4He. There is a
change in the two quantities over several decades of temperature, due to dom-
inance of different resonant and relaxational processes in different temperature
regimes. Because of this obviously large discrepancy, we do not attempt to ﬁt
our data to this model.
943.2 Fitting to the Various Models
In this section, we ﬁt some of the models to the equilibrium values of the fre-
quency shift and dissipation predicted by a few models described above.
3.2.1 Debye Susceptibility
The ﬁts of the frequency and dissipation data of Fig. 1.6 to the predictions of the
Debye model (Eqs. 3.13 and 3.14) are shown in Fig. 3.2. The procedure was to ﬁt
the dissipation peak and the using the parameters of the dissipation ﬁt to then
ﬁt the frequency shift. For this ﬁt, a simple activated Arrhenius form was used,
i.e. a single relaxation time of the form τ = τ0 exp(∆/kBT). With this model,
the ﬁt has three parameters, the strength of the back-action g0, the time scale
for the relaxation τ0, and the activation energy ∆. With these three parameters,
we obtain a satisfactory ﬁt of the dissipation peak with the parameters g0 =
3.17 N/m, τ0 = 9.48 s, and ∆/kB = 0.131 K. The most striking thing about the
subsequent ﬁt using these parameters to the frequency shift is that the strength
g0 seems to be far too inadequate to account for its magnitude, only predicting
about 15% of the total frequency shift.
Thisdiscrepancybetweenthedissipation andthefrequencyshift(whenmod-
elled with a Debye susceptibility) seems to be a fairly general feature of the ob-
served behavior in the majority of solid 4He-TO systems studied [65], although
the “missing frequency shift” seems to vary anywhere from no missing shift up
to 99% [74, 101]. It seems that the converse could also be argued: that the fre-
quency shift from the Debye model would predict a dissipation peak that was
95Figure 3.2: Fits to Debye susceptibility with Arrhenius activation.
The circles are the data of Fig. 1.6 and the lines are ﬁts to Eqs. 3.13 and 3.14,
with τ(T) = τ0 exp(∆/kBT). The (three) ﬁt parameters are τ0 = 9.48 s ,
∆/kB = 0.131K, and g0 = 3.17 N/m.
far larger than the observed behavior. However, the fact that a superﬂuid tran-
sition can produce a frequency shift (via the change in the moment of inertia
of the TO) with little or no change in the intrinsic dissipation has led some re-
searchers (including us) to conjecture that the “missing frequency shift” might
be superﬂuid in nature and that the coincidence of the excitation freeze-out (at
T∗) and the superﬂuid transition implies that freezing the excitations somehow
facilitates superﬂuidity in the system.
It should also be noted that a ﬁt to the viscoelastic susceptibility (Eq. 3.20)
would have the same numerical result as the Debye susceptibility if we iden-
tify the back-action strength g0 with the coefﬁcient ρR2IHeF(h/R)ω4
0/24 0 of
the back-action term in the viscoelastic model2. The best way to distinguish
these two models would be to study the rotational susceptibility as a function
of ω, since the back-action term in the viscoelastic model has a strong frequency
dependence in the numerator (∝ ω4). The relationship between the internal
2For a more transparent form of this coefﬁcient, see Eq. 3.21.
96stress ﬁelds and the vacancies that may be responsible for the superﬂuid-like
behavior is fairly well established and the elastic nature of the helium solid may
play some role in the promotion of superﬂuidity while the solid is subjected to
oscillating stress.
We will now examine the validity of using the Arrhenius form for the relax-
ation time τ(T), within the Debye and viscoelastic models. There are two ap-
proaches, which we shall name after the people that ﬁrst suggested these ideas
to us.
1. Balatsky approach [17]. Equation 3.15 showed that the relaxation time could
be calculated by dividing the dissipation by the fractional frequency shift,
i.e.
ω0τ(T) =
∆Q−1(T)
2∆f(T)/f0
(3.22)
2. Dorsey approach [125]. One can invert Eq. 3.14 to obtain τ(T) from the
Q−1(T); another way of writing Eq. 3.14 is
∆Q−1(T) =
2Aω0τ
1+ (ω0τ)2
(this deﬁnes A as the dissipation peak height on resonance: ∆Q−1(T∗) =
A). We can just invert this to get
ω0τ(T) =
A
∆Q−1(T)

1±
 
1 −
 
∆Q−1(T)
A
 2

 (3.23)
where the sign in front of the square root is chosen so that τ is a mono-
tonically decreasing function of temperature. The quantity ∆Q−1(T)/A
ranges from 0 to 1 in the temperature range of interest and therefore the
square root cannot be expanded.
97Figure 3.3: Two methods for obtaining τ(T) from the experimental data.
(A) The data on log-log axes. Power law ﬁts yield τ ∼ T−3.2 (for both
methods). (B) The data on Arrhenius axes (log vs. 1/T). They appear to be
equally well ﬁt by an Arrhenius law τ ∼ exp(∆/T) for T < 2T∗, but they
deviate strongly above that temperature.
These two models are shown in Figs. 3.3(A) and (B). In (A), the data are
presented on log-log axes, and in (B) they appear on Arrhenius axes (log vs.
1/T). The data appear to be equally well ﬁt at low temperatures (below 2T∗)
by both power laws and by activated behavior, but the validity of the power
law ﬁt seems to extend slightly further, out to ∼ 4T∗. Fitting to the Dorsey and
Balatsky methods yields τ ∼ T−3.2 for both methods. The physical implications
of having power law behavior vs. activated behavior are signiﬁcant and will be
discussed more in Chapter 5.
The temperature dependence is qualitatively similar for both methods, but
the Dorsey result appearsto give bemore correct inthe sense that ω0τ = 1when
T = T∗. The reason that the Balatsky method underestimates the magnitude of
98the relaxation time is the same reason that there appears to be a frequency shift
that is too large by a factor of 85/15; scaling the Balatsky result for τ by this
factor collapses the result nicely on top of the Dorsey result and emphasizes the
similar temperature dependence. Dorsey suggests that this temperature depen-
dence might be explained by a relaxation time with two energies E1 and E2:
τ(T) = s0
exp(E1/T)
1+ δexp(E2/T)
(3.24)
A ﬁt to this function of the Dorsey τ(T) is also shown in Fig. 3.3. The pa-
rameters are E1 = 0.6 K, E2 = 0.48 K, δ = 1.6 × 10−3 and s0 = 2 × 10−8 s. The
authors do not give a physical interpretation of E1 and E2, but at low tempera-
tures, Eq. 3.24 reduces to τ(T) = (s0/δ)exp([E1 − E2]/T) and the parameters
are in good agreement with those used in the ﬁts in Fig. 3.2. This result shows
that the Arrheniusmodel for the relaxation time appearsto be (self-consistently)
correct, at least for temperatures less than about 2T∗ and therefore well within
the region of interest where the changes in the TO resonant frequency and dis-
sipation occur. A model of the relaxation time τ ∼ T−α, with α = 3.2, also ﬁts
the data well for an even larger temperature range (T = 0 to T ≈ 4T∗).
3.2.2 Glassy Susceptibility
The glassy susceptibility given by Eq. 3.19 has a distribution of relaxation times,
controlled by the exponent β, and therefore does not admit a simple relation-
ship between the resonant frequency and ℜ[χ−1] and between the dissipation
and ℑ[χ−1] as for the susceptibilities having a single relaxation time τ. If one
attempts to solve Eq. 3.19 for the poles of ˜ ω ≈ ω0 + ix + y in the manner illus-
trated by Eqs. 3.10-3.14, one ﬁnds that the expressions for the real and imag-
99inary parts of ˜ ω are nonlinearly coupled and therefore no closed solution for
f(T) [Q−1(T)] exists in terms of only ℜ[ggl] (ℑ[ggl]) as it does for gDebye (The
glassy back-action term ggl is the last term in Eq. 3.19). For example, setting the
imaginary part to zero, one ﬁnds that
x = ytan
 
βtan−1
 
(ω0 + y)τ
1+ xτ
  
,
which (to ﬁrst order in x and y) reduces to the Debye result x = ω0τy when
β = 1. (The expression for the real part is much more complicated). The back-
action term can be written in the form
ggl =
g0
(1 − iωτ)β
=
g0
(1 − ω2τ2)β/2
 
cos
 
βtan−1(ωτ)
 
+ i
 
sin βtan−1(ωτ)
  
(3.25)
The real and imaginary parts of this susceptibility are plotted in Fig. 3.4.
Although to properly ﬁt the data to the glassy susceptibility, it is necessary to
solve numerically for the real and imaginary parts of χ−1[ ˜ ω] = 0, we can make a
few general observations about the properties of this susceptibility. First, the to-
tal frequency shift from low temperature to high temperature is only controlled
by the parameter g0, as with the Debye susceptibility (β = 1). The height of the
dissipation peak, on the other hand, falls with increasing β. This is not surpris-
ing, since for the Debye susceptibility the dissipation peakisproportional to ωτ,
and so the effect of increasing β is to distribute the response over a wider range
of relaxation times and therefore to widen the peak and diminish its height.
Graf et al. show for the glassy susceptibility (Eq. 3.19) that
   ∆Q−1   
∆f max/f0
≈ 2tan(βπ/4)
100Figure 3.4: Real and imaginary parts of glassy susceptibility.
The colored curves are the real and imaginary parts of Eq. 3.25 (divided by
Iω2
0) for a particular choice of τ = τ0 exp(∆/T) and various values of β ≤ 1.
For comparison, the data from Fig. 1.6 (and 3.2) are included. The particular
combination 2(f − f0)/f0 makes Eqs. 3.13 and 3.14 symmetric by making the
prefactors of ℜ[(1 − iω0τ)−1] and ℑ[(1 − iω0τ)−1] both equal to 1/Iω2
0.
Although the frequency data seem to align with the yellow curve (β = 0.4) it
should be emphasized that for a different choice of the parameters τ0 and ∆,
the frequency data can be made to ﬁt a different value of β. The point is that in
principle one can ﬁnd a susceptibility for which the ratio
 
 ∆Q−1 
 /(∆f max/f0)
matches that of the TO data by changing β; in our case the experimentally
observed
 
 ∆Q−1 
 /(∆f max/f0) is matched by the β = 0.05 pair of curves (dark
red), although the precise temperature dependence of f and Q−1 are not well
described by a susceptibility with β = 0.05.
101which ranges from 0 (for β → 0) to 2 (for β = 1) [51]. The point is that one can
ﬁnd a β such that the the correct ratio
 
 ∆Q−1 
 /(∆f max/f0) is satisﬁed for any
particular experimental pair of curves f(T) and Q−1(T). The wide distribution
of results has a natural interpretation in terms of different values of the distri-
bution β achieved by different sample preparations. Speciﬁc ﬁts to the data are
not performed in this dissertation, but a forthcoming work by Graf et al. [51]
ﬁnds satisfactory ﬁts of the TO data (of several groups, including ours) to the
glassy susceptibility 3.1.3, which they call the “Davidson-Cole” form, as well as
satisfactory ﬁts to the alternative “Cole-Cole” form ggl = (1 − [iωτ]
α)−1.
3.3 Summary and Discussion
This chapter introduced a useful formalism for treating the temperature de-
pendence of the TO results, namely the idea of a linear response function (or
rotational susceptibility) that described the relationship of the complex angu-
lar response θ(ω) to the drive torque Γext(ω). The temperature dependence of
the behavior of the helium inside the TO could all be understood in terms of
a “back-action” term g(ω,T) in the (inverse) susceptibility. A simple model of
this back-action, the Debye susceptibility gDebye = g0(1 − iωτ)−1 can qualita-
tively capture the temperature dependence of the TO resonant frequency shift
and the dissipation; a more physically appealing model, the viscoelastic model
gVE = Cω4(1 − iωτ)−1, is mathematically equivalent to the Debye model in
the linear approximation leading to the expressions for f(T) and Q−1(T) (Eqs.
3.13 and 3.14) and therefore draws the same conclusions. Both models suffer
from the same problem: the prediction for the dissipation peak |∆Q−1| is far too
small to account for the total frequency shift ∆f max, since both observables are
102controlled by the constant g0 (Cω4
0) in the Debye (viscoelastic) model. In both
models, however, one can extract the temperature dependence of the relaxation
time τ(T) regardless of the discrepancy; for the data used to ﬁt in this section
it appears to be equally accounted for by a power law τ ∼ T−3.2 and by an
Arrhenius law τ ∼ exp(0.131/T) (K).
The discrepancy has notably been addressed by Graf et al. [52, 51] (and
earlier by the same researchers in [86]), who proposed a glassy susceptibility
ggl = g0(1 − iωτ)−β having a distribution of relaxation times τ controlled by
the exponent β. In this case, the ratio
   ∆Q−1   /(∆f max/f0) ≈ 2tan(βπ/4) and
so can be made arbitrarily small for suitable choice of β. Another proposal that
dealswith the discrepancy hasbeen madebyHuse and Khandker[65], who also
attributed the discrepancy to inhomogeneity but couched their answer in terms
of the “vortex liquid” model of Anderson. Their equivalent of the disorder pa-
rameter β was a putative distribution of local transitions from the normal solid
to the vortex liquid state; integrated over the whole sample this could be cap-
tured by a distribution of transition temperatures Tc and result in a broadening
of the dissipation peak.
Both of these models deal with disorder by subsuming the dependence into
a phenomenological parameter. A third model that can deal with this discrep-
ancy is a Debye model describing the freezing transition of excitations of the
crystal (i.e. the response at slower and slower τ(T) as the temperature is low-
ered), which transition controls a second degree of freedom - the global super-
ﬂuid stiffness. The superﬂuid contribution to the TO frequency shift would
have no accompanying dissipation, thereby accounting for the discrepancy in
 
 ∆Q−1 
 /(∆f max/f0), and its transition temperature would appear to coincide
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Figure 3.5: Dependence of the ratio
 
 ∆Q−1 
 /(∆f max/f0) on hydrostatic pres-
sure and molar volume.
This ﬁgure is derived from data in [74].
with that of the freezing transition precisely because it is the freezing transition
that controls when the superﬂuid component establishes phase coherence in the
whole 4He. The validity of any one of these models needs to be established by
further experiments.
As a ﬁnal note, no comprehensive studies of the dependence of the ratio
   
 ∆Q−1
   
 /(∆f max/f0)
on the experimentally-accessible parameters exist to date. However, one piece
of evidence can be be gleaned from an early paper by Kim and Chan on the
pressure dependence of NCRI [74]. I noticed that the ratio
 
 ∆Q−1 
 /(∆f max/f0)
decreases with increasing hydrostatic pressure, a result I plot in Fig. 3.5. On
its own, the frequency shift alone ∆f max appears to be uncorrelated with the
104pressure. In the Debye + superﬂuid model, the interpretation would be that
at higher pressures, there would be a larger superﬂuid component relative to
the Debye contribution to ∆f max. In the picture of [96], the existence of gapless
vacancies is related to the internal stresses of the helium crystal, and if the su-
perﬂuid component in this model is of the Andreev-Lifshitz-Chester type, this
observation might be the ﬁrst connection between the superﬂuid component
[in this case deduced from
 
 ∆Q−1 
 /(∆f max/f0)] and a controllable effect on the
stress ﬁelds in the crystal.
105CHAPTER 4
GLASSY DYNAMICS OF SOLID 4HE
This chapter describes two experiments that were designed to elucidate the
complex dynamics of the low-temperature state of solid 4He. One point that ev-
ery researcher in this ﬁeld agrees on is the essential role that disorder will play
in the eventual explanation of the behavior of supersolid 4He. This disorder can
be introduced in many ways, as discussed at length in Chapter 1, including the
way in which the sample is prepared. As shown by Rittner and Reppy [102],
the magnitude of the TO frequency shift was dependent on how rapidly the
sample was cooled from the high-pressure liquid, and that the signal could be
reduced (and even eliminated) by careful annealing. To make a connection with
the various theories, one would like to know what type of disorder was intro-
duced during the formation of the solid. Crystal dislocations had been shown
to support gapless vacancy creation and thereby to play a possible role in an
Andreev-Lifshitz-Chester type of supersolid. However, in addition to the re-
duction of the TO frequency shift, the effect of annealing was shown by Rittner
and Reppy (and also by Grigor’ev et al. [56]) to cause a simultaneous reduction
of the pressure of the sample, a effect much too large to be explained only by the
annealing of defects. Grigor’ev proposed that large glassy, disordered regions
might have been formed during the quench cooling of the sample, possibly in a
jamming-type transition. At the same time, path-integral Monte Carlo simula-
tions showed that off-diagonal long-ranged order (ODLRO) might be present in
the same type of quench-cooled samples, which in the simulations also showed
glassy regions [29]. A complementary analytical result showed that the exis-
tence of such a “superglass” could be understood by a mapping from a classical
system known to undergo a jamming transition to a quantum bosonic many-
106body state known to support ODLRO.
Glasses are disordered, but disorder does not necessarily imply that what
we are dealing with is a glass. How can we make the distinction? One deﬁ-
nition of a glass is a liquid that ﬂows on a time scales much longer than that
of the laboratory. In the case of supercooled liquids, when the temperature is
lowered rapidly enough the molecules cannot adequately sample the conﬁgu-
ration space in the available time allowed by the rapid cooling rate and thus
the supercooled liquid appears frozen on the laboratory time scale, although it
continues to sample all conﬁgurations (none of which, statistically speaking, is
the crystalline ground state). The glass is essentially trapped in one liquid-like
conﬁguration. By analogy, it is plausible that we can treat the disorder in the
helium crystal as a (mobile) ensemble of excitations, perhaps a tangle of vor-
tices or dislocation lines, or the relative motion of grains or disordered regions,
that can freeze as the temperature is lowered. An exploration of the relaxation
dynamics of the helium solid as T → 0 would allow one to investigate how this
putative ensemble of excitations samples its own conﬁguration space.
In the ﬁrst experiment, we stepped the temperature down in ﬁxed 5 mK
steps from well above the supersolid transition to the lowest attainable temper-
ature and measured the relaxation of the resonant frequency and the dissipation
as the system came into thermal and mechanical equilibrium. We found that
the frequency and dissipation of the oscillator continued to relax well after the
mixing chamber thermometer, well-coupled to the solid helium, arrived at its
equilibrium temperature, and we found that the characteristic relaxation times
for f and Q−1 increased identically and dramatically as the temperature was
lowered. In the second experiment, inspired by the complex dynamics revealed
107Figure 4.1: Temperature sweep rate-dependent traces f(T) and Q−1(T).
The black arrows show the direction of the temperature change for the
warming and cooling curves. In the limit of sweeping the temperature
inﬁnitely slowly the warming and cooling curves converge to the colored data,
which are the same data as in Fig. 1.6.
by the step-cooling experiment, we began with the system atits lowest tempera-
ture andmeasured the frequencyand dissipation when the system wasabruptly
heated. The behavior of these two observables on time scales short compared
to the relaxation times of experiment #1 reveal a highly non-trivial relationship
between f(t,T) and Q−1(t,T). We discuss the results of these experiments in
the context of the proposed glassy and superglassy phases of solid 4He.
4.1 Preliminaries
In addition to the many theoretical and experimental results that motivated our
study of the relaxation dynamics, an observation of our own encouraged us to
pursue this work. This was our observation of different traces f(T) and Q−1(T)
when we cooled the system versus when we warmed the system from base
temperature, shown in Fig. 4.1. Wenoticed thatthe warmingandcooling curves
began to differ roughly coincident with the onset of the supersolid signal and
108we decided to investigate the relaxation times in a systematic way. In Fig. 4.1,
as expected, the warming and cooling curves enclose the inﬁnite-time curves
shown by the colored dots, which represent the traces for a warming or cooling
rate → ∞. They are actually the same data as in Fig. 3.2 and were taken after
waiting at a given temperature for a time t ≫ τf,Q, where τf = τf(T) and
τQ = τQ(T) are the temperature-dependent relaxation times for the frequency
and dissipation that we measure in the following experiments. The difference in
the warming and cooling curves becomes pronounced for temperatures T . T∗,
but is in fact detectable above this temperature and in the frequency curve the
difference is already apparent at about 70 mK.
4.2 Experiment #1: Step-Cooling of TO-4He
4.2.1 Methods
In the ﬁrst experiment, we measure the relaxation of the resonant frequency
and dissipation of the TO containing solid helium after decreasing the temper-
ature in a series of steps, from about 150 mK to the lowest temperatures we can
achieve (10 mK). A schematic of this experiment is shown in Fig. 4.2(A). First,
the temperature is reduced, typically in a 5 mK step (larger at higher tempera-
tures)toward anewtarget temperature Teq. Weuseaheatermountedtothemix-
ing chamber whose output is controlled using a commercial PID (proportional-
integral-derivative) feedback loop1 to control the mixing chamber temperature
precisely. To reach a new target temperature, we allow the system to cool freely
1Lakeshore, model 370
109using the cooling power of the dilution refrigerator and then turn on the feed-
back loop when the temperature gets close to the target temperature Teq. Typical
temperature traces for this procedure are shown in Fig. 4.2(B). We expect that
the solid 4He is in good thermal contact with the mixing chamber because of
the strong contact with the BeCu walls of the torsion rod and especially with a
sintered-silver heat exchanger, whose location on the cryostat is shown in Fig.
2.2.
We monitor the frequency and the dissipation during the temperature re-
laxation for t < teq, the time at which the mixing chamber comes into thermal
equilibrium, denoted by a (green) ﬁlled circle in Figs. 4.2(A) and (B) and 4.3.
We then we record the subsequent behavior of f(t,Teq) and Q−1(t,Teq) for up
to four hours after teq.
4.2.2 Results
The results of the step-cooling experiment are shown in Fig. 4.3 for seven rep-
resentative temperatures. For ease of comparison between temperatures, both
the frequency and dissipation traces at temperature Teq have been normalized
by their total changes as the temperature is changed from Ti to Ti+1 ≡ Teq, i.e.
the Y-axis in Fig. 4.3(a) is deﬁned by
δf(t) =
f(t,T) − f(0,Ti)
f(∞,Teq) − f(0,Ti)
and in Fig. 4.3(b) the Y-axis is
δQ−1(t) =
Q−1(t,T) − Q−1(0,Ti)
Q−1(∞,Teq) − Q−1(0,Ti)
.
Here, ∞ means the longest time after the temperature has been changed. The
curves are offset by 5000 seconds on the X-axis for clarity, and the ﬁnal tem-
110Figure 4.2: Step-cooling experiment.
(A) Procedure. The pair of axes to the left shows the protocol we use for
stepping down the temperature. The two pairs of axes to the right show
schematics of the relaxations in frequency f(t,Teq) and dissipation Q−1(t,Teq)
we measure after the mixing chamber comes into equilibrium. (B) Temperature
traces for one series of experiments, shown for the ﬁrst 4000 seconds of the
relaxation. teq, the time at which the mixing chamber temperature comes into
equilibrium, is shown with a (green) ﬁlled circle in (A) and (B), and is typically
a few hundred seconds after the target temperature Teq is changed at t = 0.
111perature Teq associated with each curve is increasing from left to right. There
are a few features immediately apparent from both Figs. 4.3(a) and (b). The
ﬁrst feature is that each curve is naturally divided into two parts, the ﬁrst for
t < teq before the mixing chamber comes into thermal equilibrium (before the
green dot), and the second for t > teq when the mixing chamber temperature
has equilibrated at Teq (after the green dot). For the t < teq part of the curve, the
two quantities f and Q−1 change at relatively fast rates and appear to respond
instantaneously to the changing mixing-chamber temperature. This “fast re-
laxation” continues until the temperature stabilizes at Teq. The surprising part
is the subsequent “slow relaxation” for t > teq. For Teq < T∗ (~60 mK), the
frequency and dissipation then continue to relax for several thousand seconds
after the mixing chamber temperature has come into equilibrium [compare Fig.
4.2(B)]. Note that the dissipation relaxation curves invert for T < T∗ (i.e. for
30.2 mK and 19.6 mK) because dQ−1/dT changes sign.
It also appears from Fig. 4.3 that the characteristic time for this subsequent
relaxation is lengthening as the temperature is lowered, reaching ~10000 sec-
ondsatthelowest temperature (thiscurve, taken atroughly 10mK,isnotshown
in Fig. 4.3 because it comes from another sample measured when the base
temperature of the refrigerator was lower). The characteristic relaxation times
for the frequency and for the dissipation, τf and τQ respectively, are shown
schematically in Fig. 4.3.
To quantify this characteristic time, we ﬁt an exponential form to the curves
for t > teq and ﬁnd that this portion of the curves is well ﬁt by an exponential
form. The precise form of the ﬁtting functions are δf(t) = C1 + C2 exp[−(t −
teq)/τf] for the frequency and δQ−1(t) = C3 +C4 exp[−(t−teq)/τQ] for the dis-
112Figure 4.3: Results of step-cooling experiment.
Figure 4.4: Relaxation time for frequency and dissipation.
113sipation, where C1 ...C4 are temperature-dependent constants and τf = τf(T)
and τQ = τQ(T) are the temperature-dependent relaxation times for the fre-
quency and dissipation. These time constants, measured independently for the
frequency and dissipation, are shown in Fig. 4.4. The two time constants appear
to have the identical temperature dependences which lengthen as the temper-
ature is decreased. Below about 30 mK, there are complications resulting from
the thermal relaxation of the Stycast cell [Fig. 4.11(B)] and we can no longer
deﬁnitively say that the relaxations below this temperature are due only to the
mechanical relaxation of the solid 4He.
Another feature of the relaxation curves in Fig. 4.3 is that the fraction of each
curve relaxing at the slower rate (i.e. the proportion of the curve relaxing for t >
teq to that relaxing for t < teq) appears to be largest at the lowest temperatures.
This fraction is labelled Rf for the frequency and RQ for the dissipation in Fig.
4.3; measurements of these quantities are shown as a function of temperature in
Fig. 4.5. Rf(T) starts out at less than 20% at 110 mK but increases to about 55%
at 19.6 mK. RQ(T) starts at about 40% at 110 mK, dips down to less than 10% at
50.3 mK and 40.5 mK, close to the dissipation peak, and then increases to 70%
at 19.6 mK.
4.3 Experiment #2: Abrupt Warming of TO-4He
In the previous section, we revealed the onset of ultraslow dynamics upon cool-
ing of the solid helium from high temperatures (~200 mK). That experiment
measured the dynamical response to a small change in one of the parameters
of the experiment, namely the temperature. In the next experiment, we take a
114Figure 4.5: Fraction of relaxation traces (Rf and RQ) relaxing at slower rate.
different approach: we study the dynamics of the formation of the T > 0 state
as it emerges from its T → 0 ground state, so we change the temperature by
a large amount from the base temperature and resolve the dynamics on time
scales (~seconds) short compared to those in Fig. 4.4 but still long compared to
ω−1
0 . In principle what we want to observe is non-equilibrium versions of the
frequency-dissipation pair of curves. We know from Chapter 3 that there is an
intimate relation between the two quantities and that a very useful way of char-
acterizing the relation is with the rotational susceptibility χ−1(ω,T), for which
one can write down various models that contain the frequency and temperature
dependence [Eqs. (3.19) and (3.20), for example].
1154.3.1 Methods
The experiment we perform is shown schematically in Fig. 4.6. We wait for ~6
hours at the base temperature of the dilution refrigerator (about 16 mK when
we did this experiment). Then at t = 0 we turn on the mixing-chamber heater
and warm the mixing chamber until it reaches its ﬁrst target temperature T
(1)
eq .
The mixing chamber temperature comes into equilibrium at t
(1)
eq seconds after
the heat is turned on and the temperature controller does an effective job of sta-
bilizing the temperature at T
(1)
eq with a time constant of a few seconds. As with
the ﬁrst experiment, we then record the relaxation of the resonant frequency
f(t,T
(1)
eq ) and the dissipation D(t,T
(1)
eq ) for many thousands of seconds after the
mixing chamber comes into thermal equilibrium (at the [green] ﬁlled circle teq).
We then allow the refrigerator to cool back down to its base temperature and
remain there for another ~6 h before repeating the experiment again for a sec-
ond target temperature T
(2)
eq . Repeatingthis for a large sequenceof temperatures
T
(1)
eq ... T
(N)
eq allows us to map out the whole of the f(t,T) and D(t,T) surfaces
created as the T > 0 “supersolid” state forms from its ground state.
4.3.2 Results
These surfaces are shown in a more intuitive way in Fig. 4.7(A) and (B), as the
time evolution of the frequency-dissipation pair of curves (or, equivalently, the
rotational susceptibility) as they relax towards equilibrium. Perhaps it is easiest
to imagine preparing an ensemble of N identical TO-solid 4He systems and then
rapidly heating the ith system to a ﬁnal temperature T
(i)
eq , where T
(1)
eq ... T
(N)
eq is
from 16...100 mK in Fig. 4.7. We time the heating of each system so that the
116Figure 4.6: Schematic of abrupt-warming experiment.
The left portion of the ﬁgure shows the temperature-cycling protocol we use.
The right portion of the ﬁgure shows the different relaxation curves of fand
Q−1 taken at two different target temperatures T
(1)
eq and T
(2)
eq . The color bar
shows increasing time from blue to red and is the same convention used in
Figs. 4.7 and 4.9.
temperature of each system comes into equilibrium precisely at the same time
teq ≡ 0 and we then record the relaxation of the f(t,T
(i)
eq ) and Q−1(t,T
(i)
eq ) for
each system. Each curve in Fig. 4.7 would then represent a snapshot (in time) of
the resonant frequency and dissipation of each member of the ensemble, each
of which is at a different temperature T
(i)
eq .
It might be appropriate to describe the time evolution of the curves in Fig.
4.7 with a rotational susceptibility whose parameters change on the same time
scale as in Fig. 4.3. For any particular model of χ from Chapter 3, Fig. 4.7 gives
us an idea of the parameters that would have to change with time to describe
the data and thereby a preliminary picture of the time evolution of the relevant
microscopic processes. For example, the frequency data in Fig. 4.7 appears
to have the same total shift from low temperature to high temperature for all
times, but T∗ appears to be shifting to lower temperatures as time increases.
Within the Debye model, this means that g0 would be constant in time but that
τ at a given temperature would be decreasing as time increased (τ would be
117Figure 4.7: Non-equilibrium frequency and dissipation curves from the
abrupt warming experiment.
changing such that the condition ω0τ(T∗) = 1 would be satisﬁed at increasingly
lower temperatures as time increased). This simple model of the (long-) time
dependence of χ fails in many ways (e.g. it cannot describe the dissipation data
as a function of time) but it serves to introduce the types of issues we can begin
to address with the time-dependent data. To that end, in the next section we
introduce a powerful tool that allows us to simplify the description of the time-
dependent data.
118Figure 4.8: ∆Q−1/(2∆f/f0) for time dependent data.
(A) On log-log axes. (B) On Arrhenius axes (log vs. 1/T).
Fig. 4.8 shows the quantity ∆Q−1/(2∆f/f0) for each curve in Fig. 4.7. For
a Debye model or a viscoelastic model, this quantity is interpreted as ω0τ(T),
and as for the well-equilibrated data of Fig. 3.3 the data seem to be equally well
described by a power law and an Arrhenius law for T from zero up to around
2T∗ (and certainly in the dissipation peak region). As a function of time, ω0τ(T)
appears to be decreasing with time, which is consistent with the observation
that the dissipation peakis shifting to lower temperatures as time increasesafter
abrupt heating. Independentof the model used, at a given temperature the ratio
∆Q−1/(2∆f/f0) is decreasing as a function of time. This change in the ratio is
most pronounced for T . 40 mK (1/T & 25K−1), where the data appear to fan
out, but this is true at nearly all temperatures.
1194.3.3 Davidson-Cole Plot
The identical relaxational characteristics of the TO frequency shift and dissi-
pation reinforce the idea that the two observables are two facets of a single
underlying physical mechanism, for which a single complex function, the ro-
tational susceptibility χ(ω,T), might be the most appropriate description. In
such a scenario, we could expect the temperature to appear as a parameteriza-
tion of the relationship between the real and imaginary components of χ. A
tool commonly used to illuminate this type of relationship is a direct plot of the
imaginary vs. real components of a susceptibility in the complex plane. When
used in the context of the dielectric susceptibility ǫ of classical glasses or po-
larized liquids, this is called a Cole-Cole or Davidson-Cole (D-C) plot [38, 40]:
the plot is the locus of points (ℜ[ǫ],ℑ[ǫ]) and the implicit parameter is typically
the measurement frequency ω. In our experiment, by contrast, we ﬁx the mea-
surement frequency at the resonant frequency of the system ω0 and we vary the
resonant response of the system at τ−1 by varying the temperature. The analo-
gous plot to (ℜ[ǫ],ℑ[ǫ]) would be the locus of points (ℜ[χ−1],ℑ[χ−1]). The D-C
plot is important conceptually because it displays information about the linear
response of the system without favoring one implicit variable over another.
It should be emphasized that in our experiments we do not directly measure
the rotational susceptbility χ−1 and therefore we cannot produce a true D-C plot
of the data. Our observables ∆f and Q−1 are related to the rotational suscepti-
bility via Eq. 3.6, where ˜ ω(≈ ω0 + ix + y) in that equation is the complex pole
of χ (i.e. the solution to χ−1( ˜ ω,T) = 0). Each model of the back-action g(ω,T)
and therefore of χ−1(ω,T) will have a separate expression for ∆f and Q−1 in
terms of the parameters of that particular model, and so a D-C plot of our data
120is necessarily model-dependent. However, for several models of g we ﬁnd that
2∆f
f0
≈
1
Iω2
0
ℜ[g(ω0,T)] (4.1)
∆Q−1 ≈
1
Iω2
0
ℑ[g(ω0,T)],
where ≈ becomes an equality for the Debye susceptibility (to linear order in x
and y). In Eq. 4.1, ∆f = f0 − f(T) and ∆Q−1 = Q−1(T) − Q−1
∞ . Thus, instead
of plotting the susceptibility directly, we plot ∆Q−1 vs 2∆f/f0 and then if there
are deviations from the Debye susceptibility, they should appear as prominent
geometric features in the D-C plot. The Debye susceptibility represented by
gDebye(ω0,T) =
g0
1− iω0τ(T)
(4.2)
would appear as semicircle centered on X = g0/2 and with radius g0/2 (the
X−axis is deﬁned by X ≡ ℜ[gDebye]), as can be seen from taking the real and
imaginary parts of Eq. 4.2 and eliminating ω0τ from the resulting equations.
One ﬁnds that
(X − g0/2)
2 + Y2 = (g0/2)
2
(Y ≡ ℑ[gDebye]). Thus, in Fig. 4.9(A) and (B) we plot ∆Q−1 vs 2∆f/f0 for
the time-dependent data of Fig. 4.7. For comparison, in (A) we also include
the D-C plot of a simple time-dependent model of the Debye susceptibility for
values of g0 = g0(t) as determined by a ﬁt to the (increasing) dissipation peak
of Fig. 4.7(A). Presenting the data along the properly scaled axes as in 4.9(A)
is a striking way of visualizing the result of Fig. 3.2, namely the result that
although the Debye susceptibility can adequately describe the size and shape
of the dissipation peak it underestimates the size of the frequency shift by a
signiﬁcant factor.
It is clear in Fig. 4.7 that the location of the dissipation peak Tpeak is shift-
ing to lower temperatures, and that the same is true for Tmax slope, the the tem-
121Figure 4.9: Time-dependent Davidson-Cole (D-C) plot.
(A) D-C plot on axes scaled such that the Y-axis is exaggerated by a factor of
about 3:1. The semicircular Debye D-C plots are shown for comparison at the
left. (B) D-C plot on axes where the Y-axis is exaggerated 20:1. The dashed line
shows the skewing of the D-C plot with increasing time.
perature of maximum slope in the frequency df/dT. The time-dependence of
the D-C plot in Fig. 4.9(B) allows us to see immediately a feature not readily
apparent from Fig. 4.7: the temperature Tpeak is shifting relative to Tmax slope.
This is another feature not captured by the Debye susceptibility, where Tpeak =
Tmax slope = T∗, the temperature for which ω0τ(T∗) = 1. In Fig. 4.9 this is mani-
fest as a skewing of the shape of the D-C plot, indicated by a dashed line in the
ﬁgure. From Chapter 3, one model that goes beyond the Debye susceptibility
in explaining the frequency shift and dissipation was the glassy model of the
122back-action
ggl(ω,T) =
g0
[1− iωτ(T)]β
where β was an additional parameter (the stretching exponent) that captured
the effect of having a distribution of modes. A skewed semicircular D-C plot is
characteristic of the glassy susceptibility and is a consequence of the stretching
exponent β < 1. It is apparent from Fig. 3.4 that in the glassy model Tpeak can be
quite different than Tmax slope and that the difference increases as β gets farther
from unity.
Fig. 4.10(A) shows the time-independent version of the D-C plot of the
glassy susceptibility and Fig. 4.10(B) and (C) illustrate two different possibili-
ties for the ways in which the glassy susceptibility might give a time-dependent
D-C plot. Quite simply, there are two parameters, g0 and β, that can affect the
total magnitudes of the real and imaginary parts of the susceptibility and there-
fore the range, domain and shape of the D-C plot. In 4.10(B) we allow only β to
vary with time while keeping g0 constant. It is clear that such a model cannot
describe our Fig. 4.9 data accurately; in this model, the height of the D-C plot
decreases as time increases whereas in Fig. 4.9 the height clearly increases with
time. The model in Fig. 4.10(C)allows g0 to increase and β to decrease with time
and captures some of the essential features of the time-dependent susceptibility
that we measure: the height of the D-C plot increases with time and the skew
increases as well. (For clarity, the curves in Fig. 4.10(C) are offset so that they
are centered at the same point on the X-axis). However, a central question of
this work remains: what can account for the disproportionately large extent of
the D-C plot along the frequency (X-) direction and why does it not appear to
change with time? A naive argument is that most of the frequency shift is due to
a superﬂuid component of the solid helium coexisting with (and whose phase
123Figure 4.10: Three models of time dependence of parameters in a glassy sus-
ceptibility.
124stiffness is apparently controlled by) the glassy component.
4.4 Discussion of the Origin of the Long-Term Relaxation
In this section, I discuss the issue of whether the long time-constants we ob-
serve are related to the true mechanical disequilibrium of the 4He inside the
TO, perhaps because of its glassy nature, or whether the long time-constants are
simply a conspiracy of the thermal time-constants present in the TO-4He sys-
tem. The section can be skipped with no consequence for the understanding of
the physics of solid 4He.
We studied the thermal time-constants of the empty torsional oscillator by
gluing a 100-Ω Matsushita carbon resistance thermometer onto a test cell with
the identical geometry and materials used in the actual TO and securing the test
cell to the mixing chamber. We attempted to measure the temperature of the
actual torsional oscillator by inserting a germanium thermometer into a tightly
ﬁtting receptacle glued to its base and securing it in place with Apiezon N-
grease. Unfortunately, the thermometer never correctly read the temperature of
the Stycast oscillator, possibly because of a large thermal boundary resistance
across the the thermometer-N-grease-TO interface. The thermal measurements
in this section were therefore all taken on the test cell, but a picture of the ther-
mometer assembly on the actual oscillator is shown in Fig. 4.11(A) for reference.
A repeat of the cooling protocol for Experiment 1 (Fig. 4.2) indicated that there
arealwayslongtime-constants associated with therelaxation ofthetemperature
of the empty Stycast cell; these are shown in Fig. 4.11(B) alongside the full-cell
mechanical relaxation data from Fig. 4.4. There are several differences. First, the
125Figure 4.11: Thermal relaxation study of torsional oscillator.
(A) Thermometer glued to TO. (B) The time constant for thermal relaxation of
the empty cell (black squares) compared to the mechanical time-constants for
the relaxation of the dissipation (red triangles) and frequency (blue circles) of
the full cell containing solid helium.
126change in the thermal and mechanical time-constants appear to have different
temperature dependences. Second, for T > 75 mK the thermal time-constants
are an order of magnitude larger than the mechanical time-constants. Thirdly,
and perhaps most importantly, there appears to be no feature in the empty-cell
thermal time-constant at 75 mK, where the onset of the rise in the full-cell me-
chanical time-constants begins. If the temperature of the Stycast bob and the
helium contained within it relax at different rates2, as seems to be the case from
Fig. 4.11(B), then we would expect an overall slow relaxation of the frequency
and of the dissipation of the Stycast-helium system. How do we determine the
contribution of each component to the overall relaxation? Fig. 4.5 shows Rf, the
percentage of a given frequency change for a given 5 mK temperature step that
occurs after the temperature of the mixing chamber has come into equilibrium;
this number ranges from around 10% to about 55% at the lowest temperatures
measured. It is clear from Fig. 4.12, however, that the contribution to the fre-
quency change of the system between 100 mK and 15 mK due to the Stycast is
tiny compared to that due to the solid 4He. As a speciﬁc example, consider the
temperature around 50 mK, where Rf = 30%. At this temperature, the slope of
the full cell df/dT is about 60 times larger than the that of the empty cell df/dT,
so that if the slow relaxation at 50 mK was primarily due to that of the empty
cell we would expect Rf to be closer to 1/60 (1.7%) than to 30%, and the relax-
ation after the temperature equilibration of the mixing chamber would appear
ﬂat on the scale of Fig. 4.3 for all temperatures. The conclusion is that whatever
is ultimately responsible for the slow dynamics of the Stycast-4He system as a
whole (thermal relaxation, mechanical relaxation or otherwise), the data of Fig.
2As mentioned in Section 4.2.1, we expect that the solid 4He and the mixing chamber are in
very good thermal contact, owing to the presence of a silver-sintered heat exchanger between
the two and the high thermal conductivity of solid 4He. The energy dissipated in the solid 4He
is rapidly removed to the mixing chamber thermal bath.
127Figure 4.12: Comparison of resonant frequency f of the empty TO and f of
the TO ﬁlled with solid helium.
The slope (df/dT)full of the ﬁlled cell is about 60 times that of the empty cell
(df/dT)empty at 50 mK. For a given small temperature change, the contribution
to the changes in f due to the solid 4He is 60 times the contribution from the
weak temperature dependence of the empty cell. (Inset) The percentage
change δf(t) of the ﬁlled TO after a δT = 5 mK step down to 50.3 mK
(reproduced from Fig. 4.3). After the mixing chamber temperature comes into
equilibrium (at the [green] ﬁlled circle), the frequency relaxation continues for
an additional 30% of its total change at this temperature, for several thousand
seconds. From Fig. 4.11, the Stycast chassis appears to thermalize with the
mixing chamber much more slowly than the solid 4He contained within it. If
the behavior in the inset ﬁgure were separable into the fast relaxation of f and
Q−1 due to the solid 4He and the subsequent slow relaxation due to the poor
thermalization of the Stycast, one would expect the percentage change at the
slow rate to be of the order of 1/60 (=1.7%) instead of 30%.
4.3 suggest that the effect is predominantly because of the relaxation of the solid
helium and not solely to that of the Stycast.
Since this argument shows that the relaxation of the TO must be primarily
because of the 4He, there are two possible conclusions about the nature of the
relaxation. The ﬁrst is that the helium has a complicated temperature relaxation
128function T4He(t), whose precise form depends on the various quantities in the
system (Kapitza and thermal boundary resistances, thermal conductivities, heat
capacities), and that the dissipation and frequency relaxation data of Fig. 4.3
and of Fig. 4.7 are simply independent measurements of this temperature relax-
ation function, according to the functionals Q−1[T4He(t)] and f[T4He(t)], whose
inﬁnite-time curves would be the results shown in Fig. 1.6. To test this idea,
one would need to measure directly the temperature of the helium within the
100  m-wide annular cavity, which is at present impossible. However, there is a
simple argument that shows that the complex relaxation dynamics of the solid
4He we have shown in this chapter cannot be explained by the 4He sample be-
ing out of thermal equilibrium with the mixing chamber thermometer. For this
argument, the time-dependent Davidson-Cole plot (Fig. 4.9) is an essential tool.
The Davidson-Cole plot for the inﬁnite-time curves Q−1[T4He(t → ∞)] and
f[T4He(t → ∞)], is shown in Fig. 4.13(A); this is a D-C plot of the data in Fig.
3.2. One usually thinks of this curve as being parameterized by the temperature
of the helium, but if its temperature is changing as a function of time (and is
T4He(t) changing slowly compared to Q/ω0) one can regard as an equivalent
parameter the time t. This means that the time-dependent Davidson-Cole plot
would be indistinguishable from the static (inﬁnite-time) plot – as a function of
time the system would simply be moving along the single curve [depicted with
a sequence of arrows in Fig. 4.13(A)]. The data from Fig. 4.9, reproduced in Fig.
4.13(B), demonstrate that this is not the case and lead one to the second conclu-
sion: far richer relaxation dynamics exist in solid 4He than would be produced
by a mere delay in thermalization of the sample.
129Figure 4.13: Comparison of time-dependent D-C plots for thermalization dy-
namics and the observed dynamics.
(A) The time evolution of the Davidson-Cole plot for the dynamics described
only by a changing T4He(t). The plot is shown for the case where the
temperature increases with time (as would be expected if T4He(t), lagged the
mixing chamber temperature Tmxc after an increase in Tmxc, as per the heating
protocol of Experiment 2). (B) The observed time evolution of the
Davidson-Cole plot. These are the same data as Fig. 4.9; they reveal a more
complicated relationship between the dynamics of the frequency and of the
dissipation as the TO-4He system evolves from its low-temperature state (cf.
Fig. 4.10).
4.5 Summary and Discussion
In this chapter we presented the results of experiments on the relaxation dy-
namics of solid 4He contained in a torsional oscillator. The central observations
of those experiments were the following:
1. When cooling the TO-solid 4He from high temperature in 5 mK steps, the
relaxation times for the TO resonant frequency (τf) and dissipation (τQ)
began to lengthen at a temperature between the onset of the TO frequency
shift and the location of the dissipation peak (at T∗). The relaxation times
130τf and τQ increase with decreasing temperature and have identical tem-
perature dependences.
2. After a temperature step, there is a portion of the f and Q−1 relaxations
that responds immediately to the mixing chamber temperature and a por-
tion that relaxes on the slow time scales τf and τQ. Wequantify the portion
of thef (Q−1) that relaxes at the slow rate as the percentage Rf (RQ) of the
total change for a given temperature step. Rf (RQ) varies from 10% to 55%
(5% to 70%) depending on the temperature.
3. If we abruptly heat the helium from its lowest temperature to a ﬁnal tem-
perature T
(1)
eq , cool back down to base temperature, and repeat for a se-
quence of temperatures T = T
(1)
eq ... T
(N)
eq , we can construct a picture of the
time evolution of f(T) and Q−1(T) as the helium solid emerges from its
state at the lowest temperature.
In Chapter 3 we discussed models of the back-action of the helium solid on the
TO and we concluded that a back-action term with a single response time (the
Debye form) could not simultaneously ﬁt the frequency and dissipation data.
We suggested that the main fault of the Debye form could be corrected either by
the addition of a superﬂuid term (with no accompanying dissipation) or by con-
sidering a susceptibility that had a response at a distribution of response times,
characterized by a “stretching exponent” β, which broadened the dissipation
peak and reduced its height. The latter susceptibility was termed “glassy” by
analogy to the dielectric susceptibility of certain supercooled liquids. One of the
hallmarks of structural glass formers such as supercooled liquids is this “nonex-
ponentiality”: the response at not one but a distribution of relaxation times [27].
The basic idea of the Debye and glassy models is the same, though: a liquid-like
ensembleofexcitations havinga (distribution of)relaxation rate(s) τ−1
s responds
131resonantly when the frequency of the oscillator ω0 matches this relaxation rate.
As the temperature is lowered, the excitations freeze into a (glassy) solid: the
relaxation time τs becomes extremely long. It is possible that this freezing tran-
sition facilitates the establishment of global phase coherence of the putative su-
percomponent. This basic picture of the (super)glass is shown schematically in
Fig. 4.14(A).
Weobserve longrelaxation times τℓ inthe mechanical equilibration ofthe he-
lium at low temperatures (∼ 103−104 seconds), in addition to the much shorter
time scale τS of the response time to agitation on the time scale of ω−1
0 ∼ 1 ms.
Glasses often exhibit behavior on two distinct time scales (corresponding to the
α and β processes in the energy landscape picture of Stillinger [110]; this is not
the same β as the stretching exponent of Eq. 3.19), but we do not observe the
α − β bifurcation typical of certain glass formers. However, a viscous slow-
down of relaxation processes as the glass transition is approached from above
is a ubiquitous feature of glasses, and our Fig. 4.4 may be a demonstration of
such an effect.
There is ample experimental evidence from the TO studies (though some-
what less evidence from the structural measurements) and a sound theoretical
groundwork for the existence of a glass, and even a superglass, in solid helium,
summarized in the introduction to this chapter and in Secs. 1.4.6 and 1.5.1. We
have contributed to this body of knowledge by providing evidence of relaxation
of the helium which is long and lengthens as T → 0. We do not show any di-
rect evidence for the existence of superﬂuid behavior in the helium, but if the
correct interpretation of the blocked annulus experiments is the existence of a
superﬂuid, then this phase might indeed be characterized as a superglass.
132Figure 4.14: Analogy between glass/vortex ﬂuid transitions and Brownian
hard-sphere transition.
(A) Excitation freeze-out as introduced in [86]. (B) Vortex ﬂuid state as
introduced in [7]. The ’true’ supersolid is possibly of the
Andreev-Lifshitz-Chester type in this theory. The data in (A) and (B) are the
same as those in Fig. 3.2 and are included to illustrate how the behavior of the
TO resonant frequency reﬂects each stage of the proposed glassy and vortex
ﬂuid transitions. (C) Jamming of hard spheres (top curve), eventually resulting
in glassy random close packing (RCP) and “freezing” transition (bottom curve)
resulting in a face-centered cubic lattice (FCC). This is reproduced from Fig.
1.10(A) but shown on an inverted X-axis (φ−1 instead of φ) for easy comparison
with (A) and (B).
133An important ﬁnal issue to address is whether we have characterized a glass
correctly. There are many types of glasses in nature described by many models,
and so to observe behavior associated with the disorder present in the helium
crystal maynot guarantee that we are observe an analog of another glassy phase
of matter. This is a perspective advocated by Anderson [5], who emphatically
suggested that what we observe is not like any known glass but rather can be
understood in terms of his model of a vortex ﬂuid above its true supersolid
transition temperature [Fig. 4.14(B)]. He attributes the long relaxation times as
a slow decay of the number of the vortices present in the sample as the tran-
sition temperature is approached from above, which may be caused by large
ﬂuctuations in the superﬂuid density [9], which, signiﬁcantly, he says is a con-
sequence of disorder but not of glassiness. I am of a different mind; I believe
that “glass” is an appropriate characterization of a system in which disorder
plays a large role, the disorder depends on how the sample is prepared [in anal-
ogy to a supercooled liquid or jamming transition - see Fig. 4.14(C)], and in
which behavior on several time scales is evident. That the correct microscopic
model has not been identiﬁed does not exclude characterization of the helium
solid as a glass, although it should be said that X-ray scattering measurements
do not ﬁnd evidence of any liquid-like or amorphous component. Whether the
idea of the system as a glass or as a vortex ﬂuid consititute mutually exclusive
descriptions, or whether the vortex tangle could itself be described as a glass, I
believe the correct direction is to look for evidence for particular types of exci-
tations. For example, if we revisit the heat capacity measurements (which cur-
rently are much more precise) and ﬁnd that the linear term persists in all of the
measurements, or is more highly correlated with quench-cooled samples, then
this would be evidence for the type of glass for which an ensembleof (two-level)
134tunneling systems is a good model. On the other hand, if evidence for phase
slips or measurements of quantized vorticity could be found it would virtually
close the door on the idea of a glass, or at least speciﬁc models of glasses such
as two-level systems.
135CHAPTER 5
UNIFIED DYNAMICS OF SOLID 4HE
We undertook this study in order to understand the puzzling role of velocity
in the TO experiments. The velocity dependence of the TO frequency shift was
introduced in the ﬁrst paper of Kim and Chan [72], where it was reported that
frequency shift began to be reduced from its low-velocity saturated value by
increasing the rim velocity to a few tens of  m/s. This number was called the
“critical velocity” of the superﬂow and was identiﬁed with the velocity ﬁeld of
a few quanta of vorticity in a typical (annular) geometry having a radius of a
few millimetres, though the magnitude of this critical velocity is several orders
of magnitude smaller than most critical velocities observed in other superﬂow
experiments. Further confounding the issue, Kojima reported the existence of
hysteresis in the frequency shift as the velocity was cycled from high to low to
high again [14], a result our group and others have been able to reproduce [103].
Theminisculecritical velocity andtheexistence ofhysteresis inthefrequency
shift are quite unexpected in the context of a mean-ﬁeld 3D superﬂuid transi-
tion and known mechanisms for vortex creation. Compared to their treatment
of the disorder, 3He-impurity, temperature and frequency dependence, other
models of solid helium have been somewhat reticent to address the velocity de-
pendence. Some experimentalists have found qualitiative explanations of their
history-dependent data in the vortex ﬂuid model of Anderson [14, 35], but per-
haps it is the lack of published quantitative studies of the velocity dependence
that is responsible for its absence in the theoretical discussion. Possibly, the ve-
locity dependence is viewed as a trivial consequence of exceeding the critical
velocity in superﬂuid models or entering a nonlinear regime in other models;
136we hope to show in this chapter that this is not the case. Another outstanding is-
sue is the uncanny resemblance of the velocity dependence of the TO frequency
shift to the strain dependence of the shear stiffening ([43], Sec 1.4.3). The princi-
ple of parsimony would suggest that they are related phenomena, but an exact
correspondence is not quite reconciled by the predicted stress ﬁelds within the
4He solid samples [35]. This does bring up the important issue of whether ve-
locity is really the correct quantity on which to be structuring our analysis, or if
velocity should cede its place to a more physically appropriate variable, such as
the shear or shear rate.
Making use of the high signal-to-noise of our SQUID-based displacement
sensor, we developed a new technique for mapping of the TO frequency shift
and dissipation in the velocity-temperature plane and we found a remarkable
symmetry in the behavior of the two observables along the two axes. This result
is suggestive of the idea that, in analogy to an ensemble of excitations of which
thepopulation istemperature-dependent, the agitation oftheheliumcrystal (for
which the velocity is a proxy) generates an equivalentensemble of excitations; it
is known that for certain driven systems near their glass (or jamming) transition
that the shear rate ˙ γ can be thought of as an effective temperature [87]. We show
thatthe dataalongthevelocity andtemperature axescanbecollapsedto asingle
axis X = X(v,T) and that using a generalized nonlinear rotational susceptibility
χ−1(v,T), the entire set of f(v,T) and Q−1(v,T) data can be satisfactorily ﬁt
using a single function.
1375.1 Methods
To efﬁciently map the frequency and dissipation as a function of temperature
and velocity, we studied the free inertial decay (FID), or ringdown, of the TO at
a series of different temperatures. The term “ringdown” for a simple harmonic
oscillator (SHO) with a constant Q is just the response when the drive is sud-
denly switched off and the oscillatory motion xSHO(t) of the SHO decays with
an exponential envelope
xSHO(t) = x(0)e−t/τampl cos(ω0t + φ),
where the time constant for amplitude decay τampl = 2Q/ω0 = Q/πf0. The fac-
torof2ispresentbecause Q isdeﬁnedas2π× (energystored inoscillator/ energy
lost in one cycle)≈ ω0τenergy, and since the energy E ∼ x2, τampl = 2τenergy. For a
SHO one could determinethe Q by measuringthe slope of the envelope e−t/τampl
on a log scale.
For the TO ﬁlled with solid 4He the procedure for determining Q is analo-
gous but not quite as straightforward, because the dissipation Q−1 is a function
of velocity, meaning that the ringdown amplitude is not a simple exponential
decay as a function of time. Fig. 5.1 shows a typical ringdown envelope of the
oscillator amplitude as a function of time. We determine the Q(t) (and therefore
the Q[v(t)] )by measuring the instantaneous slope of the envelope at each time t
(for a ﬁnite dataset, we of course need to take a window of data points centered
at t and perform an exponential ﬁt to the data in this window - a boxcar ﬁtting
procedure). Repeating this for a sequence of temperatures allows us to mea-
sure Q−1(v,T). We simultaneously record the resonant frequency as a function
of time during the ringdown and thereby construct the complementary surface
f(v,T).
138Figure 5.1: Typical ringdown of the solid 4He-ﬁlled TO at 47 mK.
The left panel shows the velocity as a function of time. Where the velocity is
changing the slowest with time, around 500 s, the Q is lowest and the
dissipation Q−1 the highest. To obtain Q[v(t)], we perform a boxcar
exponential ﬁt to the data with a sliding window about 28 seconds wide. The
right panel shows the resonant frequency as a function of time. The change
between 0-100 seconds is a feature of the empty oscillator (it is present in the
empty cell ringdowns as well). The sudden turndown at about 900 seconds is
because of the limitations of the self-resonant locked loop. The large increase
starting at 500 seconds and ending at about 700 seconds is the appearance of
the supersolid signal as the velocity drops below about 30  m/s.
Before each ringdown at a new temperature Teq, the TO is driven to a high
velocity (typically around 3 mm/s) and allowed to relax (thermalize) for about
330 seconds1. The ringdown begins at t = 0 by turning the drive amplitude
to zero (but maintaining the measurement circuit in the self-locked detection
scheme of Fig. 2.5). The resonant frequency is recorded with the high-precision
frequency counter using a 4.0 second integration gate time and the displace-
ment amplitude (proportional to either the SQUID or capacitor output) is aver-
aged with a lock-in ampliﬁer for approximately the same amount of time. The
boxcar ﬁtting procedure to obtain Q−1(v) uses a window seven gate-times (28
1This, plus the > 2500 sec for ringdown and ringup, is adequate to stabilize the frequency for
all but the very lowest temperatures
139seconds) wide. Because we measure the ringdown over 5-6 decades of veloc-
ity, we need to employ both the SQUID detector and the capacitive detector to
capture the entire range of behavior. The capacitive sensor is approximately
useful in the range 20  m/s → >3 mm/s and the SQUID sensor in the range
<10 nm/s→ 40 m/s, so there is a very small overlap region where both sen-
sors can be used, but the region is fortunately large enough to construct ring-
downs that are sufﬁciently continuous to use the boxcar ﬁtting procedure to
obtain Q−1(v). Unfortunately, the velocity range 10 m/s→ 100 m/s is where
most of the interesting behavior occurs, and so in the future the plan is to op-
erate the ringdown experiment with an order of magnitude reduced sensitivity
in the SQUID to allow the upper limit of the SQUID to be above the region of
largest change in Q−1(v) and f(v). At about 30  m/s, close to the upper limit
of the SQUID, the displacement detection circuit is switched electronically from
capacitor to SQUID within one gate time and the ringdown progresses until the
self-resonant detection loop can nolongerlock to theSQUIDsignal. Thisisactu-
ally above the minimum sensitivity of the SQUID, which is less than 0.01 nm/s
when integrating for 4 seconds, but we have veriﬁed that no additional infor-
mation is gained by measuring the velocity dependence between the unlocking
of the self-resonant loop and this minimum sensitivity. The entire ringdown
takes approximately 20 minutes. The temperature is subsequently incremented,
the TO is rung up to 3 mm/s, and the FID procedure is repeated.
5.2 Results
Figures 5.2(A) and (B) show the frequency shift and dissipation, respectively,
as functions of the ringdown velocity for a number of different temperatures.
140The empty cell data have been subtracted, and the curves have been cut off at
1  m/s to avoid obscuring their features with the difﬁculties at extremely low
velocity (see Fig. 5.1). The resemblance of these curves to the f(T) and Q−1(T)
curves for a sequence of increasing velocities is quite striking (see, e.g., Fig.
1.5) and is made even more so by presenting the data of Figs. 5.2(A) and (B)
in a temperature-velocity contour plot of the frequency shift and dissipation.
To obtain enough data to smoothly interpolate between temperatures, we took
ringdowns at 98 temperatures between 20 mK and 300 mK, which we could do
in approximately four days (at about 30 minutes per ringdown). These contour
plots are shown in Fig. 5.3 on logarithmic scales in both velocity and temper-
ature. Viewing the data in this way allows us to notice a number of features
immediately:
1. The temperature dependence of the putative ’critical velocity’ can be read
directly from the frequency contours. One can choose to deﬁne the critical
velocity in a particular way, such as the velocity at which the frequency
shift is diminished from its low velocity value ∆f max by a certain fraction
x, and then vc(T) is the contour that corresponds to the constant value
of frequency shift (1 − x)∆f max. For example, if vc was deﬁned so that
x = 0.5, then vc(T) would be the contour passing through the green region
of Fig. 5.3(A). (A more realistic x might be deﬁned as the minimum value
for which a change from ∆f max due to the increased velocity is detectable
above the noise).
2. There is a peak in Q−1(v) for all temperatures T . T∗. This is apparent
from Fig. 5.2(B), and is the ﬁrst time that this has been explicitly reported.
The symmetry of the behavior of Q−1(v) at constant T and Q−1(T) at con-
stant v is immediately apparent from the contour plot.
141Figure 5.2: Resonant frequency shift and dissipation as a function of ring-
down velocity.
The break in the data around 30  m/s is an artifact of switching between the
(high-velocity) capacitive sensor and the (low-velocity) SQUID sensor.
1423. There is a ’superpeak’ where the dissipation is maximum at a single point
in the phase diagram at Q−1(v∗,T∗), where v∗ = 30 m/s and T∗ = 50
mK. This feature is also an original discovery of ours, but the implication
of such a superpeak for the uniﬁed behavior in v and T is not entirely
understood.
4. The symmetry of the temperature and velocity dependence of f and Q−1
immediately leadsus to ask about the scaling behavior of v and T. In other
words, if we were to take a linecut (of f or Q−1) at constant v and one at
constant T, howwould v haveto bescaled inorder thatthe two curveslaid
on top of one another? In the vocabulary of [87], if there were an effective
temperature associated with the variable v, how would Tef f depend on v?
For example, would it behave as a power law Tef f ∼ vζ/α for some power
ζ/α?
I will discuss point #4 in the greatest detail because it has the most far-reaching
consequences for the discovery of new physics. Points #2 and #3 will be ad-
dressed in conjunction with point #4 and in the context of extending the ideas
of Chapter 3 to include a velocity-dependent analog of the rotational suscepti-
bility. Point #1 will be addressed brieﬂy at the end to contrast the behavior of
this system with that of the critical velocity in superﬂuid systems.
5.2.1 Scaling of Velocity and Temperature
Tosearch foraquantitative relationship between f(T), f(v), Q−1(T) and Q−1(v),
we compared the dynamics of these quantities as a function of T at constant ve-
locity to those as a function of v at constant temperature. This is equivalent to
143Figure 5.3: Temperature-velocity phase diagrams.
The feature in the data around 30  m/s is an artifact of switching between the
(high-velocity) capacitive sensor and the (low-velocity) SQUID sensor.
144taking linecuts in the contour plots of Fig. 5.3, horizontally for constant tem-
perature and vertically for constant velocity. Four such linecuts are shown in
Fig. 5.4, ∆f(T) and Q−1(T) at a constant velocity of 5  m/s (horizontal dashed
lines) and ∆f(v) and Q−1(v) at a constant temperature of 19.5 mK (vertical solid
lines). Indeed it is easy to deﬁne the empirical T∗ and v∗ and by examination of
these curves, as shown by arrows in Fig. 5.4(B) and (D). Moreover, as a ﬁrst step
toward quantitative understanding of this uniﬁed behavior, we can determine
an approximate scaling relationship between T and v from a comparison of the
data of Fig. 5.4(A) and the data of Fig. 5.4(B): T should scale roughly as
√
v. The
same conclusion holds if instead we compare the dissipation data of Fig. 5.4(C)
and of Fig. 5.4(D).
In Chapter 3 and Chapter 4 it was suggested that the behavior of the solid
4Hein the TOcould bemodelled asaback-action term in the rotational suscepti-
bility χ, an idea I review here in the context of the current discussion. The entire
temperature dependence of the system would be subsumed in the back-action
term of χ, and for the Debye model of the back-action term there would be a
resonant response of the system when the probe frequency ω0 matched the re-
laxation rate τ−1(T) of the putative ensemble of excitations in the helium solid
(the identical conclusions come from modellingthe helium asa viscoelastic (VE)
solid [125]). I reproduce the equation for the Debye model of the rotational sus-
ceptibility here for clarity (the back-action is the term proportional to g0):
χ−1(ω,T) = −Iω2 − iγTOω + K −
g0
1 − iωτ(T)
. (5.1)
The symbols have the same meaning as Eq. 3.9. The resonant frequency shift
and dissipation were obtained by solving for the real and imaginary parts of
χ−1( ˜ ω,T) = 0, so the frequency shift and dissipation are related to the real and
imaginary parts of χ−1. In the Debye and VE models, they are related exactly
145Figure 5.4: Linecuts of frequency shift and dissipation contours.
Panels A and B show linecuts at a constant velocity of 5  m/s of the TO
frequency shift and dissipation, respectively (dashed horizontal lines on the
contour plots). Panels C and D show linecuts at a constant temperature of 19.5
mK (solid vertical lines on the contour plots).
146by
2∆f(T)
f0
= A
1
1 + (ω0τ)2 (5.2)
and
∆Q−1(T) = A′ ω0τ
1+ (ω0τ)2 (5.3)
where A = A′ = g0 for the Debye susceptibility and
A = A′ = ρR2IHeF(h/R)ω4
0/24 0
for the VE model. In both of these models, one can directly solve for the relax-
ation time τ:
∆Q−1(T)
2∆f(T)/f0
= ω0τ(T). (5.4)
Given the striking similarity in the system’s response to temperature and
velocity perturbations, the obvious question is whether Eqs. 5.1-5.4 comprise
a valid physical model of the response of the system if one replaces v → T.
Putting aside the question of the physics of the model for a moment, let us as-
sume that the v → T in Eqs. 5.1-5.4 procedure is a valid one and that there is an
analogous relaxation time τv for the response of the system to agitation brought
on by changes in the velocity. Let us also rename τ(T) ≡ τT to emphasize that
τT and τv are different characteristic times.
Just as we used Eq. 5.4 to show that τT could have power law behavior (Sec.
3.2.1 and Fig. 3.3[B]), here we can Eq. 5.4 and its analog for velocity
∆Q−1(v)
2∆f(v)/f0
= ω0τv(v) (5.5)
to determine the relationship between the power laws of the two relaxation
times τT and τv. Fig. 5.5 shows a plot of the left-hand side (LHS) of Eq. 5.4
vs. T beside a plot of the LHS of Eq. 5.5 vs. v. In the top two panels, the quan-
tities ∆Q−1/(∆f/f0) ∝ τ are plotted on log-log axes and in the middle two
147panels they are plotted on Arrhenius axes (ordinate: log(τT) or log(τv) and ab-
scissa: 1/T or 1/v). It is fairly clear from a visual comparison of the two plotting
schemes that the data are ﬁt better to a power law than to an Arrhenius law in
the unshaded region, which extends from T = 0 (v = 0) to T = 2T∗ (v = 2v∗).
The best ﬁt exponents for τT ∼ T−α and τv ∼ v−ζ are α = 2.74 and ζ = 1.13, so
the ratio is α/ζ = 2.42.
As has been discussed in Chapters 3 and 4, Eqs. 5.1 and 5.2 are insufﬁcient
to completely describe the data because the dissipation peak is too small to ac-
count for the total frequency shift. For our data, we have found the discrepancy
A/A′ to be in the approximate range 10-13 for the temperature dependence; for
other TO experiments it can be in the range 1-100 [74, 101]. It is remarkable
that roughly the same discrepancy is found for the ratio
 
 ∆Q−1 
 /(∆f max/f0)
if one considers the velocity dependent curves instead (see Fig. 5.4: the dissi-
pation peak height and total frequency shift are roughly the same whether one
looks at the temperature or velocity data). The exponents found from power
law ﬁts are independent of the discrepancy A/A′. However, if A/A′ = 1, as
would be predicted from the Debye or VE model, we should ﬁnd that ω0τT = 1
(ω0τv = 1) when T/T∗ = 1 (v/v∗ = 1). The fact that ∆Q−1(T)/[∆f(T)/f0] and
∆Q−1(v)/[∆f(v)/f0] appearan order of magnitude smaller (≃ 0.1)at T/T∗ = 1
and v/v∗ = 1 is due to the discrepancy A/A′ ≈ 10.
The deviation from the Arrhenius law (middle panels of Fig. 5.5) appears to
be more prominent in this experiment than in the data of Fig. 3.3. An explana-
tion for this might be that at the very lowest temperatures (roughly T < T∗/2)
the data of Fig. 3.3 have come from a system that is in better equilibrium. At
these temperatures ∆Q−1(T)/[∆f(T)/f0] seems to be relatively smaller for the
148(ringdown) data of Fig. 5.5 than for the (well-equilibrated) data of Fig. 3.3.
Comparison of these two ﬁgures for low temperatures seems to support the
idea that a component of the frequency shift is equilbrating quickly and causing
∆Q−1(T)/[∆f(T)/f0] to be smaller relative to its value if one waits for a much
longer time. We do not observe the same phenomenon of an ultra-slow relax-
ation after a change in the drive amplitude (or velocity), although it has been
reported by Kojima’s group [15].
We would like to explore the validity of this scaling behavior not just for
the limiting cases shown in Fig. 5.4 but for the entire phase diagram of Fig.
5.3. Our strategy is to search for an appropriate variable X = X(v,T) that
collapses the data f(v,T) and Q−1(v,T) onto a single axis f(X) and Q−1(X).
The Debye susceptibility suggests a strategy for hypothesizing a collapse axis.
That model predicted that in the v → 0 limit the frequency would be well
ﬁt by A(1 + [ω0τT]2)−1 and the dissipation by A′ω0τT(1 + [ω0τT]2)−1, i.e., by
Lorentzian functions of the variable τT. Thus, a physically appealing collapse
axis is a generalization of τT to an effective relaxation time τef f that depends on
both T and v. In order to reproduce the limiting power law behavior of Fig. 5.5
(τef f → τT as v → 0 and τef f → τv as T → 0 ) the correct form is
τ−1
ef f = τ−1
T + τ−1
v
= τ−1
0T
 
T
T∗
 α
+ τ−1
0v
  v
v∗
 ζ
(5.6)
where τ−1
0T and τ−1
0v arecoeffcients thatwill bedetermined byoptimization ofthe
collapse. The other parameters T∗ and v∗ refer to their limiting values as shown
in Fig. 5.4(B) and (D). This expression can be interpreted as the sum of the
relaxation rates of two independent, uncorrelated processes, one thermal and
one in which the excitations are a result of agitation of the crystal. In the case of
149Figure 5.5: Comparison of τT and τv.
τT and τv are deﬁned empirically (within a multiplicative constant) by Eqs. 5.4
and 5.5. (Top row) τT and τv shown on log-log axes. Fits to power law
behavior yields the exponents τT ∼ T−2.74 and τv ∼ v−1.13. The valid range of
the ﬁt is roughly from zero temperature (velocity) up to 2T∗ (2v∗), the
non-shaded region. (Middle row) τT and τv shown on Arrhenius axes
(ordinate: log(τT) or log(τv) and abscissa: 1/T or 1/v) for comparison. In the
non-shaded region it is clear that the quantities are better ﬁt by power laws
than by Arrhenius activated behavior. The black lines are guides to the eye and
show how Arrhenius behavior would appear on this choice of axes. (Bottom
row) Dissipation peaks in temperature (for v → 0) and in velocity (for T → 0)
showing region where power law ﬁts are valid.
150Table 5.1: Parameters for uniﬁed collapse.
α ζ T∗ v∗ τ0T τ0v
2.74 1.13 63 mK 148  m/s 282  s 213  s
the scattering of electrons, this incoherent sum of individual rates is known as
Matthiessen’s rule [16].
Therefore we collapse the data of Fig. 5.3 onto a single axis characterized by
τef f. In Fig. 5.6, we show the result of this procedure, the remarkable collapse of
97% of the data of Fig. 5.3. The slightly different axis from Eq. 5.6 is explained
below. We emphasize that although the motivation for the choice of the axis
came from a speciﬁc model, this uniﬁed collapse of f(v,T) and Q−1(v,T) onto
simple related curves is an empirical fact, and any physical deductions about
solid 4He phenomenology derived merely from its existence are not dependent
on the validity of the analytic formulae or models used.
For the collapse, T∗ and v∗ are determined empirically, and α and ζ by ﬁt-
ting, from the T → 0 and v → 0 limiting cases of Fig. 5.5. That leaves two
free parameters in Eq. 5.6 to be determined by an optimization of the collapse,
τ0T and τ0v. Using an optimization algorithm written by Ethan Pratt, we ﬁnd
the values listed in Table 5.1. The values for τ0T and τ0v are quite close to one
another, but more signiﬁcantly both very close to the time scale of the probe
frequency ω−1
0 = 277 s. This means that the data can be collapsed onto an axis
given by
X =
  
T
T∗
 α
+
  v
v∗
 ζ −1
(5.7)
where all four of the parameters can be determined by the T → 0 and v → 0
limits! I proposed earlier that the Debye-type equations (5.1-5.4) might be valid
for the replacement v → T (i.e. the response of the system to agitation brought
151Figure 5.6: Uniﬁed collapse of f(v,T) and Q−1(v,T) onto a single axis.
The choice of the axis X =
   T
T∗
 α +
  v
v∗
 ζ −1
is discussed in the text. It
corresponds, within a Debye model, to an effective relaxation time τef f. The
black curves are ﬁts of the collapsed data to 2∆f/f0 ∝ ℜ[1 − iω0τef f]−1 and
∆Q−1 ∝ ℑ[1 − iω0τef f]−1, where the proportionality constant is different for
the frequency and dissipation (see comment following Eq. 5.9). The axis of Fig.
5.6 is proportional to the inverse of T and v, and so the low-temperature,
low-velocity state (the ’supersolid’) is at the extreme right of the ﬁgure. The
collapse of the frequency data is best for X > 1 (low T and low v); for X < 1 it
is only good within about an order of magnitude. The collapse of the
dissipation data is best near the peak (0.4 < X < 4) and only good within
about an order of magnitude outside these limits.
152on by changes in the velocity was similar to that induced by changes in the
temperature). In such a scenario, the variable X = ω0τef f = ω0(τ−1
T + τ−1
V )−1.
Thus, the reduction of the Eq. 5.6 collapse to that of Eq. 5.7 reﬂects the trivial
result that in the v → 0 limit, X(T∗) = ω0τef f(T∗) = 1 (and similarly in the
T → 0 limit that ω0τef f(v∗) = 1). However, what is decidedly not trivial is
the fact that this works for any combination of T  = 0,v  = 0, let alone that the
scheme works whatsoever for the velocity axis.
The shortcoming of the expression Eq. 5.7 in its ability to collapse the data is
its failure to describe the “superpeak” [the point of maximum global dissipation
in the vicinity of (T∗,v∗)]. This may represent a breakdown of the idea that the
relaxation rates τ−1
T and τ−1
v add incoherently.
5.2.2 Temperature Dependence of Critical Velocity
Models of solid helium that attribute the TO frequency shift ∆f(T) to a super-
ﬂuid transition naturally interpret the suppression of ∆f(T) with increasing TO
rim velocity as evidence of a superﬂuid critical velocity, in analogy to experi-
ments using a TO to study superﬂuid critical velocities [90]. As has been dis-
cussed, the size of the supersolid critical velocity, of the order of 10 m/s, is
many orders of magnitude smaller than its counterpart in superﬂuid 4He, and
so we would like to study the temperature dependence of the supersolid vc in
order to better understand this perplexing issue. We can use the contour plots
to deduce the temperature dependence of the supersolid vc in the manner dis-
cussed in the introduction to Sec. 5.2. Figure 5.7 reproduces the f(v,T) contour
plot on a linear-linear scale in v and T. The red dashed line is the constant
153Figure 5.7: vc(T) as represented by a single contour.
The critical velocity vc(T) is shown as the dashed red contour. It is determined
by the condition that the frequency shift is reduced from its low-v, low-T value
∆f max by 5% (an arbitrary, but reasonable, designation for the deﬁnition of vc).
Note that the contour plot is on a linear scale in both T and v.
frequency contour for which ∆f is diminished by 5% from its maximum value
∆f max ≡ ∆f(T → 0,v → 0) . It is reasonable to interpret this curve as vc(T) for
the purposes of comparison to the superﬂuid results. It appears that vc(T) for
solid helium is roughly temperature independent between T = 0 and T ≈ 35
mK, at which point it begins to decrease sharply with increasing temperature as
T∗ is approached from below.
The success of the scaling behavior in Sec. 5.2.1 also suggests a strategy for
deﬁning a critical velocity. One can deﬁne a constant Xc for which f(Xc) is
reduced from its high X (low T and v) value f max by some amount, perhaps the
minimum resolvable change in f from f max above the noise. Along the critical
contour f(Xc) we will have that (T/T∗)α +(v/v∗)ζ = const=X−1
c and therefore
154along that contour v ≡ vc(T), where
vc(T) = vc0
 
1−
 
T
T0
 α 1/ζ
, (5.8)
where vc0 = v∗X
−1/ζ
c and T0 = T∗X−1/α
c . This power-law decay of the critical
velocity is to be compared with the expression for the critical velocity due to
thermally-activated phase slips, which decays linearly in the temperature. The
domain of validity of Eq. 5.8 is for T > T0, so it depends on how Xc is chosen.
5.2.3 Velocity Hysteresis
In [14], Aoki, Graves and Kojima ﬁrst reported the observation of hysteresis in
the TO frequency shift upon cycling of the drive amplitude (and therefore the
rim velocity of the TO). This result was reproduced by Reppy’s group [103], and
ours. I include here an example at T = 21.6 mK of the type of hysteresis loop we
encounter when starting at a high drive level stepping the drive down, waiting
for equilibrium at that particular level, continuing to step down until the lowest
drive level is reached, and then repeating the process in the opposite direction.
I should point out additionally that all of the preceeding data in this chapter
were taken with ringdowns, and so are equivalent to the the lower curve of Fig.
5.8. Most of the results of this chapter would be quantitatively different if the
data were taken during ringups of the TO, but this was technically too challeng-
ing. We do not expect that qualitatively the results would be very different.
155Figure 5.8: Velocity hysteresis.
The black arrows show the direction of change of velocity between data points.
The temperature is 21.6 mK.
5.3 Summary and Discussion
In this chapter, we used a new, efﬁcient technique to map the temperature and
velocity dependence of the TO frequency shift and dissipation. The precision
of the data led to several new discoveries about the role of velocity in the TO
experiments. The main theme unifying the discoveries is the remarkable sym-
metry of the observables along the temperature and velocity axes, leading us to
ask if the same excitations of the 4He solid generated by temperature might also
be generated by agitation of the solid (for which the TO rim velocity serves as
a convenient proxy). The central discoveries are the following; all are indepen-
dent of any models of the behavior of the solid:
1. There is a peak in Q−1(v) at v = v∗ and a shift in f(v) (for T → 0) that
match their counterparts Q−1(T) and f(T) (for v → 0). The peak height-
156to-total shift ratio
 
 ∆Q−1 
 /(∆f max/f0) is roughly the same for both vari-
ables. ∆Q−1(ξ)/(∆f(ξ)/f0) can be better ﬁt by a power law than an Ar-
rhenius law, whether ξ is temperature or velocity. The behavior of that
quantity is ∼ T−α and ∼ v−ζ, where α = 2.74 and ζ = 1.13.
2. Thereisa“superpeak”-aglobal maximum inthe dissipation -in thevicin-
ity of the point (T∗,v∗)
3. The symmetry in the velocity and temperature axes can be expressed by
collapsing nearly the entire contour plots of either f(v,T) or Q−1(v,T)
onto a single axis X = X(v,T), where X ≡ [(T/T∗)α + (v/v∗)ζ]−1. This
can be accomplished using only the empirically determined T∗ and v∗ and
the ﬁts to T−α and v−ζ in the limiting cases T → 0 and v → 0 . This
collapse fails in the vicinity of the superpeak.
In addition to these new discoveries, we also observed hysteresis in the TO fre-
quency shift when cycling the drive amplitude.
When we discussed whether the T → v substitution was valid for the Debye
expressions for f and Q−1 (Eqs. 5.2 and 5.3), what was implicit was the question
of whether an equivalent nonlinear susceptibility χ( ˙ θ,T) (with ˙ θ ∝ v) would be
suitable for the description of the data on the two axes v and T. Formally, such
a function could not be derived in the same manner as in Eqs. 3.1 through
3.6, because that process was manifestly linear. One way to determine such a
function would be to measure the angular displacement θ as a function of drive
torque Γ for a sequence of temperatures at each torque, and the ﬁt the result to
a function such as
θ(T) = χ(1)(T)Γ + χ(3)(T)Γ3 +    
157(The terms χ(k)Γk, for k an even integer, are absent because of symmetry con-
siderations). The terms of O(Γ3) and higher would constitute the nonlinear
susceptibilities and the linear term χ(1) would correspond to one of the models
in Chapter 3. However, as was shown in Fig. 5.6, the collapsed data could be
reasonable well ﬁt by a single function with
2∆f(v,T)
f0
= ℜ
 
A
1 − iω0τef f(v,T)
 
(5.9)
∆Q−1(v,T) = ℑ
 
A
1 − iω0τef f(v,T)
 
provided we are allowed to account for the discrepancy in the magnitudes by
one of the modiﬁcations discussed in Chapter 3 (i.e. inclusion of a superﬂuid
term or a stretching exponent β). The physical implications of using such a
function is an issue that will have to be dealt with, particularly the signiﬁcance
of the power law behavior of ω0τef f = [(T/T∗)α + (v/v∗)ζ]−1.
The existenceofthe superpeakisalsoaconfounding issue. Weproposed that
it might represent the breakdown of the idea that the relaxation rates τ−1
T and
τ−1
v add incoherently. In the case of electron scattering, this would represent the
(well-known) failure of Matthiessen’s rule, which in general would result in an
inequality for the total relaxation rate τ−1
tot ,
τ−1
tot > τ−1
A + τ−1
B , (5.10)
where A and B refer to two distinct electronic scattering processes (e.g. scatter-
ing from impurities and from phonons). However, in our case, it is unlikely that
the analog of Eq. 5.10, i.e. τ−1
ef f > τ−1
T + τ−1
v , could be used to describe the su-
perpeak, since such an expression cannot have any effect of the maximum value
of the quantity that depends on τ−1
ef f when the dependence is of the form given
by Eq. 5.9.
158Before continuing to discuss the signiﬁcance of the velocity axis, let us ad-
dressthecontentious issueofthecritical velocity. Themagnitudeofthereported
critical velocity is of the order of 10 m/s and appears to be insensitive to the
geometry of the cavity containing the solid 4He. This is three orders of magni-
tude smaller than the Feynman critical velocity (Eq. 1.11), obeyed by superﬂow
in channels of width ~100  m, and six orders of magnitude smaller than typical
critical velocities for superﬂow through apertures of nanoscale dimensions (Eq.
1.12), so interpretation of the supersolid critical velocity in terms of vortex cre-
ation requires introduction of a new idea about vortex generation in the solid.
This has been addressed by Saslow [106]. In these two known mechanisms
for vortex creation, the critical velocity in superﬂuid 4He may be temperature-
dependent or independent. In the case of a phase-slip critical velocity, vc de-
creases linearly with temperature over a large range of T below the superﬂuid
transition ([41] and Fig.1.4[A]) , consistent with the thermal activation of the
vortex motion at a rate r = exp[E(v)/kBT] over a velocity-dependent energy
barrier E(v). At very low temperatures (< 200 mK), the phase slip critical veloc-
ity can become temperature-independent in a regime where quantum tunneling
of vortices dominates thermal activation [41]. The temperature dependence of
what might be considered the critical velocity in the supersolid experiments,
as discussed in Sec. 5.2.2, does not appear to be in agreement with the known
temperature-dependence (or independence) of vortex-related critical velocities
in superﬂuid 4He.
If indeed what is observed turns out to be a critical velocity, one reason why
the critical velocity might seem so low is that that the rim velocity of the TO
is much smaller than the actual velocity of the ﬂow of the supercomponent.
The observed critical velocities are insensitive to the size or shape of the con-
159tainer and equally insensitive to whether the sample is grown in the bulk or in
a porous matrix, implying that the physical channels available to the superﬂow
are perhaps not those deﬁned by the geometry of the container. A torsional
oscillator with an annular ﬂow path interrupted by a barrier with a tiny aper-
ture can act as a “velocity multiplier” of the ﬂow through the aperture, as in
the experiments described in [90]. If the superﬂow in the helium crystal takes
place along constrictions (such as grain boundaries or dislocation cores) the ac-
tual ﬂow velocity could be much higher because of the greater hydrodynamic
inductance along such paths.
One can follow a constant-frequency or constant-dissipation contour by si-
multaneously decreasing the velocity and increasing the temperature. As far as
the TO experiments are concerned, along a contour the solid 4He is in the same
state. This is a strong argument in favor of the idea that temperature and me-
chanical agitation of the solid control the same bath of excitations. In [87], it
was shown that a particular driven, glassy, athermal system, a foam (consist-
ing of bubbles of different sizes) sheared at a rate ˙ γ, can behave as a thermal
system with the shear rate ˙ γ playing the role of an effective temperature. In
an equilibrium system, the viscosity is related to the integral of the shear stress
autocorrelation function
ηxy =
A
T
ˆ ∞
0
dt
 
δσxy(t)δσxy(0)
 
(5.11)
where the integrand (autocorrelation function) depends on ˙ γ, and A is the area
over which the shear is being applied. This equation serves to deﬁne the ef-
fective temperature in the non-equilibrium case as it is related to ﬂuctuations in
the shear stress. From the results of [87], we have some conﬁdence that the
temperature-dependent viscosity of the solid 4He (perhaps more accurately the
viscosity of the excitations in the solid), which would be related to the super-
160solid transition, could in principle also have a shear-rate (or velocity) dependent
viscosity η( ˙ γ) that mimicks η(T) and its role in the behavior of the observables
ofthe system (the TOfrequencyshiftanddissipation). Inthe vortex ﬂuidmodel,
the viscous drag on the vortices is ηv = ¯ hnv, with nv the area density of ther-
mal vortices. It is possible that the TO observables are related along the velocity
(shear rate) and temperature axes because the agitation of the solid can change
the density of vortices above Tc.
It is clear from the work of Paalanen [88] and more recently from Day and
Beamish [43] that at some level the low-temperature increase of the shear mod-
ulus must be related to the TO frequency shift because of the qualitatively sim-
ilar effects when changing the temperature and when changing the TO veloc-
ity/strain/shear rate. The work of this chapter and the ideas of [87] suggest
that the temperature and velocity/shear rate can in some sense be thought of in
equivalent terms. I think that elucidating the relationship between the stress in
the 4He solid and the TO frequency shift is one of the key steps to solving the
supersolid puzzle, and in the next chapter I propose an experiment designed to
address this issue.
161CHAPTER 6
CONCLUSIONS AND OUTLOOK
6.1 Summary
Three years ago when we began our studies of solid helium, the ﬁeld was still
verymuch dominated bythe vocabulary ofsuperﬂuidity: terms like“critical ve-
locity” and “non-classical rotational inertia” were used rather matter-of-factly.
These terms are useful and evocative, but remain merely useful until deﬁnitive
proof of the existence of superﬂuidity in the helium solid is found. Since that
time, there have been many experiments that have forced us to take a second
look at our ideas about whether the state of solid helium below 100 mK is a
true superﬂuid, in three dimensions or otherwise. There have been no studies
afﬁrming the existence of persistent currents and there have been roughly equal
numbers of negative and positive results in the search for dc ﬂow. There is no
evidence for Bose-Einstein condensation from either X-ray or neutron scatter-
ing. There is only indirect evidence of the existence of quantized vorticity. The
existence of a dissipation peak at the transition is present in the 2-D superﬂuid
transition but certainly not in any 3-D superﬂuid transitions studied with a tor-
sional oscillator.
I have tried to present the results of this dissertation in a way that reﬂects our
genuine perspective of the mysterious phenomenology of solid helium, that is,
without being wedded to a particular model of the solid. In Chapter 3, I have
attempted to present the TO studies of solid helium in the general framework
of linear response, that of the rotational susceptibility of the TO-helium system
to an external torque, an idea ﬁrst suggested to us by Nussinov et al. I have
162included some of our early work on attempting to ﬁt our data to various mod-
els of the behavior in the solid helium. In Chapter 4 I presented our studies
of the relaxation dynamics of solid helium within the TO. We discovered the
phenomenon of ultraslow relaxation while we were attempting to measure the
equilibrium properties of the solid helium. We found that the relaxation times
of both the resonant frequency and dissipation increased identically as the tem-
perature was lowered below the transition temperature of the supersolid state.
We undertook a more detailed study of the dynamics of the supersolid state
and found that the interplay of the dynamics of the TO frequency shift and
dissipation were more subtle than could be described by many simple models
presented in Chapter 3.
In Chapter 5 I described our study of another aspect of the dynamics of the
solid helium-TO system, namely the velocity dependence of the TO frequency
shift and dissipation. Employing a new technique for efﬁcient mapping of the
velocity/temperature phase diagram, we found a remarkable symmetry in the
behavior along the two axes. The dependence of the TO resonant frequency and
dissipation on velocity was dissimilar to any known critical velocity behavior
in superﬂuid 4He. This led us to ask if the observed TO phenomena could be
explained by a model in which both thermal and mechanical agitation of the
system controlled a single set of excitations, which in turn might control the
global phase coherence of the supercomponent, if it indeed exists.
6.2 Perspectives
This section will be divided roughly into the following categories:
1631. What is well-established about the low-temperature behavior of solid 4He
2. What is contentious
3. What we have contributed
What is well-established. The most comprehensive data in recent years we
have come from the torsional oscillator experiments. The primary result from
these experiments has been that the TO frequency shift and excess dissipation
depend strongly on the way in which the helium sample has been prepared.
The observed NCRIfvaluesspan a large range, from about 0.01% up to 20%. For
blocked capillarysamples, this numberincreases asthe amount oftime required
to form the sample decreases. The NCRIf seems generally to decrease when the
sample is annealed, though there are exceptions to this observation as well. On
the one hand, the NCRIf can change by an order of magnitude when grown
in similar geometries but different materials (coin silver [AgCu] vs. BeCu) but,
on the other hand, can be the same magnitude when grown in the bulk and
when grown in a porous matrix with 1000 times the surface-to-volume ratio.
The NCRIf is larger when grown by the blocked capillary method than by other
methods (constant pressure and constant temperature). The general conclusion
is that disorder plays an important role, but what kind of disorder, let alone
how to quantify it, is still an open question. However, structural measurements,
taken in conjunction with TO measurements, seem to indicate that NCRIf is the
same in highly polycrystalline samples and in (quasi-) single-crystal samples,
effectively ruling out grain boundaries as the primary explanation for the TO
frequency shift.
Based on a large body of literature on the way 3He interacts with crystal
dislocations in 4He, it is believed that dislocations are the most relevant type
164of disorder for the TO experiments. The shear modulus measurements of Day
and Beamish (and earlier of Paalanen et al.) are consistent with the idea that
at lower temperatures 3He impurities can act as additional pinning centers for
the dislocations, thereby increasing the shear modulus of the solid 4He as the
temperature is lowered. The TO frequency shift and shear stiffening have very
similar temperature, 3He, and annealing dependences, and since the role of dis-
locations is well understood in the context of shear stiffening it is reasonable to
assume that the dislocation network plays a similarily important role in the TO
experiments.
What is contentious. Although the TO frequency shift and shear stiffening
must be related on some level, the magnitude of the expected frequency shift
due to shear stiffening alone appears to be too small. This issue needs to be
resolved and we propose an experiment to do so in the next section. Of course,
asking whether the shear stiffening can explain the TO frequency shift is akin
to the more general question of whether there is a non-supersolid explanation
for the TO experiments. As of yet, the only evidence of a superﬂuid comes from
the blocked annulus experiments, and it is indirect evidence. The heat capacity
measurements are also open to interpretation. Some researchers have been able
to ﬁt the data by including a linear term added to the Debye T3 dependence,
which is suggestive of the presence of a glassy component. The physical origin
of the peak in the heat capacity is also unknown; although too small to be ex-
plained by the entropy of a BEC between T = 0 and T = Tc, it was interpreted
as the thermodynamic signature of the ’supersolid’ and shown to be present in a
stress-free sample (liquid and solid in coexistence), indicating that the phenom-
ena associated with the supersolid are intrinsic to solid helium and the role of
stress and dislocations is only to enhance the effect. Finally, returning to the TO
165measurements, attempts to ﬁt the TO frequency shift and dissipation to simple
models of the rotational susceptibility χ have been hampered by one outstand-
ing empirical feature: the ratio of the dissipation peak to the (fractional) fre-
quency shift,
   ∆Q−1   /(∆f max/f0), varies over two orders of magnitude in the
body of TO experiments, which may suggest an additional degree of freedom
not accounted for by simple models of χ. The dependence of this quantity on
the variables available to the TO experiments is not well known, although some
measurements indicate that it could be a decreasing function of the external
pressure (or equivalently the density or molar volume).
What we have contributed. The overarching question is whether phenom-
ena present in the TO experiments have either a supersolid or non-supersolid
origin, or whether the eventual explanation will necessarily contain elements of
both. In a set of experiments designed to study the relaxation dynamics of solid
4He, we showed principally that the characteristic relaxation time of the TO fre-
quency and dissipation lengthened as T → 0. This result was consistent with
other observations of long relaxations in the TO behavior, in the behavior of the
solid during the annealing process, and in the slow rearrangement of crystal-
lites visible in the X-ray scattering experiments. Such behavior might reﬂect the
existence of a glassy component of the solid 4He: it has been proposed that the
crystal dislocations might form an ensemble of tunnelling systems, in analogy
to the two-levels systems that have been successful in predicting the acoustic
and thermal properties of structural glasses. Looking at these relaxations in
more detail revealed that the response of the TO had a “fast relaxation” that
responded immediately to a change in the mixing-chamber temperature and a
subsequent “slow relaxation” after the solid 4He had come into thermal equi-
librium that lengthened as T → 0. We speculated that this might represent the
166distinct dynamics of a superﬂuid component and a glassy component.
In superﬂuids, the velocity of the superﬂow plays a fundamental role. The
critical velocity of superﬂuid 4He can vary by three orders of magnitude, de-
pending on the geometry of the ﬂow path, the temperature, and the mechanism
for the creation of elementary excitations from the superﬂuid ground state. By
comparison, the ’critical velocity’ of solid 4He as measured by the TO experi-
ments is (a) extremely small and (b) insensitive to the temperature, and to con-
tainer geometry. Our experiments showed that the behavior of the TO, in both
the frequency and the dissipation, was surprisingly symmetric along the veloc-
ity and the temperature axes. A similar effect in the shear stiffening occurs: the
stiffening is suppressed by increasing the strain amplitude ǫ beyond a a criti-
cal value ǫc. The discrepancy with superﬂuid critical velocities, the symmetry
of the TO behavior along the v and T axes, and the qualitative similarity to
the results of the shear modulus experiments led us to propose the question of
whether the velocity is the correct variable with which to understand the TO
experiments, or whether there is a more appropriate quantity. This question re-
mains unanswered but will hopefully come to the forefront of the ﬁeld if some
of the proposed experiments of the next section can be performed.
6.3 Future Experiments
On the experimental side, I think there are a few classes of experiments that
need to be pursued. The ﬁrst is a better study of the frequency dependence of
the response of solid helium to rotation. The second is an experimental recon-
ciliation of the tantalizingly similar temperature- and amplitude-dependence of
167the TO frequency shift and the shear modulus. Third, a new approach to the
question of dc (super)currents is required.
6.3.1 Frequency Dependence of Rotational Susceptibility
Theadvantageofthehigh-Qtorsional oscillator isitsabilitytoresolve extremely
small changes in the resonant frequency due to, for example, any extra inertial
loading. Because of that feature, it is also equivalently difﬁcult to operate the
oscillator away from its resonant frequency. We attempted to measure the ro-
tational susceptibility of the TO-helium system directly by operating the TO off-
resonance, but we found that even with the additional sensitivity of our SQUID-
based sensor we could not resolve the change in χ due to the supersolid much
more than 50 Hz above or below the resonant frequency ~574.475 Hz. The re-
sults of this study are summarized in Fig. 6.1. It is not easy to make general
statements about the frequency-dependent behavior when the data is limited to
a 100-Hz bandwidth!
A solution to this problem might be a variable-resonant frequency torsional
oscillator. There are roughly two ways to accomplish this: by changing the
moment of inertia of the bob or by changing the spring constant of the torsion
rod. The latter could be accomplished by clampingofthe torsion rod in different
places using a tight-ﬁtting sleeve, and the former by changing the distribution
of mass away from the axis of rotation using some sort of mechanical actuation.
A possible realization of the second scheme will be shown.
The two most important issues in the design of such a variable frequency TO
are the following:
168Figure 6.1: Frequency dependence of rotational susceptibility.
[63]
1. Can the frequency be changed at low temperature (i.e. < 1 K) so that
the helium crystal need not be altered irreversibly when adjusting the fre-
quency?
2. Can the frequency be made to change over a large enough range (and can
the Q of the oscillator simultaneously be kept large enough) to make this
effort worthwhile?
Future experiments should employ the persistent-current based system if preci-
sion better than 10−13 m is required.
A second possibility for studying the frequency dependence of the rotational
suscecptibility would be to build several similar torsional oscillators that could
169be studied simultaneously during a single cooldown. They would share a com-
mon ﬁll line and have identical sample geometries but have resonant frequen-
cies that span, say, one full decade (e.g. 100 to 1000 Hz), perhaps by varying
the moment of inertia of each torsion bob. A variation of this idea would be
to build several dual-mode oscillators [14], doubling the number of frequencies
that could be studied. This idea may seems unreasonable because of the compli-
cations due to having the oscillators in close proximity (e.g. a vibration block for
each TO would probably be required [Fig. 2.2]), but I do not imagine it would
be any more complicated than building a single variable-resonant frequency TO
or a TO that could simultaneously measure the inertia stress (next section). The
important idea of both of the proposed experiments in this section is to vary a
single parameter (here ω) and study the same sample. This is one aspect of the
body of TO experiments that is lacking.
6.3.2 SimultaneousDeterminationofRotationalandShearSus-
ceptibility
An outstanding question is how the low-temperature increase of the shear mod-
ulus is related to the TO resonant frequency shift. Finite-element calculations
have suggested that even the largest shear modulus changes (up to about 30%)
are far too small to produce the size of the observed frequency shift. It is also
difﬁcult to imagine how the shear stiffening in the torsion bob can produce a fre-
quency increase, since stiffening of the material in the bob should entrain more
mass in phase with the TO itself and therefore look like an increase in the mo-
ment of inertia. Finally, the blocked annulus experiments have been shown to
170nearly completely eliminate the frequency shift, implying that the block affects
the global behavior of the helium solid, whereas the effect of introducing the
blockshould haveonlyalocaleffecton theelasticproperties. Ontheotherhand,
the striking similarity in the temperature dependence and the strain/velocity
dependences of the two phenomena suggest that they must be related on some
level.
The conclusions of the previous paragraph based on calculations and intu-
ition, but the only way truly to know is to do an experiment that can measure
both the rotational susceptibility of the 4He as well as the shear strain induced
by acceleration of the container. There are two experiments that might accom-
plish this.
1. Embed shear strain sensors in the cavity of a torsional oscillator. The shear
strain sensor is just a piezoelectric crystal and can be made narrow enough
to ﬁt in an annular cavity (so chosen because such a geometry appears to
give rise to the largest TO frequency shift). For details of the operation
and utility of the piezo crystal as a shear sensor, see the work of Day and
Beamish [43]. The piezo crystal should be placed where it can detect the
maximum strain amplitude; one face should be mounted to the outer (or
inner) wall of the annular cavity and the other face should be positioned
at the midpoint between the two walls.
2. Construct a torsional oscillator such that the the inner wall of the annular
cavity can be ﬁxed relative to the outer wall. This experiment would be
designed to operate in two modes, one in which the inner wall and outer
wall would move in unison (TO mode) and the other in which the inner
wall would be ﬁxed and the outer wall could be be moved relative to the
171inner wall (shear mode). This is a more difﬁcult experiment since it is
highly likely that the Q of the oscillator would be severely degraded by
the necessary complexity of the design.
Finally, in [43] only the real part of the shear susceptibility was reported. One
would like to know how an analogous linear response theory for the shear sus-
ceptibility χshear would apply to the measurements of Day and Beamish. In par-
ticular, one would like to know how some of the features of the TO rotational
susceptibility (for example, the large range in the value
 
 ∆Q−1 
 /(∆f max/f0)
from different TO experiments) map to the analogous features of ℜ[χshear] and
ℑ[χshear].
6.3.3 Mass Transport through Superﬂuid-Solid Junctions
At the time of writing, the current experiment on our cryostat is one designed
to measure the ﬂow of 4He atoms from the superﬂuid into and then out of the
solid. It is an idea conceived of and executed entirely by Ethan Pratt. The idea is
similarinconcepttothatofthe experimentofRayandHallock(described inSec.
1.4.5 and [97]), whereby a superﬂuid-solid junction can be created at constant
pressure and temperature by coupling a bulk cavity and a volume containing
porous material. The onset of solidiﬁcation of the 4He in the pores can be sup-
pressed by some 5 bar, and so at the right place in the phase diagram one can
have the coexistence of superﬂuid and solid in adjoining volumes.
WhereastheexperimentofRayandHallockusedapressure differenceacross
the superﬂuid-solid-superﬂuid system to inject 4He atoms from the superﬂuid
into the solid, the scheme shown in Fig. 6.2 is quite different. It uses the ﬁnite
172Figure 6.2: Proposed superﬂuid-solid junction experiment.
(A) Fabrication steps and components of nanoporous device. (B) Device
mounted in high-pressure cell. (C) Principle of operation.
polarizability of the helium atoms to create electrostatically a chemical potential
difference across the superﬂuid-solid junction; it accomplishes this by conﬁning
the superﬂuid in a very thin nanoporous matrix between the plates of a gigantic
capacitor (~30 nF) placed to one side of the solid 4He. An identical capacitor
pair is located on the other side of the solid, and atoms can (in theory) be driven
from one nanoporous volume through the solid 4He and detected as a change
in the dielectric constant of the other pair.
This scheme is advantageous over many of the other dc ﬂow experiments
because we will not need to push on the crystal lattice to create a chemical
potential difference. The Ray-Hallock conﬁguration suffered from large heat
leaks due to the necessity of maintaining one end of the column of normal
ﬂuid/superﬂuid close to 4 K and the other end at low temperature; this limited
the base temperature of their study to be above the range of the TO frequency
shift. Because we push on the superﬂuid-solid junction electrostatically, we do
not anticipate having the same set of problems. If the technique is successful,
173there are many other interesting experiments that can then be done by changing
the geometry and complexity of the ﬂow paths. The junctions can be made very
small by modern fabrication techniques, opening the possibility for microscale
andnanoscaleinvestigation ofthe ﬂowproperties. Iftrue dcsuperﬂowisshown
to exist, the junctions could be conﬁgured to produce interference devices, such
as a superﬂuid-supersolid based-SQUID.
6.4 Conclusions
The proposal that solid 4He might be a supersolid of the type described by An-
dreev and Lifshitz, Chester, and others appeared to have been vindicated by the
TO experiments of Kim and Chan in 2004. Since the initial excitement over the
prospect of a new state of quantum matter, however, there have been no exper-
iments providing direct evidence that there exists a component of solid 4He that
behaves as a superﬂuid. Consequently, the question at the forefront of every
researcher’s mind remains whether solid 4He can be considered a supersolid.
I think that a supersolid mechanism, at least in the Andreev-Lifshitz-Chester
sense, cannot be the complete explanation for the TO experiments. Our data
show asymmetry inthe TOresonant frequency anddissipation dependenceson
temperature and velocity, suggesting that the two dependences have the same
physical origin. This idea is reinforced by the similar qualitative dependences
of the low-temperature shear stiffening and the TO frequency shift on anneal-
ing, 3He, and shear rate/velocity. One possible explanation is that there are
excitations of the solid 4He that respond equivalently to agitation and to ther-
mal perturbation. The precise microscopic origin of these putative excitations
174is not known, but it has been suggested that perhaps they represent an ensem-
ble of the possible structural conﬁgurations of crystalline dislocations or grain
boundaries, or even of frozen-in glassy regions. Possibly, it is the dynamics of
these excitations which are responsible for the extremely slow relaxation times
reported in Chapter 4 and also by several other groups, and for phenomena
such as thermal history dependence of the TO resonant frequency and velocity
hysteresis. Itis difﬁcult to imagine that a superﬂuid component can be responsi-
ble for some of the phenomena we observe, such as the extremely small ’critical
velocity’ and the peak in the dissipation at v∗.
On the other hand, I take very seriously the observation that the ratio
 
   ∆Q−1
 
   /(∆f max/f0)
can vary by two orders of magnitude from experiment to experiment, and that
in several cases the frequency shift is far too large to be explained by the magni-
tude of the dissipation, a prediction common to several simple models of the ro-
tational susceptibility of the TO-solid 4He system. This suggests to me that there
isanotherdegreeoffreedom inthe solid, inaddition tothose associated with the
excitations, that can effect a frequency shift with no accompanying dissipation;
one interpretation is that this degree of freedom represents a superﬂuid com-
ponent, perhaps of the Andreev-Lifshitz-Chester type. In this model, T∗ and
v∗are characteristic of the excitations, but also mark the onset of superﬂuidity,
and therefore one would have to conclude that the excitations somehow control
the global phase coherence of the superﬂuid component. The dependence of
 
 ∆Q−1 
 /(∆f max/f0) on other variables relevant to the TO experiments (such
as the frequency or pressure/molar volume) is not well known and I would
encourage a more systematic treatment of this quantity.
175The model I suggest above, wherein an unspeciﬁed ensemble of excitations
undergoes a freeze-out at low temperature and controls the superﬂuid stiffness,
is intentionally formulated quite generally. Despite the many numerical simula-
tions that have studied the interplay of superﬂuidity and disorder in solid 4He,
we really do not know enough experimentally about this interplay to make any
deﬁnite conclusions about how these excitations, related to the disorder in the
solid, control the superﬂuid stiffness. It is very possible that Anderson’s vortex
ﬂuid model captures all of the relevant physics of the TO experiments, but in
its current qualitative form it is difﬁcult to make any comparison with experi-
ment. Other, more quantitative models have admirably attempted to ﬁt the TO
frequency shift and dissipation, but they all seem to suffer from either (a) a lack
of speciﬁcity about the microscopic mechanism, or (b) inconsistency with one
or more of the myriad experimental variations of the TO experiments. Simply
because of the number of variables that seem to affect the behavior of solid 4He
in a TO, a single model that can describe the TO data appears to be a long way
off, until we learn how to make samples with reproducible frequency shifts and
dissipation peaks, or at least a reproducible ratio
 
 ∆Q−1 
 /(∆f max/f0).
I believe that the current evidence for a superﬂuid component that partially
describes the TO results is good enough that we should continue to pursue ex-
periments that look speciﬁcally for evidence of superﬂuidity, such as quantized
vorticity or persistent currents. In light of the large variability of the TO experi-
ments from sample to sample, I also believe that the aim of future experiments
using TOs should be to incorporate a secondary experimental probe, e.g. in
Sec. 6.3.2, so that multiple pieces of information about a single sample can be
correlated. Asshown by the number of careful yet sometimes seemingly contra-
dictory experiments from 2004 up to the present, the solution to the supersolid
176problem is unlikely to be solved by a single deﬁnitive experiment.
177APPENDIX A
OPERATION OF DILUTION REFRIGERATOR IN CLARK A17
In this Appendix, I discuss some particulars of the operation of the Janis
dilution refrigerator (JDR-100) currently installed in Clark A17.
A.1 Common Problems
We ran into a few common problems with the DR over the two years during
which the experiments described in this dissertation were performed. The ﬁrst
was the gradual plugging of the condenser line, which we attributed to oil from
the pump getting through both traps. Before ﬁnally warming up to ~100K and
vigorously cryopumping the return line and condenser line, we managed to
run the refrigerator at a return pressure of about 700 mbar (when the refriger-
ator worked ideally the return pressure was closer to 200-250 mbar). The main
problem with running the DR with such a high return pressure was the large
heat load presented to the pot by trying to recondense the 3He at too high a
pressure, which precluded attaining the lowest temperatures, but this can work
in a pinch. In the future, it might be advantageous to replace the rotary vane
pump with an oil-free pump such as a scroll pump or a turbo pump backed by
a scroll pump.
The second problem was that we believed we were losing mixture, likely
3He through a room temperature leak, and we blamed a large number of other
problems on this (e.g. a higher base temperature). It was proposed that perhaps
this mysterious “room temperature leak” was due to the return pressure/pump
back pressure being momentarily higher than the 1 bar trigger level of the emer-
178gency valve, which in the olden days would have blown the shaft seals on the
rotary pump [100]. However, the magnetically-coupled motor on the rotary
vane pump should not suffer from this problem, since it no longer relies on shaft
seals. I am not completely convinced that this “leak” was actually to blame for
all problems, nor do I believe it had anything to do with blowing the emergency
valve (Fig. 2.3), but we did ﬁnd one major leak in the shaft seals of the large gate
valve on the still line. What I do know is that on several occasions all problems
were ﬁxed by warming up to room temperature, pumping all of the mixture
back to the kegs, resetting the mixture so that it matched the ratio in the large
H13 storage keg (nominally 22.9% 3He) and adjusting the keg pressure so that
the total pressure in the kegs and in the back of the circulation pump / return
line was about 900 mbar (-10 kPa).
A.2 Starting the Dilution Refrigerator
Here I report the best way to start our dilution refrigerator, in my experience.
1. Set the keg mash to approximately 23% 3He and 900 mbar or greater (-10
kPa on DG3/4), including the volume of the pump and the nitrogen cold
trap. Wash it pretty well; the amount of time depends on how dirty you
think the keg is, but a few hours is a good rule.
2. Turn on the 1K pot.
3. Open the kegs to the condenser side of the DR through both cold traps
(usually through V6-5-12-16-21), keeping the circulation pump out of the
circuit (i.e. keep V11 and V15 closed). The gate valve on top of the cryo-
stat should be open, but the main gate valve before the pump should be
179closed. If you have pumped out the still line previously, you can do the
4K condenser impedance test (the still pressure should rise 1 mbar in 30
seconds). Go home and sleep and let the kegs condense.1
4. When you come in 12 hours later, the keg pressure should be between -70
and -60 kPa and the still should have cooled to somewhere around 2.1-
2.5 K. If the mash doesn’t really condense (it stays between -30 and -20
kPa) and the still stays warm (~3-4 K), there is probably a heat leak to 4 K
somewhere - possibly the VC needs pumping out.
5. Close off the kegs, for now: close V12.
6. Start circulating, very gently! Open the back of the pump to the condenser
(open V11 and V15). Open the still line bypass valves very slowly and
try to regulate the return pressure (DG2) to a value between -50 and -30
kPa. If you can manage to get the return pressure stable (or rising/falling
slowly), you areingood shape. The still willcool slowly, andwhenthestill
temperature reaches around 1K, the digital still gauge will come on scale
and the still pressure will be <100 mbar. At this point you can open the
bypass valve more aggressively and within a few minutes you can open
the main gate valve.
7. In step #6, a few things can go wrong. First, you might open the bypass
valves too quickly and the return pressure might increase so that its tra-
jectory exceeds 1 bar. The two options are (a) to close the bypasses, which
is annoying because you’ll have to open them slowly and incrementally
again, or (b), a better option, to relieve some of the return pressure by
opening V18 momentarily to the kegs. The second common thing to go
1Several reliable sources, such as [100], advise condensing the mash into the still side of the
DR, with the added advantage that if there is any garbage left in the mash it will plate out on
the walls of the still pipe. This method has never worked for me.
180wrong is that the heat load to the pot is too large and you empty it. In this
case, just stop pumping on the still and wait until the pot reﬁlls - it will
probably take a few hours.
8. Hopefully at this point the DR will cool to its base temperature, usually
between 10 and 20 mK as measured by thermometer #6. I have found the
DR cools to its base temperature with as much as 200 mbar (-80 kPa) of
mash left uncondensed in the keg, but if you ﬁnd that the DR is not get-
ting as low as about 10 or 20 mK, you can try condensing the rest of this
mash by opening the kegs directly to the front of the circulation pump (i.e.
through V6-3). Heating the still with 1 or 2 mW increases the circulation
rate and can lower the base temperature as well; expect the still tempera-
ture to increase from about 0.65 to 0.85 K and the still pressure to increase
from 0.15 mbar to 0.22 mbar with 2 mW heat.
A.3 Throughput Tests of the Condenser Impedance
To perform the throughput tests of the condenser impedance, it is better to
pump out the still line and test the ﬂow of the mixture into the fridge (in the nor-
mal direction of circulation). The alternative is to pump out a volume around
DG2 and measure the impedance of the ﬂow in the opposite sense of the circu-
lation, but since the still pressure gauge is much more sensitive, the ﬁrst method
works better. The starting pressure in front of the condenser can be anywhere
from 300 to 900 mbar. The following numbers are good indicators of an un-
blocked impedance.
181Table A.1: Condenser impedance at various temperatures.
Temperature (K) Still pressure rate of change dPstill/dt
300 1 mbar / 1 hr
77 1 mbar / 8 min
4* 1 mbar / 30 sec
* This indicates the impedance of the condenser immediately after the 1 K pot
has been turned on and you are ready to start condensing the mixture as out-
lined in Sec. A.2.
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