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Inleiding en samenvatting 
Hoewel de vraag, in hoeverre een simultane verdeling 
bepaald is, als de marginale verdelingen gegeven zijn, in de 
practijk niet zo vaak voorkomt, bestaan hierover toch ver-
breide misverstanden. Zo wordt vrij algemeen gedacht, dat 
iedere twee-dimensionale simultane verdeling, waarvan de 
beide marginale verdelingen normaal zijn, normaal is. Tegen-
voorbeelden hiervan zijn gegeven door Frechet [3] en [4]• 
Het algemenere probleem: welke n-dimensionale ver-
delingsfuncties zijn mogelijk, als de een-dimensionale mar-
ginale verdelingsfuncties voorgeschreven zijn, is voor n=2 
behande ld door Fre chet- [ 4] en [ 51, voor n= 3 do or Fer on [ 2] 
en Dall' Aglio [1]. In dit rapport vermelqen we een aantal 
van hun nog weinig bekende resultaten, waarbij we ons in 
hoof dzaak bezig houden met het geval n=2. In § 1 geven we 
ee.n. 
na bitt; overzicht van het probleem voor wlllekeurige n een 
afleiding van Frechet's resultaten, die slechts weinig van 
die in ( 4 J verschilt. Met behulp van deze resultaten wordt 
in § 2 onderzocht in hoeverre de correlatieco~fficient 
wordt beperkt door het voorschrijven van de marginale ver-
delingen. In ~3 geven we een aantal voorbeelden. 
1. Simultane verdelingen 
Gegeven zijn n verdelingsfuncties F1 (x1 ), ... ,Fn(xn). 
We defini~ren '£ als de verzameling van alle n-dimensionale 
n 
verdelingsfuncties H(x1 , ..• ,xn) , die F1 (x1 ), ... ,Fn(xn) als 
marginale verdelingen hebben, dus met de eigenschap 
(1) H(oo,i;o••,foo,xj,OIJ' ..• ,oo) = Fj(xj) (j=1,2, ... ,n). 
n 
:;tn is niet leeg, immers de verdelingsfunctie JT Fj(xj) is 
een element van 'Xa. Voor alle H ~ Zn geldt J=1 
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H ( X4 , . . . ., xn) = P { ~ 1 ~ x 1 , . . . , ~ n .. <. xn} -' P { ?S j ~ x j} :::F j ( x J ) 
voor alle j dus ook H(x1 ., .•. ,x )~ min [F1 (x1 ), ... ,F (x )J • n{ n n ~ 
Anderzij ds is 1-H(x1 _, •.• ,xn )= P niet (~1 & x1 , ... '~n ~. xn)} 
JfJ P { ~1 :,, X4 }-1- ... + P { ~n:? xn } = n - { F 1 ( x 1) + .•• + F n ( xn) } ., dus 
H(x1 ., ... ,xn) ~ F1 (x1 )+ .• o+Fn(xn) - n+1. 
Omdat ook steeds H(x1 , .. .,xn) ~ 0 is, geldt H(x1 , ... .,xn)~ 
t max [F1 (x1 )+ .•. +Fn(x0 )-n+1,0 J. Samenvattend hebben we 
dus voor alle Hf- i: . 
n 
(2) max [F1 (x1 )+ ..• +F0 (xn)-n+1,o] ~· H(x1 , ... ,xn)f[min F1 (x1 ) 
, • . • , F n ( xn ) J • 
Met enige moeite toont men aan, dat min [F1 (x1 ), ... ,Fn(xn)J 
voor alle n een verdel"ingsfunctie 1)is (zie (2) voor n=3) 
en d1ls het grootste element van .l'n, d. w. z. : voor iedere 
HE-~ geldt H(x1 , ... ,x0 ) !G min (F1 (x1 ), ... .,Fn(xn)] voor alle 
(x1 , .• ,xn). Voor n ~ 3 zijn er voorbeelden ( zie [ 2 J ) , waarbij 
max [F1 (x1 )+ ... +Fn(xn)-n+1,0] geen verdelingsfun~tie en dus 
geen element van cfn is, terwijl bij ieder punt (x1 , ..• ,x~) 
een element H e ;fn bestaat met H(:x:1 , ••. ,x~) = max [ F 1 + ... + 
+ Fn-n+1,o] . 
Voor n ~ 3 bevat ~ dus in het algemeen geen kleinste element. 
In [1] wordt een noodzakelijke en voldoende voorwaarde 
gegeven, opdat ~ een kleinste element heeft, 
We beperken ons verder tot n=2 en schrijven_x,y,F,G en 
in plaats van x1 ,x2 , F1 ,F2 en st2 . 
Definieert men 
f H0 (x,y) = F(x)G(y) (3) 1 H1 (x,y) = max [ F ( x) +G ( y) -1 ., 0 ] ( H2 (x.,y) = min [F(x),G(y)] , 
dan geldt dus voor iedere H~ en alle x en y 
1) ,Zie Appendix a). 
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H4 en H2 zi.jn elementen van tf;; zij voldoen aan (1) en men 
gaait//ii:r,g~kik~1.jk na, dat zij 1erdelingsfuncties zijn. H1 en 
H2 zijn dus respectievelijk het kleinste en het grootste 
element van :l' o 
Ieder element van 'It voldoet aan (2 1). Omgekeerd is 
iedere verdelingsfunntie, die aan (2 1 ) voldoet een element 
van [(, omdat ui t ( 2 1 ) volgt, dat H --.an ( 1) voldoet. We heb-
ben dus 
Stelling 1~ dt'bestaat uit alle verdelingsfuncties H(x,y), 
die aan de ongelijkheid (2 1 ) voldoen. 
Als (~ ,i) de verdelingsfunctie H(x,y) heeft, dan is 
P 1[ X1 <~~Xe'. en Y1 < 'l ·" Y2} = H(x2.,y2)-H(x2,Y1 )-H(x.,,y2)+ 
+ H(x,1 ~y1): We beschouwen LU H2 (x,y) en kiezen 
( x j ., y k) ~ { ( x., y) i F ( x) < G ( y) J ( j :::.:'1 ., 2 j k=1 , 2 ) . Nu is de 
kans, dat (~2 ,i2 ) - met verdelingsfunctie H2 - in de recht-
hoek met hoekpunten (xj,yk) ligt gelijk aan 
H2 (x2 .,y2 )-H2 (x2 ,y1 )-H2 (x1 ,y2 )+H}x1 ,y1 )=F(x2 )-F(x2 )-F(x1 )+ 
+F(x1 ) = 0. 
Hetzelfde geldt voor een rechthoek met hoekpunten in 
{ (x.,y) I F(x) > G(y) \ . A1s F en G contiym zijn en 
stijgend 2 ), dan wo;den de gebieden waar F(x)~ G(y) resp. 
F(x) > G(y) is gescheiden door de continue kromme 2 ) 
F(x)=G(y). Uit het bovenstaande volgt nu, dat in dit ge-
val het punt (~2 ,r2 ) met kans 1 op de kromme F(x)=G(y) 
ligt. Een analoge redenering geldt voor het punt (~1 ,i1 ) 
met verdelingsfunctie H1 . We vinden zo 
Stelling 2 g zijn F en G continu en as);ijgemcl, dan ligt het 
punt r!1 ,r1 ) met kans 1 op de kromme 
F(x)+t'¼(y)= 1 en het punt (!2 ,i2 ) met kans 1 op 
de kromme P(x)=G(y). 
2 )we beperken ons hierbij tot het gebied waar O < F t 1 en 
O<:G<1. 
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Opm.~ voor algemenere verdelingsfuncties geldt eeq analoge 
eigenschap; de formulering wordt dan echter veel minder 
eenvoudig. 
Zoals we al zagen bevat 7t altijd het element H0 (x,y)= 
= F(x).G(y). Als ~ of i univalent is d.w.z. met kans 1 
constant is, dan is H het enige element van :Jt, immers als 
0 
{bijv.) P{~ = x 0 } = 1 is, dan is 
max [F(x)+G(y)-1,0]= min [F(x),G(y)] = F(x)G(y) = 
= { 0 als x <. XO , 
G(y) als X ~ XO 
dus H1=H2=H0 , in overeenstemming met het feit, dat een paar 
stochastische variabelen onafhankelijk is, als een van beiden 
univalent is. 
Is omgekeerd bijv. H1=H0 en is Y.. niet univalent, dus is 
er een y met O < G(y ) < 1, dan geldt 0 0 
F(x) < 1-G(y 0 ) ~ H1 (x,y 0)=0 = F(x) J(y 0 ) ~ F(x) = 0 
F (x) ~ 1-G(y 0 ) ~ F(x)+G(y 0 )-1:F(x) G(y 0 ) ~ F(x)= 1 , 
dus ~ is univalent. Een an,fti111S1ge redenering geldt als H2=H0 
is, dus geldt 
Stelling 3 x of Y.. is univalent~ H1=H0~ H2 :,,m H0~ H1= 
= H2 = Ho. 
2 Correlatieco~fficienten 3 ) 
Analoog aan de formule 
(4) Cx= - }° F(x)dx + ] 00{1-F(x)}ctx 4) 
-co 0 
geldt voor t ~ :f. de relatie 
3) We beperken ons in het volgende tot verdelingen met een 
eindig tweede moment. 
4) Zie Appendix 6). 
. O © ~ 5- o 
(5) ix ¥. = ,~! 1 H(x9y)dx dy- f [ f { F(x)-H(x,y)} dx] dy+ 
0 =@l'I 
© ~ 00 
- j [ j { G(y)-H(x,y)} dx ]dy+ J ff 1-F(x)-G(y)+H(x,y)j dxdy 
=00 (j . @ @ 
en dus met (4) 
00 (JI;,; . 
(6) "ff ¥. - l ~ 'ty_ = J j i H(x,y)-F(x)G(y)} dxdy 
=<@ -00 
Uit (6) volgt, dat de correlatieco~fficient f gedefinieerd 
(voor positieve ~(~) en G(i)) door 
groter (kleiner) wordt, als H(x,y) wordt vervangen door een 
verdelingsfunctie, die voor alle x en y groter (kleiner) is. 
Het is duidelijk, dat H1 de kleinste correlatiecoMfficient 
·~ ~* r1 levert en H2 de grootste 72 . Zijn H en H elementen 
sjfo ')f 'II:' 
van met correlatieco@fficienten j' en/ dan is 
4(- **· H= )tH + (1->.) H ~Jc voor alle O $ ). ~ 1, terwijl voor 
* . ~* de correlatiecoffffic:ient f van H geldt J = }\J + ( 1- }\) / • 
Zo leveren de verdelingsfuncties ~H1+(1-h)H0 a~le negatieve 
correlatieco~fficienten ( ~ f 1 ) en de verdelingsfuncties 
AiH2+(1-it)H0 alle positieve (~ J2 ). Resumerend hebben we 
Stelling 4 g van de elementen van :JC heeft H1 de kleinste 
correlatieco~f'ficient f1 en H2 de grootste 
f2 . Is een / gegeven met ;r1 ;;i' j11ij2 dan is er een 
element van met correlatieco~fficient P • ) 
Opm.g als een der marginale verdelingen de verdeling van een 
univalente variabele is~zijn ~ en i onafhankelijk en 
zou men = 12=0 k:unnen defini~ren. Er zijn echter., 
zoals uit het volgende zal blijken, minder triviale 
voorbeelden waarbij / 1 > -1 en/of t 2 ,t; 1 is. In het al-
gemeen wordt dus de correlatieco~fficient door het 
voorschrijven van de marginale verdelingen wezenlijk 
beperkt. 
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Het is bekend, dat de correlatieco~fficient dan en alleen dan 
1 of -1 is, als (~,i) met kans 1 op een rechte lijn (niet 
evenwijdig aan een der cotlrdinaatassen) ligt. Het triviale 
geval, dat; en i beide univalent zijn moeten we hierbij uit-
sluiten. Opdat 11=-1 is, is het dus noodzakelijk en voldoende 
dat Fen G zodanig zijn, dat voor een re~le a< Oen een re~le 
been simultane verdeling mogelijk is, waarbij r=a; +bis 
met kans 1 :1 dus dat P {; ~ x} =P { ¥ ~ ax+b} i.s voor alle x, 
d.w.z. F(x)=1-G- (ax+b) 5). Als bijv. F=G en F symmetrisch is, 
dan is aan deze voorwaarde voldaan. Analoog vindt men voor 
f 2 =1 de voorwaarde F(x)=G(ex x+p) (0t: > O). 
In het speciale geval, dat Fen G continu en stijgend zijn 
vinden we in overeenstemming met het bovenstaande, dat 
F(x)+G(y)~1 en F(x)=G(y) rechte lijnen moeten voorstellen 
(zie St, 2). We formuleren tenslotte 
Stelling 5 
3 Voorbeelden. 
als F(x) en G(y) niet beide verdelingsfuncties 
zijn van een univalente variabele, dan geldt: 
Opdat 11=-1 is, is het noodzakelijk en voldoende 
dat er refHe a < 0 en b bestaan met 
F(x)=1-G- (ax+b). Opdat f 2=1 is., is het nood-
zakelijk en voldoende, dat er re~ne !!£(, > 0 en p 
bestaan met F(x)=G( ©-1 x+ (Ji). 
1 ) F ( x) = X ( 0 ~ x ~ 1 )., G ( y) =Y (O~y$1). 
H1 (x,y)=max(x+y-1,0) 
/1= -1 
5) G- (x) = lim 
f,!, 0 
(~,i) ligt met 












( ) ( -x -y) f H2 x,y = 1-max e ,e 
/2=1 
3) F(X)=X 2 ( 0 ~ x ~ 1 ), G ( Y) =Y 
H1 (x,y)= max (x+y2 -1,0) 
f1= - ~ V6 = -0,98 
(0$y41). 
I 
(!.,I,) ligt met 





2 H2 (x,y) = min (x,y) 
/2= ! ✓6 = 0,98 
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{!_,Y) ligt met 
kans 1 op dik 
aangegeven lijn. 
@ I 
4)Gumbel [6] geeft de volgende klasse van verdelingsfunc-
ties ( element en van 'Je) aan i 
(7) Ha (x,y)= F(x) G(y) [ 1+a { 1-F(x)} { 1-G(y)}} (-1 ~ a -'f 1). 
Uit (6) en (7) volgt voor de correlatiecoefficient fa 
fa= ©"{~)@"~~Y } 00 F(x)fr-F(x)} dxj~(y){1-G{y)}dy, 
- -oo ~ 
··-::.1 ·uit men kan afleiden dat I /a j .~ 3 1s, De waarden j en 
- 3 1orden bereikt, dls Fen G homogene verdelingen vo0r-
S1.,c:ll.en. 
Zijn Fen G gestandaardizeerde normale verdelingsfuncties, 
dan geeft differentiatie van (7) 
(8) t',2 h(x,y)= axa>y 
"{2F{y)-1}J 
1 H(x,y)= 2 -ro e 
2 2 
X +y. 
2 [ 1+a { 2F(x)-1}, 
met f= ~ . De verdelingsdichtheid (8) geeft een voorbeeld $ 
van een niet-normale verdeling met normale marginale ver-
delingen. Een ander voorbeeld hiervan levert de verdelings-
functie ~ waarbij het punt (-e,i) met kans 1 op het 
lijnenpaar x2~y2=0 ligt. 
5) Door Runnenburg en Steutel [7] worden voor het geval F=G 
verdelingsfuncties van de gedaante 
(9) H(x,y)=A(x) B{y)+ C(x) D(y) 
beschouwd. 
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0mdat de verdelingsfuncties (7) een deelklasse vormen van de 
klasse, die door (9) wordt aangegeven is het duidelijk, dat 
met de functies (9) hogere correlaties kunnen worden be-
reikt dan met de functies van Gumbel. Zo vindt men voor de 
functies (9) als uiterste correlatieco~fficienten bij de 
marginale verdelingen uit de voorbeelden 1) en 2) - 3/4 en 
3;4 resp. 0,648 en -o,480. De functies van Gumbel hebben 
het voordeel van hun bijzonder eenvoudige gedaante. 
Appendix 
a) Volledigheidshalve geven we hier een definitie van het 
begrip verdelingsfunctie (inn variabelen): 
een re~le functie H(x1 , ... ,xn) is dan en slechts dan een 
verdelingsfunctie, als de volgende voorwaarden vervuld zijn: 
1) His continu van rechts, d.w.z. lim H(x1+i1 , ... ,xn+fn)= 
!\!- 0 ... fn½O 
2) lim ( i=1., 2, ... , n) 
:x .~ -@,]) 
,i 
3) lim 
X4 ➔ ©'}J • • • Xn·9" oo 
4) voor alle -oo <a~ b "'oo geldt i 1 
·· J;(X X ) 
-- ., .. 1, ... , n' 
H(b1 , ••• ,b )-{H(a1 ,b2 , ... b )+ ... +H(b1 , ... ,b 1 ,a )l 
, n · · n n- n J 
+ • • . + ( - ) nH ( a1 ., . . . , a ) ~ 0 . n 
Voor n=2 wordt voorwaarde 4) dus H(b1 ,b2 )-H(a1 ,b2 )-H(b1 ,a2 )+ 
+ H ( a1 , a2 ) ~ o . 
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b) Voor differentieerbare F(x) geldt ~~ = r1+ r 2 , waarin 
©l) 0 
r1= j x F v (x) dx en I 2 = j x F 1 (x)dx . Nu is 
..,<00! . @ 
I1=lim { i· .. x F 1 (x) T ➔ oo ,. 
,@ ., .. 
dx} = ti~ l [ X F(x:r )~{x)dx J = 
= - j F(x)dx, 
omd:: lim T F(-T) = lim T 1 F 1 (x)dx $ lim Tl!l:l) T-«i ~@ill T=W 
is., als ~ bestaat. Analoog bewijst men dat 
zodat l~ = - f@ F(x)dx + f{'1-F(x)} dx. 
-'Jg) @ 
In het algemene geval bewijst men (4) evenals (5) met behulp Joo Joo x vane&dt stelling van Fubini bijv.: I 2= x dF(x)= j dy dF(X)::;: 
= ~j f dF(x) dy = j~-F-(y)} dy. @ (j @ 
" y © 
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