A software-defined network (SDN) provides flexible network management using centralized and open control. It separates the control and data planes, and the controller is responsible for the control plane. Network administrators can apply new services to their network and expand or downscale it by programming the controller. Switches communicate with controllers through an OpenFlow protocol to synchronize and receive a flow table. When there are considerable requests for routing information from multiple switches to a controller, the controller overflows and the performance deteriorates. OpenFlow allows the use of multiple controllers in the network to solve this problem. All the controllers should be well balanced to avoid failure of a heavy-loaded controller. In this paper, we suggest a loadbalancing algorithm based on a genetic algorithm. If controller load is not well balanced, our algorithm performs selection, crossover, and mutation to determine optimal load balancing.
Introduction
It is difficult to manage a legacy network dynamically because its closed and distributed characteristics make it rigid and inaccessible. To solve these problems, a software-defined network (SDN) is proposed as a new paradigm. The key concept of SDN is to separate the control and data planes. A control plane is defined as software that controls network, and data plane is defined as a hardware that forwards packets. SDN switches are connected to a controller logically so that they can be controlled centrally. Network administrators can configure and manage devices easily by using a controller.
When there are several switches connected to a specific controller and the controller is overloaded, suboptimal performance problems can occur [6] , which prevents controllers from accepting requests from switches. Therefore, OpenFlow is used, which supports multiple connections between switches and controllers [3] . Through this paper, we suggest a solution for distributing and balancing the load of controllers based on a genetic algorithm when imbalance is detected.
SDN controller load balancing
Switches send Packet in messages with the received packet to a controller to obtain flow tables if there is no routing information. When the controller receives the Packet_in messages, it creates a flow table through routing operations. The flow table is sent to the switches with a Packet_out message so that the switches transmit packets according to the flow table.
Current SDN controllers [1] [2] provide many service operations, such as routing topology processing, firewalls, and virtual private networks. When there are several switches connected to a particular controller, the amount of Packet_in messages and controller operations increase. This leads to suboptimal performance problems. The time required to receive a control message and flow table from the controller increases, or switches may not receive them at all. OpenFlow supports management of multiple controllers to distribute the load. In this paper, we propose an algorithm based on a genetic algorithm to distribute and rebalance load when a network is controlled by multiple controllers. This prevents suboptimal performance between the controller and switch in an SDN environment and increases the reliability of the network.
A genetic algorithm is a solving methodology based on evolutionary principles of nature [3] . This is based on a theory that mimics a natural phenomenon according to which the most appropriate objects and their genes survive and evolve in the environment [8] . It is used to solve routing and scheduling optimization problems [4] . A genetic algorithm has a certain set of solutions called population: a group of objects [9] . After generating the population, fitness values of each individual are calculated. These fitness values indicate whether the individual is fit for environment and can be calculated using a fitness function. Based on the calculated fitness values, the solutions can be obtained through selection, crossover, and mutation. These new solutions can be replaced with the individuals in the initial solution set, and the fittest individual can be an optimized solution [3] . In this paper, we propose a method to apply this genetic algorithm to the SDN environment so that the number of switches assigned to each controller is equally distributed. indicates the total number of switches and is the i-th switch. We define the mapping solution of switches and controllers as . It can be expressed as = { 1 , 2 , 3 , ⋯ , } , where is the number of mapping solutions.
Expression of load
Controller load can be measured by the amount of received messages from the switches, the amount of CPU resources and memory usage for routing operations and transmission of flow table, and network I/O [7] . In general, CPU utilization in routing operations and the amount of received Packet_in messages from the switches greatly influence controller throughput. Therefore, we considered these factors in the calculations of controller load in this study.
As many Packet_in messages that the switches sent may be assumed to increase the controller load, the sum of the Packet_in messages should be included for calculating the load. The average amount of Packet_in messages received at controller during time T are expressed in equation (1), where ( ) is the amount of messages sent to the controller from the switch .
In equation (2), ( ) represents the controller load, whose value is calculated by considering the amount of received Packet_in messages and CPU utilization by the controller.
where U represents CPU utilization, which has a value between 0 and 100 and MAX ( ) is the maximum amount of Packet_in messages that the controller can process in time . The ratio of MAX ( ) to the amount of Packet_in messages during time indicates the processing capability of the currently received message. The large amount of Packet_in messages received does not always affect CPU utilization because the controller may have the path information for the request. We use two weight values ω 1 and ω 2 to consider this weak correlation. These two values are computed from the experimental results. ω 1 is a value considering a case in which no routing calculation is required because the path information to its destination already exists, and ω 2 is a value considering a case in which CPU usage is not related to routing operations.
When some switches send numerous routing requests to a specific controller, or a specific controller experiences a rapid increase in the amount of computation, it leads to bottlenecks and load imbalance.
The standard deviation σ ( ) of each controller load in mapping solution is defined as follows.
4 Load balancing strategy of an SDN controller
Population coding
We initiated a population to generate optimal mapping solutions by randomly assigning switches to controllers. Mapping solutions belonging to the population can produce a new good-mapping solution in which loads are well distributed to each controller through selection, crossover, and mutation according to the genetic algorithm. Conventional genetic theories represent genes in a chromosome structure as binary coding; however, the controller and switch have a one-to-many relationship. We represent the mapping solution of the controller and switch through a tree structure, shown in Figure 1 . The root node of the tree is defined as a super controller node responsible for load distribution. Each internal node is a controller node and the leaf nodes represent switches [6] .
Fitness function
The genetic algorithm uses a fitness function to determine the suitability of each solution. We use a fitness function ( , ) from an existing study of cloud computing [7] to obtain a fitness value of mapping solution for time .
where σ 0 is the predefined standard deviation of the load and is the difference between σ 0 and the standard deviation of the load in the current mapping solution. A and B are weighed values to tune the sensitivity of the standard deviation difference in the fitness function. If the current σ of is less than the predefined σ 0 , = 1. If it is greater than σ 0 , = , which is a value greater than 1. If the standard deviation of the controller loads is greater than the predefined value σ 0 , the fitness value will be low. However, if the standard deviation of the load is lower than σ 0 , the fitness value will be high [6] .
Selection
After the fitness value is computed, the individuals are subjected to selection. A higher fitness value of each individual implies a higher probability of sharing information about the placement of switch to the next generation.
A roulette-wheel selection method is used to select the parent chromosome. This selection method allows to choose mapping solutions according to the ratio of the fitness value of each individual to the fitness value of all the individuals [5] . In this study, we calculate the probability as follows.
where ( , ) represents the fitness of each individual and ( ) is the probability of being selected for . After the selection, a new individual will be generated through a crossover operation.
Crossover operation
In a genetic algorithm, a better solution can be obtained by genetic recombination of the selected individuals through cloning and crossover operation. We can determine a better mapping solution in which loads are well distributed using a crossover operation. The following steps show the crossover operation for creating a new offspring 0 [6] .
1. Calculate each individual's fitness value and select the mapping solutions 1 and 2 through roulette-wheel selection.
2. Assign any switches that are duplicated from each parent mapping solution 1 and 2 to a new solution 0 . 
Mutation
The genetic algorithm performs mutation to vary the operational changes, preventing overly enthusiastic or potential loss of valuable genes after crossover operation [4] . Our algorithm performs mutation by selecting an individual randomly according to the predefined probability in the selection method. It can widen the spectrum of the result [6] .
Evaluation
An experiment was performed in a simulated environment similar to the actual SDN environment using Java language. The environment consists of one super controller to balance the load, four controllers for routing operations, and a hundred switches to transmit packets and generate Packet_in messages. The switches generate Packet_in messages in a static cycle according to a randomly given interval. The loads are calculated according to the previously defined model, and the load-balancing algorithm functions when the standard deviation of the calculated load on each controller exceeds the given threshold. In the simulation, the value of the load is 1,000-1,500 and the experiment is designed to utilize the load-balancing algorithm for each given interval.
In the genetic algorithm, the population with 30-200 individuals is considered to perform best [4] . In this experiment, we generated 200 individuals. Mutation probability is 1%, which is well-known as the best performance. Figure 2 shows the change in standard deviation of the controller load according to time elapsed from the initial mapping solution. The controller load is increased by exchanging Packet_in messages between switches and controllers, and the change in standard deviation occurs according to the difference between the amounts of messages in each controller. The threshold at which the imbalance will be detected was set at 50. If the value of the standard deviation is more than 50, the load-balancing algorithm is applied to determine an appropriate mapping solution. The new mapping solution has a standard deviation that does not exceed the threshold, and when unbalance is detected, the load-balancing algorithm is performed again.
Conclusion
In this paper, we modeled controller load and proposed a method for load balancing by using a genetic algorithm. We calculated controller load with CPU utilization and Packet_in messages. Further, when its standard deviation exceeded a predefined threshold, we distributed the load using the algorithm. We simulated an SDN environment and proved that an optimized mapping solution can be determined through the proposed algorithm. If the switches generate highcomplexity Packet_in messages in this simulation, similar performance can be revealed in the real network. 
