In modern cockpits most of the information is provided to the pilot visually. This information is typically presented head-down on multiple displays.
Abstract
In modern cockpits most of the information is provided to the pilot visually. This information is typically presented head-down on multiple displays. The advantage of these glass cockpits tends to be impaired by constantly increasing the amount of information presented. Especially during landing however pilots need to maintain a good spatial awareness from visual references in the vicinity of the aircraft. Therefore, the pilot has to deal with multiple concurrent tasks all with dominant impact on the pilot's visual perception. With the limited human visual perception also the cognitive ability of humans might be reached [1, 2] . This introduces new operational burdens and failure modes to the overall human-machine system [3, 4] . To avoid impacts on safety a remarkable step forward would be firstly to reduce the demand on visual perception that would provide additional spare mental capacity to safely monitor and control the aircraft even under high workload phases or system failure conditions. Secondly, to find a way to maintain or even enhance the information flow at the same time.
Today, the auditory component conveys no spatial information and is generally used to draw attention to a visual display [5] . Audio research has been sparse in aviation and only covered spatial audio with a set of speakers around the head of the pilot or simple left-right-volume difference in a stereo headset [6] . Several previous studies have suggested a multitude of applications for useful 3D-audio concepts in the cockpit [5, 7, 8] . Humans are able to localize a 3D-audio presentation via headset adequately enough to direct their attention to a specific point inside the cockpit or out-of-the-window. Tracking the head movement becomes one key feature to reduce frontback confusion and inside-the-head localization. With preselected assistance system 3D-audio has the capability to support pilots during critical flight phases potentially even decreasing the overall workload.
Human Limits
Today, audio is used in the cockpit only as alert-or information-system and conveys no spatial information. In state-of-the-art head-down glass cockpits, a considerably large amount of information is presented on large display-units. That is in modern cockpits most information is provided visually to the pilot helmet-mounted ( Figure 1 ) or head-up displays additionally require visual perception. Consequently, the visual channel becomes overloaded in high workload flight phases. This can happen flying at low altitudes, in a degraded visual environment such as brown-out, white-out or at night, during search and rescue or other special operations [8] , [9] . If two competing visual demands are spatially far enough apart, like looking on the overhead panel and checking head-down cockpit information, they require visual scanning between them and increase workload. In case that they are too close together, they may impose confusion and masking [10] . Related results are described in Spence et al., for similar interface operators like car drivers [4] . The scanning efforts to gather all required information additionally impacts the visual performance and can be reduced by transferring feasible parts to the auditory modality [11] .
To use the auditory system it is necessary to understand the signal transduction from audio waves into spatial information. Our hearing system is based exclusively on physical movement. The acoustic field surrounding human is complex by all means. Not only direct waves but also additional reflections at the auricle and reverberations reach our cochlea. In the German Standard DIN 1320 (1959) audio is defined as "mechanical vibrations and waves of an elastic medium, particularly in the range of human hearing (16 Hz to 20 kHz)" [12] . Like all other senses, hearing begins with a signal transduction. The ears collect audio waves, these are converted via the inner ear We also use it subconsciously to support our visual system in unclear situations to increase fault tolerance. In addition to the narrow space in modern cockpits, also the cognitive ability of humans is limited [1, 2] . This introduces new operational burdens and new kinds of failure modes to the overall humanmachine system [3, 4] . Several advanced technology concepts to support pilots during low level flights, inside degraded visual environments and more, e.g. terrain warning, conflict avoidance or flight planning, get integrated into the cockpits side-by-side. Each of those proofed to benefit safety and/or performance. However, every add-on draws attention and therefore can pose a risk to the overall system when the pilot's attention limit is reached. Workload is described as the relation between the demand for resources required by a system and the ability of the pilot to supply those resources [13] . If pilots have to monitor additional visual displays to make use of a pilot-assistance system and likewise are required to fly eyes-out, the visual resources are consumed intense, especially under time-critical conditions. The idea is, to divide the given information in structural distinction between the visual processing and the auditory processing. It is apparent that with a cross-modal time-sharing technology, humans divide attention between the eye and ear better than between two visual sources or two auditory sources. Previous research has shown that during high visual attention tasks, auditory presented information were better and faster recognized than additional visual cues. Furthermore structural distinction with auditory-vs. visualprocessing behaved like separate human resources without negative influence to each other [13] .
3D-Audio
The acoustic field surrounding humans is complex. Direct waves, reflections and reverberations from multiple sources reach the ears. Therefor the visible part of the ear (auricle), the shape of the head and the torso influence the three dimensional perception of each human individually. Following Bolia, the importance of hearing as a spatial sense cannot be overstated [14] . Spatial hearing includes the perception of direction, distance and expanse of an audio source. The spectral changes of the audio between the source and the eardrum are measurable. The spatial awareness of humans is a key part of the perception and interaction with the environment. Although humans are primarily visually orientated, auditory cues deliver additional information and play an important role considering everything that happens outside the field of view [15] . Thus, a simple nonspatial audio-file sounds synthesized. Synthesized audio always needs cognitive activity because the human brain cannot compare it with learned experience.
Spectral changes of the audio between the source and the eardrum are not only measurable, but can be calculated resulting in the so-called Head Related Transfer Function (HRTF). The inter-aural transfer function H i ( f , r, ϕ, θ ) is the quotient between the HRTF of the left and the right ear:
To localize the audio source in the horizontal plane, the human brain estimates the azimuth of it with the inter-aural time differences (ITD) and the
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inter-aural level differences (ILD). The inter-aural time differences gather the information about the different between the time the audio takes to reach the two ears. That delay is due to the velocity of propagation. The inter-aural time differences are the phase delay of the inter-aural HRTF. The phase differences can be determined as long as the wavelength of the audio is larger than the detour around the head. The inter-aural level differences describe the fact that the wavelength is not always meeting these criteria, level differences occur between the ears due to shadowing effects. To localize the audio in the vertical plane the outer ear, auricle and torsos reflection and refraction of the signal provide cues about the elevation. Due to the symmetries of the human head, the HRTFs are similar in the median plane. ITD and ILD alone are only sufficient, when the audio source is in the horizontal plane at ears level. For vertical localization, a Head Related Impulse Response (HRIR) simulates the effects of the shape of our head and torso on the waveform. To estimate the distance to the audio source, humans need three primary cues; the absolute loudness level, the low-frequency ILD, and the ratio of direct to reverberant energy. The absolute loudness demands a familiarity with the source, though the ILD can only be used for close sources whereas the ratio of direct to reverberant energy can only give a cue for the distance. Despite the three cues for ranging, humans tend to greatly underestimate distance only on auditory cues and are dependent on additional cues to judge it correctly, e.g. visual cues.
If 3D-audio shall be used in future pilotassistance systems, it is required to reveal how precise humans can hear 3D-audio in free-field listening and via a headset presentation. According to present research, the localization blur in the azimuth is between ± 1 • and ± 5 • under real life conditions [16] [17] [18] . In line with that, the localization error to recognize movement is around ± 4 • [19] . Previous results by Oldfield and Wightman attest humans the best performance for lateral sources and slightly poorer at the front [20, 21] . This statement conflicts with current research. Friedrich specifies that the localization error is smallest close but in front of the head [22] . The accuracy in elevation is lower than in azimuth. The results of Damaske et al. show a localization error of ±10 • in elevation [23, 19] . The lowest tracking performance is at high elevation and backward direction [20, 21] . Following Gardner, the ability to judge a forward distance without learned or known references is extremely small. Primarily the characterized type of output voice and the audio level show influence on human perception. The accuracy increases if the azimuth deviates from the direct forward direction [24] .
In the domain of 3D hearing, free-field listening and headset presentation have to be considered. Wightman and Kistler examined the influence of headset use. They stated that performance was equal in azimuth and slightly lower in elevation when a headset where used compared to free field listening. The localization error average across all participants was 12.7 • in the free-field condition compared with 15.8 • in the headset condition [21] . These results are in line with those from Bronkhorst who also reported that the average localization error in the headset condition was approximately 3 • greater than that in the free-field condition [17] . These different results compared to Makous [16] and Hess [18] studies originate from different experiment-setups.
When audio is presented synthetically via a headset an important fact has to be considered; Humans derive an audio experience from long-term experiences, which are in most cases connected to visual counterparts. If such a connection is missing or make "no sense" this will result in two possible issues: "front-back confusion" and "inside-the-head localization".
Without feedback from subconscious head movement on the audio whilst no visual reference is presented humans cannot distinguish if the audio source is in front or back of the head. This will result in frontback confusion. Underlying this confusion the human brain will further on reference all audio of that kind to either the forward or the backward hemisphere. Wenzel et al. predicted this confusion along the "cone of confusion", when only static cues were included [25] . According to Wallach's and Perrett's work, front-back confusion occur without dynamic clues [26] [27] [28] .
How high the amount of front-back confusion is, remains unresolved. Parker et al. wrote that the mean percentage of front-back confusions in the freefield condition was 8% compared with 10% in the headset condition. These results are an improvement compared to Bronkhorst who reported this percentage 3C5-3 to double from free-field to headset condition [29] .
The second issue is inside-the-head localization. It occurs if localization information mismatch. The shape and size of the ear is highly individual and so is the response on frequency too. Presenting synthetic audio allows providing audio without reflections from the surrounding environment, e.g. echoes. The only situation where audio remains constant when the head moves is when the audio source is inside the head. Furthermore, if the presented audio is artificial, the directional patterns differ from the listener's experience. Thus without room-related information the human brain will localize the audio source inside-the-head.
It becomes clear, that head movement is a key feature in 3D-audio via headset presentation. For our research, we use a headset with attached head tracker as seen in Figure 2 . Research so far emphasizes the importance of head motion cues to localize the elevation of audio. Head tracking overrides the monaural spectral changes introduced by the outer ears or pinna [26] . The importance of dynamic cues to improve the localization accuracy is confirmed. Furthermore the inclusion of head movements resolves a majority front-back ambiguities [30, 31] . Algazi and Duda considered the localization in azimuth as well and discover that head tracking leads to stabilization of the horizontal localization. In addition to that, it reduces the need for personalized HRTF for each pilot [32] .
Cockpit Audio
In present cockpits, the auditory component is used as a warning and information system and is generally used to bring the pilots attention to a visual head down display or contains limited information (e.g. terrain warning or minimum altitude shout out). Present acoustic warning signals require cognitive effort to transform the audio into information and assign it to a spot in the cockpit. Thinking about 3D-audio for future pilotsassistance systems there are important aspects related to performance. Firstly, 3D-audio information must be localized with a level of accuracy sufficient for the task. That means the required resolution of the task must be smaller than the accuracy of the pilot or the given system. The task must be fault-tolerant for confusions like described. Secondly, 3D-audio tasks need to be designed for the required response time. Finally, spatial information has to be a key factor of the information in order to assist the pilot to build a better mental model as long as not provoking additional mental effort.
If designed to the task many systems could benefit of 3D-audio. That includes operational and future ones, e.g. target recognition, path following, inter-
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cockpit communication or traditional attention getter. 3D-audio can be implemented in various ways and some promising research concepts will be presented in the following.
Several studies showed, that subjects using 3D-audio acquired visual targets faster and the response time is quicker for 3D-audio compared to non-spatial audio [33, 7, 8] . The search time for out-of-thewindow targets can be reduced considerably when 3D-audio is used instead of non-spatial audio [3] . In addition, 3D-audio can support the mental model of the vicinity of the aircraft. Time critical task like TCAS warnings (traffic alert and collision avoidance system) or target information in military context could benefit from it. Bolia shows that a conjunction of 3D-audio and a visual display reduces the reaction time dramatically [14] . With 3D-audio, it has been suggested that due to the omnidirectional nature of sound, auditory information may provide superior spatial information for events outside the field of view. Following Parker et al., the benefit of providing 3D-audio would be great for target locations behind the head and outside the field-of-view [29] . It is conceivable to support the pilots with 3D-audio in case of a malfunction at the aircraft's flaps, landing gear or in case of an engine fire. At present, a malfunction like that is presented on a head down display with limited practicability for spacial information. The combination of 3D-audio and verbal cues resulted in the best performance for audio-only experiments without the support through a visual display. It is thinkable that the combination of verbal cues and 3D-audio for Ground Proximity Warning System (GPWS) will result in faster response.
The accident of TransAsia Airways flight GE235 in February 2015 shows dramatically that an emergency shortly after takeoff urge the crew to conduct the emergency procedure fast and precise. Following the preliminary report of the Aviation Safety Council the crew shuts down the only remaining working engine [34] . It is thinkable, that a 3D-audio information could support the crew to react on the malfunction accurate and support the mental model of the current situation. Speaking about precision, Simpson et al. demonstrate the ability of pilots to navigate a general aviation aircraft through a complex navigation course very accurately based on 3D-audio cues alone. They successfully maneuvered the aircraft through two complicated courses and in general were able to fly on the path without the help of a navigation display [6] . Following this idea, pilots could be gainful supported with 3D-audio during a ILS precision landing.
The majority of present pilot-assistance systems use visual head down displays to provide information to the pilots. Two task that rely on the same sense, e.g. in a cockpit two tasks demanding visual perception, will interfere with each other. This interference is smaller when the tasks demand different senses, that is one task dominantly demanding on audio when the other relies on visual perception [13] . Even if the auditory channel is used for crew and ATC communication. In contrast to visual perception, Veltmanns results indicated that pilots are able to process two simultaneous auditory sources adequately. This indicates that the processing of information from two audio sources did not require additional effort [8] . Thus, it can be concluded that pilots are able to simultaneously process two different audio sources like 3D-audio and crew or ATC communication. Furthermore, when 3D-audio is used in addition to a visual display, more visual attention can be redirected to other tasks, since visual tasks that are supported by 3D-audio require less visual attention, thus less capacity to perform the tasks [8] .
On the one hand, results from prior research indicate, that 3D-audio is capable to support and improve flight safety [3] and reduce the workload in the cockpit, on the other hand 3D-audio is still not used in present aircraft or pilots-assistance systems. Following Veltmann, further research is required to investigate the type of cockpit tasks that can be performed adequately when 3D-audio is available [8] .
Making use of 3D-audio in future assistance systems two hypotheses arouse: When a new assistance system (with 3D-audio) is providing the same performance characteristics, but requires less attention, the overall workload will decrease. When such a system can prove to maintain workload, whilst enhancing performance, it can support safety.
A software tool ( Figure 3 shows the visualization of a 3D-audio source in our software) was developed to generate a three-dimensional sound object on a classical aviation stereo headset. It will be used in a part task study to reveal how accurately partic-3C5-5 ipants can locate the sound in space. This study will also make use of a head tracking system to prevent common front-back confusion and insidethe-head localization. It is also supposed to deliver evidence about the participants' ego referencing in space, which in case of a moving vessel could well be the longitudinal axis of it. In the first step, 3D audio is used as an addition to the visual channel to support the participants in finding information faster and more accurately. A second study will determine whether 3D-audio can replace visual information.
