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Abstract
In this note we consider roots of multivariate polynomials over a finite grid.
When given information on the leading monomial with respect to a fixed mono-
mial ordering, the footprint bound [8, 5] provides us with an upper bound on the
number of roots, and this bound is sharp in that it can always be attained by triv-
ial polynomials being a constant times a product of an appropriate combination of
terms consisting of a variable minus a constant. In contrast to the one variable case,
there are multivariate polynomials attaining the footprint bound being not of the
above form. This even includes irreducible polynomials. The purpose of the note
is to determine a large class of polynomials for which only the mentioned trivial
polynomials can attain the bound, implying that to search for other polynomials
with the maximal number of roots one must look outside this class.
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1 Introduction
As is well-known, the number of roots of a univariate non-zero polynomial F(X) over
a field F is upper bounded by its degree, and if a∈ F is a root then X−a divides F . For
multivariate polynomials the situation is very different in that such polynomials often
possess infinitely many roots when the field is not finite, and that (a1, . . . ,am) can be a
root of F(X1, . . . ,Xm) without F being divisible by any Xℓ− aℓ, ℓ ∈ {1, . . . ,m}.
In many applications, however, the point set under consideration is finite, e.g. it
corresponds to a grid S1× ·· ·× Sm where Sℓ, ℓ = 1, . . . ,m are finite subsets of F, one
particular case being the grid Fmq where Fq denotes the finite field with q elements.
For finite grids, of course, the number of roots of a polynomial F becomes finite and
the Schwartz-Zippel lemma provides us with an upper bound using information on the
total degree of F . Having knowledge of the leading monomial with respect to some
fixed monomial ordering, the footprint bound produces even more precise information,
as we recall in a moment.
One is often interested in determining polynomials which attain the maximal num-
ber of roots according to the above bounds. For instance this is the case when one
wants to produce good algebraic geometric codes [19, 9] or when trying to deter-
mine minimal weight code words of generalized Reed-Muller codes and their relatives,
e.g. [3, 12, 17, 6, 15, 14, 7, 11]. As it turns out a way to produce polynomials with the
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maximal number of roots according to the footprint bound is to take a non-zero con-
stant times a product of terms of the form Xℓ − a, but as already hinted this trivial
construction will typically not give us all the desired polynomials. For instance it does
not produce any irreducible polynomials of degree more than one. In the present note
we determine a large class of polynomials for which the above type of trivial polyno-
mials are exactly those attaining the maximal number of roots, implying that to search
for other polynomials with the maximal number of roots one must look outside this
class.
The note is organized as follows. In Section 2 we recall the footprint bound for a
single polynomial and demonstrate its sharpness. Then in Section 3 we give necessary
conditions for non-trivial polynomials to attain the footprint bound.
2 The footprint bound
The footprint bound [8, 5] is a general method to upper bound the size of varieties [2].
For a single polynomial F(X1, . . . ,Xm) and the point set being a finite grid one obtains
a simple closed formula expression. This formula assumes that degXℓ lm(F)< sℓ, ℓ =
1, . . . ,m, where sℓ denotes the size of Sℓ and where lm(F) denotes the leadingmonomial
of F . Of course this condition in particular is satisfied when not only the leading
monomial, but all monomials in the support satisfy the conditions on the degree which
we will often assume throughout the note. Observe that even the last assumption is no
real restriction as F(X1, . . . ,Xm) has exactly the same roots over the finite grid [1] as
does
F(X1, . . . ,Xm) rem
{
∏
α∈S1
(X1−α), . . . , ∏
α∈Sm
(Xm−α)
}
, (1)
where the latter notation means the remainder modulo the polynomials in the curly
brackets. This remainder is produced using the multivariate division algorithm [2]. It
is clear that (1) satisfies the requirement on the degree for each monomial in the support
of it and we therefore introduce the following notation for the set of remainders:
F[X1, . . . ,Xm]<(s1,...,sm) =
{F(X1, . . . ,Xm) ∈ F[X1, . . . ,Xm] | degXℓ F < sℓ, for ℓ= 1, . . . ,m}.
The footprint bound for a single polynomial now is [8, 5]:
Theorem 1 Let the notation be as above and consider an arbitrary, but fixed, mono-
mial ordering on the set of monomials in the variables X1, . . . ,Xm. For a non-zero
polynomial F(X1, . . . ,Xm)∈ F[X1, . . . ,Xm] write its leading monomial as X
i1
1 · · ·X
im
m and
assume i1 < s1, . . . , im < sm (e.g. F(X1, . . . ,Xm) ∈ F[X1, . . . ,Xm]<(s1,...,sm)). Then F pos-
sesses at most D(X i11 · · ·X
im
m ) = s1 · · ·sm− (s1− i1) · · · (sm− im) roots over S1×·· ·×Sm.
We remark that the Schwartz-Zippel lemma [13, 4, 16, 21] can be obtained as a corol-
lary. This bound states that over a finite grid S× ·· ·× S, a polynomial of total degree
t < s can at most have tsm−1 roots where s= #S.
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It is not difficult to see that Theorem 1 is sharp in that for any prescribed leading
monomial corresponding polynomials exist having as many roots as the upper bound.
Namely, consider any subsets
S′ℓ ⊆ Sℓ, iℓ = #S
′
ℓ, ℓ= 1, . . . ,m (2)
and k ∈ F\{0}. Then the trivial polynomial
k
m
∏
ℓ=1
∏
α∈S′ℓ
(Xℓ−α) (3)
has exactly (s1− i1) · · · (sm− im) non-roots in the finite grid and therefore the number
of roots as predicted in Theorem 1, as obviously for any monomial ordering the leading
monomial of (3) equals X
i1
1 · · ·X
im
m . Observe that the polynomial in (3) is an example of
a polynomial satisfying that if (a1, . . . ,am) ∈ S1×·· ·× Sm is a root then some Xℓ− aℓ
divides it.
The polynomials described in (3) are by no means the only ones producing equality
in the footprint bound. We illustrate this observation with a classic example.
Example 1 Let q be a prime power and consider the point set Fq2 ×Fq2 . The Hermi-
tian polynomial F(X1,X2) = X
q+1
1 −X
q
2 −X2 has q
3 roots which is exactly the upper
bound from Theorem 1 when choosing a monomial ordering such that X
q
2 becomes
the leading monomial. The roots are established by using the fact that X
q+1
1 is the
norm function related to the field extension Fq2/Fq and that X
q
2 + X2 is the similar
trace function. Employing the properties of these functions one determines [18, 20]
the roots. Clearly, for no (a1,a2) ∈ Fq2 ×Fq2 it holds that X1− a1, nor that X2− a2,
divides F(X1,X2). Actually the Hermitian polynomial is absolutely irreducible.
In the next section we derive information on when a polynomial can possibly meet
the footprint bound without being of the form (3).
3 Necessary conditions for attaining the footprint bound
We start our investigations with a simple, yet crucial lemma.
Lemma 2 Let F(X1, . . . ,Xm)∈F[X1, . . . ,Xm] and a∈ Sℓ. Then the following bi-implication
holds true:
Xℓ− a divides F(X1, . . . ,Xm)
m
(a1, . . . ,aℓ−1,a,aℓ+1, . . . ,am) is a root of F(X1, . . . ,Xm)
for all (a1, . . . ,aℓ−1,aℓ+1, . . . ,am) ∈ S1×·· ·× Sℓ−1× Sℓ+1×·· ·× Sm
Proof: Without loss of generality we assume thatF(X1, . . . ,Xm)∈F[X1, . . . ,Xm]<(s1,...,sm)
(if this is not the case, we first perform reductionmodulo {∏α∈S1(X1−α), . . . ,∏α∈Sm(Xm−
α)}). When F is the zero polynomial then the bi-implication clearly holds. Hence,
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assume that F is not the zero polynomial. The "only if" part is easily verified. To
to see the "if" part we assume that F has all the requested roots and apply the di-
vision algorithm to obtain F(X1, . . . ,Xm) = Q(X1, . . . ,Xℓ−1,Xℓ+1, . . . ,Xm)(Xℓ − a) +
R(X1, . . . ,Xℓ−1,Xℓ+1, . . . ,Xm). Aiming for a contradiction assume the R is not the zero-
polynomial. Observe, that all monomials M in the support of R satisfy degXi M < si,
for all i ∈ {1, . . . , ℓ− 1, ℓ+ 1, . . . ,m} and in particular this holds for the leading mono-
mial with respect to any monomial ordering (the leading monomial exists by assump-
tion). According to the footprint bound applied to the point set S1 × ·· · × Sℓ−1×
Sℓ+1× ·· · × Sm, R therefore cannot have all elements of this point set as roots. But
Q(X1, . . . ,Xℓ−1,Xℓ+1, . . . ,Xm)(Xℓ − a) has all the requested roots of the lemma and
therefore also this holds for R, which is a contradiction. 
We shall need two more lemmas.
Lemma 3 Consider F(X1, . . . ,Xm) ∈ F[X1, . . . ,Xm] with degXℓ lm(F)< sℓ, ℓ= 1, . . . ,m
with respect to some fixedmonomial ordering (e.g. F(X1, . . . ,Xm)∈F[X1, . . . ,Xm]<(s1,...,sm)).
Write
F(X1, . . . ,Xm) =G(X1, . . . ,Xm)H(X1, . . . ,Xm)
where
G(X1, . . . ,Xm) =
m
∏
i=1
∏
α∈S′i
(Xi−α)
for some S′ℓ ⊆ Sℓ, ℓ = 1, . . . ,m and write Tℓ = Sℓ\S
′
ℓ and tℓ = #Tℓ. Then F attains the
footprint bound over S1× ·· · × Sm if and only if H attains the footprint bound over
T1×·· ·×Tm.
Proof:
The set of non-roots of G over S1× ·· · × Sm equals T1× ·· · × Tm. Hence, the set of
non-roots of F over S1× ·· ·× Sm equals the set of non-roots of H over T1× ·· ·×Tm.
Let lm(F) = X i11 · · ·X
im
m , then lm(H) = X
i1−s
′
1
1 · · ·X
im−s′m
m and according to the footprint
bound therefore the number of non-roots of H over T1×·· ·×Tm is at least
(
t1− (i1− s
′
1)
)
· · ·
(
tm− (im− s
′
m)
)
= (s1− i1) · · · (sm− im)
and exactly when equality holds the number of roots of F over S1×·· ·× Sm becomes
s1 · · · sm− (s1− i1) · · · (sm− im) = D(lm(F)). 
Example 2 Recall [10], that the trace map Tr : Fq2 → Fq is given by Tr(α) = α
q+α
and that the preimage of any element in Fq is of size exactly q. Now let F(X1,X2) =
G(X1,X2)H(X1,X2) ∈ Fq2 [X1,X2] where
G(X1,X2) = ∏
Tr(α)=0
(X1−α) ∏
Tr(α)=0
(X2−α)
and
H(X1,X2) = Tr(X1)−Tr(X2) = X
q
1 −X
q
2 +X1−X2.
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We apply Lemma 3 to show that this polynomial attains the footprint bound over S1×
S2, where S1 = S2 = Fq2 . The leading monomial of F clearly is X
2q
1 X
q
2 or X
q
1X
2q
2 ,
respectively, depending on the choice of monomial ordering. Hence, according to the
footprint bound F potentially has q4− (q2− 2q)(q2− q) = 3q3− 2q2 roots. The non-
roots of G(X1,X2) are T1×T2 where T1 = T2 = {α | Tr(α) 6= 0}. Therefore, according
to Lemma 3, F attains the footprint bound over S1× S2 if and only if H attains the
footprint bound over T1×T2 meaning that H has (q2−q)2−(q2−2q)(q2−q)= q3−q2
roots in this set. This is exactly the case, the roots being
{(α,β ) | Tr(α) = Tr(β ) 6= 0}.
Hence, F(X1,X2) does attain the footprint bound possessing 3q
3−2q2 roots over S1×
S2 = Fq2 ×Fq2.
Lemma 4 Given the point set S1× ·· ·× Sm let D be the already introduced map and
let D′ be the map from {X i11 · · ·X
im
m | iℓ < sℓ, ℓ = 1, . . . ,m} to N0 defined by
D′(X i11 · · ·X
im
m ) = s1 · · · sm−1− (s1− i1) · · · (sm−1− im−1).
Then for all monomials M,N ∈ {X i11 · · ·X
im
m | iℓ < sℓ, ℓ= 1, . . . ,m} we have:
1. if degXm M ≥ 1 then D(M)> smD
′(M)
2. if N divides M and N 6=M then D(N)< D(M).
Proof:
By inspection. 
We are now ready for our first result on which polynomials can possibly attain the
footprint bound.
Theorem 5 Consider a non-constant polynomialH(X1, . . . ,Xm)∈F[X1, . . . ,Xm]<(s1,...,sm)
with no factor Xℓ− a, a ∈ Sℓ for any ℓ. Define
Ω =max{D(M) |M ∈ Supp(H)}
where Supp(H) denotes the support of H, and let {M1, . . . ,Mµ} be the monomials in
the support with D-value equal to Ω. Then necessary conditions for H to have Ω roots
over S1×·· ·× Sm are that:
1. for any monomial ordering the leading monomial of H belongs to {M1, . . . ,Mµ}
2. gcd(M1, . . . ,Mµ) = 1
Proof:
We only prove that condition 2 is needed. If gcd(M1, . . . ,Mµ) 6= 1 then there exists
some Xℓ which dividesM1, . . . ,Mµ . Without loss of generality assume ℓ=m. For each
a ∈ Sm we then consider
H ′(X1, . . . ,Xm−1) = H(X1, . . . ,Xm−1,a)
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which according to Lemma 2 is non-zero by the assumption that H has no factor of
the form Xℓ− a. Let N be the leading monomial of H
′ with respect to some mono-
mial ordering on the set of monomials in the variable X1, . . . ,Xm−1. We now claim that
D′(N)< Ω/sm. If N dividesM for someM ∈ {M1, . . . ,Mµ} then by 1. in Lemma 4 we
obtain Ω > smD
′(M) which in turn is larger than or equal to smD
′(N) by 2. in the same
lemma. If N does not divide any monomial in {M1, . . . ,Mµ} then for anyM in the sup-
port of H such that N divides M it holds that smD
′(N) ≤ smD′(M) ≤ D(M) which by
assumption is strictly smaller than Ω. As N necessarily divides some monomial in the
support of H this proves the claim. By Theorem 1 for each a the corresponding leading
monomial N of H ′ gives us the upper bound D′(N) on the number of roots of H ′ over
S1×·· ·× Sm−1. Summing up the contribution from each a ∈ Sm we obtain fewer than
Ω roots in total of H over S1×·· ·× Sm. 
Example 3 This is a continuation of Example 2 where we considered the polynomial
H(X1,X2) = X
q
1 −X
q
2 +X1−X2 attaining the footprint bound over T1×T2, with T1 =
T2 = {α ∈ Fq2 | Tr(α) 6= 0}. Clearly, H has no factor Xℓ− a, and therefore by 2. in
Theorem 5 we need to have gcd(Xq1 ,X
q
2 ) = 1 which indeed is the case. Furthermore, in
accordance with 1. in Theorem 5 we have Ω = D(X
q
1 ) = D(X
q
2 ).
Remark 6 If the polynomial H in Theorem 5 contains exactly one monomial with the
highest D-value then condition 2. is never satisfied (here, we used the assumption from
Theorem 5 that H is not a constant).
Theorem 7 Let F(X1, . . . ,Xm)∈F[X1, . . . ,Xm]<(s1,...,sm) be a polynomial having a unique
monomial M in its support of highest D-value and assume that for some monomial or-
dering this is the leading monomial. Then it is either of the form (3) or it possesses
fewer than D(M) roots.
Proof:
Assume that F has D(M) roots. Then F is square-free and we may write F = GH as
in Lemma 3. We will show that H is a constant. The crucial observation is that lm(H)
is the unique monomial in the support of H such that the D-value with respect to the
point set T1×·· ·×Tm is maximal. But then the assumption that F has D(M) roots by
Lemma 3, 2. in Theorem 5, and Remark 6 implies that H is a constant. 
We present two corollaries to Theorem 7. The first concerns a family of polynomi-
als which we call monomial ordering invariant.
Definition 8 A polynomial is said to be monomial ordering invariant if it in its support
has a monomial M which is divisible by any (other) monomial in the support.
Clearly, for a monomial ordering invariant polynomial F and any choice of mono-
mial ordering the leading monomial of F equals the M in Definition 8 and by 2. in
Lemma 4 the D-value of M is strictly larger than the D-value of any other monomial
in the support of F . As the name indicates there are no other polynomials besides the
monomial ordering invariant ones having a unique leading monomial. Let namely
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M = X i11 · · ·X
im
m be the leading monomial of F with respect to some monomial or-
dering and aiming for a contradiction assume that F in its support has a polynomial
N = X
i′1
1 · · ·X
i′m
m with it < i
′
t for some t ∈ {1, . . . ,m}. But then for a lexicographic order-
ing with Xt larger than the other variables it holds that N is larger thanM and therefore
M is not the leading monomial with respect to this ordering. Observe that univariate
non-zero polynomials as well as the polynomials in (3) satisfy the condition for being
monomial ordering invariant. As an immediate corollary to Theorem 7 we obtain:
Corollary 9 Let F(X1, . . . ,Xm) ∈ F[X1, . . . ,Xm]<(s1,...,sm) be a monomial ordering in-
variant polynomial. Then over S1× ·· · × Sm the footprint bound is the same for all
choices of monomial ordering and when attained, F(X1, . . . ,Xm) is necessarily of the
form (3).
Remark 10 Recall from the above discussion that a non-zero polynomial which is not
monomial ordering invariant must have in its support at least two different monomi-
als each being the leading monomial with respect to some monomial ordering. But
then according to the footprint bound if F(X1, . . . ,Xm) ∈ F[X1, . . . ,Xm]<(s1,...,sm) is not
monomial ordering invariant then the number of roots cannot attain the maximal value
of D(M) for M in the support of it when the polynomial has only one monomial in its
support with this D-value. Hence, the non-trivial information given in Theorem 7 is
actually that of Corollary 9.
The last corollary to Theorem 7 concerns irreducible polynomials.
Corollary 11 Let F(X1, . . . ,Xm) ∈ Fq[X1, . . . ,Xm]<(q,...,q) be an irreducible polynomial
different from k(Xℓ− a), where k ∈ Fq\{0}, and with s roots from the point set S1×
·· ·× Sm = Fmq . Then at least one of the following two conditions are satisfied:
1. F contains in its support at least two monomials with D-value equal to s
2. F contains in its support a monomial of D-value strictly larger than s.
Example 4 This is a continuation of Example 1 where we considered the Hermi-
tian polynomial X
q+1
1 − X
q
2 − X2 which attains the footprint bound, i.e. it possesses
D(Xq2 ) = q
3 roots over Fq2 (here we use a monomial ordering with X
q
2 larger than
X
q+1
1 ). As already noted the Hermitian polynomial is (absolutely) irreducible, and
indeed it satisfies condition 2. of Corollary 11 as D(X
q+1
1 ) = q
3+ q2 > q3.
Remark 12 One can interpret Theorem 5, Theorem 7 and Corollary 9 as results on
which polynomials different from (3) can possibly attain the footprint bound over a
finite grid.
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