We characterize the embedding for general weighted Lebesgue spaces of monotone functions by using the analog embedding for discrete monotone sequences indexed over the integers. We then use these results to obtain the boundedness of the discrete Hardy operator and to study the connections with the Hardy classical operator in the continuous setting.
Introduction
Let u and v be two weights in a measure space (X, µ), where X is a partially ordered set. We denote the partial order in X by x ≤ y for x, y ∈ X. Recently, there is an ongoing interest in obtaining necessary and sufficient conditions on the weights u and v so that there exists a constant C > 0 such that the inequality (v) . If X = [0, ∞) and µ is the Lebesgue measure, the embedding of decreasing functions is closely related to the boundedness of the Hardy operator as well as to the corresponding embeddings for Lorentz spaces. Some results on these questions are in [5] , [8] , [15] and [17] . If X = R n + := R + × (n) . . . ×R + equipped with the partial order defined in (3) and µ is the Lebesgue measure, further results can be found in [3] and [4] . For the discrete case X = Z and µ the counting measure, see the paper [9] . For results in a general setting (X, µ) see [6] and [13] .
The paper is organized in two sections that share some ideas and techniques. Section 2 will be devoted to the study of inequality (1) in the general setting of a measure space (X, µ), and in all the range 0 < p, q < ∞. Our main idea is to begin with the characterization of this inequality for the particular case X = Z and µ the counting measure (which is done in Theorems 2.1 and 2.4), and to use it to give an answer in the general setting (see Theorem 2.8), by using a discretization technique.
The Hardy operator is defined for any measurable function f on [0, ∞) by
In 1990, M. A. Ariño and B. Muckenhoupt ( [1] ) characterized the weights u for which the boundedness A :
holds. These weights are called the B p weights. In [6] and [13] , the authors studied the boundedness of the discrete Hardy operator defined for positive sequences indexed over N and showed that the discrete weights for which this holds form, in some sense, a subclass of the classical B p weights (see Theorem 3.2). In Section 3, we will show that we can reverse this process, that is, we can construct a discrete weight for which the discrete Hardy operator is bounded, for every classical B p weight (see Lemma 3.3). However, we will give an example to see that this correspondence between discrete and non-discrete weights is not one to one. Finally, we will consider the case of the discrete Hardy operator defined for sequences indexed in Z. The Theorems 3.4 and 3.5 say that, for every B p (or B p,∞ ) weight, we can construct a discrete weight for which the boundedness of the discrete Hardy operator holds (or the weak boundedness). As a consequence, we prove that in that case, B p can be viewed as the set of weights for which the discretized weights belong to the discrete B p class (see Corollary 3.6).
We will always write r = pq/(p − q) in the case 0 < q < p < ∞. For a weight u : X −→ R + , we denote U(E) := E u(x) dµ(x), where µ is the ambient measure. In the case of R + and the Lebesgue measure, for a weight u : R + −→ R + , we use the notation U(x) := x 0 u(t) dt. We will denote a Z := {a k : k ∈ Z} and a N := {a k : k ∈ N} two sequences of real numbers indexed in Z and N respectively. We adopt the convention that 0 ∈ N. A weight u Z is a positive sequence, and U k := , will always be taken equal to 0. We would like to thank the referee for the valuable comments and suggestions which have greatly improved the final version of this work.
This work is dedicated to the memory of José Antonio Raposo, a brilliant person and mathematician.
Embeddings of weighted spaces of monotone functions
We will first characterize the inequality (1) in the case X = Z and µ the counting measure, for all 0 < p, q < ∞. We then call a powerful and useful idea to get the characterization of the same inequality in the general case of a measure space (X, µ): we take an appropriate discretization of the set X, and we reduce the problem to the discrete setting of Z, where we have given an answer already. Our first goal is to characterize the inequality
for all decreasing sequences a Z , where u Z and v Z are positive sequences indexed in Z. For the range 0 < p ≤ q < ∞, the characterization is easy and is proved in the same way as for X = [0, ∞) (see [7] or [17] ), and the result is sharp: the supremum is attained in the set of characteristic functions of decreasing sets in Z, that is, χ B where B = (. . . , 1, 1, 1, 0, 0, 0, . . .). The proof is standard and is omitted.
In 1990, E. Sawyer characterized the inequality (1) in the case X = [0, ∞), µ the Lebesgue measure, and 0 < q < p < ∞. The next theorem states his result.
and analogously for V (∞).
In the range 0 < q < p < ∞, the case of decreasing sequences in Z does not seem to be known in the literature, except for the result of H. P. Heinig and A. Kufner ( [9] ), where extra hypotheses on the weights are needed. To solve the problem in its full generality, we consider the next proposition. We see that the required discrete embedding is equivalent to a continuous embedding.
where
Proof. For every positive decreasing sequence a Z , we consider the function
and that easily gives A ≤ B. Now, for every positive decreasing function f , we define the positive and decreasing sequence
and we get the case B < ∼ A applying Hölder's inequality.
We now use this proposition and Theorem 2.2 to characterize the embedding in the desired range.
where U ∞ = k∈Z u k , and analogously for V ∞ .
Proof. By the previous proposition and Theorem 2.2, we know that
2 k , and the same for U . Now, splitting the integral into dyadic intervals, we get:
where the last equality follows by the change of variable t = x−2 k 2 k in each integral. The other equivalence is analogous.
We now deal with the problem in the general setting of a measure space (X, µ), where X is a partially ordered set. Our results are based on a discretization technique which shows that the embedding (1) is equivalent to a collection of embeddings of sequences in Z. This technique was pointed out by E. Sawyer in [14] , and has been also used in [2] , [4] , [10] and [11] . In our case, the results are given in terms of covering sequences of decreasing sets in X. A positive function f : X −→ [0, ∞) is said to be decreasing if f (x) ≤ f (y) whenever x ≥ y. We will denote f ↓ whenever f is a decreasing function, and D ↓ for a decreasing set D ⊂ X, that is, a set D for which χ D is a decreasing function. In what follows, we will assume that every decreasing set is µ-measurable. Definition 2.5. A collection of sets {D k : k ∈ Z} is a covering family of decreasing sets for the set X if:
• D k is decreasing for all k ∈ Z.
• D k ⊂ D k+1 for all k ∈ Z.
•
The set of all covering families of decreasing sets in X is denoted by D (X) or simply D if there is no possible confusion. For a fixed family
We now present a lemma that can be found in a slightly different version in [10] for the case X = [0, ∞) and in [2] for X = R n + . In our case, we do not require any additional condition neither on the covering family of decreasing sets nor in the modular functions. Recall that a modular function P is a positive and increasing function P : [0, ∞) −→ [0, ∞) such that P (0) = 0 and P (∞) = ∞. We will use the subsequent corollary for our purpose.
Lemma 2.6. Let (X, µ) be a measure space, where X is a partially ordered set. Let Q and P be two modular functions. Let A be the infimum of the constants C > 0 such that the inequality
holds for all 0 ≤ f ↓, and let B be the infimum of the constants C > 0 such that the inequality
Proof. For every positive decreasing sequence δ Z and every family {D k : k ∈ Z}, if we consider the decreasing function
we easily get that A ≤ B. Now, take a positive decreasing function f such that
for a fixed ε > 0. Take c > 1 and k = x ∈ X : c −k−1 < f (x) ≤ c −k , for all k ∈ Z. Now, by using that P , Q, P −1 and Q −1 are increasing functions and our hypothesis, we have
and this is B ≤ c(A + ε). Letting ε → 0 + and c → 1 + , we obtain B ≤ A. (2) sup
Corollary 2.7. If P (t) = t p and Q(t) = t q , then the previous lemma reads as
where we are using the notation
, and the same for v.
We are ready to prove our main result of this section.
Theorem 2.8. Let (X, µ) be a measure space, where X is a partially ordered set. We have:
(b) If 0 < q < p < ∞, then the following conditions are equivalent:
, for all positive decreasing functions f .
(ii) There exists C > 0 such that
(iii) There exists C > 0 such that
Additionally, if X is connected, these conditions are equivalent to
Proof. In the case (a), we apply Theorem 2.1 and (2) to characterize the embedding for sequences in Z, and thus we get 
and we finally get the characterizations (ii) and (iii) if we observe that
Let us see that (iii) implies (iv). Given a function 0 ≤ f ↓, we assume that U(D f,t ) is continuous and strictly decreasing in t. The general case follows by a standard limiting argument. We define a positive decreasing sequence t Z as follows: fix t 0 = 1 and
We denote D k = D f,t k and we observe that this is a decreasing set for all k ∈ Z.
The last equality follows from the definition of the sequence t Z . It is now enough to see that the expression in (iv) is smaller than this last quantity, and this is done using the fact that
Let us see that (iv) implies (v). For a fixed family {D
−k and thus, splitting the integral into dyadic intervals, we have:
Finally we prove that (v) implies (i). For a fixed decreasing function f , let t Z be a decreasing sequence constructed in the same way as in the implication
Then, applying Hölder's inequality, we have:
By construction, we have U( k ) = 
U(D k+1
). Now, the hypothesis and this equality give:
The above theorem gives a simpler proof of the embedding characterization of the inequality (1) for 0 < q < p < ∞ given in [4] for the particular case X = R n + equipped with the partial order defined by
if and only if a i ≤ b i for i = 1, . . . , n, and µ be the Lebesgue measure. We observe that our notation is slightly different from the one used in that paper.
Remark 2.9. All the results in this section can be reformulated for increasing functions with mild changes.
B p weights and the discrete Hardy operator
Recall that B p is the set of weights u for which the Hardy operator is bounded from L p dec (u) to L p (u) . Analogously, B p,∞ is the set of weights u for which the Hardy operator is bounded from
We present a new characterization for a weight to be in the B p class in terms of the boundedness of the discrete Hardy operator defined for sequences indexed in Z. Further characterizations of these classes are known, and we collect some of them in the next theorem, that will be used later. [8] , [16] ). (a) For 0 < p < ∞, the following conditions are equivalent:
(ii) There exists a constant C > 0 such that
(iii) There exists a constant C > 0 such that
(b) For 0 < p ≤ 1, the following conditions are equivalent:
For the cases X = N or X = Z, we recall that 
which is not a B p weight because it equals zero in a neighborhood of 0 (contradicting condition (4)). But, it is easily seen that u ≡ 1, and this is a B p weight for all 1 < p < ∞, and therefore A N is bounded from and this is condition (ii). To see that (ii) implies (iii), it is enough to consider the boundedness of the operator on the functions f (l) = χ {j :j ≤k} (l), for all k ∈ Z. Let us see that (iii) implies condition (4) for the weight u, which is (iv).
For r > 0, take 2 k ≤ r < 2 k+1 and use that and using the fact that U(2 n+1 ) = U n , this is
, for all positive decreasing f . We claim that this condition also holds for all t > 0 instead of 2 n+1 . Observe that the hypothesis on A Z implies the necessity of condition (9) (simply by taking f = χ {j :j ≤k} for every k ∈ Z), and therefore U(2 n+1 ) 1/p = U 
