Abstract. This paper gives a classification of all pairs (g, h) with g a simple real Lie algebra and h ⊂ g a reductive subalgebra for which there exists a minimal parabolic subalgebra p ⊂ g such that g = h + p as vector sum.
1. Introduction 1.1. Spherical pairs. We recall that a pair (g C , h C ) consisting of a complex reductive Lie algebra g C and a complex subalgebra h C thereof is called spherical provided there exists a Borel subalgebra b C ⊂ g C such that g C = h C + b C as a sum of vector spaces (not necessarily direct). In particular, this is the case for symmetric pairs, that is, when h C consists of the elements fixed by an involution of g C .
Complex spherical pairs with h C reductive were classified by Krämer [26] for g C simple and for g C semisimple by Brion [8] and Mikityuk [31] .
The objective of this paper is to obtain the appropriate real version of the classification of Krämer. To be more precise, let g be a real reductive Lie algebra and h ⊂ g a subalgebra.
We call h real spherical provided there exists a minimal parabolic subalgebra p ⊂ g such that g = h + p. Being in this situation we call (g, h) a real spherical pair. The pair is said to be trivial if h = g.
We say that (g, h) is absolutely spherical if the complexified pair (g C , h C ) is spherical. It is easy to see (cf. Lemma 2.1) that then (g, h) is real spherical. In particular, all real symmetric pairs (g, h) are absolutely spherical, since the involution of g that defines h extends to an involution of g C . The real symmetric pairs were classified by Berger [4] . It is not difficult to classify also the non-symmetric absolutely spherical pairs with h reductive; this is done in Table 8 at the end of the paper.
Main result.
Assume that g is simple and non-compact. The main result of this paper is a classification of all reductive subalgebras of g which are real spherical. The following Table 1 presents the most important outcome. It contains all the real spherical pairs which are not absolutely spherical, up to isomorphism (and a few more, see Remark 1.2) .
Formally the classification is given in the following theorem, which refers to a number of tables in addition to Table 1 . These tables are collected at the end of the paper, except for the above-mentioned list of Berger. Tables 6, 7, and 8) , (iv) (g, h) is isomorphic to some pair in Table 1 .
Theorem 1.1. Let (g, h) be a non-trivial real spherical pair for which g is simple and h an algebraic and reductive subalgebra. Then at least one of the following statements holds: (i) g is compact, (ii) (g, h) is symmetric and listed by Berger (see [4, Tableaux II]), (iii) (g, h) is absolutely spherical, but non-symmetric (see

Conversely, all pairs mentioned in (i)-(iv) are real spherical.
Remark 1.2.
1. We use Berger's notation for the exceptional real Lie algebras. See Section 2.2.
2. There is some overlap between (iii ) and (iv ), as it appeared more useful to include a couple of absolutely spherical cases in Table 1 . This holds for case (1) which is absolutely spherical unless p 1 + q 1 = p 2 + q 2 . Moreover, case (2) is absolutely spherical when q = n 2 , case (8) is absolutely spherical when p + q is odd, and case (9) is absolutely spherical if q = n 2 and f = u(1). g h (1) su(p 1 + p 2 , q 1 + q 2 ) * su(p 1 , q 1 ) + su(p 2 , q 2 ) (p 1 , q 1 ) = (q 2 , p 2 ) (2) su(n, 1) su(n − 2q, 1)+sp(q) + f f ⊂ u(1) 1 ≤ q ≤ n 2 (3) sl(n, H) sl(n − 1, H) + f f ⊂ C n ≥ 3 (4) sl(n, H) * sl(n, C) n odd (5) sp(p, q) * su(p, q) p = q (6) sp(p, q) * sp(p − 1, q) p, q ≥ 1 (7) so(2p, 2q) * su(p, q) p = q (8) so(2p + 1, 2q) * su(p, q) p = q − 1, q (9) so(n, 1) so(n − 2q, 1) + su(q) + f f ⊂ u(1) 2 ≤ q ≤ n 2 (10) so(n, 1) so(n − 4q, 1) + sp(q) + f f ⊂ sp(1) 2 ≤ q ≤ n 4
(11) so(n, 1) so(n − 16, 1) + spin(9) n ≥ 16 (12) so(n, q) so(n − 7, q) + G 2 n ≥ 7, q = 1, 2 (13) so(n, q) so(n − 8, q) + spin(7) n ≥ 8, q = 1, 2, 3 (14) so (6, 3) so(2, 0) + G 1 2
(15) so (7, 4) so(3, 0) + spin(4, 3) (16) so * (2n) * so * (2n − 2) n ≥ 5 (17) so * (10) * spin(6, 1) or * spin(5, 2) (18) E 4 6 sl(3, H) + f f ⊂ u(1) (19) E sp(2, 1) + f f ⊂ u(1) Table 1 3. The tables contain redundancies for small values of the parameters. These are mostly resolved by restricting g to su(p, q) sl(n, H) sp(p, q) so(p, q) so * (2n) p + q ≥ 2 n ≥ 2 p + q ≥ 2 p + q ≥ 7 n ≥ 5 and p ≥ q ≥ 1. 4. In Table 1 the real spherical subalgebras which are of codimension one in an absolutely spherical subalgebra are marked with an * in front of h (with the exception of (2) and (9) with f = 0 and n = 2q). See Lemma 9.1.
5. For simple Lie algebras g of split rank one the real spherical pairs were previously described in [16] , and a more explicit classification was later given in [17] .
1.3. Method of proof. Our starting point is the following theorem which we prove in Sections 4-7, by making use of Dynkin's classification of the maximal subalgebras in a complex simple Lie algebra. Theorem 1.3. Let (g, h) be a real spherical pair for which g is simple and non-compact, and h is a maximal reductive subalgebra. Then (g, h) is absolutely spherical. Using Krämer's list [26] we then also obtain the following lemma. Lemma 1.4. Let g be a non-compact simple real Lie algebra without complex structure and h g be a maximal reductive subalgebra which is spherical. Then either h is a symmetric subalgebra of g or a real form of sl(3, C) ⊂ G C 2 or G C 2 ⊂ so(7, C). 3 In order to complete the classification we use the following criterion, see Proposition 2.9 and Corollary 2.10: If (g, h) is real spherical with h reductive and algebraic there exists a parabolic subalgebra q ⊃ p and a Levi decomposition q = l + u, such that for every reductive and algebraic subalgebra h ′ ⊂ h, which is also spherical in g, one has
(1.1) h = h ′ + (l ∩ h).
In other words (1.1) provides a factorization in the sense of Onishchik. It is not too hard to determine all l ∩ h for maximal h (see Tables 4 and 5 ). This allows us to conclude the classification by means of Onishchik's list [32] of factorizations of complex simple Lie algebras (see Proposition 2.5).
1.4.
Motivation. This paper serves as the starting point for a follow up second part which classifies all real spherical reductive subalgebras of semisimple Lie algebras (see [23] ). With these classifications one obtains an invaluable source of examples of real spherical pairs. Our main motivation for studying these pairs is that they provide a class of homogeneous spaces Z = G/H, which appears to be natural for the purpose of developing harmonic analysis. Here G is a reductive Lie group and H a closed subgroup. The class includes the reductive group G itself, when considered as a homogeneous space for the two-sided action. In this case the establishment of harmonic analysis is the fundamental achievement of Harish-Chandra [13] . More generally a theory of harmonic analysis has been developed for symmetric spaces Z = G/H (see [10] and [3] ). A common geometric property of these spaces is that the minimal parabolic subgroups of G have open orbits on Z, a feature which plays an important role in the cited works. This property of the pair (G, H) is equivalent that the pair of their Lie algebras is real spherical. Recent developments reveal that a further generalization of harmonic analysis to real spherical spaces is feasible, see [28] , [20] , the overview article [29] , and [22] .
Acknowledgment: It is our pleasure to thank the two referees for plenty of useful suggestions. They resulted in a significant improvement of the initially submitted manuscript.
2. Generalities 2.1. Real spherical pairs. In the sequel g will always refer to a real reductive Lie algebra and h ⊂ g will be an algebraic subalgebra. The Lie algebra h is called real spherical provided there exists a minimal parabolic subalgebra p such that
The pair (g, h) is then referred to as a real spherical pair.
Let θ be a Cartan involution of g, and let g = k + s denote the corresponding Cartan decomposition. Given a minimal parabolic subalgebra p we select a maximal abelian subspace a of s, which is contained in p, and write m for the centralizer of a in k. Then p = m + a + n, where n is the unipotent radical of p. Moreover dim(g/p) = dim n, and hence this gives us the dimension bound for a real spherical subalgebra h ⊂ g:
We note that dim(g/k) and rank R g are both listed in 
A pair (g, h) of a complex Lie algebra and a complex subalgebra is called complex spherical or just spherical if it is real spherical when regarded as a pair of real Lie algebras. Note that in this case the minimal parabolic subalgebras of g are precisely the Borel subalgebras.
Given a pair (g C , h C ) of a complex Lie algebra and a subalgebra, a real form of it is a pair (g, h) of a real Lie algebra and a subalgebra such that g and h are real forms of g C and h C , respectively. We recall from the introduction that the real form (g, h) is called absolutely spherical when (g C , h C ) is spherical. The following is easily observed (see [22, Lemma 2.1] ). Lemma 2.1. All absolutely spherical pairs (g, h) are real spherical.
We recall also that a pair (g, h) is called symmetric in case there exists an involution of g for which h is the set of fixed elements, and that all such pairs are absolutely spherical. Conversely we have the following result.
Lemma 2.2. Let (g, h) be a real form of a complex symmetric pair (g C , h C ) with g semisimple. Let σ be the involution of g C with fix point algebra h C . Then σ preserves g. In particular, (g, h) is symmetric.
Proof. Let q ⊂ g be the orthogonal complement of h with respect to the Cartan-Killing form of g. Then q C is the orthogonal complement of h C in g C with respect to the Cartan-Killing form of g C . On the other hand q C is the −1-eigenspace of σ. The assertion follows.
Fix g and let G C be a linear complex algebraic group with Lie algebra g C = g ⊗ R C. We denote by G the connected Lie subgroup of G C with Lie algebra g. For any Lie subalgebra l ⊂ g we denote by the corresponding upper case Latin letter L ⊂ G the associated connected Lie subgroup, unless it is indicated otherwise.
Let P ⊂ G be a minimal parabolic subgroup. Then Z := G/H is called a real spherical space provided that (g, h) is real spherical, which means that there is an open P -orbit on Z.
In the sequel we write P = MAN for the decomposition of P which corresponds to the previously introduced decomposition p = m + a + n of its Lie algebra, where the connected groups A and N are defined through the convention above, and the possibly non-connected group M is defined as the centralizer of a in K, 2.2. Notation for classical and exceptional groups. If g C is classical, then G C will be the corresponding classical group, i.e. G C = SL(n, C), SO(n, C), Sp(n, C). To avoid confusion let us stress that we use the notation Sp(n, R), Sp(n, C) to indicate that the underlying classical vector space is R 2n , C 2n . Further Sp(n) denotes the compact real form of Sp(n, C) and likewise the underlying vector space for Sp(p, q) is C 2p+2q . By SL(n, H) ⊂ SL(2n, C) and SO * (2n) ⊂ SO(2n, C) we denote the subgroups of elements g which satisfy gJ = Jḡ, J = 0 I n −I n 0 where I n denotes the identity matrix of size n. Another standard notation for SL(n, H) is SU * (2n). We denote by O(p, q) the indefinite orthogonal group on R p+q . The identity component of O(p, q) is denoted by SO 0 (p, q). 
Proof. We refer to [1, Prop. 4.4] , for the equivalence of (i ) and (ii ). It is obvious that (2.4) implies H 1 xH 2 = H for all x, and hence in particular (ii ) implies (iii ). Assume (iii ), then (i ) is valid for the pair of h 1 and Ad(x)h 2 . Hence (ii ) holds for the pair of H 1 and xH 2 x −1 . This implies H = H 1 xH 2 and thus H 1 × H 2 acts transitively on H, that is, (ii ) holds for H 1 , H 2 .
As a consequence we obtain the following result. Here we call a subalgebra of g compact if it generates a compact subgroup in the adjoint group of g. Lemma 2.4. Let g be a semisimple Lie algebra without compact ideals. Then every factorization of g by a reductive and a compact subalgebra is trivial.
Proof. Let g = h 1 + h 2 be as assumed. Since h 1 is a reductive subalgebra there exists a Cartan involution which leaves it invariant. Let g = k + s denote the corresponding Cartan decomposition, and note that k = [s, s] since g has no compact ideals. Without loss of generality we may assume that h 2 is a maximal compact subalgebra, hence conjugate to k. It then follows from Proposition 2.3 that g = h 1 + k. Hence s ⊂ h 1 . Then g = [s, s] + s = h 1 and the factorization is trivial.
Factorizations of simple complex Lie algebras were classified in [32] as follows. Table 2 , where line by line, z ⊂ C and f ⊂ sp(1, C). Table 2 Remark 2.6.
(i) The spin representation embeds spin(7, C) into so(8, C) and there are two conjugacy classes of this subalgebra. In Table 2 (9) the subscripts indicate that this factorization involves both conjugacy classes.
(ii) In all cases h 1 is given up to conjugation in g. Once h 1 is fixed, there is only one Ad(H 1 )-conjugacy class of h 2 in g for which the factorization is valid, except where h 2 = spin(7, C) is indicated without subscript. In those cases there are exactly two such conjugacy classes, provided by spin(7, C) ± . (iii) Observe that symplectic or exceptional Lie algebras do not admit factorizations.
2.4.
Towers of spherical subgroups. Let Z = G/H be a real spherical space and P ⊂ G a minimal parabolic subgroup such that P H is open in G. Then the local structure theorem of [21] asserts that there is a parabolic subgroup Q ⊃ P with Levi decomposition Q = L ⋉ U such that:
Here L n ⊂ L is the normal subgroup with Lie algebra l n , the sum of all non-compact simple ideals of l. We refer to Q and its Levi part L as being adapted to Z and P , taking it for granted that P H is open.
Remark 2.7. In the special case where Z is complex spherical note that l n = [l, l].
Lemma 2.8. Let H ⊂ G be reductive and real spherical, and let Q = LU be adapted to G/H and P . Then L ∩ H is reductive and contains P ∩ H as a minimal parabolic subgroup.
Proof. It follows from (iii ) above that l n is a semisimple ideal in l ∩ h. As the quotient consists of abelian or compact factors, l ∩ h is reductive. Since P ∩ L is a minimal parabolic 
Proof. It follows from Proposition 2.9 that (L ∩ H)xH ′ is open in H for some x ∈ H. Then (2.5) follows from Proposition 2.3. Conversely, (2.5) implies that H ′ Q = HQ, and hence Z ′ is spherical if Q = P .
We recall from [19, Prop. 9 .1] the following consistency relation of adapted parabolics.
Lemma 2.11. Let Z = G/H be a real form of a complex spherical space
Remark 2.12. Suppose that (g, h) is absolutely spherical with h self-normalizing. Let H C be the normalizer of h C in G C . Note that H C is a self-normalizing spherical subgroup of G C . In view of [18, Cor. 7.2] this implies that Z C = G C /H C admits a wonderful compactification and as such is endowed with a Luna diagram, see [7] . The Luna diagram consists of the Dynkin diagram of g C with additional information. In particular the roots corresponding to the adapted Levi L C ⊂ Q C are the uncircled elements in the Luna diagram where "uncircled" means no circle around, above, or below a vertex in the underlying Dynkin diagram. Combining this information with the Satake diagram of g then gives us the structure of L via Lemma 2.11.
In view of Remark 2.7 we have Proof. Since b is non-degenerate we find a unique
The G-invariance of both b and b
′ and the uniqueness of T then implies that gT g −1 = T for all g ∈ G. Since G acts irreducibly on V , Schur's Lemma implies that T = λ · id V for some λ ∈ C. Since both b and b ′ are Hermitian the scalar λ needs to be real.
Lemma 2.15. Let X be a real algebraic variety acted upon by a real algebraic group H. Further let f 1 , . . . , f k be H-invariant rational functions on X. Let U ⊂ X be their common set of definition. Consider
and assume that
Proof. Note that V is by assumption Zariski open in X. Hence generic H-orbits of maximal dimension meet V . Since level sets in V under F have codimension k, the assertion follows.
Functions f 1 , . . . , f k as above which meet the requirement V = ∅ will in the sequel be called independent.
The Dynkin scheme of maximal reductive subgroups of classical groups
Let G C be a complex classical group and let V be the standard representation space attached to G C , i.e. V = C n for G C = SL(n, C) or SO(n, C), and V = C 2n for G C = Sp(n, C). According to Dynkin [11] , there are three possible types of a connected maximal complex reductive subgroup H C of G C .
3.1. Type I: The action of H C on V is reducible. Up to conjugation H C is one of the following subgroups, which are all symmetric:
. Either H C = SO(n 1 , C) × SO(n 2 , C) with n = n 1 + n 2 , n i > 0 or n is even and H C = GL(n/2, C). In the first case, the defining bilinear form on G C restricts non-trivially to the factors
for V 1 the standard representation of GL(n/2, C) and both factors V 1 and V * 1 are isotropic.
3.1.3. G C = Sp(n, C). Here H C = Sp(n 1 , C) × Sp(n 2 , C) with n = n 1 + n 2 , n i > 0, or H C = GL(n, C). In the first case, the defining bilinear form on G C restricts non-trivially to the factors
In the second case V = V 1 ⊕ V * 1 for V 1 the standard representation of GL(n, C) and both factors V 1 and V * 1 are Lagrangian.
3.2.
Type II: The action of H C on V is irreducible, but h C is not simple.
3.2.1. G C = SL(n, C). Here H C = SL(r, C) ⊗ SL(s, C) and C n = C r ⊗ C s with rs = n and 2 ≤ r ≤ s.
Here there are two possibilities. The first is H C = SO(r, C)⊗SO(s, C) acting on C n = C r ⊗ C s with n = rs, 3 ≤ r ≤ s, and r, s = 4. The second case is
with n = 4rs and 1 ≤ r ≤ s.
. Here H C = Sp(r, C) ⊗ SO(s, C) and C 2n = C 2r ⊗ C s with n = rs and r ≥ 1, s ≥ 3. Moreover it is requested that s = 4 unless if r = 1.
3.3.
Type III: The action of H C on V is irreducible and h C is simple. For this type the different cases are listed in [11, Thm. 1.5]. However, we do not need this list.
3.4. Dynkin types in G. Let H ⊂ G be a maximal connected reductive subgroup. Note that this implies that h is a maximal reductive subalgebra in g. To begin with we recall the following result: Proposition 3.1. (Komrakov [24] , [25] ) Let g be a real simple Lie algebra and h a maximal reductive subalgebra. If h C is not maximal reductive in g C , then the pair (g, h) appears in the following list:
The particular embeddings of h into g in Proposition 3.1 are described in [24] . For this article the particular embeddings are not needed as only dim h enters in the proof of Corollary 3.3 below. Proof. Recall the dimension bound dim h ≥ dim n from (2.1). Now for (i ) we note that dim n = (4n)
2 whereas dim h = 6 + 2n 2 + n. For (ii ) we use the dimension bound (6.1), for (iii ) the dimension bound (5.2), for (iv )-(vii ) the dimension bound (5.1), and finally we exclude (viii ) and (ix ) via the dimension bound (7.5): dim n(E
Let G be a real classical group. We say that a maximal connected reductive subgroup H is of type I, II, or III, provided H C is maximal reductive and of that type in G C .
Remark 3.5. Suppose that V is the complexification of a real vector space V R and that H ⊂ G ⊂ GL(V R ) with H C ⊂ G C maximal reductive. Suppose that there exists a complex structure
3.5. Bilinear forms on prehomogeneous vector spaces. Let G be an algebraic group over C and ρ be a finite-dimensional representation of G on a complex vector space
Let now V be an irreducible representation of a reductive group G with center at most one-dimensional, and let G ′ denote the semisimple part of G. A necessary condition for (G, ρ, V ) to be prehomogeneous is that G ′ satisfies
Two triplets (G 1 , ρ 1 , V 1 ) and (G 2 , ρ 2 , V 2 ) are said to be equivalent if there is a linear isomorphism ψ :
With respect to this notion, (G, ρ, V ) and (H, ρ • τ, V ) are equivalent whenever τ : H → G is a surjective homomorphism. In particular, (G, ρ, V ) is always equivalent to (G, ρ * , V * ) where ρ * is dual to ρ.
1) if and only if it is equivalent to a triplet listed in Table 3 and it gives rise to a prehomogeneous vector space if and only if it is marked in the column 'preh'.
The table identifies the representation ρ by its highest weight (expanded in fundamental weights using the Bourbaki numbering [6, Ch. 6, Planches I-X]) and dimension.
Proof. The cases of Table 3 were determined in [2] and the fourth column follows from Theorem 54 in [34] . Table 3 divides into two parts: Each triplet listed in the first part represents a series of vector spaces while a triplet in the second part is only defined for a certain dimension. We call a triplet (G, ρ, V ) classical or sporadic depending on whether it is equivalent to a triplet of the former or the latter type.
The final column of the table is marked by 0 if there is no non-degenerate G-invariant bilinear form on V , and by 1 (resp. 2) if there exists a non-degenerate symmetric (resp. skew symmetric) G-invariant bilinear form. Given the highest weight ω, this data is easily determined by means of [6, Ch. 8, §7.5, Prop. 12].
Remark 3.7. Let G be a simple classical group acting on V as described in the beginning of this section, and let H be a subgroup of type III. If G is a real form of SO(n, C), resp. half spin 64 Table 3 Sp(n, C), then H C fixes a symmetric, resp. skew symmetric bilinear form on V . On the other hand, if G is a real form of SL(n, C) then H cannot be maximal if it fixes a nondegenerate bilinear form, unless H C is conjugate to SO(n, C) or (if n is even) to Sp( n 2 , C). It will be a consequence of the dimension bound (2.1), that in most cases a subgroup H of type III comes from a triplet in Table 3 . Hence the provided information about invariant forms reduces the number of cases which must be considered for the classification of these subgroups.
Maximal reductive real spherical subgroups in case G
We prove the statement in Theorem 1.3 for g C = sl(n, C) and h C maximal reductive (cf. Corollary 3.3).
4.1. The real forms. It suffices to consider the non-split real forms G = SU(p, q) with p + q = n and 1 ≤ p ≤ q, and G = SL(m, H) with n = 2m > 2. For these groups we obtain the following dimension bounds from the table of [15] cited below (2.1):
For later reference we record the matrix realizations of G and P . We begin with G = SU(p, q) which we consider as the invariance group of the Hermitian form (·, ·) p,q defined by the symmetric matrix
The Lie algebra is then given by
We choose the minimal parabolic such that
so that P stabilizes the isotropic flag e 1 ⊂ e 1 , e 2 ⊂ . . . ⊂ e 1 , . . . , e p . Moreover we record that
is the variety of full isotropic p-flags in C p+q . We denote by
the null-cone and note that there is a G-equivariant surjective map G/P → N p,q . Moreover, if P max,C denotes the maximal parabolic subgroup of G C = SL(n, C) which stabilizes e 1 , then P C ⊂ P max,C and thus we have a G C -equivariant surjection G C /P C → G C /P max,C = P(C n ). Thus we get: Lemma 4.1. Let G = SU(p, q) and H ⊂ G be a real spherical subgroup. Then the following assertions hold:
Proof. The fact that H has an open orbit on G/P implies that there is an open H-orbit in N p,q , hence the first assertion. Secondly, the fact that H has an open orbit on G/P implies that H C has an open orbit on G C /P C whence on G/P max,C .
For the group G = SL(m, H) in G C = SL(2m, C) we choose P ⊂ G the upper triangular matrices. Then
and in particular we obtain a G-equivariant surjection G/P → P(H m ). Hence we get: We give an application in the lemma below.
Proof. Write C p+q = C ⊕ C p+q−1 and decompose vectors v = v 1 + v 2 accordingly. Denote by ·, · the complex symmetric bilinear form on C p+q−1 which defines SO 0 (p − 1, q). The following four real valued functions are H-invariant function are independent:
Hence each H-orbit on C p+q has real codimension at least 4 by Lemma 2.15, and hence H is not spherical by Lemma 4.1.
4.3.
Type I maximal subgroups. Let H ⊂ G be a maximal subgroup of type I. Then 
Lemma 4.5. The maximal connected subgroups of Type I for G = SL(n, H) are given, up to conjugation, by the symmetric subgroups:
(ii) U(1) SL(n, C).
4.4.
Type II maximal subgroups. In this case we have C n = C r ⊗ C s with 2 ≤ r, s and
Then type II real spherical subgroups H ⊂ G occur only for p = q = 2 and are given, up to conjugation, by:
Proof. In case p = 1 all maximal reductive algebras which are real spherical are symmetric by [27] . This prevents in particular type II real spherical subgroups. Henceforth we thus assume that p ≥ 2.
The local isomorphism SU(2, 2) ≃ SO 0 (2, 4) carries the subgroups (1) and (2) to SO 0 (2, 1)× SO(3) and SO 0 (1, 2) × SO 0 (1, 2), respectively. Hence they are symmetric and real spherical.
Let p + q = rs and H C = SL(r, C) ⊗ SL(s, C). By Remark 3.5 we can exclude that H is complex, and hence we may assume that H = H 1 ⊗H 2 with H 1 , H 2 real forms of SL(r, C) and SL(s, C). We begin with the case where exactly one H i , say H 1 is unitary: H 1 = SU(p 1 , q 1 ). Let us first exclude the case where H 2 = SL(s, R). Note s ≥ 3 as SL(2, R) ≃ SU(1, 1) is unitary. Then the maximal compact subgroup K 2 := SO(s, R) of H 2 acts irreducibly on C s , and hence V = C r ⊗ C s is irreducible for the subgroup H 1 ⊗ K 2 . Now C s carries a positive definite K 2 -invariant Hermitian form, and hence H 1 ⊗ K 2 leaves a Hermitian form of signature (p 1 s, q 1 s) invariant. According to Lemma 2.14 this form needs to be proportional to the original form coming from G = SU(p, q) with signature (p, q). It follows that the K 2 -invariant form on C s then has to be invariant under H 2 as well. This is impossible as H 2 is not compact. Likewise we can argue when H 2 = SL(k, H) which has maximal compact subgroup K 2 = Sp(k) acting irreducibly on C 2k . Similar to that we can argue with both H i either SL(·, R) or SL(·, H).
Finally we need to turn to the case where H 1 = SU(p 1 , q 1 ) and H 2 = SU(p 2 , q 2 ), with r = p 1 + q 1 and s = p 2 + q 2 . We may assume that p 1 ≤ q 1 and p 2 ≥ q 2 . Then (p 1 −q 1 )(p 2 −q 2 ) ≤ 0 and hence
We now exploit that H 1 ⊗ H 2 leaves invariant on C p+q = C r ⊗ C s both the defining form of SU(p, q) and the tensor product of the defining forms of SU(p 1 , q 1 ) and SU(p 2 , q 2 ). By comparing signatures (cf. Lemma 2.14) we thus obtain
With that the dimension bound (4.1) reads
. Now we distinguish various cases.
We first assume p 1 , q 1 , p 2 , q 2 are all non-zero. If they are all 1 then we are in case (2), hence we may assume q 1 ≥ 2 or p 2 ≥ 2. By symmetry between r and s we can assume the latter. With (x + y) 2 ≤ 2(x 2 + y 2 ) our bound (4.3) implies
and hence, since p 1 q 1 ≥ 1 and p 2 q 2 ≥ 2,
As r ≥ 2 we find 1 2
and reach a contradiction. Hence we may assume now that p 1 = 0 or q 2 = 0. By symmetry between r and s we can assume the former, that is H = SU(r) ⊗ SU(p 2 , q 2 ) with p 2 + q 2 = s. The bound (4.3) now reads:
If s = 2 then p 2 = q 2 = 1 and (4.4) gives r 2 + 2 ≥ 2r 2 − r, from which it follows that r = 2 and we are in case (1).
Hence we can assume s > 2 and p 2 q 2 ≥ 2. As q 2 ≤ s we obtain from (4.4) that r 2 + s 2 > 4r 2 − rs. It easily follows that s > r. Now we use that H has an orbit of real codimension at most 3 on C r ⊗C s (see Lemma 4.1). This implies that H has an orbit of real codimension at most 3 on C r ⊗ (C s ) * = Mat r,s (C) with the action of H given as follows:
2 . Let Herm(r, C) denote the space of Hermitian matrices of size r, and for k, l > 0 let
The map
is submersive and satisfies Φ(h 1 Xh
1 for h 1 ∈ SU(r) and h 2 ∈ SU(p 2 , q 2 ). Hence there must be an SU(r)-orbit on Herm(r, C) of real codimension at most 3 and therefore r ≤ 3 by the spectral theorem.
We are now left with the examination of the cases where H = SU(r) ⊗ SU(p 2 , q 2 ) with r = 2, 3 and s > r. Set
′ must have an orbit of codimension at most r 2 − 1. To move on we introduce projective type coordinates for the flag variety G/P . We can describe a flag F ∈ G/P as follows
such that {v 1 , . . . , v p } is orthonormal with respect to the standard Hermitian scalar product on V = C n . Observe in addition that all v i are isotropic and mutually orthogonal with respect to the form (·, ·) p,q . It is important to note that F determines the v i uniquely up to scaling with U(1).
Decompose V = C s ⊕ . . . ⊕ C s into H ′ -orthogonal summands where we have two or three summands according to r = 2 or r = 3. This gives us r projections π j : C n → C s . Likewise for every 1 ≤ m ≤ p the π j induce projections m C n → m C s which will be also denoted by π j . Further, the invariant form (·, ·) p,q induces an invariant form on m C n , denoted by the same symbol.
We define functions g mjk on G/P for 1 ≤ m ≤ p and 1 ≤ j, k ≤ r by
Note, that for fixed m, the rational functions
are all H ′ -invariant. Already for m = 1, we obtain r 2 − 1 independent functions this way. Further, as p ≥ 2 and n > 4 we obtain at least one independent invariant for m = 2 (it will depend on the non-trivial v 2 -coordinate of F ), which gives a contradiction by Lemma 2.15. 
This is a symmetric subgroup.
Proof. For H C = SL(r, C) ⊗ SL(s, C) the dimension bound (4.2) reads
The equation rs = 2m together with r, s ≥ 2 gives r + s ≤ m + 2 and hence r 2 + s 2 ≤ m 2 + 4. Hence 2m
2 − 2m ≤ m 2 + 2, which implies m = 2. Then r = s = 2. The local isomorphism SL(2, H) ≃ SO 0 (1, 5) carries H = SU(1, 1) ⊗ SU(2) to SO 0 (1, 2) × SO(3), which is symmetric. On the other hand, H = SU(1, 1) ⊗ SU(1, 1) is excluded by the rank inequality.
4.5. Type III maximal reductive subgroups. Here H C is simple and acts irreducibly on C n . In the following we denote by Sym(m, C) and Skew(m, C) the space of symmetric, respectively skew-symmetric, matrices of size m. 
Proof. According to [27] , the assertion is true for p = 1 and henceforth we assume that q ≥ p ≥ 2. By the dimension bound (4.1) we have for n = p + q
where the last inequality follows since 2 ≤ p ≤ n 2
. We recall from Lemma 4.1 that V = C n is a prehomogeneous vector space for H C , and since V is irreducible and H C is simple, we can apply Proposition 3.6 and Table 3 as explained in Remark 3.7.
•
Hence by (4.6) we obtain m 2 − 2m − 9 ≤ 0 which is excluded for m ≥ 5.
• H C = SL(m, C) acting on V = Sym(m, C), m ≥ 3. Here n = 1 2 m(m + 1) and we get m 2 + 2m − 9 ≤ 0, which is excluded with m ≥ 3.
• H C = SO(n, C) acting on V = C n . This leads to (1) and (2).
• H C = Sp(m, C) acting on C n = C 2m . This leads to (3) and (4).
• The sporadic prehomogeneous vector spaces. Since we assume that p ≥ 2, the dimension bound gives no possibilities. 
as m > 2. Since H C acts via ρ irreducibly on V , it follows from Lemma 4.2 that the triplet (H C , ρ, V ) appears among the even-dimensional cases in Proposition 3.6. In particular we do not have to consider the odd dimensional cases (10) and (22) from Table 3 . Further, via Remark 3.7, we can eliminate the cases (1), (6), (8), (9), (12) - (14), (16) - (18), (20), (21) and (23) from Table 3 . Since H has to be proper, case (2) is excluded as well. This leaves us with the following possibilities:
Since 2m = 1 2 k(k − 1) and k ≥ 5, we have m ≥ k ≥ 5. Furthermore, k 2 = 4m + k and by (4.7) we get the contradiction
• H C = SL(k, C), acting on V = Sym(k, C) with k ≥ 3. Here 2m = 1 2 k(k + 1). Since k ≥ 3, we have m ≥ k ≥ 3. Furthermore, k 2 = 4m − k and by (4.7) we get the contradiction
• H C = SO(2m, C) acting on V = C 2m . The real form H = SO * (2m) gives case (1) of the lemma. The real form H = SO 0 (p, q), p + q = 2m cannot occur, since its maximal compact subgroup SO(p) × SO(q) must be conjugate to a subgroup of K = Sp(m) ⊂ SU(m, m) from which we conclude p = q = m. But then, rank R (H) = m > m − 1 = rank R (G).
• H C = Sp(m, C) acting on V = C 2m . The real form H = Sp(p, q) with p + q = m gives case (2) of the lemma. The real form H = Sp(m, R) does not occur, since its real rank equals m which is greater than rank R (G) = m − 1.
It is easy to see that for k = 8 the dimension bound is violated, while for k = 7 the dimension of V is odd.
• H C = Spin(k, C) acting on a half spin representation, k = 10, 14. The representation spaces are C 16 and C 64 respectively. The dimension bound for H reads This concludes the proof of Theorem 1.3 for G C = SL(n, C).
Maximal reductive real spherical subgroups for the orthogonal groups
We prove the statement in Theorem 1.3 for g C = so(n, C), assuming n ≥ 5 throughout. We may assume again that h C is maximal reductive (cf. Corollary 3.3).
5.1. The real forms. Let G C = SO(n, C). Our focus is on the real forms G = SO 0 (p, q) with p + q = n and p ≤ q, and G = SO * (2m) with n = 2m. Note that so * (6) ≃ su(1, 3) was already treated in Lemmas 4.4, 4.6, and 4.8. Furthermore, so * (8) ≃ so(2, 6) will be treated below through the general case of SO 0 (p, q). We may thus assume m ≥ 5 for SO * (2m). The dimension bounds obtained from (2.1) and the cited table of [15] read:
For further reference we record the matrix realizations of G and P . We begin with G = SO 0 (p, q) which we consider as the invariance group of the symmetric form ·, · p,q defined by 
Accordingly we obtain for the Lie algebra
so that P stabilizes the isotropic real flag e 1 ⊂ e 1 , e 2 ⊂ . . . ⊂ e 1 , . . . , e p in R n . Moreover
is the variety of full isotropic p-flags in R p+q with respect to the symmetric bilinear form
and note that there is a G-equivariant surjective map G/P → N R p,q . Hence we obtain the following lemma. 
Notice that i(·, ·) m,m is a Hermitian form of signature (m, m). In particular, if we view SO * (2m) as a subgroup of SL(2m, C), then SO * (2m) = SO(2m, C) ∩ SU(m, m). The minimal flag variety is given by isotropic right H-flags 
5.2.
Type I maximal subgroups. Let H ⊂ G be a maximal subgroup of type I. Then H C = SO(n 1 , C) × SO(n 2 , C), n i > 0 and n = n 1 + n 2 , or H C = GL(n/2, C) for n even. In both cases H C is a symmetric subgroup of G C . Hence with Lemma 2.2 and Berger's list [4] we obtain:
subgroup of type I. Then H is symmetric, and up to conjugation it equals one of the following groups:
Lemma 5.4. Let H ⊂ SO 0 (p, q) be a subgroup of type I. Then H is symmetric, and up to conjugation it equals one of the following groups:
(iv) U(p/2, q/2) for p, q even.
5.3.
Type II maximal reductive subgroups. Here we suppose that H C is a maximal reductive subgroup of G C = SO(n, C), n ≥ 5 of type II. Hence there are the two possibilities:
• H C = SO(r, C) ⊗ SO(s, C) with rs = n, 3 ≤ r ≤ s, and r, s = 4.
• H C = Sp(r, C) ⊗ Sp(s, C) with 4rs = n and 1 ≤ r ≤ s. Proof. We first prove that the groups listed under (1) and (2) are symmetric and hence real spherical. Write H = H 1 ⊗ H 2 and C 8 = C 2 ⊗ C 4 . The symplectic forms Ω i on C 2i defined by H i give rise to the SO 0 (4, 4)-invariant symmetric form ·, · = Ω 1 ⊗ Ω 2 on C 8 . Write J 1 and J 2 for the matrices defining Ω 1 and Ω 2 . Then B = Ω 1 (J 1 ·, ·) ⊗ Ω 2 (J 2 ·, ·) defines a symmetric bilinear form on C 8 and we write g → g t for the corresponding transpose on matrices. Then the assignment g → (J 1 ⊗ J 2 )g −t (J 1 ⊗ J 2 ) defines an involution on G = SO 0 (4, 4) with fixed group H. Hence H is symmetric (and outer isomorphic to SO 0 (2, 1) × SO 0 (2, 3), respectively SO(3) × SO 0 (1, 4), from Berger's list).
Let H = H 1 ⊗ H 2 be a type II subgroup. We consider first the case where each H iC is symplectic. We start with H = Sp(r, R) ⊗ Sp(s, R). The invariant Hermitian form on each factor gives an invariant Hermitian form on the tensor product with signature (2rs, 2rs) which then must be equal to (p, q). The dimension bound (5.1) becomes r(2r + 1) + s(2s + 1) ≥ 4r 2 s 2 − 2rs. r 2 s 2 which easily implies rs < 3. Since 4rs = n ≥ 5 it follows that r = 1 and s = 2. These data produce the first symmetric subgroup mentioned in the lemma.
For H = Sp(r, R) ⊗ Sp(p 2 , q 2 ) we obtain the same signature condition p = q = 2rs as before and hence H = Sp(1, R) ⊗ Sp(1, 1). Up to an outer automorphism this is a real form of a symmetric subgroup in G C , which can be excluded with Berger's list for G = SO 0 (4, 4).
The case where H = Sp(p 1 , q 1 ) ⊗ Sp(p 2 , q 2 ) with r = p 1 + q 1 and s = p 2 + q 2 is treated analogously as Lemma 4.6. We can assume p 1 ≤ q 1 and p 2 ≥ q 2 . The group H leaves invariant a Hermitian form of signature (4(p 1 p 2 + q 1 q 2 ), 4(p 1 q 2 + p 2 q 1 )), which must then equal (p, q) by Lemma 2.14. Then the dimension bound r(2r + 1) + s(2s + 1) ≥ 16p 2 q 2 (p 2 ) − 4(p 1 p 2 + q 1 q 2 ) leads to the absurd unless p 1 = 0 and H = Sp(r) ⊗ Sp(p 2 , q 2 ) with r ≤ s. Using a matrix submersion as (4.5) we obtain with Lemma 5.1 that r = 1, hence H = Sp(1) ⊗ Sp(p 2 , q 2 ) and G = SO 0 (4p 2 , 4q 2 ). Set H ′ := Sp(p 2 , q 2 ) ⊂ H. Then H ′ is of codimension 3 in H and thus H ′ admits an orbit of codimension 3 on G/P . We parameterize flags F ∈ G/P as in Lemma 4.6. Let V = R 4p 2 +4q 2 ≃ C 2p 2 +2q 2 . First we note that there are three independent real symplectic forms which are invariant under H ′ . In fact, if Ω is the complex symplectic form on C 2p 2 +2q 2 which defines H ′ , then Ω 1 = Re Ω, and Ω 2 = Im Ω 2 give two independent symplectic forms. A third form is given by Ω 3 = Im(·, ·) 2p 2 ,2q 2 . Concretely, the Ω i are given as follows: Out of the standard symplectic forms J i on R 
This gives us two independent rational invariants
Further invariants we obtain via
Clearly each g j,k is independent to {f 1 , f 2 } as the f i only depend on the first two coordinates v 1 , v 2 . Moreover, if p 2 > 1 we obtain additional invariants with an analogous construction on 6 V . Thus for p 2 > 1 we obtain at least 4 algebraically independent H ′ -invariants on G/P contradicting the fact that the generic H ′ -orbit is of codimension at most 3 (cf. Lemma 2.15). This leaves us to investigate the case with p 2 = 1. Now if q 2 = 1, the g j,k are all dependent and H is the second symmetric subgroup mentioned in the lemma. If q 2 > 1, then we obtain at least 4 algebraically independent functions out of f i , g jk . To verify that we may restrict ourselves to the case q 2 = 2. We fix the first two coordinates of F to be v 1 = e 1 , v 2 = e 6 . For λ, µ, ν, ǫ, δ ∈ R we consider v 3 = e 3 + λe 4 + µe 7 + νe 8 + ǫe 9ṽ4 = e 3 − µe 7 + δe 10 .
Then {v 1 , v 2 ,ṽ 3 ,ṽ 4 } is a set of mutually orthogonal vectors with respect to ·, · p,q . Moreover v 3 , resp.ṽ 4 , is isotropic provided that 2(µ + λν) + ǫ 2 = 0, resp. −2µ + δ 2 = 0. We choose now the parameters such that bothṽ 3 andṽ 4 are isotropic. Let v 3 , v 4 be unit vectors obtained fromṽ 3 ,ṽ 4 .
This then gives us isotropic flags F = { e 1 ⊂ e 1 , e 6 ⊂ e 1 , e 6 , v 3 ⊂ e 1 , e 6 , v 3 , v 4 } .
4 ) and in particular g 11 (F ) = λµ µλ − ν + ǫδ and g 22 (F ) = −ν µλ − ν + ǫδ .
It follows that {f 1 , f 2 , g 11 , g 22 } are independent and hence H is not real spherical for q 2 > 1 (cf. Lemma 2.15).
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Next we look at the case where H = H 1 ⊗ H 2 with both complexifications orthogonal. We begin with both H i = SO * (2m i ) quaternionic, and m i > 2. The invariant Hermitian form on each factor gives an invariant Hermitian form on the tensor product with signature (2m 1 m 2 , 2m 1 m 2 ) which then must be equal to (p, q) by Lemma 2.14. Then the dimension bound 2m
2 − 2m 1 m 2 is easily seen to be violated. Similarly if H 1 = SO * (2m 1 ) and H 2 = SO 0 (p 2 , q 2 ) with p 2 +q 2 = s, then p = q = m 1 (p 2 + q 2 ) by a signature argument, and exactly the same bound as above results.
This reduces to the final case where H = SO 0 (p 1 , q 1 ) ⊗ SO 0 (p 2 , q 2 ), which is treated similarly as the previous case of H = Sp(p 1 , q 1 ) ⊗ Sp(p 2 , q 2 ). Comparing signatures we find that p = p 1 p 2 + q 1 q 2 and q = p 1 q 2 + p 2 q 1 , and the dimension bound then implies H = SO(r) ⊗ SO 0 (p 2 , q 2 ) with r ≤ s. By applying a matrix submersion as (4.5) we obtain with Lemma 5.1 that H must have an orbit on Sym(r, R) of codimension 2. This contradicts that r ≥ 3.
5.4.
Type III maximal subgroups. We assume that H C is simple and acts irreducibly on V . Note that although the pair of Lie algebras (g, h) in (ii ) is symmetric, this is not the case for the space G/H, since the corresponding involution does not lift to G. Nevertheless G/H is real spherical since the existence of an open P -orbit is a property of the Lie algebras.
The case
Proof. For p = 1 it follows from [27] that there are no such spherical subgroups. The case so(2, 3) is quasi-split and features no type III subalgebras according to Krämer. Hence we may assume here 2 ≤ p ≤ q, q ≥ 3 and p + q > 5. Then
Hence the dimension bound (5.1) implies
In particular, we can apply Proposition 3.6 and Remark 3.7. We observe also that pq − p > p + q if p + q > 6.
• H C , adjoint representation. Then dim H = dim V , which is excluded unless dim H = 6, by the strictness of (5.4). Then H = SO 0 (3, 1) and H C is not simple.
• H C = SO(m, C) acting on V = C m . This is possible, but then we would have H C = G C .
• H C = Sp(m, C) acting on
. Already for p = 2 this implies m ≤ 2, and hence there are no solutions.
• H C = Spin(m, C) acting on a spin representation, m = 7, 9. Since the representation spaces are C 8 and C 16 respectively, the dimension bound leaves the following possibilities: , 4) is possible. In that case h = spin(3, 4) := spin(7, C) ∩ so (4, 4) . It is symmetric by Lemma 2.2, since spin(7, C) is symmetric in so(8, C).
• H C of exceptional type. The case H C = G C 2 is possible; with h = G 1 2 , the pair (so (3, 4) , h) is absolutely spherical (see Table 8 ). In view of Table 3 we are left with H C = F According to (2.2) in [9] , the space V carries an invariant symmetric bilinear form with signature (10, 16) . This is different from (2, 24).
The case G = SO
* (2m). Proof. By assumption m ≥ 2 and hence
Hence, if H is spherical it follows from (5.2) that dim H > dim V . In particular, V is then a representation from Proposition 3.6, to which also Remark 3.7 applies.
• H C simple, adjoint representation. Since dim H = dim V , this is impossible by the strictness of the dimension bound.
• H C = SO(k, C) acting on V = C k . This is possible for k = 2m, but then we would have
• H C = Spin(k, C) acting on a spin representation for k = 7, 9. Note that k = 7 is excluded since m ≥ 5. For Spin(9, C) on C 16 we have m = 8 and dim H = 36 < 52, so H does not satisfy the dimension bound.
• H C = Sp(k, C) acting on m, which is impossible.
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• H C of exceptional type. Only for F C 4 is dim V even and not excluded by Table 3 . Then m = 13 and (5.2) is invalid.
This concludes the proof of Theorem 1.3 for G C = SO(n, C).
Maximal reductive real spherical subgroups for the symplectic groups
We only consider the real forms G = Sp(p, q) of G C = Sp(n, C), p + q = n and 0 < p ≤ q, as the real form Sp(n, R) is split. Then dim(G/K) = 4pq and rank R G = p, so that by (2.1)
6.1. About Sp(p, q). For later reference we record some structural facts for the group Sp(p, q). As before we identify H n with C 2n and denote by h → h the conjugation on H n . The group Sp(p, q) consists of the right H-linear transformations on H n which preserve the Hermitian H-valued form
Similar to the SO
* (2m)-case the C-part of φ yields a Hermitian form (·, ·) 2p,2q and the jC-part a symplectic form ·, · , both being kept invariant under Sp(p, q). In particular, if we view Sp(p, q) as a subgroup of SL(2n, C), then Sp(p, q) = Sp(n, C) ∩ SU(2p, 2q).
The minimal flag variety is given by the isotropic right H-flags: 6.2. Type I maximal subgroups. Let H ⊂ G be a maximal subgroup of type I. Then H C = Sp(r, C) × Sp(s, C)), r, s > 0 and n = r + s or H C = GL(n, C). In both cases H C is a symmetric subgroup of G C . Hence with Lemma 2.2 and Berger's list [4] we obtain: 
6.3. Type II maximal subgroups. In this situation we have H C = Sp(r, C) ⊗ SO(s, C) with s ≥ 3, s = 4 or (r, s) = (1, 4). 
as H leaves invariant a Hermitian form of this signature (cf. Lemma 2.14). Inserting that in the dimension bound (6.1) gives
As in (4.3) we deduce that one factor must be compact. Suppose first that q 2 = 0 hence H = Sp(p 1 , q 1 ) ⊗ SO(s) with s = p 2 . The dimension bound in this case is:
There are no solutions for 2r ≤ s. For s ≤ 2r, a matrix computation (use an analogue of the map (4.5)) combined with Lemma 6.1 yields that SO(s) needs to have an orbit of real codimension at most 5 on Herm(s, C). The orbits of maximal dimension are in Sym(s, R), and they have codimension s in this space, hence 1 2 s(s + 1) in Herm(s, C). It follows that no s ≥ 3 meets the requirement.
Finally we investigate the case where p 1 = 0. Then r = q 1 and H = Sp(r) ⊗ SO 0 (p 2 , q 2 ) and the dimension inequality becomes:
There is no solution if 3 ≤ s ≤ 2r so we may assume that s > 2r. With the matrix computations similar to the SU(p, q)-case (see (4.5)) combined with Lemma 6.1 this reduces matters to study Sp(r)-orbits on Herm(2r, C) with codimension at most 5. This implies r = 1, i.e. H = Sp(1) ⊗ SO 0 (p, q) with p + q ≥ 3. We now proceed as in Lemma 4.6: Consider H ′ := 1 ⊗ SO 0 (p, q) ⊂ H. Then H ′ is required to have an orbit on G/P of codimension at most 3. We now produce many H ′ -invariant functions on G/P . First we decompose V = C n = C p+q ⊕ C p+q into H ′ -orthogonal summands and write p i : V → C p+q , 1 ≤ i ≤ 2 for the two H ′ -equivariant projections. Now given a flag F = {V 1 ⊂ . . . ⊂ V p }, we choose an orthonormal basis v 1 , . . . , v 2p of V p with respect to the standard Hermitian inner product on C n such that V i is spanned by v 1 , . . . , v 2i . Denote by (·, ·) p,q the complex bilinear form on C p+q which is invariant for H ′ . Then for 1 ≤ m ≤ p and 1 ≤ j, k ≤ 2 we consider the function
Similarly as before the rational functions
are all H ′ -invariant. Already for m = 1 we obtain 4 independent invariants this way, and thus H ′ cannot have an orbit of codimension 3 by Lemma 2.15. Proof. We may assume that 1 < p as it is known for p = 1 by [27] . Then 2 ≤ p ≤ q implies 3p + 2q ≤ 5q < 8q ≤ 4pq and hence
Hence we get from (6.1) the strict inequality dim H C > dim V , and again we can use Proposition 3.6 and Remark 3.7. We are thus left with testing some sporadic cases, and it is easy to see that they never satisfy the dimension bound.
This concludes the proof of Theorem 1.3 for G C = Sp(n, C).
The maximal real spherical subalgebras of the exceptional Lie algebras
Here g is such that g C is exceptional simple. We assume that g is not compact.
Lemma 7.1. Let g be a non-complex exceptional non-compact simple real Lie algebra and h a real spherical maximal reductive subalgebra. Then, (i) If
2 , then h is symmetric or conjugate to either h 1 = su(2, 1) or h 2 = sl(3, R) which are both absolutely spherical but not symmetric.
Proof. Recall from Corollary 3.3 that h C is maximal reductive in g C . If g is quasi-split, then the lemma follows from Lemma 2.13 combined with the work of Krämer [26] (see Table 6 ). In particular G 1 2 , the only non-compact real form of G C 2 , is split, and thus the assertion (2) is obtained with Table 8 .
From now on we assume that g is not quasi-split. For g C = F C 4 the only non-split real form F 2 4 has real rank one, and for that the result is given in [27, Lemma 6.2] . This leaves us to consider for g only the real forms E We follow [31] . According to Dynkin [12] , a subalgebra h C of g C is called regular, if it is normalized by a Cartan subalgebra of g C . On the other hand, h C is called an S-subalgebra of g C if it is not contained in any proper regular subalgebra of g C .
Let h C be a maximal reductive subalgebra of g C . Then it is either regular or an Ssubalgebra. According to [12, Theorem 14 .1], the pairs (g C : h C ), where h C is non-symmetric and a maximal S-subalgebra of E
, and by [12, Theorem 5.5] (together with the correction on p. 311 of the selected works) the pairs (g C : h C ), where h C is non-symmetric, semisimple, and a maximal regular subalgebra, are given by:
Note that a maximal reductive subalgebra of g C is either a semisimple maximal subalgebra or a maximal Levi subalgebra of g C . From the Dynkin diagram of g we can read the maximal Levi subalgebras and deduce that they are either symmetric or are contained in a semisimple maximal regular subalgebra listed above (see [5, Next we record the dimension bounds obtained from (2.1):
Going through the lists of maximal regular-and S-subalgebras of g C , we see that only the following two pairs (G, H C ) satisfy the bound and thus may correspond to real spherical pairs:
6 and a real form in G of H C = SL(3, C) × SL(3, C) × SL(3, C) cannot correspond to a real spherical pair. By inspecting the Satake diagram of E 4 6 we see that the minimal parabolic P of G is contained in the maximal parabolic P max,C of G C , which is related to the 27-dimensional fundamental representation of G C . This representation is prehomogeneous, see case (22) in Table 3 of Proposition 3.6. If the pair was spherical then C 27 would thus become a prehomogeneous vector space for H C . As dim H C = 24 < 26 this is excluded.
This leaves us with the case (E shows that the minimal parabolic P of G is contained in the maximal parabolic P max,C of G C , which is related to the 56-dimensional fundamental representation of G C . Again this is prehomogeneous, see case (23) in Table 3 . If the pair was spherical then C 56 would thus be a prehomogeneous vector space for H C = SL(2, C) × F The lemmas in Sections 4-7 together with the list of Krämer [26] finally conclude the proofs of Theorem 1.3 and Lemma 1.4.
Tables for L ∩ H
Let (g, h) be a real spherical pair and recall from Section 2.4 the parabolic subgroup Q = L ⋉ U adapted to Z = G/H and P . In view of Proposition 2.9 the Lie algebra l ∩ h is of central importance to us. In the following Tables 4-5 (classical and exceptional) we list all symmetric pairs (g, h) (from Berger's list [4] ) with g not quasi-split nor compact, together with the associated subalgebra l ∩ h. Table 4 The notation in Table 4 follows certain conventions: in each row where the letters appear one has p = p 1 + p 2 ≤ q = q 1 + q 2 and p 1 + q 1 ≤ p 2 + q 2 (whence p 1 ≤ q 2 ).
Following are some remarks on how the intersections l ∩ h have been calculated. For this we made extensive use of [19] , especially §10. The complexification Z C = G C /H C of the symmetric space Z = G/H is (complex) spherical. We may assume that Z C admits a wonderful compactification, see Remark 2.12. Its Luna diagram is a collection of various data of which we need only two. First, a subset S (p) of the set S of simple roots of G whose elements are called the parabolic roots of Z. Second, a finite set Σ Z of characters of G, called the spherical roots of Z. Each spherical root is an N-linear combination of simple roots.
The real structure provides us with the set S 0 ⊂ S of compact simple roots (the black dots in the Satake diagram). Then, as mentioned already in Remark 2.12 , the set of simple roots of L is the union S 0 ∪ S (p) . Now let Σ 0 Z ⊂ Σ Z be the set of those spherical roots which lie in the span of S 0 ∪ S (p) . Then [19, Cor. 10.16] implies that Z 0 := L/L ∩ H is an absolutely spherical variety whose Luna diagram has still S (p) as set of parabolic roots and Σ 0 Z as set of spherical roots. Since L ∩ H is reductive, these two data suffice to determine the isomorphism type of the derived subgroup (L ∩ H)
′ by use of tables in [7] . To determine the connected center C of L ∩ H it suffices to know its dimension and its real rank. The local structure theorem implies that L/L ∩ H is an open subset of the double coset space U\G/H where U is the unipotent radical of the adapted parabolic of Z. From this we get
Knowing (L ∩ H)
′ we get dim C. For its real rank, we use
(see [19, Lemma 4.18] ). Here A ⊂ L is a maximally split subtorus. In most cases, it is not necessary to know the embedding of l ∩ h into h but in some it does matter. For this, the following lemma is useful.
Lemma 8.1. Let h 1 , h 2 be two self-normalizing real spherical subalgebras of g with adapted parabolic subalgebras q 1 and q 2 corresponding to minimal parabolic subalgebras p 1 and p 2 . Suppose that h 1,C = Ad(x)h 2,C for some x ∈ G C . Then there exists an element g ∈ G C of the form g = tg 0 with g 0 ∈ G and t ∈ Z(L 2,C ) such that Ad(g) maps h 1,C , q 1,C , and l 1 ∩ h 1 onto h 2,C , q 2,C , and l 2 ∩ h 2 , respectively.
Proof. See [19, Section 13] .
In particular, the lemma says that the complexification of the embedding l ∩ h ֒→ h does not depend on the particular real form h. This is used in part (a) of the following remark. Table 5 there is ambiguity how l ∩ h is embedded into h in some cases where h = h 1 ⊕ h 2 consists of two factors. However, with Lemma 8.1 one can derive the following additional data from the table:
Remark 8.2. (a) In
To see that, we discuss the case (a 1 ). The arguments for (a 2 ) and (a 3 ) are similar. Table 5 shows that there are two symmetric subalgebras in g, say h
with isomorphic complexifications. By Lemma 8.1 there is an isomorphism of g C which carries h Table 5 shows that l ∩ h is of compact type, and hence [l
so(10, 2) + sl(2, R) so * (12) + su(2) so(6) + so(2) + sl(2, R) (2) so(8)
so (9) so(8, 1) spin(7) Table 5 (b) For g = F 2 4 and h = sp(2, 1) ⊕ su(2) the algebra l ∩ h surjects onto h 2 . To see this, let V be the 52-dimensional irreducible (adjoint) representation of F 4 . Then we claim that dim V l∩h = 1. This can be shown by branching V (with highest weight ω 1 ) to l ∩ h by using the following chain of maximal subalgebras
One can do that either by hand (starting with Res
) or by help of a computer algebra package. We used LiE, [30] , with the functions resmat() to generate the restriction matrices and branch() to perform the branching.
On the other hand, res
This cannot happen if the projection of l ∩ h to h 2 were trivial.
(c) In the classical case (Table 4) there are also some situations where h is not simple, and where it is of interest how certain factors of l ∩ h are embedded into h. These are:
• In (5) u(1)
This can be verified as follows: Let σ be the involution which determines h and let θ be the standard Cartan involution which commutes with σ. Let k be the fixed point set of θ. Then l can be chosen as the centralizer of a generic element X ∈ h ⊥ ∩ k ⊥ where ⊥ refers to the orthogonal complement with respect to the Cartan-Killing form of g. Simple matrix computations then verify the bulleted assertions.
(d) In the last two lines of Table 5 we have l ∩ h = spin(7). That it is the spin embedding (and not so (7)) is seen in both cases from the fact that the complement in g contains the spin representation.
The classification of reductive real spherical pairs
Now that we have classified all maximal spherical subalgebras which are reductive, we can complete the classification.
We recall the adapted parabolic Q = L ⋉ U ⊃ P of a real spherical space. We set L H := L ∩ H and denote its Lie algebra by l h . Further we may assume that MA ⊂ L.
The general strategy is as follows. Given G and a maximal reductive real spherical subgroup H we let H ′ ⊂ H be a proper reductive subgroup. According to Proposition 2.9 the space G/H ′ is real spherical if and only if H/H ′ is a real spherical L H -variety. In particular,
needs to hold by Corollary 2.10. By Lemma 1.4, H is symmetric in almost all cases, and hence l h is given by the tables in Section 8. By Proposition 2.5 we can then determine whether (9.1) is valid and thus limit the number of subgroups H ′ to consider. After the following preliminary result this section will be divided into two parts: classical and exceptional. 9.1. Almost absolutely spherical pairs. In addition to (9.1) there is a second general fact which will be useful in the classification. Let us call h almost absolutely spherical if it is real spherical and there exists an absolutely spherical subalgebra h of g with [h, h] ⊂ h ⊂ h. Proof. We use the real version of the Vinberg-Kimel'feld criterion (see [21, Prop. 3.7] ): the subalgebra h is real spherical if and only if dim V h ≤ 1 for all simple representations of G, for which there exists a P -semiinvariant vector. Observe, that it suffices to check this condition over C. Now let h ⊂ g be an absolutely spherical subalgebra in which h is coabelian. Because h is not absolutely spherical the complexified pair (g C , h C ) will appear (according to Krämer [26] ) in the following table:
Since H C normalizes X = G C /H C , there is a right action of
The corresponding weights (i.e. highest weights of irreducible G-modules V containing a non-trivial H C -fixed vector) are called the extended weights of X. They are characters of B × T 0 , where B ⊂ P C ⊂ G C is a Borel subgroup, and form a monoid M. Now the third column shows the generators of this monoid. Here, ǫ generates the character group of T 0 . The expansion of a character is given w.r.t. the fundamental weights following the Bourbaki notation. The set of weights M of X as a G-variety is obtained by dropping the T 0 -components, i.e., by setting ǫ = 0. This way we get a surjective map π : M → M. Let M P ⊂ M be the submonoid of weights whose first component (i.e. its restriction to B) is a weight of P C . Then the Vinberg-Kimel'feld criterion implies that G/H is real spherical if and only if the restriction of π to M P is injective.
To decide injectivity one checks that in every case there is a unique simple root α of g C (given in the fourth column) with the property that the restriction of π to M∩H α is injective where H α is the hyperplane perpendicular to α. We claim that G/H is real spherical if and only if α is a compact simple root of G. Indeed, if α is compact then M P ⊂ H α and the restriction of π is injective. Conversely, if α is non-compact then the unique fundamental weight ω with ω, α ∨ = 1 is a weight of P . Moreover, by inspection of the table one sees that there is d ≥ 1 with ω ± dǫ ∈ M. Thus the restriction of π is not injective.
Finally, the lemma is proved by simply finding all real forms of (g C , h C ), for which α is a compact root of g. For this we use Berger's list together with Table 8 . For example the first item yields among others the pair (sl(n, H), sl(n, C)) which is real spherical if and only if α n is compact for sl(n, H), hence if and only if n is odd.
The classical cases.
We begin with the first of these, i.e. h = u(
) with p = q even and l h = u(
where u( is odd, and we obtain (i ). From the structure of l h we deduce from Proposition 2.5 and Proposition 2.9 that no other reductive proper subalgebra h ′ ⊂ h is real spherical in g. This leaves us with the case (9) from Table 4 , where h = h 1 ⊕ h 2 = so(p 1 , q 1 ) ⊕ so(p 2 , q 2 ) with p = p 1 + p 2 ≤ q = q 1 + q 2 , r = p 1 + q 1 ≤ s = p 2 + q 2 , and p 1 ≤ q 2 . In case p 2 ≤ q 1 we have P = Q and
In case p 2 ≥ q 1 we have
To start with we exclude the diagonal case where h 1 ≃ h 2 and h ′ ≃ h 1 is "diagonally" embedded into h = h 1 ⊕ h 2 . For that we note that h 1 ≃ h 2 either means that h 1 = h 2 or (p 1 , q 1 ) = (q 2 , p 2 ). In the latter case g is split and we are left with h 1 = h 2 . In particular h is non-compact and semisimple, but l h = so(
We now begin with the case of p 2 ≤ q 1 and (9.4). Suppose that
. Suppose first that h 2 is simple. Then this is a factorization of of so(p 2 , q 2 ) with one factor compact and we deduce from Lemma 2.4 that so(p 2 , q 2 ) is compact as well, i.e. p 2 = 0 or q 2 = 0. If q 2 = 0, then p 1 = 0, and h ′ 2 = h 2 . Hence we may assume that p 2 = 0 and then h ′ 2 + so(q 2 − p 1 ) = so(q 2 ) . We deduce from Proposition 2.5 that p 1 = 1, 2, 3 and read off the possibilities (v ), (vi ), (vii ), (viii ) for h ′ 2 . In case h 2 is not simple possibilities are h 2 = so(2, 2) and h 2 = so(4). Only the latter is possible with (9.6), which in that case gives p 1 = 1 and h ′ 2 ≃ so(3) and leads to (iv ). The case where h
h 1 is analogous, and leads to the same results but with r and s interchanged. This finishes the treatment of p 2 ≤ q 1 and (9.4).
We now treat the case of p 2 ≥ q 1 and (9.5), where
⊂ h 2 be a spherical subalgebra of g. The condition is that H 2 /H ′ 2 is a real spherical space for the action of L H . In particular we must have (see Corollary 2.10)
2 ) and p 2 , q 2 both non-zero. Hence h 2 is non-compact and we may assume it is simple. According to Proposition 2.5 we derive that p 1 + q 1 equals 1, 2, 3. Suppose first that h ) is real spherical. According to Krämer, h 3 is not absolutely spherical. Without loss of generality we may assume p 1 = 1 and q 1 = 0 and then l h = so(p 2 , q 2 − 1). Observe that h 3 is real spherical if and only if h ∩ m surjects onto the center of h ′ 2 . This is the case precisely when p 2 = q 2 and p 2 = q 2 − 1 (see Lemma 9.1), and it leads to cases (ii )-(iii ).
Finally assume that h ′ 2 is of type II or III in h 2 . The type II subalgebras appear only for h 2 = so(4, 4) (see Lemma 5.6) and are excluded by the dimension bound (5.1). This leaves us with the examination of the two type III cases from Lemma 5.7. We begin with h ′ 2 = spin(4, 3) in h 2 = so(4, 4) = so(p 2 , q 2 ). Recall that p 1 + q 1 = 1, 2, 3 and note that p 1 and q 1 have to differ by three in order for g not to be quasisplit. Hence we may assume that h 1 = so(3), i.e. g = so(4, 7) and h ′ = so(3) ⊕ spin(4, 3) ⊂ so(3) ⊕ so(4, 4). We claim that h ′ is real spherical. For that we need to show that the L H = SO 0 (1, 4)-space H 2 /H ′ 2 = SO 0 (4, 4)/ Spin(4, 3) is real spherical. To this end we lift to Spin (4, 4) , apply the exceptional outer automorphism which swaps the simple roots α 1 and α 4 , and go back to SO 0 (4, 4). Then Spin(4, 3) and SO 0 (1, 4) ⊂ SO 0 (2, 4) are converted to SO 0 (4, 3) and Sp(1, 1) ⊂ SU(2, 2), respectively. The complexification of this situation is the third case of Table 2 with n = 2. Using the last column of the table we get SO 0 (4, 4)/ SO 0 (4, 3) = Sp(1, 1)/ Sp(0, 1), which real spherical as a Sp(1, 1)-variety by Lemma 9.1. This proves the claim and furnishes case (x ).
Next we move on to the case where h Table 2 ) and the proof of case (x ) above. This yields case (ix ). Proof. We need to consider subalgebras of the following cases from (11) and (12) in Table 4 : h = sp(p, C), sp(p 1 , q 1 ) × sp(p 2 , q 2 ), u(p, q), gl(p, H)
where q = p in the first and last cases. Since symplectic algebras admit no factorizations by Proposition 2.5 the first case is excluded with Proposition 2.9. We can argue similarly in the second case, except when l h surjects onto one of the factors of h = h 1 ⊕ h 2 . According to Table 4 this happens if and only if h 1 or h 2 is sp(1), in which case the other factor h ′ of h is sp(p − 1, q) or sp(p, q − 1). Then m belongs to h and surjects onto sp(1) along h ′ . Hence h ′ is spherical. Further we observe that it is not absolutely spherical, but any strictly larger subalgebra is. This gives (1)- (2) .
For the third case, h = u(p, q), we note that l ∩ h is compact according to Table 4 . Hence if h ′ ⊂ h satisfies (9.1) then Lemma 2.4 implies su(p, q) ⊂ h ′ . With Lemma 9.1 we conclude (3).
Finally, in the fourth case h = gl(p, H) we have l h = u(1) p and hence no proper factorization is possible. h 1 . Next we consider the pair (g, h 2 ) and the corresponding adapted parabolic Q = LU. Assume h h 2 , then (9.8) holds as before. Here (l ∩ h 2 ) C = sl(2, C) 3 embeds in the first component so(12, C) of h 2,C (see Remark 8.2). By Proposition 2.5 there exists no proper factorization of so(12, C) with sl(2, C) 3 as a factor, and hence we conclude that so(12, C) ⊂ h C . Thus l ∩ h 2 ⊂ h which contradicts (9.8) .
For the third case we note that E C 6 has codimension 1 in h 3,C and does not admit proper factorizations by Proposition 2.5. Hence if h h 3 then h C = E C 6 . We deduce that h is real spherical from Lemma 9.1. This gives (3) .
We move on with g = E 3 7 , and start with the assumption that h h 1 . Here Q = P by Lemma 2.11 and this implies that dim H 1 /H 1 ∩ L = dim G/P = 51, and hence dim H 1 ∩ L = 12. According to Proposition 2.5 the only factorizations for h 1 are given by
• (sl(8, C), sp(4, C), sl(7, C)),
• (sl(8, C), sp(4, C), s(gl(1, C) ⊕ gl(7, C))), and none of these factors have dimension 12. With Proposition 2.9 we reach a contradiction.
For the case of h 2 we first recall h 2 ∩ l = so(6) ⊕ so(2) ⊕ sl(2, R). It follows from Remark 8.2 that h 2 ∩ l does not surject onto the sl(2)-component of h 2 . Hence no proper reductive subalgebras of h 2 can be real spherical.
For h 3 we are again left to check whether a real form of the first component E C 6 of h 3,C is real spherical. Here (l ∩ h 2 ) C = so(8, C) and thus the projection of (l ∩ h 2 ) C to the second component of h 3 is trivial, and hence no real form of E C 6 can be spherical. Finally we consider g C = E C 6 and g = E Since both h 1 and h 4 admit no factorizations there are no reductive real spherical subalgebras which are contained in h 1 or h 4 . We move on and assume h h 2 , where h 2 is a real form of h 2,C in g. Write h 2 = h Table 5 we infer that (9.9) l ∩ h 2 = u(2) ⊕ u(2) for g = E 3 6 (9.10) l ∩ h 2 = so(5) ⊕ so(3) ⊕ gl(1, R) for g = E 4 6 We claim that h is not spherical for g = E 6 , we claim that l∩h 2 surjects onto h ′′ 2 = su(2) and in particular that h ′ 2 = sl(3, H) is real spherical. In order to establish that we let V ⊂ g C be the orthogonal complement of h C in g C . Note that dim C V = 40 and that V is an irreducible module for h C . Hence V = 3 C 6 ⊗ C 2 as an h 2,C -module. Notice that a := V ∩ z(l) = {0} and that a is fixed under l h . In order to obtain a contradiction, assume that l h 2 ⊂ h ′ 2 . Then, as an l h -module, V = 3 C 6 ⊕ 3 C 6 . Since V l h = {0} we deduce that the irreducible h is spherical for [l ∩ h 2 , l ∩ h 2 ] C ≃ sp(2, C) ⊕ sp(1, C). But 3 C 6 decomposes under sp(3, C) into V (ω 1 ) ⊕ V (ω 3 ) and hence is not spherical for the pair (sp(3, C), sp(2, C) ⊕ sp(1, C)) by [26, Tabelle 1] . This gives the desired contradiction, and hence (2).
Finally we come to the case of h 3,C . Here it is known that h ′ 3,C = so(10, C) is a complex spherical subgroup by [26] . From the list in Proposition 2.5 we extract that the only factorizations of so(10, C) are given by (so(10, C), so(9, C), sl(5, C) + f), f ⊂ u(1). Now for g = E
