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Kunstmatige intelligentie, Klimaatverandering, Stomata
of kortweg KIKS, is een STEM-project rond artificiële in-
telligentie (AI) voor de derde graad secundair onderwijs.
STEM staat voor Science, Technology, Engineering,
Mathematics. Leerlingen leren artificiële intelligentie
(AI) begrijpen, met mogelijkheden en beperkingen; ze
leren hoe ze er een impact kunnen op hebben. De
relatie tussen huidmondjes (stomata) van planten en
de klimaatverandering biedt een uniek kader om met
diepe neurale netwerken aan de slag te gaan. De pro-
grammeertaal Python is bovendien zeer toegankelijk
als tool om de fundamenten van neurale netwerken te
bestuderen.
Een troef van het KIKS-project is de intense samen-
werking tussen onderzoekers en leerkrachten. Het les-
materiaal van KIKS wordt immers ontwikkeld, parallel
met de resultaten van een lopend wetenschappelijk on-
derzoek aan de UGent en de Plantentuin Meise.
Bovendien behandelt KIKS eindtermen en leerplan-
doelen van biologie, aardrijkskunde, wiskunde, statistiek
en chemie. Computerwetenschappen komen ruim aan
bod, burgerwetenschap speelt een rol en er is behoorlijk
wat aandacht voor ethiek.
De notebooks reiken toepassingen aan binnen een con-





verband tussen beide. De fundamentele begrippen uit
machine learning en deep learning worden daarbij aan-
geleerd.
De notebooks zijn interactief opgebouwd. Er worden
nieuwe begrippen in aangebracht via tekstuele uitleg,
video en afbeeldingen, geleide voorbeelden, kleine en
grotere opdrachten.
Met deze handleiding voor de leerkracht willen we de
leerkrachten die met KIKS aan de slag gaan in de klas,
achtergrondkennis geven over de leerinhouden van dit
project.
De klimaatverandering, de biologie van de huidmond-
jes en de manier waarop planten zich via de huidmond-
jes aan die klimaatverandering aanpassen, worden uit-
gelegd in de eerste twee hoofdstukken. Het derde
hoofdstuk behandelt het wetenschappelijk onderzoek
van de UGent en de Plantentuin Meise dat aan de grond-
slag ligt van dit project. In het vierde hoofdstuk wordt
het aspect van burgerwetenschap belicht. Wat artificiële
intelligentie (AI) is, de geschiedenis van dit domein van
de computerwetenschappen, hoe het gebruikt wordt en
de ethiek errond, vindt u in hoofdstuk 5. In de hoofdstuk-
ken die volgen, worden dan de principes van digitale
beelden, de wiskunde achter de algoritmen van ma-
chinaal leren en de fundamenten van de momenteel
meest gebruikte AI-technieken uit de doeken gedaan.
We geven aan hoe wij met KIKS aan de slag gegaan


















Paleoklimatologen bestuderen het klimaat uit (lang) ver-
vlogen tijden. Een schat aan informatie is te vinden
in sedimenten op de bodem van de oceanen, is op-
geslagen in gletsjers en bewaard in bomen. In die Proxydata zijn gegevens geleverd
door een proxy, in dit geval een kli-
maatproxy. Boussemaere (2015 )
schrijft: "Een klimaatproxy is een
bron aan de hand waarvan men
kan inschatten hoe het klimaat er
in het verleden uitzag en evolu-
eerde. Een proxy meet de tem-
peratuur of andere gegevens op
een indirecte manier".
zogenaamde proxydata zoals boomringen, ijskernen,
en oceaansedimenten maar ook fossiele pollen, rotsfor-
maties in grotten, koralen, vindt men fysieke elementen
van de omgeving terug die gecorreleerd zijn met het
toenmalige klimaat. Deze natuurlijke proxydata vult men
aan met historische data. Door de gegevens afkomstig
van de proxydata te analyseren en te combineren, kan
men het klimaat uit een ver verleden reconstrueren
(NCEI, 2019).
• Historische data zoals observaties van weer en kli-
maat zijn bv. terug te vinden in logboeken van sche-
pen, logboeken van landbouwers en reisdagboeken
(zie Figuur 1.1). Ze verstrekken zowel kwalitatieve
als kwantitatieve informatie. Wetenschappers heb- Thomas Jefferson, president van
de VS van 1801 tot 1809, hield
nauwgezet gegevens over het
weer bij in een logboek van
1776 tot 1818 (Nese & Schwartz,
2002).
ben zo uit de data van de druivenpluk zomertempe-
raturen in Parijs van 1370 tot 1879 kunnen recon-
strueren.
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Het bevat bestanddelen zoals zuurstofisotopen en
sporen van metalen, waaruit men de temperatuur
van het water kan bepalen waarin het koraal groeide.
Figuur 1.1: Logboek ’Tho-
mas Jefferson weather re-
cord’ (NCEI, 2019).
• De gelaagde sedimentafzetting op de bodem van
meren en oceanen bevat (dierlijke en plantaardige)
fossielen en chemische stoffen, die informatie ver-
schaffen over het klimaat.
• Stuifmeelkorrels worden eveneens goed bewaard
in de lagen sediment op de bodem van meren en
oceanen. Men gebruikt ze om te bepalen welke
planten wanneer hebben gegroeid. Alle bloeiende
planten produceren stuifmeel en uit de vorm van de
stuifmeelkorrel kan men het type plant afleiden.
• Stomata op soms heel kleine gefossiliseerde bla-
deren geven informatie over het CO2-gehalte in de
atmosfeer toen die planten groeiden (zie Figuur 1.2).
Zowel het aantal stomata al grootte van de stomata
zijn van belang.
Figuur 1.2: Gefossiliseerd
blad uit de Fossil Laura-
ceae leaf database van
Nieuw-Zeeland : goed
bewaard blad van de site




• Bij de polen en hoog in de bergen zijn dikke pak-
ken ijs te vinden. Deze pakken zijn ontstaan door
sneeuwval over duizenden jaren. Sneeuw is luchtig,
het bevat veel lucht. Gevallen sneeuw wordt door
nieuwe sneeuw die later valt, samengeperst. Als
de onderste laag samengeperste sneeuw ongeveer
30 jaar oud is, wordt de druk groot genoeg om de
samengeperste sneeuw om te zetten in ijs. In dat
ijs zit nog steeds een deel van de lucht gevangen
(Tans, 2018). Zie ook Figuur 1.3. Men boort diep
in het ijs om stof, luchtbellen en zuurstofisotopen,
gevangen in het ijs, te onderzoeken en er klimaat-
omstandigheden van een bepaald tijdperk uit af te
leiden. De ijskernen bevatten jaarlijks gevormde la-
gen, die toelaten de ouderdom van het ijs te bepalen
(Boussemaere, 2015). Het ijs verschaft informatie
over temperatuur, neerslag, samenstelling van de






• Het klimaat beïnvloedt de groei van bomen en daarom
ook de breedte van elke boomring. Meestal produ-
ceren bomen een ring per jaar en omdat sommige
bomen heel oud worden, kunnen ze met een jaar-
lijkse nauwkeurigheid informatie verschaffen over het
klimaat, gaande van honderden tot duizenden jaren.
Met de proxydata heeft men kunnen aantonen dat het
klimaat op aarde steeds verandert. De voorbije twee
miljoen jaar heeft de aarde ijstijden en sterk dalende
zeespiegels ondergaan. Honderd miljoen jaar geleden
was het bijvoorbeeld veel warmer dan nu, met minder
poolijs en stijgende zeeniveaus. Maar de laatste 2,5
miljoen jaar was onze wereld 80 % van de tijd kouder
dan nu (Maslin, 2014).
Door te begrijpen hoe en waarom het klimaat vroeger
geëvolueerd is, ziet men in hoe het huidige klimaat tot
stand is gekomen en welke factoren het klimaat kunnen
beïnvloeden.
Deze kennis wordt gebruikt om wiskundige model-
len te bouwen, die tonen hoe veranderende condities
op aarde en in de atmosfeer het klimaat de komende
decennia kunnen veranderen.
Paleoklimatologie kan ook helpen om de invloed van
de mens op het klimaat te begrijpen en in te schatten
hoe groot die invloed is.
1.2 Atmosferisch CO2-gehalte en globale tem-
peratuur
Door het klimaat van vroeger te bestuderen, heeft men
bv. ontdekt dat het atmosferisch CO2-gehalte het kli-
maat beïnvloedt (Maslin, 2014).
Figuur 1.3: CSIRO. Lucht-
bellen in ijs. CC BY.
(CSIRO. Atmospheric Re-
search, 2019).
Men deed daarvoor ijsboringen op Antarctica en
Groenland. Zo heeft men o.a. het atmosferisch CO2-
gehalte van de voorbije 800 000 jaar kunnen achterha-
len door op Antarctica tot meer dan 3 km diep te boren
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Door het atmosferisch CO2-gehalte met de tempera-
tuur te vergelijken, kwam men tot de conclusie dat er de
laatste 800 000 jaar een opvallend sterke samenhang
is tussen beide (zie grafiek in Figuur 1.4).
Figuur 1.4: Temperatuurs-
verandering (lichtblauw) en
verandering in CO2 (don-
kerblauw) gemeten uit de
EPICA Dome C ijskern in
Antarctica (NOAA, 2008).
Wetenschapper David Keeling besloot in de jaren 50 om
CO2-metingen te doen, ver van de bewoonde wereld,
zodat de meetresultaten niet onbetrouwbaar zouden
zijn door CO2-uitstoot in de buurt (Boussemaere, 2015).
In 1958 begon hij met de eerste precisiemetingen van
CO2 op de vulkaan Mauna Loa op Hawaï in een hutje
van de ’U.S. Weather Bureau’, dat nu overgegaan is
in het onderzoekscentrum ’National Oceanic and At-
mospheric Administration (NOAA)’. De CO2-metingen
van NOAA begonnen in 1973. Sindsdien zijn er twee
onafhankelijke meetprogramma’s: door het ’Scripps In-
stitute of Oceanography’ en door NOAA (Pieter Tans,
persoonlijke communicatie).
De metingen van Keeling vormen samen de Keeling-
curve. De Keelingcurve is momenteel een van de be-
langrijkste krommes in het onderzoek naar de klimaat-
opwarming (Boussemaere, 2015). In Figuur 1.5 valt het
schommelende karakter van deze kromme op, naast
een onmiskenbaar opwaartse trend. De schommelin-
gen tijdens het jaar zijn er omdat planten tijdens de








(Scripps Institution of Oce-
anography, 2019).
Drie onderzoekscentra, NASA/GISS, HadCRUT en NO-
AA/NCDC, staan garant voor betrouwbare metingen
van de globale temperatuur. Hun data zijn online be-
schikbaar. Het zijn echter niet de gemeten waarden
die de data vormen. De data bevatten de mate waarin
de gemeten temperatuur afwijkt t.o.v. een bepaalde
referentieperiode. Bv. voor NASA/GISS is dat t.o.v.
de periode 1951-1980. Men noemt deze afwijking de
temperatuuranomalie.
Als de temperatuurgegevens en de CO2-data op een-
zelfde grafiek worden uitgezet, bekomt men de grafiek
uit Figuur 1.6. Ook hier is de samenhang onmiskenbaar.
Dr. Pieter Tans is hoofd van de ’Carbon Cycle Green-
house Gases group’ van het onderzoekscentrum NOAA.
Hij verschafte ons data van CO2-concentraties van de
laatste 2000 jaar, bepaald uit luchtstalen in diep ijs, uit
ijskernen ontgonnen op Antarctica.
De data van de metingen van NOAA op Mauna Loa










In een eerste notebook ’CO2’ gaan de leerlingen met
deze data aan de slag. Door de data te combineren
zien ze hoe de CO2-concentratie geëvolueerd is over
de laatste 2000 jaar en in het bijzonder in de periode
vanaf de industriële revolutie tot nu. Ze detecteren de
kleine ijstijd op deze grafiek. Bovendien ontdekken ze
de samenhang tussen het temperatuurverloop en de
verandering in CO2 (zie Figuren 1.6 en 1.9).
Bekijk de notebooks over
CO2.
In de notebook ’Keelingcurve’ bekijken ze de veran-
dering in CO2 gedurende een dag en gedurende een
jaar. Ze leggen de link met fotosynthese. Tot slot maken
ze de grafiek van de Keelingcurve (zie Figuur 1.5).
De kleine ijstijd
Vóór de industriële revolutie werd de atmosferische CO2-concentratie
vooral beïnvloed door natuurlijke processen, maar was ze wellicht al on-
derhevig aan menselijke activiteiten zoals ontbossing en landbouw (Ahn
et al., 2012; Ruddiman & Ellis, 2009). Een vrij recente periode vertoont
een opvallend lagere atmosferische CO2-concentratie, met een diepte-
punt rond 1610: de kleine ijstijd.
De kleine ijstijd is een periode van de 16de tot het midden van de 19de eeuw.
De naam is een beetje ongelukkig gekozen, want een ijstijd was het niet. De






is dat 4 tot 5 °C. De kleine ijstijd betrof koude periodes verspreid over de wereld,
maar deze koude periodes verliepen niet synchroon. De periode is dus niet te
vergelijken met een ‘echte’ ijstijd en er was geen mondiale klimaatverandering
zoals nu (Neukom et al., 2019; Tans, 2018).
In Noordwest-Europa en het zuidoosten van Noord-Amerika was het vooral
in de 17de eeuw kouder. Veel oogsten mislukten, er was meer melding van
honger en ziekte en een hogere kindersterfte (Mann, 2002). De periode werd
bv. gekenmerkt door het feit dat de gebergtegletsjers zich uitbreidden. De
oprukkende gletsjers hadden een grote impact op de mensen die er in de buurt
leefden, sommige populaties werden van de rest van de wereld afgesloten.
Stradivarius bouwde zijn violen met hout van bomen die groeiden in de kleine
ijstijd. Het hout vertoont daardoor smalle, gelijkmatige ringen en heeft een
uniforme houtdichtheid (Trouet, 2020).
1.3 Klimaatverandering
De stralingsenergie van de zon wordt voor ongeveer
30 % teruggekaatst door de atmosfeer, het wolkendek
en het aardoppervlak. Men noemt dit het albedo-effect,
wat wordt geïllustreerd door de gele pijlen in Figuur 1.8.
Het ijs op de polen bv. kaatst veel terug.
Figuur 1.7: © NASA At-
mosfeer (NASA, 2012).
De overige 70 % wordt geabsorbeerd door de at-
mosfeer en het aardoppervlak, waardoor het land, de
zeeën en oceanen, en de atmosfeer opwarmen. Die
warmte wordt teruggestraald in de vorm van infrarood-
straling. Dit wordt in de figuur geïllustreerd door de
rode en oranje pijlen. Op de figuur is ook te zien dat
enerzijds een deel van de infraroodstraling wordt ge-
absorbeerd in de atmosfeer en anderzijds dat ook een
deel teruggekaatst wordt naar de aarde. De aarde wordt
daardoor nog meer opgewarmd. Men spreekt van het
broeikaseffect (Boussemaere, 2015).
In het milieurapport van de Vlaamse Milieumaatschappij
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Figuur 1.8: Broeikaseffect.
“In de atmosfeer zijn gassen aanwezig die de inval-
lende zonnestraling doorlaten, maar de teruggekaatste
straling van het opgewarmde aardoppervlak opnemen.
Dit fenomeen heet het broeikaseffect naar analogie
met de werking van glas in een serre. Het leven op
aarde dankt zijn bestaan aan dit (natuurlijke) broeikas-
effect: de gemiddelde temperatuur op aarde zou anders
-18 °C bedragen, in plaats van de huidige +15 °C.
De voornaamste natuurlijke broeikasgassen zijn wa-
terdamp (H2O), koolstofdioxide (CO2), methaan (CH4)
en lachgas (N2O). De concentratie van deze gassen in
de atmosfeer is het resultaat van talrijke dynamische
processen en cycli die op elkaar ingrijpen.”
In dat milieurapport staat ook dat er steeds meer be-
wijzen zijn dat de temperatuurstijging die we de laatste




uit ijskernen op Antarc-
tica. Na de rode lijn,
die overeenstemt met
het jaar 1750, neemt
de hoeveelheid CO2 in
de atmosfeer sterk toe.
Op de grafiek is te zien
dat er de voorbije 2000
jaar eerst een periode
was met een vrij stabiele
CO2-concentratie met een
gemiddelde van 280 ppm,
gevolgd door een onge-
zien snelle stijging sinds
de industriële revolutie.
"Sinds het begin van het industriële tijdperk (1750)
is de concentratie van koolstofdioxide, methaan en
lachgas in onze atmosfeer sterk toegenomen (zie Fi-
guur 1.9). De laatste 100 jaar heeft de mens grote
hoeveelheden broeikasgassen in de atmosfeer geloosd
door verbranding van fossiele brandstoffen (CO2 en






chemische processen in de industrie (N2O). Door de
wereldwijde ontbossing en de ermee gepaard gaande
verbranding worden grote koolstofreservoirs in het hout
en de bodem omgezet naar broeikasgassen (vnl. CO2).
Daarnaast dragen ook nieuwe stoffen zoals de chloor-
fluorkoolwaterstoffen (CFK’s), hun vervangproducten
zoals zachte gehydrogeneerde chloorfluorkoolwaterstof-
fen (HCFK’s) en fluorkoolwaterstoffen (HFK’s en PFK’s),
o.a. gebruikt als koelmiddel en drijfgas, en zwavelhex-
afluoride (SF6) bij tot het broeikaseffect. SF6 zit in
sommige elektrische schakelinstallaties en in geluids-
isolerende dubbele beglazing.”
“De verhoogde concentratie van broeikasgassen in
de atmosfeer versterkt het natuurlijke broeikaseffect en
leidt bijgevolg tot een verhoging van de gemiddelde
temperatuur en een globale klimaatverandering.”
“Men verwacht nog deze eeuw:
• een verhoging van de gemiddelde temperatuur op
wereldschaal met 1,1 tot 6,4 °C;
• een toe- of afname van de neerslaghoeveelheden
naargelang de regio;
• een stijging van het zeeniveau met 18 tot 59 cm.”
Tijdens de eerste Wereldklimaatconferentie in Genève
in 1979 werd de klimaatverandering voor het eerst er-
kend als een ernstig probleem. Tijdens de Conferentie Het IPCC verzamelt alle weten-
schappelijke publicaties over kli-
maatonderzoek en analyseert die.
Om de zoveel jaar communiceert
het over hoe het gesteld is met
het wereldklimaat en welke con-
sensus daarover bestaat (Bous-
semaere, 2015).
van Toronto in 1988 riepen wetenschappers, politici en
ambtenaren van 48 landen en de Verenigde Naties (VN)
op tot een reductie van de CO2-emissies met 20 % te-
gen 2005. In 1988 werd het Intergovernmental Panel
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CO2
Bij normale temperatuur en druk is koolstofdioxide een kleurloos en reukloos
gas. De molecule heeft een lineaire structuur, die bestaat uit een centraal




van de structuur (Eugster, 2006).
Licht bestaat uit fotonen, pakketjes van energie. Wanneer een foton met de
juiste golflengte botst met een CO2-molecule, begint de CO2-molecule te trillen
en neemt ze de energie van het foton over. De CO2-molecule beweegt dan
sneller dan ervoor.
Het aardoppervlak absorbeert energie van de zon en het verwarmde aardop-
pervlak straalt dan infraroodlicht uit. CO2 is aanwezig in de atmosfeer. Het laat
zichtbaar licht, bv. licht uitgestraald door de zon, door en absorbeert infrarood
licht als het de juiste golflengte heeft. CO2 absorbeert infraroodstraling met een
golflengte van 2 µm, 2,7 µm, 4,3 µm en 15 µm (overeenkomstige frequentie is
dan de resonantiefrequentie). Direct na de absorptie wordt de infraroodstraling
in alle richtingen weer geëmitteerd. De CO2-molecule keert dan terug naar de
grondtoestand en een andere CO2-molecule wordt in trilling gebracht.
Absorptiespectrum (Anderson et al., 2016).
De snelheid van de moleculen in een gas is een maat voor de temperatuur van
het gas, dus hoe sneller de moleculen bewegen, hoe hoger de temperatuur in
de atmosfeer zal zijn.






Op regelmatige basis worden klimaatconferenties ge-
houden. In december 2018 werd de vierentwintigste
klimaatconferentie gehouden in Katowice. Deze kli-
maatconferenties hebben geleid tot een akkoord om de
opwarming ruim onder de 2 °C te houden en te streven
naar een opwarming van 1,5 °C (Dienst Klimaatverande-
ring van de Federale overheidsdienst Volksgezondheid,
Veiligheid van de Voedselketen en Leefmilieu, 2019).
Hiervoor moet men de CO2-uitstoot tegen 2050 tot
nul herleiden. Met een steeds groeiende wereldbevol-
king en een continu stijgende vraag naar energie wordt
dit een heel grote uitdaging. Ondanks het gestelde doel
is ook in 2018 de globale CO2-uitstoot weer gestegen
t.o.v. 2017. Maar zelfs als men erin zou slagen, duurt
de opwarming na 2050 nog jaren voort door de voorbije
uitstoot.
1.4 Afsmeltende gletsjers en stijging van het
zeeniveau
Het IPCC heeft getoond dat het globale zeeniveau tus-
sen 1901 en 2010 met 17 tot 21 cm is gestegen. Jaar-
lijks steeg het globale zeeniveau in die periode met
gemiddeld 1,7 mm. De stijging bedroeg sinds 1971
echter gemiddeld 3,2 mm. De snelheid waarmee het
zeeniveau stijgt, neemt dus toe.
Bekijk zeker de notebooks
over de afsmeltende gletsjers
en over het stijgend zeeni-
veau in Oostende.
Meerdere factoren spelen hierin een rol. Water dat
warmer wordt, zet uit. Hierdoor stijgt de zeespiegel. Ook
het afsmelten van ijskappen op Groenland en Antarctica
en het terugtrekken van gebergtegletsjers overal ter
wereld dragen bij aan de stijging (Maslin, 2014).
In de notebooks over de Morteratsch- en de Silvretta-
gletsjer gaan leerlingen aan de slag met data verstrekt
door onderzoeker Lander Van Tricht. Ze maken grafie-
ken die tonen dat de gletsjers veel korter en veel dunner
zijn dan pakweg 100 jaar geleden. Ze berekenen ook
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Het zeeniveau in Oostende wordt sinds 1951 opge-
meten. De data zijn terug te vinden op de website van
MIRA (Vlaamse Milieumaatschappij, 2019). In de note-
book ’Zeeniveau’ gebruiken de leerlingen deze data en
ontdekken ze dat het zeeniveau in Oostende sinds het
begin van de metingen al met 13 cm is gestegen.
Gebergtegletsjers en ijskappen
Door de opwarming van de aarde zijn de gletsjers wereldwijd aan het terug-
trekken. Het smeltwater afkomstig van gebergtegletsjers levert momenteel een
belangrijke bijdrage tot de stijging van de zeespiegel. In de toekomst zal dit
aandeel kleiner worden omdat er steeds minder gebergtegletsjers zullen zijn
en ze in volume afnemen. De ijskappen op Groenland en Antarctica zullen
daarentegen steeds meer bijdragen tot een stijging van de zeespiegel. Moge-
lijke scenario’s spreken van een stijging tot 30 cm door het terugtrekken van de
gebergtegletsjers.
De snelheid waarmee het volume van een gebergtegletsjer afneemt o.i.v. de
globale temperatuurstijging, verschilt van gletsjer tot gletsjer. Lokale factoren
spelen hierin een rol, zoals de oriëntatie, het volume en de hellingsgraad van
de gletsjer, het aandeel van de gletsjer dat in de schaduw van de omringende
bergen ligt, het klimaat waarin de gletsjer zich bevindt ...
Gebergtegletsjers zijn van heel groot belang.
Bijvoorbeeld:
• Ze zijn een bron van drinkwater.
• In droge gebieden, bv. in Centraal-Azië of Zuid-Amerika, komt in de zomer-
maanden al het water voor de landbouw, de industrie en het huishouden van
het smeltwater.
• In sommige streken, bv. in de Alpen of Noorwegen, is het smeltwater
belangrijk voor waterkrachtcentrales en voor irrigatie.
• De gletsjers zijn een toeristische attractie (in de winter om te skiën, in de
zomer om te wandelen). Sommige gletsjers hebben de status van cultureel
erfgoed.






• Het koude smeltwater, maar eveneens de gletsjers zelf, zijn een belangrijke
habitat voor dier- en plantensoorten, bv. bepaalde insecten, zalm en forel.
Het afsmelten van de gebergtegletsjers kan ook een gevaar vormen: het kan
leiden tot lawines en het smeltwater kan overstromingen veroorzaken van meren
die bestaan uit gletsjerwater.
(Lander Van Tricht, persoonlijke communicatie)
Globaal zeeniveau
Het zeeniveau wordt beïnvloed door o.a. de stijging van het volume van
de watermassa bij een stijgende temperatuur, afsmeltende ijskappen en
gletsjers, veranderende opslag van oppervlaktewater en grondwater. De
globale klimaatverandering leidt nog deze eeuw tot een stijging van het
zeeniveau met 18 tot 59 cm (Vlaamse Milieumaatschappij, 2019).
De hoogte van een punt wordt gemeten ten opzichte van de zeespiegel. De
zeespiegel staat echter niet altijd op dezelfde hoogte. Eb en vloed zorgen voor
een verschil dat aan de Belgische kust ongeveer vier meter bedraagt.
Men heeft dus een referentiepunt nodig. Die referentiepunten zijn lokaal ge-
kozen. Om nationale hoogtemetingen met elkaar te vergelijken, moet men
rekening houden met de verschillende referentiepunten en moet men het lokale
zeeniveau uitdrukken in mm RLR (Revised Local Reference); de data t.o.v.
de lokale referentie worden dus omgezet naar data t.o.v. het internationaal
referentieniveau (De Boosere, 2010).
Het zeeniveau is niet altijd en overal even hoog en door de opwarming van
de aarde stijgt het gemiddeld zeeniveau. Dat betekent dat het op sommige
plaatsen meer stijgt dan op andere en dat het hier en daar zelfs kan dalen.
In Groenland bijvoorbeeld daalt het zeeniveau t.o.v. het land zelf, omdat het
smelten van de Groenland-ijskap ervoor zorgt dat de landmassa ’opveert’ en
dus hoger komt te liggen. De zeespiegel vertoont ook schommelingen in de
tijd. Mensen die in een kustgebied wonen of op een eiland kunnen dus in de
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De oceanen temperen ook de opwarming van de atmosfeer, door het groot-
ste deel van de extra warmte te absorberen. Maar water dat warmer wordt,
zet uit. Hierdoor stijgt de zeespiegel. Dit is de thermale expansie. Het af-
smelten van ijskappen op Groenland en Antarctica en het terugtrekken van de
gebergtegletsjers overal ter wereld dragen bij aan de stijging.
Het smelten van het zee-ijs, bv. op de Noordpool, draagt niet bij tot de zeespie-
gelstijging omdat dit ijs al in zee gelegen is.
Sinds 1900 is het globale zeeniveau gemiddeld 16 tot 21 cm gestegen. Het
zeeniveau in Oostende volgt quasi de gemiddelde globale trend.
Het zeeniveau wordt op verschillende manieren gemeten. De NASA doet
de metingen sinds het begin van de jaren 90 met satellieten en vond dat de
zeespiegel sinds 1993 met gemiddeld 3,3 mm per jaar stijgt. Dat is meer dan
dubbel zo snel als in het begin van de 20ste eeuw (NASA, 2020a).
Het zeeniveau geobserveerd door satellieten (NASA, 2020b).
Het zeeniveau is sneller beginnen te stijgen in het begin van de jaren 90, op
hetzelfde moment als de gebergtegletsjers en de ijskappen sneller zijn gaan
terugtrekken. Lange tijd was het grootste deel van de zeespiegelstijging te
wijten aan de thermale expansie. Maar in de periode 2006-2015 hebben het
afsmelten van de ijskappen en het terugtrekken van de gebergtegletsjers een
nog grotere impact op de stijging van het zeeniveau dan de thermale expansie.
Naar de toekomst toe zal het aandeel van de ijskappen hierin steeds groter







Het IPCC stelt dat de klimaatverandering een feit is en
dat er een heel grote consensus is dat de opwarming
veroorzaakt is door de uitstoot aan broeikasgassen door
de mens (IPCC, 2018).
De klimaatmodellen voorspellen niet 100 % hetzelfde,
maar de meeste zijn wel gelijklopend. De klimaatop-
warming hangt af van parameters zoals de gemiddelde
globale temperatuur, de grootte van het effect van de
atmosferische CO2-concentratie, het aandeel dat wa-
terdamp heeft in de opwarming en de sterkte van de
radiative forcing. Bovendien zijn er meerdere manieren
om deze parameters te berekenen. Daardoor zijn er Radiative forcing is het verschil
tussen de energie die wordt ge-
absorbeerd door de atmosfeer en
de aarde, en de energie die terug-
gestraald wordt naar de ruimte.
Het is een maat voor de sterkte
van het broeikaseffect.
tussen de onderzoeksgroepen kleine verschillen in de
schattingen ervan. Om die reden vindt men in het IPCC-
rapport intervallen terug voor de berekende waarden
en geen exacte getallen.
Naar het mogelijk effect van het opwarmen van de
permafrost en het afsmelten van ijs wordt volop onder-
zoek gedaan. Ook de vraag in welke mate de opwar-
ming leidt tot extreme weersomstandigheden houdt vele
klimaatdeskundigen bezig.
Het modelleren van de toekomstige klimaatverande-
ring is niet eenvoudig. Er moeten immers veel factoren
in rekening gebracht worden, zoals bevolking, gebruik
van energie, uitstoot van broeikasgassen, maar ook
gebruik van land en aanwezige vegetatie. Vegetatie
speelt zelfs een belangrijke rol, aangezien planten de
CO2-cycli van de wereld beïnvloeden (zie Hoofdstuk 2).
Antropoceen
In de nieuwsbrief van mei 2000 van het International Geosphere-
Biosphere Programme (IGBP) lanceren de Nederlandse Nobelprijswin-
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kandidaat voor een nieuw geologisch tijdvak. Volgens hen is de aarde
zo sterk veranderd door menselijke activiteiten dat het tijdvak Holoceen
dat 11 700 jaar geleden begon, aan een opvolger toe is. Omdat de mens
globaal het land, de oceanen, de atmosfeer en het leven op aarde ver-
anderd heeft, stellen ze dat het daarom “meer dan gepast is om met de
nieuwe term de centrale rol van de mensheid in geologie en ecologie te
benadrukken” (Crutzen & Stoermer, 2000).
Het concept van het antropoceen werd reeds naar voor geschoven in de ne-
gentiende eeuw door de geoloog en theoloog Jenkin uit Wales die sprak over
the human epoch en door de Italiaanse geoloog en priester Stopponi die het
had over het Anthropozoic. Later werden nog andere termen geponeerd: Psy-
chozoic, Anthropogene, Noösphere, Atomic age, Technogene of Quinary, en
Anthrocene. Dit gebeurde door geologen, een theoloog, een filosoof en chemi-
cus, en journalisten (Rull, 2017).
Hoewel het antropoceen geen officieel tijdvak is, denken velen van wel. De term
is ondertussen al zo ingeburgerd dat ze al veelvuldig gebruikt wordt in domeinen
zoals filosofie, sociologie, communicatie, politiek en recht (Rull, 2017).
Sinds 2009 ijvert Crutzen met de Anthropocene Working Group (AWG) bij de
International Commission on Stratigraphy (ICS) om van het antropoceen een
officieel tijdvak te maken.
Nu kan men niet zomaar een nieuw geologisch tijdvak invoeren. De ICS beslist
daarover en baseert zich daarvoor op vastgelegde wetenschappelijke criteria.
Om een tijdvak te definiëren moeten veranderingen op wereldschaal vastgelegd
zijn in stratigrafisch materiaal. Bovendien moeten die veranderingen synchroon
hebben plaatsgevonden. Het begin van een tijdvak moet gebonden zijn aan een
Global Stratotype Section and Point (GSSP) met nog bijkomende stratigrafische
markers die de veranderingen aantonen. Een GSSP is een lokaal bewijs van
een globaal fenomeen. Het is bv. een duidelijk te onderscheiden kenmerk in
een rotslaag of een ijskern.
Voorbeelden (Lewis & Maslin, 2015):






een overblijfsel van een meteorietinslag, aangetroffen in een rots in Tune-
sië, gedateerd 66 miljoen jaar geleden. De inslagkrater in Mexico en een
wereldwijde sedimentlaag met materiaal dat bij de inslag is vrijgekomen, vor-
men bijkomend bewijs (Vellekoop, 2015). Het gevolg van de meteorietinslag
was het uitsterven van de niet-vliegende dinosaurussen en het drastisch
toenemen van de zoogdieren.
• De grens tussen Ordovician en Silurian: GSSP is de aanwezigheid van
een bijzonder plankton graptoliet, Akidograptus ascensus, gedateerd 443,8
miljoen jaar geleden.
• Het begin van het Holoceen: GSSP is de abrupte verandering in deuterium-
gehalte (2H, een stabiele waterstofisotoop) in diep ijs in Groenland, geda-
teerd 11 700 jaar geleden. Dit GSSP wijst op het begin van een klimaatopwar-
ming vooral in het noordelijke halfrond. Vijf andere stratotypes ondersteunen
dit GSSP: vier meren en een marien sediment.
Als men dus een antropoceen-tijdvak wil vastleggen, dan moet men een globaal
en synchroon fenomeen kiezen dat het begin van het antropoceen inluidt en
heeft men een GSSP nodig dat hiervoor het bewijs vormt. Het GSSP moet
daarenboven nog gepaard gaan met andere stratigrafische bewijzen. Bovendien
zouden die bewijzen ook nog ver in de toekomst moeten terug te vinden zijn.
Er zijn heel wat bewijzen van de geologische en ecologische veranderingen
veroorzaakt door de mens (Lewis & Maslin, 2015).
In de twintigste eeuw zett men atmosferische stikstof om in ammoniak om
als meststof te gebruiken. Hierdoor werd de atmosferische stikstofcyclus fun-
damenteel gewijzigd. Sinds de industriële revolutie in de 18de eeuw is de
atmosferische CO2-concentratie drastisch toegenomen. De aanzienlijke inbe-
zitneming van land voor voedsel, brandstof, vezels, veevoeder, jacht en oogst
zorgt ervoor dat er minder plaats is voor dieren en planten, waardoor vele
soorten reeds uitstierven. Door transport werden organismen, dieren en ge-
wassen gebracht waar ze nooit voordien waren, waardoor het leven op aarde
meer homogeen werd en er zelfs nieuwe soorten ontstonden. Bovendien is het
aannemelijk dat al deze menselijke activiteit druk zet op de evolutie, mede door
de ontwikkeling van antibiotica en pesticiden.
Wanneer zou het begin van het antropoceen zich dan situeren? Lewis & Maslin
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de mensheid? Bij de ontwikkeling van de landbouw of bij de ontdekking van
Amerika? Kiest men voor het begin van de industriële revolutie of voor midden
twintigste eeuw, toen de Great Acceleration zijn aanvang nam?
• Het ontstaan van de mensheid.
– In het geologisch archief vindt men bewijs voor het gebruik van vuur in
fossiele houtskool gedateerd in het vroeg Pleistoceen. Deze fossielen zijn
lokaal en gebruik van vuur komt dus niet in aanmerking als GSSP.
– Het uitsterven van de megafauna, 50 000 tot 10 000 jaar geleden, waarbij
de helft van de grote zoogdieren wereldwijd uitstierf, wat overeenkomt met
4 % van de zoogdieren. Het was echter continentgebonden, gebeurde op
verschillende tijdstippen en komt dus niet in aanmerking als GSSP.
• De ontwikkeling van de landbouw tastte de biodiversiteit aan omdat de
oorspronkelijke begroeiing werd vervangen door gewassen. Het had ook een
grote impact op de mensen: nomaden vestigden zich; deze nederzettingen
werden uiteindelijk steden.
– Bewijzen hiervoor in het geologisch archief zijn pollen van gecultiveerde
planten of gereedschappen, maar deze bewijzen zijn lokaal en zijn globaal
niet synchroon.
– Overblijvend cultureel bewijs, zoals keramiek, bewaard in stratigrafische
archieven, komt ook niet in aanmerking omdat het niet globaal voorkomt.
– Bodems gevormd door intensieve landbouw komen ook niet in aanmerking
omdat ze diachroon zijn.
• De ontdekking van Amerika: de aankomst van de Europeanen in de Caraï-
ben in 1492 en het annexeren van Amerika hebben geleid tot de grootste
volksverhuizing in de voorbije 13 000 jaar en de eerste wereldwijde han-
delsnetwerken. Het resulteerde in het mengen van voorheen gescheiden
soorten leven: gewassen, dieren . . . Het aantal mensen daalde drastisch in
Amerika, van meer dan 50 miljoen in 1492 naar 6 miljoen in 1650. Dat was
te wijten aan ziektes meegebracht door de Europeanen, oorlog, slavernij en
hongersnood.
– Van het mengen van de soorten zijn bewijzen te vinden in pollen bewaard






– Omdat er minder mensen waren, was de landbouw zo goed als opgehou-
den, er werd minder vuur gebruikt, meer dan 50 miljoen hectaren bos,
savanne en grasland konden zich herstellen, wat gepaard ging met een
grote opname van koolstof door vegetatie en bodem. Het zou kunnen dat
deze koolstofvastlegging heeft bijgedragen tot de waargenomen vermin-
dering van atmosferische CO2 in de kleine ijstijd, gemeten in Antarctisch
ijs. Maar er was ook nog de uitbarsting van de Huaynaputina in Peru in
1600 die hieraan waarschijnlijk heeft bijgedragen en vermoedelijk nog
andere factoren (persoonlijke correspondentie met Pieter Tans, NOAA).
• De industriële revolutie.
– Globale CO2-concentratie kan niet gebruikt worden als GSSP, omdat
het gebruik van kolen zich initieel traag heeft verspreid en men in het ijs
slechts een geleidelijke toename van CO2 kan terugvinden.
– In ijskernen en sedimenten is vliegas terug te vinden, afkomstig van het
verbranden van fossiele brandstoffen (Rull, 2017).
– Andere markers zoals lood, methaan, nitraat, overblijfselen van het ge-
bruik van fossiele brandstoffen . . . zouden een GSSP kunnen ondersteu-
nen, maar er ontbreekt een globale GSSP.
• Het midden van de twintigste eeuw: de Great Acceleration wordt gekenmerkt
door een zeer grote toename van de wereldbevolking, grote veranderingen
in natuurlijke processen en de ontwikkeling van nieuwe materialen zoals
mineralen en plastic.
– De radioactieve neerslag van kernbommen kan de rol spelen van globale
marker. Een duidelijke piek aan radioactiviteit van de vroege jaren 50
tot de late jaren 60 is o.a. vastgesteld in ijs, meersediment, koralen en
boomringen. Een duidelijke piek is er ook in de hoeveelheid atmosferi-
sche 14C, gemeten in gletsjerijs en boomringen, gedateerd 1963-1965.
Deze piek in 14C gemeten in een dennenboom in Niepolomice in Po-
len komt in aanmerking als GSSP. Ondersteunende markers kunnen bv.
plutonium-isotopen in sedimenten zijn die nucleaire testen aantonen of
iodine-isotopen in mariene sedimenten.
– Andere markers die de invloed van de mens aantonen, kunnen zijn:
fossiele pollen van genetisch gemanipuleerde gewassen, lood-isotopen
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– Het nadeel van dit GSSP zou zijn dat de nucleaire neerslag geen wereld-
veranderend event was en dat de datum zeer recent is.
• Mensen verplaatsen gesteenten en mineralen op grote schaal. Natuurlijke
edelstenen, zilver en goud zijn te vinden over de hele wereld en overal zijn er
wel verzamelaars van mineralen, waardoor mineralen op plaatsen aanwezig
zijn waar ze dat normaal gezien niet zouden zijn. Van de meer dan 5000
gekende mineralen zijn er 208 pas ontstaan sinds de industriële revolutie
door menselijke activiteit, voornamelijk in de mijnbouw. In de toekomst zal
men in de sedimentlagen bouwmaterialen vinden zoals cement en beton,
metaallegeringen zoals staal en aluminium, en synthetische edelstenen
(Hazen et al., 2017).
De ICS houdt (voorlopig) vast aan het Holoceen. In de zomer van 2018 deelden
ze het tijdvak nog op in drie etages: het Greenlandiaan (van 11 700 tot 8300
jaar geleden), het Northgrippiaan (van 8300 tot 4200 jaar geleden) en het
Meghalayaan (dat 4200 jaar geleden begon). In het noordoosten van India
vond men in een stalagmiet duidelijke tekenen van een tweehonderd jaar lange
periode van droogte. Geologen vonden bewijzen van dit gebeuren in sedimenten
op alle werelddelen. Door deze droogte ontstonden grote migratiestromen en
gingen beschavingen ten onder (Durham University, 2018).
De voorstanders van het antropoceen voelen zich gepasseerd. De tegenstan-
ders van het antropoceen begrijpen de beslissing van de ICS.
Die tegenstanders menen ofwel dat er geen nood is aan een nieuw tijdperk,
omdat de invloed van de mens toch ontegensprekelijk bewezen is. Anderen
vinden dat het eerder om een historisch tijdperk gaat, en niet om een geologisch
tijdvak. Sommigen stellen zich de vraag of de drijfveren van de voorstanders
i.p.v. wetenschappelijk eerder politiek zijn. Of ze vinden de term te politiek
geladen.
Een officiële invoering van de term antropoceen zou een erkenning inhouden
van de verstrekkende gevolgen van menselijke acties op de aarde (Lewis &
Maslin, 2015). Sloterdijk schrijft het als volgt (2018): “De proliferatie van dit
begrip is waarschijnlijk vooral te herleiden tot het feit dat het onder het mom van
wetenschappelijke neutraliteit een boodschap overbrengt van bijna niet te over-
treffen moreel-politieke urgentie, een boodschap die in expliciete taal luidt: sinds
de aanwezigheid van de mens op aarde niet langer de vorm aanneemt van een






de aarde als geheel verantwoordelijk geworden. . . . Met het toeschrijven van
verantwoordelijkheid kunnen mogelijke aanklachten geadresseerd worden. . . .
Als we ‘antropoceen’ zeggen, zitten we schijnbaar in een geo-wetenschappelijk
seminar. In werkelijkheid nemen we deel aan een rechtszitting".
Anderzijds zou een officiële verwerping door de ICS kunnen geïnterpreteerd
worden als een goedpraten van het ongecontroleerd omgaan met natuurlijke
grondstoffen (Rull, 2017).
Rull (2017) oppert dat het invoeren van een antropoceen-tijdvak ook wel zou
kunnen betekenen dat het het laatste tijdvak zou zijn. Als er geen grote ramp
zoals een gigantische vulkaanuitbarsting, meteorietinslag, een ijstijd of een
nucleaire oorlog plaatsvindt, dan zou de mens een even grote impact kunnen
blijven uitoefenen op de aarde en dan blijft het antropoceen duren tot de mens
uitsterft.
Samengevat
Dankzij de paleoklimatologie weet men dat de atmosferische CO2-concentratie
het klimaat beïnvloedt. Er is bv. een samenhang tussen het CO2-gehalte in
de atmosfeer en de heersende temperatuur. Tijdens de voorbije 2000 jaar
was er eerst een periode met een vrij stabiele CO2-concentratie met een
gemiddelde van 280 ppm, gevolgd door een ongezien snelle stijging sinds
de industriële revolutie. Deze stijging kan enkel verklaard worden door de
uitstoot van broeikasgassen door de mens. Het heeft bovendien geleid tot een
globale klimaatopwarming, iets dat zich de voorbije 2000 jaar nooit eerder heeft
voorgedaan.
Planten spelen een grote rol in de CO2-cycli van de wereld. Om goede klimaat-
modellen te kunnen maken, is daarom veel kennis nodig over hoe planten zich
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2.1 Gasuitwisseling tussen een plant en haar
omgeving
Zoals alle organismen hebben planten water, mineralen
en energierijke koolstofverbindingen nodig om te leven,
te groeien en zich te kunnen reproduceren. Planten zijn
echter in staat om zelf hun koolstofverbindingen op te
bouwen, door met lichtenergie en water koolstofdioxide
om te zetten in koolhydraten (glucose). Dit proces heet
fotosynthese (zie Figuur 2.1).
Figuur 2.1: Fotosynthese.
De opname van CO2 gebeurt vooral langs de bla-
deren. Om uitdroging tegen te gaan en om de plant
te beschermen tegen ziektes, zit er op de buitenkant
van het blad een waslaag, de cuticula. Die waslaag
verhindert echter ook dat er CO2 in het blad komt. Om
de opname van CO2 toch mogelijk te maken, zijn er
microscopisch kleine poortjes in de opperhuid van het
blad, de huidmondjes (stomata). Als deze kleine poriën
in de opperhuid van het blad open zijn, kan er via die
weg CO2 in het blad opgenomen worden.
Tegelijk kan er ook water uit de plant ontsnappen
langs de stomata, men zegt dat de plant transpireert
(transpiratie). De huidmondjes staan dus in voor afkoe-
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van wortel tot hoog in de plant. Als het warmer wordt
of als de plant genoeg CO2 heeft opgenomen, zal de
plant de huidmondjes sluiten om te voorkomen dat ze
te veel water verliest en uitdroogt.
Een plant ademt ook, men spreekt van respiratie:
‘s nachts zet de plant glucose met zuurstofgas om in
koolstofdioxide en waterdamp. Hiervoor neemt de plant
O2 op uit de atmosfeer en geeft ze CO2 vrij. Dit gebeurt
ook overdag, maar door de fotosynthese wordt dan
meer zuurstof aangemaakt dan ingeademd, waardoor
ze bij de fotosynthese O2 teruggeeft aan de atmosfeer.
De stomatale geleidbaarheid is de mate waarin de
gasuitwisseling tussen een plant en haar omgeving ge-
beurt. De uitwisseling van waterdamp met de omgeving
(transpiratie) gebeurt 1,6 keer zo snel als de opname










Stomata of huidmondjes zijn dus kleine poriën op blade-
ren en stengels, die het uitwisselen van gassen (water-
damp, CO2 en O2) tussen de plant en haar omgeving
mogelijk maken. Een huidmondje ligt tussen twee sluit-
cellen (zoals te zien op de bladstructuur in Figuur 2.2).
Als de sluitcellen in volume toenemen, gaat het huid-
mondje open. De sluitcellen nemen in volume toe door
het opnemen van water. Het gevolg is dat de sluitcellen
krommen, waardoor het huidmondje opent (zie Figu-
ren 2.3, 2.4).
Figuur 2.3: Gesloten en
open huidmondje.
Figuur 2.4: Microfoto huid-
mondje.
Stomata kunnen op beide zijden van een blad voor-
komen (amphistomateus), of op slechts één zijde, meestal
de onderkant (hypostomateus), uitzonderlijk de boven-
kant (epistomateus), bv. bij een waterlelie.
De stomata en de cuticula worden gezien als sleutel-
elementen in de evolutie van planten. Ze zorgen ervoor
dat planten in verschillende en wisselende omstandig-
heden kunnen leven zonder uit te drogen (Hetherington
& Woodward, 2003).
Stomata geven informatie over de plaats van de plant
in de stamboom van de bloemplanten. Onder de be-
dektzadigen of bloeiende planten onderscheidt men de
dicotylen en de monocotylen (zie Figuur 2.6).
Figuur 2.5: Parallelle ner-
ven bij monocotylen en ver-
takte nerven bij dicotylen.
De dicotylen hebben per zaad twee zaadlobben. Die
zaadlobben (of cotylen) bevatten het reservevoedsel
nodig voor de kieming en eerste groei. Bij de monoco-
tylen is er slechts één zaadlob per zaad. Prei, narcis
en gras zijn monocotylen; boterbloem, madeliefje en
notelaar zijn dicotylen. De nerven in de bladeren van
monocotylen lopen doorgaans parallel, bij de dicotylen
zijn de nerven vertakt (Figuur 2.5).
Naast een verschillende ligging van de vaatbundels en
een verschillend aantal bloemdelen, is er ook een ver-













len bijvoorbeeld liggen georganiseerd in rijen, in tegen-
stelling tot huidmondjes van dicotylen, en zijn over het
algemeen groter dan deze van dicotylen (Figuren 2.7,
2.8). Onder de stomata onderscheidt men twee types:
haltervorm en niervorm. De haltervorm is typisch voor
het monocotyle gras en de niervorm voor andere soor-
ten planten.
Figuur 2.7: Ligging huid-
mondjes bij monocotylen.
De huidmondjes zijn halter-
vormig. Geïnspireerd op
Hepworth et al. (2018).
Figuur 2.8: Ligging huid-
mondjes bij dicotylen. De
huidmondjes zijn niervor-
mig. Geïnspireerd op Hep-
worth et al. (2018).
Een mensenhaar is tussen de 17
en 180 µm dik.
Afhankelijk van de soort plant en de omgevingsfactoren
variëren de grootte van een stoma en het aantal stomata
per oppervlakte-eenheid (de dichtheid). Een stoma is
tussen de 10 en 100 micrometer lang (vergelijkbaar met
de dikte van een mensenhaar) en de dichtheid gaat van
5 tot 1000 stomata per mm² bladoppervlakte.
Stomata bekijken gebeurt dus met een microscoop
(Figuur 2.4). In Figuren 2.9 en 2.10 zie je een deel van
een blad van een monocotyle en van een dicotyle plant
gefotografeerd door een microscoop.
Figuur 2.9: Microfoto mo-
nocotyl.
Figuur 2.10: Microfoto di-
cotyl.
Er is voor meerdere plantenfamilies en fossiele bladeren
een duidelijk verband vastgesteld tussen het aantal
stomata en de grootte van de stomata. Op de grafiek
in Figuur 2.11 is te zien dat hoe meer stomata er zijn
per oppervlakte-eenheid, hoe korter de sluitcellen en
dus ook hoe kleiner de stomata zijn (Hetherington &
Woodward, 2003).
Stomata geven zo informatie over de omgeving waar
de plant groeide. Omdat de vorming van stomata afhan-
kelijk is van omgevingsfactoren, kan men de grootte en
de dichtheid van stomata ook gebruiken als een tool om
het klimaat te bestuderen. De grootte en de dichtheid
van de stomata kan verschillende aspecten onthullen
van het milieu waarin een plant leefde: temperatuur, at-
mosfeer, CO2-concentratie. Dit wordt uitvoerig gebruikt
in een paleontologische context om het klimaat waarin
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Figuur 2.11: Het verband
tussen stomatale lengte
(in µm) en stomatale
dichtheid (in mm−2) wordt
gegeven door: y =
−28,75 + 162 x−0,2036
(Hetherington & Wood-
ward, 2003).
2.3 Openen en sluiten van stomata
Een plant zoekt voortdurend naar een evenwicht tus-
sen vochtverlies en CO2-opname, afhankelijk van de
vochttoestand van de plant, luchtvochtigheid, licht en
CO2-concentratie. Al deze factoren samen met de bio-
logische klok van de plant bepalen of en in welke mate
de huidmondjes openstaan. De sluitcellen reageren op
externe en interne signalen (bv. het plantenhormoon
abscisinezuur (ABA)) om de huidmondjes te sluiten.
Stomata zijn onderhevig aan ritmes zoals dag en nacht
en de seizoenen. Omdat er licht nodig is voor de foto-
synthese, zullen de stomata doorgaans overdag openen
en ‘s nachts sluiten. Dit proces wordt geregeld door hun
biologische klok. Bijvoorbeeld, als men in een serre
kunstmatig dag en nacht omdraait, houden de plan-
ten nog een tijd hun eigen ritme aan, maar na een tijd
passen ze zich wel aan.
Figuur 2.12: Cistus inca-
nus (Mansfeld, 2011).
Bij de Cistus incanus (een plant uit de mediterrane






tussen zomer en winter: de bladeren geproduceerd in
een koude en natte winter zijn groot en hebben veel
stomata onderaan het blad; bladeren geproduceerd in
een warme en droge zomer zijn kleiner en deels opge-
rold en vormen een holte waarin de stomata voorkomen
(Hetherington & Woodward, 2003).
Eikenbladeren gevormd bij zomertemperaturen heb-
ben een lagere stomatale dichtheid dan bladeren die
in de lente bij een lagere temperatuur zijn gevormd
(Beerling & Chaloner, 1993).
In de notebooks over het
Amazonewoud wordt de in-
vloed van de omgeving op de
huidmondjes bestudeerd.
Duidelijk is dat de stomata ‘reageren’ op omgevingsfac-
toren. Bij eenzelfde plant ziet men soms het verschil
tussen bladeren onderaan de plant, die veel bescha-
duwd zijn, en bladeren in de kruin die veel meer blootge-
steld zijn aan het licht. Zelfs op eenzelfde blad kunnen
stomata zich anders gedragen omdat dit de plant ten
goede kan komen.
Het ene huidmondje kan open zijn en het ander
dicht, zoals te zien is op de foto in Figuur 2.13, bv.
bij planten in de onderetage van een bos. Het licht
kan zeer lokaal door de boomkruinen tot de ondergroei
doordringen. Het openen van de stomata in het verlichte
deel van het blad, terwijl de stomata in het onverlichte
deel van het blad gesloten blijven, laat toe dat de plant
het beschikbare licht efficiënt gebruikt zonder onnodig
verlies van water en energie (Hetherington & Woodward,
2003).
Figuur 2.13: Open en ge-
sloten stoma op zelfde
blad.
Een plant moet ervoor zorgen dat er een continue
stroom water is van de bodem naar het blad. Hier-
voor is het belangrijk dat ze zich snel kan aanpassen
aan wisselende omstandigheden, bv. door het snel kun-
nen openen en sluiten van de stomata. De grootte van
de stomata speelt hierin een sleutelrol (Hetherington &
Woodward, 2003).
Een studie bij zes bosbomen toont aan dat grotere
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het niet in stand te kunnen houden van de sapstroom
bij droogte. Varens die zeer beschaduwd zijn, hebben
weinig en grote niervormige stomata. In koele, vochtige
omstandigheden houden ze vaak hun stomata open,
tenminste tijdens de vroege uurtjes van de dag. Er is
dan nochtans vaak geen licht, maar omdat ze traag ope-
nen in de korte periodes dat er wel licht is, is dit toch
beter voor de fotosynthese. Het lijkt er dus op dat grote
niervormige stomata vooral een belangrijk kenmerk zijn
van planten in een vochtige en zeer beschaduwde om-
geving. In droge condities kan hun trage dynamiek
leiden tot problemen.
Kleine stomata kunnen sneller openen en sluiten.
Aangezien ze samengaan met een grote dichtheid, heb-
ben ze de capaciteit om de stomatale geleidbaarheid
snel op te voeren als de condities voor fotosynthese
optimaal zijn, en om zo de opname van CO2 in het blad
te maximaliseren.
Bij haltervormige stomata leiden kleine veranderin-
gen in de breedte reeds tot grote veranderingen in de
opening, zonder veel energie te vergen. Daarom lij-
ken ze beter geschikt dan de niervormige stomata om
in te spelen op wisselende condities (Hetherington &
Woodward, 2003).
2.4 Evolutie van planten en hun stomata
Fossiele bladeren geven veel informatie over de evolutie
van planten en hun stomata. Vierhonderd miljoen jaar
geleden kwamen stomata bij planten voor het eerst
voor. Sindsdien zijn ze geëvolueerd: er zijn opvallende
veranderingen opgetreden waaronder verschillen in de
grootte en de dichtheid van de stomata (Hetherington &
Woodward, 2003).
Vierhonderd miljoen jaar geleden was de atmosferi-
sche CO2-concentratie veel hoger dan nu. Er kwamen
echter herhaaldelijk periodes voor met een dalende of






Bij een lage CO2-concentratie zijn planten met veel
stomata in het voordeel en komen ze dan ook veel
voor. Wanneer er veel CO2 in de atmosfeer zit, kunnen
planten met minder stomata overleven (zie kader ’Voor-
beelden van het verband tussen klimaat en stomata’). Ze zijn in het voordeel omdat
het hebben van veel stomata ge-
paard gaat met het verlies van
water en een grote energiekost
bij het aanmaken van stomata.
Planten met minder stomata zijn dan zelfs in het voor-
deel en zullen veel voorkomen (Thanukos, 2018). Dit
wordt geïllustreerd in Figuur 2.14.
Figuur 2.14: Verband tus-
sen aantal en grootte van
de stomata en de CO2-
concentratie.
Uit fossiel plantenmateriaal blijkt dat planten reageren
op langdurige verandering in CO2 door hun stomatale
geleidbaarheid te verhogen of te verlagen via een aan-
passing in de dichtheid van de stomata (Franks & Beer-
ling, 2009; de Boer et al., 2016). Behalve de fotosyn-
these, zijn ook de transpiratie en de waterhuishouding
van de planten factoren die daarin meespelen.
De hoeveelheid CO2 in de atmosfeer kan daarom
afgeleid worden uit de stomatale dichtheid. Aangezien
het CO2-niveau een direct effect heeft op globale tem-
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een duidelijk beeld van veranderingen in het klimaat.
Voorbeelden van het verband tussen klimaat en stomata
Op het moment van de massa-extinctie op het einde van het Trias, zo’n 200
miljoen jaar geleden, was er een grote daling in het aantal stomata op bladeren,
en dus een stijging van de atmosferische CO2-concentratie. Er was toen
een globale opwarming van 5 °C, wat regionaal een stijging van 16 °C kon
betekenen. Met wiskundige modellen ontdekte men dat planten met grote
bladeren oververhit geraken bij zulke hoge temperaturen, wat bevestigd werd
door het soort planten dat toen effectief verdween. Na de massa-extinctie
waren er nauwelijks nog koraalriffen, 20 % van de dieren in de oceanen stierf
uit, de helft van de Noord-Amerikaanse gewervelden (o.a. de Phytosauriër)
kwam om. Het verdwijnen van sommige fauna en flora kan rechtstreeks gelinkt
zijn aan de opwarming, zoals de planten met grote bladeren. Het kan ook
onrechtstreeks gebeurd zijn: sommige dieren kunnen uitgestorven zijn omdat
ze afhankelijk waren van planten die verdwenen waren. Het gestegen CO2-
niveau en de bijbehorende hogere temperaturen, kunnen gelijkaardige effecten
gehad hebben op het leven in de oceaan. Over de oorzaak van de massa-
extinctie bestaat veel onzekerheid. De klimaatverandering zou het kunnen
verklaren. Het is in elk geval duidelijk dat een globale opwarming van deze
omvang mogelijk zeer grote veranderingen in ecosystemen kan veroorzaken.
Ook bij fossiele bladeren van de laatste 66 miljoen jaren (Cenozoïcum), wanneer
er ingrijpende veranderingen optraden in klimaat, fauna en flora, stelt men
correlaties vast tussen globale milieuveranderingen en de evolutie van stomata.
Naargelang het heersende klimaat zijn de stomata aan het oppervlak van het
blad, dan wel dieper in het blad of in holtes gelegen (Thanukos, 2018).
De stomatale geleidbaarheid is afhankelijk van de dicht- De stomatale geleidbaarheid is
de mate waarin de gasuitwisse-
ling tussen een plant en haar om-
geving gebeurt.
heid maar ook van de grootte van de stomata, en hoe-
wel er grote verschillen zijn tussen planten is er een
duidelijk verband tussen de grootte en de dichtheid:
hoe groter de dichtheid, hoe kleiner de stomata.
Fossiele bladeren tonen dat een evolutionaire ver-
hoging van de stomatale geleidbaarheid, om zich aan






gepaard gaat met een stijging van de dichtheid en een
verkleining van de stomata (Franks & Beerling, 2009).
Figuur 2.15: Fossil record-
based plant leaf stoma-
tal size (s) and density
(d). Hoe meer stomata
per oppervlakte-eenheid,
hoe kleiner de stomata.
De planten zijn zo ge-
evolueerd dat de ingeno-
men bladoppervlakte (s.d)
zo klein mogelijk is (As-
souline & Or, 2013). Ge-
baseerd op Franks & Beer-
ling, 2009.
Veel planten zijn op zo’n manier geëvolueerd dat
de fotosynthese geoptimaliseerd is voor een zo laag
mogelijke energiekost. Het bladoppervlak dat ingeno-
men wordt door de stomata is een goede maat voor
de energiekost. Hoe minder bladoppervlak ingenomen
wordt door de stomata, hoe kleiner de energiekost is.
Deze oppervlakte wordt bepaald door de dichtheid en
afmetingen van de stomata (zie Figuur 2.15).
Immers (de Boer et al., 2016):
Een teveel aan stomata zou teveel energie kosten
aan de plant, aangezien er veel energie gaat naar het
openen en sluiten ervan. De mogelijkheid van plan-
ten om die dichtheid te verhogen is weliswaar beperkt:
stomata die te dicht bij elkaar staan, kunnen niet ge-
makkelijk openen en sluiten. Meer stomata zonder de
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te dicht op elkaar staan. Kleinere stomata zijn dynami-
scher dan grote, wat een bijkomend voordeel oplevert
voor de plant. Een blad dat teveel stomata, dus openin-
gen bevat, wordt meer vatbaar voor ziektes.
Planten hebben doorheen de evolutie dus een even-
wicht gezocht tussen een zo klein mogelijk bestede
oppervlakte aan stomata en een zo groot mogelijke
stomatale geleidbaarheid (de Boer et al., 2016).
Bovendien heeft de evolutie in het plantenrijk geresul-
teerd in drie soorten planten: C3-, C4- en CAM-planten.
Voor elke soort verloopt de fotosynthese anders (zie
kader ’C3-, C4- en CAM’).
C3-, C4- en CAM
De evolutie in het plantenrijk heeft geresulteerd in drie soorten planten: C3-,
C4- en CAM-planten. Voor elke soort verloopt de fotosynthese anders. In
warme gebieden hebben C3-planten de neiging tot respiratie ten nadele van
fotosynthese. C4- en CAM-planten hebben het fotosyntheseproces aangepast
om dit tegen te gaan. Ongeveer 85 % van de plantensoorten zijn C3-planten,
zoals granen en groenten (bv. rijst, graan, spinazie, tomaten) en alle bomen
(bv. appelbomen, eik). Ze vormen moleculen met 3 C-atomen tijdens het
fotosyntheseproces. Ongeveer 5 % van de plantensoorten zijn C4-planten,
zoals maïs, gierst, suikerriet en vele grassen. Ze maken wel 25 % uit van de
planten op aarde en komen vooral voor in tropische, vaak droge gebieden. Ze
vormen moleculen met 4 C-atomen tijdens het fotosyntheseproces. De overige
10 % van de plantensoorten zijn CAM-planten, zoals cactus, ananas, Kalanchoë
en sedum. Ze komen vooral voor in droge gebieden met hoge dagtemperaturen
en lage nachttemperaturen. Ze vormen ook moleculen met 4 C-atomen tijdens
het fotosyntheseproces, maar ze verschillen van de C4-planten omdat ze ‘s
nachts hun stomata openen om CO2 op te nemen. Zo beschermen ze zichzelf
tegen uitdroging. Die CO2 wordt in de plant opgeslagen en gedurende de dag,
als de nodige lichtenergie voorhanden is, terug beschikbaar gemaakt voor de
fotosynthese (Yamori et al., 2013; Sterrenwacht Armand Pien, 2018).
Extra uitleg: CO2 wordt in alle planten gefixeerd door het enzym Rubisco. Maar






voor de plant. Het kost energie en er gaat opgenomen CO2 verloren, aangezien
het de O2 haalt door het af te splitsen van de opgenomen CO2. Dit komt meer
voor onder droge of warme omstandigheden en kan dan de fotosynthese veel
minder efficiënt maken. Het is waarschijnlijk nog een overblijfsel van 400 miljoen
jaar geleden toen de CO2-concentratie hoog en de O2-concentratie laag waren
en het probleem zich niet echt stelde (Gowik & Westhoff, 2011).
2.5 Invloed van het CO2-gehalte op de vor-
ming van stomata
Zowel op lange als op korte termijn leiden veranderin-
gen in de hoeveelheid atmosferische CO2 tot verande-
ringen in de stomatale geleidbaarheid van een plant. Op
korte termijn kan dat inhouden dat de stomata van een
plant minder lang open zijn, wat de waterhuishouding
van de plant ten goede komt. Het effect van gestegen
concentraties van CO2 op de vorming en de dichtheid
van stomata is uitvoerig bestudeerd m.b.v. fossiele bla-
deren, herbariummateriaal en recent materiaal.
Hoe de stomatale geleidbaarheid verandert als de
hoeveelheid CO2 aanzienlijk toeneemt of afneemt, ver-
schilt van plant tot plant.
Voorbeelden op langere termijn:
• Over een periode van ongeveer 150 jaar sinds 1840
was de stomatale dichtheid op de bladeren van een
bepaalde soort eik, de Quercus robur of, de zomer-
eik, gedaald ten gevolge van de stijging van de at-
mosferische CO2-concentratie. Dit werd getoond in
een onderzoek uit 1993 (Beerling & Chaloner, 1993).
• Een onderzoek uit 2017 op de Corynocarpus lae-
vigatus toonde aan dat de stomatale dichtheid van
plantenmateriaal uit de 20ste en 21ste eeuw lager
was dan die van herbariummateriaal uit de 18de en
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• Lammertsma et al. onderzochten of de toename aan
CO2 over de voorbije 150 jaar een invloed had gehad
op de vegetatie in Florida (2011). Ze vonden dat
bij negen veel voorkomende planten de stomatale
geleidbaarheid gedaald was (zie Figuur 2.16) omdat







voorbije 150 jaar. Symbo-
len zijn gemiddelde gsmax
voor elke soort per bestu-
deerd CO2-niveau (n=160).
De rechten tonen de line-
aire regressie tussen CO2-
concentratie en gsmax voor
elke soort (Lammertsma
et al., 2011).
Voorbeeld op korte termijn:
• Uit het onderzoek van Woodward et al. aangevuld






duidelijke invloed heeft op de stomata van de Arabid-
opsis thaliana (zandraket, zie Figuur 2.17) gekweekt
onder specifieke omstandigheden gedurende 6 we-




Het proces van de fotosynthese
wordt gemaximaliseerd bij de
verhoogde CO2-concentratie, on-
danks dat de maximale stomatale
geleidbaarheid is afgenomen.
Verdubbeling van de CO2-concentratie leidt ertoe dat
de stomatale dichtheid gemiddeld met 11 % afneemt
(onafhankelijk van de oorspronkelijke dichtheid) (He-
therington & Woodward, 2003).
Figuur 2.18 toont dat bij 110 soorten de stomatale
dichtheid met gemiddeld 29 % is afgenomen en dat
zelfs binnen dezelfde soort, hier de zandraket, plan-
ten heel verschillend kunnen reageren.
Figuur 2.18: (Gebruik met
toestemming van I. Wood-
ward). Verandering in sto-
matale dichtheid bij CO2-
verdubbeling bij 110 soor-
ten, weergegeven door
de kromme (Woodward &
Kelly, 1995; niet gepubli-
ceerde observaties) en bij
verschillende soorten van
de zandraket, weergege-
ven door het histogram
(Woodward et al., 2002).
2.6 Invloed van de omgeving op de vorming
van stomata
Experimenten bevestigen dat dichtheid en grootte kun-
nen veranderen door genetische aanpassingen, alsook
door veranderingen in omgevingsfactoren. Dit betekent
dat zowel tussen plantensoorten, tussen individuele
exemplaren van eenzelfde soort, als tussen bladeren
van eenzelfde plant verschillen kunnen optreden.
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• Het aantal en de dichtheid van stomata op nieuwe
bladeren die worden gevormd, worden beïnvloed
door de CO2-concentratie waaraan volgroeide blade-
ren blootgesteld zijn (de volgroeide bladeren sturen
een signaal uit).
• Bij exemplaren van eenzelfde soort, maar die groeien
in verschillende omstandigheden (nl. in de schaduw
of in de zon) kunnen verschillen optreden in sto-
matale dichtheid. Bij een onderzoek op crabwood
(Carapa) in het Amazonewoud was de stomatale
dichtheid bij de bezonde planten groter (Camargo &
Marenco, 2012).
Figuur 2.19: Bezond blad
van Monodora angolensis.
Figuur 2.20: Beschaduwd
blad van Monodora ango-
lensis.
• Bij eenzelfde plant kan het aantal stomata op bescha-
duwde bladeren onderaan de plant verschillen van
het aantal stomata op bladeren in de kruin die veel
meer blootgesteld zijn aan het licht. Sofie Meeus
stelde dat vast op de Monodora angolensis in de
Plantentuin Meise, zoals te zien op Figuren 2.19
en 2.20.
• Een onderzoek van Beerling & Chaloner uit 1993
op de eik Quercus robus toonde dat de stomatale
dichtheid op bladeren gevormd in de zomer kleiner
was dan de stomatale dichtheid van bladeren ge-
vormd in de lente. Dat was te wijten aan de hoge
temperaturen in de zomer. Ze hebben dit zowel op
recent materiaal als op herbariummateriaal kunnen
vaststellen.
• Omdat de vorming van stomata zo gevoelig is voor
omgevingsfactoren, kan men niet zomaar resultaten
van experimenten op planten in serres veralgemenen






2.7 Wisselwerking tussen stomatale geleid-
baarheid, fotosynthese en transpiratie
Hoe groter de stomatale geleidbaarheid, hoe meer foto-
synthese en hoe meer transpiratie. Hoe meer transpi-
ratie, hoe lager de temperatuur in het blad. Een plant
moet voldoende CO2 opnemen om te groeien, maar
ze moet er ook over waken dat ze niet uitdroogt. Ze
zal dus voortdurend een balans moeten zoeken tussen
voldoende CO2 opnemen voor fotosynthese, ervoor zor-
gen dat ze niet oververhit geraakt en erover waken dat
ze niet uitdroogt door het ontsnappen van waterdamp
te begrenzen (de Boer et al., 2016).
Opbrengsten van geïrrigeerde tarwe en katoen lijken
niet af te hangen van fotosynthese, maar wel van de
controle over de temperatuur van de plant. Hoge ge-
leidbaarheid helpt deze planten om die temperatuur te
controleren (Hetherington & Woodward, 2003).
Watervoorraad is een zeer belangrijke factor in het ‘ge-
drag’ van planten (Hetherington & Woodward, 2003)
Ongeveer de helft van de planten met een lage stoma-
tale geleidbaarheid groeien in droge condities. Deze
planten zullen traag groeien, maar wel over een langere
periode. 40 % van de planten met een hoge stomatale
geleidbaarheid groeien ook in droge condities. Deze
planten zullen snel groeien in periodes dat er wel water
ter beschikking is. In die periodes halen ze voordeel uit
hun hoge geleidbaarheid en fotosynthesecapaciteit.
De stijging van atmosferische CO2-concentratie zou
de fotosynthese in C3-planten kunnen versnellen. Dat
zou toelaten de stomatale geleidbaarheid te verminde-
ren en dus een efficiëntere waterhuishouding kunnen
voortbrengen. Maar aangezien planten heel verschil-
lend reageren op een toename aan CO2, zou het even-
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2.8 Stomata en klimaatverandering
De water- en CO2-cycli van de wereld worden beïnvloed
door de transpiratie van planten op het land. Men kan
dus zeggen dat stomata een impact hebben die globaal
is, een impact op de hele wereld. Er wordt het meest
getranspireerd door de vegetatie in de warme beboste
gebieden van de tropen (zie Figuur 2.21) (Hethering-
ton & Woodward, 2003). De tropische regenwouden
situeren zich in gebieden in de buurt van de evenaar.
Ze bevinden zich in in Centraal- en Zuid-Amerika, in
Afrika, in Azië en op de eilanden rond Australië. Het
is belangrijk te begrijpen hoe planten deze transpiratie
zullen aanpassen aan de huidige klimaatverandering.
Wetenschappers onderzoeken ook hoe de huidige kli-
maatverandering de vorming van stomata beïnvloedt.
Figuur 2.21: De tropische
regenwouden zijn groen
gekleurd op de kaart.
Een veranderend klimaat heeft een impact op de bio-
diversiteit en omgekeerd kan de biodiversiteit ook de
klimaatverandering beïnvloeden. Bv. transpiratie ver-
koelt niet enkel de plant, maar ook haar omgeving. Er
zijn grote verschillen in hoe planten reageren op de







Meer onderzoek naar de groei van planten en de
mate waarin planten CO2 opnemen bij meer CO2 en
een veranderend klimaat, is broodnodig, wil men de
impact op de biodiversiteit kunnen inschatten en is van
belang voor een juiste input in de klimaatmodellen. Het
is belangrijk de balans tussen de energiekost en een be-
tere stomatale geleidbaarheid te begrijpen omdat men
dan de aanpassing van moderne planten aan verande-
rende omstandigheden beter begrijpt. Het is bv. cruciaal
dat men inzicht krijgt in de aanpassingen van gewassen
om de voedselvoorziening te kunnen bewaken.
• Men meende dat planten dankzij de klimaatverande-
ring ook in gebieden zouden groeien waar ze voor-
dien niet groeiden omdat het te koud was. Deze
veronderstelling bleek niet correct. Recent onder-
zoek van Milbau et al. (2017) wees uit dat enkel
een verhoging van de temperatuur daarvoor niet vol-
doende was: ontkieming van de zaden verliep goed,
maar de planten stierven erna toch af.
• De toename aan CO2-concentratie in de atmosfeer
zou de fotosynthese in C3-planten, zoals rijst, graan
en alle bomen, kunnen versnellen. Wetenschappers
van de universiteit van Minnesota in de VS deden
een experiment waarvan de uitkomst hen doet ver-
moeden dat de toename aan CO2-concentratie in
de atmosfeer slechts voor enkele jaren een positief
effect zal hebben op de groei van C3-planten (Reich
et al., 2018). Indien dat vermoeden juist is, moeten
de klimaatvoorspellingen worden aangepast, want
dan zullen deze planten minder CO2 opnemen dan
initieel gedacht.
• Veel mensen hebben rijst als voornaamste voedings-
bron. Het telen van rijst vergt echter veel water.
De oogst is bedreigd door de klimaatverandering.
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ontdekten dat men rijstplanten kan cultiveren zodat
ze minder stomata hebben (Caine et al., 2019). Mo-
gelijk kunnen ze het water dan beter vasthouden en
zijn ze beter bestand tegen hoge temperaturen en
droogte.
Het klimaatsysteem en de koolstofcyclus
Het complexe klimaatsysteem van de aarde wordt bepaald door het broei-
kaseffect, de atmosferische circulatie en de wisselwerking tussen atmos-
feer en oceanen. Maar ook de vegetatie en de hoeveelheid ijs op aarde
spelen een belangrijke rol. Bovendien treden er terugkoppelingsmecha-
nismen op, die een verstoring van het klimaatsysteem kunnen versterken
of afremmen. Ook de koolstofcyclus speelt hierin een belangrijke rol.
Radiative equilibrium
Het zonlicht dat op aarde invalt, verwarmt de aarde. Die verwarming gebeurt
ongelijkmatig verdeeld over de aarde. Aan de evenaar is de verwarming groter.
Maar de warmte wordt herverdeeld door de wisselwerking tussen atmosfeer
en oceanen. Denk aan regen, wind en bijvoorbeeld de Warme Golfstroom.
Landoppervlak, oceanen en atmosfeer absorberen een deel van het zonlicht;
ze sturen ook straling terug de ruimte in.
Als er globaal gezien evenveel straling inkomt als uitgaat, dan is de aarde in een
radiative equilibrium, er is een evenwicht. Een vermindering of vermeerdering
van de globale hoeveelheid inkomende straling of van de globale hoeveelheid
uitgaande straling, verstoort dat evenwicht en verandert de globale temperatuur
op aarde. Een verschil tussen inkomende en uitgaande straling heet radiative
forcing. De radiative forcing is positief als er meer straling inkomt dan uitgaat,
hierdoor stijgt de globale temperatuur. Bij een negatieve radiative forcing gaat
er meer straling uit dan er inkomt, en dan daalt de globale temperatuur. Voor
een globale temperatuur die min of meer stabiel is over een lange periode, is
dus een radiative equilibrium nodig.
De inkomende en uitgaande straling verschilt van plaats tot plaats op aarde.
Jaarlijks wordt er bijvoorbeeld aan de evenaar minder straling teruggekaatst
dan geabsorbeerd, maar aan de polen wordt er meer straling teruggekaatst dan
geabsorbeerd.
De hoeveelheid zonnestraling die de aarde absorbeert, hangt sterk af van de






sen, de albedo. Witte sneeuw en ijs hebben een hoge albedo. Als sneeuw en
ijs smelten, bv. door een toenemend broeikaseffect, heeft dat dus een invloed
op de hoeveelheid zonlicht die de aarde weerkaatst. Door de ijskappen op An-
tarctica en Groenland en het quasi permanente zee-ijs in de Arctische Oceaan,
is het globale klimaat zeer gevoelig voor veranderingen in de concentratie van
broeikasgassen in de atmosfeer (NASA, 2009).
Radiative forcing van CO2
Het radiative equilibrium kan op natuurlijke wijze worden verstoord, bijvoorbeeld
door vulkaanuitbarstingen en schommelingen in de intensiteit van de zonne-
straling. De mens verstoort het evenwicht door ontbossing, door het brengen
van deeltjes (aerosols) in de atmosfeer en door de uitstoot van broeikasgassen.
De activiteiten van de mens van de laatste 150 jaar, zoals de verbranding van
grote hoeveelheden fossiele brandstoffen en de aanzienlijke ontbossing, hebben
geleid tot een stijging van de CO2-concentratie in de atmosfeer, een toename
van meer dan 40 % sinds het begin van de industriële revolutie. Hierdoor is
het radiative equilibrium verstoord. De verbranding van fossiele brandstoffen
brengen CO2 in de atmosfeer die reeds miljoenen jaren was opgeslagen in de
aardbodem. De ontbossing zorgt ervoor dat er minder vegetatie is om CO2 op
te nemen. CO2 heeft een grote radiative forcing: het absorbeert veel van de
straling die door het aardoppervlak wordt teruggekaatst en verhindert zo dat het
naar de ruimte wordt teruggekaatst. CO2 die in de atmosfeer terechtkomt, blijft
er ook heel lang, waardoor het effect cumuleert. Omdat koolstofdioxide lang in
de atmosfeer blijft, kan de huidige CO2-uitstoot ook in de verre toekomst nog
voor opwarming zorgen, ook al zouden we geen CO2 meer uitstoten (NASA,
2009).
Terugkoppelingen
Het klimaatsysteem is zeer complex. De aerosolen, afkomstig van vulkaanuit-
barstingen maar vooral van vervuiling, zorgen voor een verkoelend effect, want
deze deeltjes houden de inkomende straling van de zon tegen, ze verhogen de
albedo. Door de ontbossing is er minder vegetatie om CO2 op te nemen, wat
leidt tot opwarming. Tegelijkertijd heeft ontbossing ook een impact op de albedo;
naargelang de lokale omstandigheden kan ontbossing de albedo verhogen of
verminderen, en respectievelijk leiden tot opwarming of tot verkoeling. Als in
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reflecteren dan bos, dan kan ontbossing de albedo wat verhogen, maar als in
de plaats van het bos een zeer donker landoppervlak verschijnt, dan zal de
albedo afnemen.
Er spelen ook terugkoppelingsmechanismen, of feedbacklussen, die een versto-
ring van het klimaatsysteem versterken of afremmen. Men spreekt van positieve
en negatieve terugkoppelingen. Een positieve terugkoppeling is er een die de
verstoring versterkt, een negatieve terugkoppeling is er een die de verstoring
tegenwerkt. Omdat het ene mechanisme versterkt, maar het andere afremt,
zorgen ze in principe voor het bewaren van een evenwicht.
Hoe groot de impact van de feedbacklussen is, is moeilijk in te schatten. Maar
het staat vast dat de globale temperatuur omhooggaat, dus de totale radiative
forcing is ondanks de feedbacklussen momenteel positief (Anderson et al., 2016;
Bralower & Bice, 2020; O’Halloran et al., 2012; Tans, 2018).
Voorbeelden:
• De ijsterugkoppeling: De opwarming zorgt ervoor dat eeuwige sneeuw, ge-
bergtegletsjers, de ijskappen op Antarctica en Groenland smelten, waardoor
de van de aarde vermindert. Gevolg is dat er minder straling teruggekaatst
wordt naar de ruimte en de aarde dus nog meer opwarmt.
Het smelten van sneeuw en ijs is een positieve terugkoppeling.
• De waterdampterugkoppeling: Door de opwarming kan de atmosfeer meer
waterdamp vasthouden en komen er meer wolken. Meer wolken zorgen
ervoor dat er meer invallend zonlicht wordt weerkaatst, waardoor een ver-
koeling optreedt. Maar anderzijds is waterdamp wel een broeikasgas, dus
de waterdamp absorbeert een deel van de straling die door de aarde wordt
weerkaatst, waardoor de atmosfeer meer opwarmt.
Het vasthouden van meer waterdamp door de atmosfeer is dus zowel een
negatieve als positieve terugkoppeling. De vraag is welke van de twee de
bovenhand heeft.
• De fotosyntheseterugkoppeling: Als er meer CO2 in de atmosfeer komt,
dan kunnen planten beter groeien, omdat ze meer CO2 gaan opnemen
en dus zorgen voor verkoeling, een negatieve terugkoppeling dus. Op de
groei van planten zit wel een limiet omdat ook de nodige voedingsstoffen






tegelijk ook afgeremd door droogte, waardoor ze minder CO2 gaan opnemen.
Het is dus moeilijk te zeggen of op termijn, bij opwarming van de aarde, de
CO2-opname van landplanten de opwarming zal versterken of tegenwerken.
Wat de tropen betreft, waar de bossen een enorme hoeveelheid CO2 opslaan,
is er bijvoorbeeld voor het Amazonewoud een daling aan CO2-opslag ingezet,
omdat er meer bomen sterven dan er bijkomen. Voor Afrika is dat nog niet
het geval, maar dat wordt wel voorspeld (Hubau et al., 2020).
• De oceaanterugkoppeling: Bij meer atmosferische CO2 en dus opwarming,
nemen de oceanen meer CO2 op, wat een verkoelend effect heeft.
Hier is sprake van een negatieve terugkoppeling.
De opname van CO2 door de oceanen is echter beperkt. Door het opnemen
van CO2 verzuren de oceanen waardoor ze op termijn minder CO2 zullen
kunnen opnemen. Als de oceanen meer CO2 opnemen, dan kan ook het
plankton in de oceanen meer aan fotosynthese doen en beter groeien. Maar
in een te warme oceaan vermindert de toename aan plankton.
Het is dus ook moeilijk in te schatten of de opslag van CO2 door de oceanen
in de toekomst een positieve of negatieve terugkoppeling zal zijn.
• De permafrostterugkoppeling: Als gevolg van de opwarming ontdooit de
permafrost waardoor de koolstof die wordt vastgehouden door de permafrost,
vrijkomt. De vraag is in welke vorm de koolstof vrijkomt.
Komt er extra methaan in de atmosfeer of wordt het als koolstofdioxide door
het smeltwater meegevoerd naar rivieren en oceanen? Extra methaan in
de atmosfeer, bijvoorbeeld, zou leiden tot meer opwarming - meer nog dan
CO2 - wat tot nog meer permafrostontdooiing leidt. Hier is sprake van een
positieve terugkoppeling.
• Door de opwarming ontstaan wereldwijd meer spontane bosbranden, of
wildfires. Hierdoor komt meer CO2 in de atmosfeer en zijn er bovendien
minder bomen die CO2 kunnen opnemen, waardoor de aarde nog meer
opwarmt.
Het ontstaan van spontane bosbranden is dus een positieve terugkoppeling.
• Hogere temperaturen leiden er ook toe dat meer mensen airconditioning
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fossiele brandstoffen kunnen leiden, waardoor meer CO2 wordt uitgestoten
en de aarde meer opwarmt.
Hier is er dus sprake van een positieve feedbacklus.
Koolstofcyclus
Er is een vaste hoeveelheid koolstof op aarde. Ze komt voor in planten en
dieren, in de atmosfeer en in de oceanen. Meer dan 99 % van alle koolstof
op aarde is opgeslagen in de aardkorst, bijvoorbeeld in kalksteen. Er is een
voortdurende uitwisseling van koolstof tussen oceanen, atmosfeer, terrestrische
biosfeer en aardkorst.
Koolstofcyclus.
Door groeien en sterven van planten en dieren, door vulkaanuitbarstingen, door
verwering van gesteente en door variatie in de temperatuur van de oceanen
wordt er voortdurend koolstof opgenomen en uitgestoten. De plaatsen die meer
koolstof bijhouden of opnemen dan uitstoten, noemt men koolstofreservoirs of
sinks; koolstofbronnen, sources, zijn plaatsen die meer koolstof uitstoten dan
opnemen. Bijvoorbeeld: een bos dat in biomassa toeneemt, is een sink, een






de atmosferische CO2 wordt opgelost in de oceanen en het plankton neemt
CO2 op voor fotosynthese; deze CO2 belandt op de zeebodem als het plankton
afsterft en naar de bodem zinkt (Beerling, 2017; Maslin, 2014; NASA earth
observatory, 2011).
In de lange geschiedenis van de aarde zijn er binnen de koolstofkringloop twee
componenten ontstaan: een op lange termijn en een op korte termijn. Het
klimaat op aarde hangt sterk samen met de koolstofcyclus.
Langetermijnkoolstofcyclus
Deze evenwichtige cyclus beslaat honderdduizenden tot miljoenen jaren en
werkt als een soort thermostaat voor de aarde. De grootste hoeveelheid koolstof
is opgeslagen in de aardkorst. Als vulkanen uitbarsten, komt CO2 van diep
in de aardkorst in de atmosfeer terecht. Die toename aan atmosferische CO2
zorgt ervoor dat de regen wat verzuurt. Door deze regen lost kalksteen op,
en wordt het bicarbonaat (HCO−3 ) dat vrijkomt, door water naar de rivieren
gevoerd, waarna het uiteindelijk in de oceanen terechtkomt. De aanwezigheid
van planten versnelt de verwering van gesteente, waardoor er nog meer CO2
uit de atmosfeer wordt verbruikt en het koeler wordt. Mariene organismen
gebruiken het bicarbonaat om een skelet, schelpen en schalen te vormen. Als de
organismen afsterven, komen skelet, sch lpen en schalen op de oceaanbodem
terecht. Bij het bewegen van de tektonische platen kunnen deze in de aardkorst
terechtkomen. Door hitte en druk leiden ze daar tot vorming van CO2. Na dit
jarenlange proces komt de CO2 uiteindelijk via vulkaanuitbarstingen opnieuw in
de atmosfeer terecht. De gesmolten kern van de aarde is dus belangrijk om dit
proces op gang te houden. Er is hier een negatief terugkoppelingsmechanisme
aan het werk: het verweren van kalksteen is sterk afhankelijk van de temperatuur.
Hoge temperaturen versnellen de verwering, koude temperaturen remmen de
verwering af. Veel vulkanische activiteit leidt tot meer atmosferische CO2 en
een warmer klimaat. De verwering van kalksteen neemt toe waardoor er meer
CO2 wordt verbruikt. De CO2-concentratie in de atmosfeer daalt en het klimaat
verkoelt. Als het te koud wordt, dreigen de planten uit te sterven - ze doen
niet meer aan fotosynthese - en vertraagt de verwering; er wordt minder CO2
verbruikt (Beerling, 2017; Maslin, 2014; NASA earth observatory, 2011).
Kortetermijnkoolstofcyclus





60 KUNSTMATIGE INTELLIGENTIE , KLIMAATVERANDERING , STOMATA : KIKS
veelheid op lange termijn, en heeft een rechtstreekse impact op de heersende
klimaatverandering. Er is een voortdurende wisselwerking tussen atmosfeer,
terrestrische biosfeer, oceanen en bodem. Koolstof is een van de bouwstenen
van alle leven. Planten nemen CO2 uit de atmosfeer op voor fotosynthese en
geven een deel terug door respiratie. Als de planten groeien, wordt koolstof
opgeslagen in hun wortels, stam, stengels en bladeren. Dieren ademen CO2 uit
en slaan koolstof op als ze planten eten. Zo wordt koolstof vastgezet in fauna en
flora. Bij sterven van plant of dier komt de koolstof weer vrij: een deel verdwijnt
in de bodem, het grootste deel komt terug in de atmosfeer. De bodem is een
belangrijk koolstofreservoir, waar ook aan opname en respiratie gedaan wordt
door micro-organismen, het bodemleven (Wageningen University & Research,
2020).
Atmosferische CO2 lost op in de bovenste oceaanlagen. Plankton in de bovenste
lagen van de oceaan neemt CO2 op voor fotosynthese. Het plankton slaat dus
ook koolstof op, die na afsterven van het plankton naar de bodem van de zee
zal zinken. Koolstof in de aardbodem of op de zeebodem wordt voor lange
tijd aan de cyclus onttrokken. In miljoenen jaren kan organische koolstof in de
zeebodem omgevormd worden tot aardgas en aardolie, en in de bodem op het
land tot steenkool.
De hoeveelheid koolstof die tussen land, oceaan en atmosfeer wordt uitgewis-
seld, is afhankelijk van de temperatuur van het zeewater en van de hoeveelheid
atmosferische CO2. CO2 lost beter op in koud dan in warm water. Aan de
polen wordt veel CO2 door de oceanen opgenomen, aan de evenaar wordt er
vrijgegeven. Plankton gro it niet goed meer als het water te warm is. Als er
meer CO2 in de atmosfeer zit, dan wordt er door de bovenste lagen van de
oceanen meer CO2 opgenomen. De laatste jaren hebben de oceanen veel
meer CO2 opgenomen dan normaal, waardoor ze verzuren en opwarmen. Door
de opwarming en de verzuring van de oceanen zullen de oceanen op termijn
echter een kleiner deel CO2 opnemen, want de groei van plankton zal afgeremd
worden en warmere oceanen nemen minder CO2 op.
Bij veel atmosferische CO2 neemt ook de terrestrische biosfeer meer CO2 op.
De planten doen meer aan fotosynthese en groeien meer. Maar ook hier zijn
er beperkingen. Voor de groei van planten moeten er in de bodem voldoende
voedingsstoffen en voldoende water zijn. Voor de toekomst wordt meer extreem
weer voorspeld: afhankelijk van de regio zijn dat bv. extreme regenval of lange







Omdat land en zee extra CO2 hebben opgenomen, is slechts de helft van de
antropogene CO2-uitstoot in de atmosfeer terug te vinden. De oceanen hebben
een groot deel van de extra warmte opgenomen en hebben zo de opwarming
getemperd. Om de klimaatmodellen beter af te stellen, moet men weten hoeveel
CO2 de reservoirs exact uitwisselen. Daarover bestaat echter nog onzekerheid.
De hoeveelheden kunnen van jaar tot jaar schommelen en kunnen vaak niet
rechtstreeks gemeten worden. Wetenschappelijk onderzoek leidt tot nieuwe
inzichten (Friedlingstein et al., 2019; Resplandy et al., 2018).
(Beerling, 2017; Maslin, 2014; NASA earth observatory, 2011)
Samengevat
Planten passen zich aan aan veranderende omstandigheden, zoals licht, sei-
zoen, temperatuur, watervoorraad en de atmosferische CO2-concentratie. Via
hun huidmondjes regelen ze hun waterhuishouding en zorgen ze ervoor dat ze
CO2 opnemen om te groeien.
Doorheen de evolutie hebben planten hierin een evenwicht gevonden. Hoe
hoger de CO2-concentratie, hoe minder huidmondjes. Hoe groter de stomatale
dichtheid, hoe kleiner de huidmondjes. De hoeveelheid CO2 in de atmosfeer kan
daarom afgeleid worden uit de stomatale dichtheid. Men kan dus de dichtheid
en de afmetingen van huidmondjes gebruiken als tool om het heersende klimaat
waarin de planten groeiden, te reconstrueren.
Het is belangrijk om te weten hoe snel planten zich aanpassen, om bv. te
kunnen inschatten hoe de biodiversiteit en de voedselvoorziening beïnvloed
zullen worden door een toenemend CO2-gehalte.
Daarom is het interessant om te onderzoeken of de verandering van CO2-
concentratie tijdens de voorbije 100 jaar reeds een meetbaar effect teweeg-
bracht op de stomata van planten.
Leestip
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Kijktip
Stomatal Closure in Tradescantia Leaf Cells.
https://youtu.be/AwyrqfNTuxQ (davcjal, 2015).
Monocot and Eudicot Germination Time-lapse.
https://youtu.be/WbG5zu2Vw0I (Sci- Inspi, 2018).








HOE PASSEN BOMEN UIT HET TROPISCH REGENWOUD
ZICH AAN AAN DE KLIMAATVERANDERING?
3.1 Het onderzoek
Wetenschappers van de Plantentuin Meise en de UGent
onderzoeken hoe bomen uit het tropisch regenwoud
zich aanpassen aan de klimaatverandering. De stomata
op hun bladeren verschaffen informatie over de CO2-
concentratie in de atmosfeer ten tijde van de groei van
de planten. De onderzoekers tellen het aantal stomata
op de bladeren en ze meten hun grootte op. Erna
vergelijken ze de resultaten van recent materiaal met
die van materiaal van honderd jaar terug.
Het tellen en meten van stomata is echter een heel
tijdrovende bezigheid. Om dit te automatiseren, heeft
een computerwetenschapper van de UGent een neuraal
netwerk getraind (Meeus et al., 2020; Bauters et al.,
2020).
Het tropisch regenwoud (Figuur 3.1) is weinig toegan-
kelijk en de bomen zijn vaak zeer hoog, waardoor het
moeilijk is om er bladeren van planten te gaan verzame-
len. Gelukkig zijn er veel bladeren te vinden in herbaria
van musea en botanische tuinen, waar ze worden be-
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van de Plantentuin Meise bevat behalve veel gedroogd
plantenmateriaal, dat verzameld is in Congo tijdens
de Belgische koloniale periode (van 1908 tot 1960),
ook heel recent materiaal, verzameld in de 21ste eeuw
(zie paragraaf ’Afrikaans herbarium van de Plantentuin
Meise’).
Figuur 3.1: De groene ge-
bieden vormen de tropi-
sche regenwouden.
Het tellen en meten van stomata is zeer tijdrovend. Door
dit tellen en meten te automatiseren, kan men het we-
tenschappelijk onderzoek waarvoor men afmetingen
van stomata nodig heeft, versnellen. Artificiële intelli-
gentie biedt hierop een antwoord: een convolutioneel
neuraal netwerk is uitermate geschikt om beelden, en
dus ook huidmondjes op bladeren, te herkennen.
Om zo’n netwerk te trainen in het detecteren van
huidmondjes, toont men heel veel voorbeelden aan het
netwerk: foto’s van stomata en foto’s van delen van
bladeren waarop zich geen stoma bevindt.
Om een netwerk te trainen in het meten van de sto-
mata, toont men voorbeelden van bladeren waarop de
afmetingen van de aanwezige stomata zijn aangeduid.
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zulke neurale netwerken. Eens de netwerken getraind
zijn en dus klaar voor gebruik, zullen ook andere onder-
zoekers ze kunnen aanwenden voor hun eigen tellingen
en metingen van stomata.
Het team beschikt over voldoende foto’s waarop de
stomata manueel zijn aangeduid. Men noemt dit anno-
teren. Het resultaat is een geannoteerde foto zoals in
Figuur 3.2. Uit deze geannoteerde foto’s werden reeds
voorbeelden voor het netwerk gegenereerd: de voor-
beelden van stomata en de voorbeelden van delen van
bladeren zonder stomata. Vervolgens gebruikte men de
geannoteerde foto’s om een diep neuraal netwerk voor
het tellen van stomata te trainen (zie hoofdstuk 6).
Zelf huidmondjes aan-
duiden op foto’s kan
online via https:
//aiopschool.be/ki
ks/dl/data/annoteren/.Wat betreft het meten van stomata is er nog wat werk
aan de winkel. Via het burgerwetenschapsproject ‘Leaf ‘Leaf prints’ kadert in
het COBECORE-project
http://cobecore.org/.
prints’ op zooniverse.org wordt daarom gevraagd dat
mensen op zoveel mogelijk microfoto’s van bladeren de





3.2 Verzamelen van de dataset
Stomata zijn microscopisch kleine onderdelen van een
plant, ze zijn tussen 10 en 100 micron lang. De data-
set bestaat uit foto’s van bladeren genomen met een
microscoop. In het vervolg spreken we van microfoto’s.
De onderzoekers kozen de bladeren voor huidmond-
jestellingen en -metingen uit de Afrikaanse herbari-
umcollectie van de Plantentuin Meise. Deze collectie
bevat meer dan 80 % van alle herbariumspecimens
uit Burundi, Rwanda en Congo. Het materiaal is ge-
droogd. De herbariumspecimens werden verzameld in
het Yangambi biosfeerreservaat, gelegen in het stroom-
gebied van de Congo ten westen van de stad Kisangani
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N, 24,45 E-24,52 E). Het materiaal stamt uit drie ver-
schillende decennia: (1) 1935-1938, (2) 1951-1953, (3)
2012-2013.
Afrikaans herbarium van de Plantentuin Meise
De Plantentuin Meise heeft al meer dan 200 jaar ervaring met planten. Al
sinds het einde van de negentiende eeuw houden wetenschappelijk on-
derzoekers er zich bezig met de studie en het verzamelen van planten uit
Centraal-Afrika. Ten tijde van de kolonie Belgisch-Kongo werd de Afri-
kaanse flora grondig bestudeerd en werden er behoorlijk veel specimens
van verzameld. 80 % van de specimens ooit verzameld in Congo, Rwanda
en Burundi zijn aanwezig in het herbarium van de Plantentuin.
Op de website van de Plantentuin pakken ze er dan ook trots mee uit dat
de “Plantentuin Meise wereldwijd het meest toonaangevende instituut is voor
informatie over planten en paddenstoelen uit Centraal-Afrika”. Dankzij de
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landbouwingenieur. Al gauw vertrekt hij naar Belgisch-Kongo waar hij zich eerst
twee jaar op een privéboerderij kwijt aan het verbeteren van de kwaliteit van
het slachtvee. Daarna werkt hij op een proefboerderij van de koloniale overheid
waar hij rundvee, legkippen en citrusvruchten selecteert en verbetert.
In 1932 keert hij terug naar België. Met een verhandeling over tweezaadlobbigen
en naaktzadigen behaalt hij een doctoraat aan de KULeuven.
In 1935 vertrekt hij terug naar de kolonie waar hij tot 1939 aan de slag gaat als
hoofd van de wetenschappelijke afdeling van het INEAC (Institut National pour
l’Etude Agronomique du Congo belge - Nationaal Instituut voor Landbouwkunde
in Belgisch-Kongo). Hij richt er een afdeling Plantkunde op. Hij zorgt voor
exotische planten in de botanische tuin en in de wildernis legt hij paden aan om
er o.a. de bomen te kunnen observeren.
Louis stelt met veel zorg een herbarium samen dat beschouwd wordt als de
belangrijkste botanische verzameling uit het Kongobekken. Zijn Afrikaanse
collectie telt maar liefst 17 000 specimens, in veelvoud aanwezig. De Plantentuin
Meise bezit een volledige serie van dat herbarium.
In 1939 wordt hij aan het Landbouwinstituut van Gembloux in België aangesteld
als assistent, later wordt hij er professor.
In 1943 start hij samen met Joseph Fouarge de publicatie op van een reeks
boekjes getiteld “Essences forestières et bois du Congo belge”. Deze boekjes
bevatten van elke verhandelbare houtsoort een botanische studie en technische
gegevens over het hout. Een van de uitgaven gaat over de Afrormosia elata.
Jean Louis sterft op 44-jarige leeftijd. Hij wordt herdacht als een innemend en
vrijgevig persoon, perfectionistisch en analytisch van geest.
Camille Donis (1917-1988)
Na de middelbare school volgt Camille Donis een opleiding aan het Landbouw-
instituut van Gembloux waar hij afstudeert als landbouwingenieur in 1937.
Twee jaar later gaat hij aan de slag bij het INEAC in Belgisch-Kongo.
Tijdens de oorlog wordt hem opgedragen om de logistiek en de veiligheid van de
verplaatsing van het Expeditiekorps (Corps expéditionnaires) van Kongo naar
Caïro in goede banen te leiden. Hij doorkruist het Midden-Oosten en bekijkt
het vanuit het oogpunt van een landbouwdeskundige. Deze ervaring maakt van
hem een visionair.
In 1948 publiceert hij het boek “Essai d’économie forestière au Mayumbe”, dat
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o.a. Joseph Fouarge aan werkte, werd gelauwerd.
In 1949 wordt hij aan het Landbouwinstituut van Gembloux aangesteld als
docent tropische bosbouw, later wordt hij er professor. Hij is streng maar
begripvol en zal op vele generaties studenten zijn stempel drukken.
In 1952 wordt hij verantwoordelijk voor de afdelingen bos en hydrobiologie van
het INEAC.
In 1956 wordt hij directeur van het Nationaal Albert Park en het Nationaal
Kagera Park. Hij ijvert voor een groot natuurreservaat in Oost-Kongo, een
project dat vaste vorm aanneemt in 1970.
Hij keert terug naar België in 1958. Donis neemt wereldwijd deel aan internatio-
nale congressen over bossen en wordt in veel landen aanzien als specialist ter
zake.
Bart Wursten
Bart Wursten, geboren in 1953 in Amsterdam, hield als kind al van de natuur.
Na zijn studies wordt hij programmeur in de computertaal COBOL. Hij gaat
echter ook aan de slag als freelance fotograaf in de wereld van de popmuziek.
Maar de wijde wereld lonkt. In 1984 zet hij voor het eerst voet op Afrikaanse
bodem. Hij reist er door Zaïre, Burundi en Tanzania. Hij wordt verliefd op Afrika
en na enkele bezoekjes aan Kenia, verhuist hij naar Afrika in 1986.
Hij onderneemt grote reizen door Centraal-, Oost- en Zuid-Afrika. Dan krijgt hij
in 1988 de kans om voor een Nederlandse touroperator safari’s te organiseren
in Zimbabwe en Botswana. De volgende tien jaar gidst hij groepen toeristen
langs de belangrijkste bezienswaardigheden van deze landen. Buiten het
toeristisch seizoen reist hij zelf het continent door. Zijn fiets brengt hem zelfs
naar afgelegen plekken in Centraal-Zaïre, Uganda en Somalië.
In 1998 koopt hij een eigendom in Vumba, Zimbabwe, en opent er een Bed &
Breakfast, samen met zijn vrouw.
Wegens het landhervormingsprogramma en de daaruit ontstane politieke onrust
komen er na 2000 minder toeristen naar Zimbabwe. Wursten krijgt daardoor
meer vrije tijd om te genieten van al het moois dat de natuur in Vumba te bieden
heeft. Te midden van de rijke flora ontwikkelt hij een passie voor planten. Hij
maakt dankbaar gebruik van de mogelijkheden die nieuwe technologieën, zoals
laptops en digitale fotografie, bieden om de diversiteit aan planten vast te leggen.
In 2003 ontmoet hij Mark Hyde. De botanische kennis van Mark Hyde en de
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website Zimbabwe Flora.
Wursten zet zich nadien ook in voor het in ere herstellen van een nationaal park
en het begeleiden van bergexcursies in Mozambique. Ondertussen bouwt hij in
Mozambique een herbarium op.
In 2007 verhuizen Wursten en zijn vrouw verplicht naar Europa, ze gaan in
België wonen. Ze werken nog steeds verder aan Zimbabwe Flora en gaan nog
elk jaar terug. Wursten werkt ook voor de Plantentuin Meise. In 2010 neemt hij
deel aan een expeditie van zes weken over biodiversiteit langs de Kongorivier.
Al het recente materiaal gebruikt voor het wetenschappelijk onderzoek van KIKS
werd door hem verzameld.
(Commissie voor de Belgische Overzeese Biografie, 2015; Hyde et al., 2019)
Om de trainingset te genereren gebruikten de onder-
zoekers 19 gewone tropische boomsoorten die behoren
tot 12 families van bloeiende planten: Carapa procera,
Celtis mildbraedii, Cola griseiflora, Entandrophragma
candollei, Entandrophragma utile, Erythrophleum sua-
veolens, Garcinia punctata, Gilbertiodendron dewevrei,
Irvingia grandifolia, Mammea africana, Pentaclethra ma-
crophylla, Petersianthus macrocarpus, Polyalthia sua-
veolens, Prioria balsamifera, Prioria oxyphylla, Ricino-
dendron heudelotii, Strombosiopsis tetrandra, Trichilia
gilgiana, Trilepisium madagascariense.
Voor elk van de 19 soorten namen ze stalen van drie
specimens voor elke tijdsperiode, dus 9 exemplaren per
soort (uitgezonderd 8 voor Erythrophleum suaveolens,
Irvingia grandifolia en 7 voor Entandrophragma candol-
lei en Mammea africana). Er werden geen bladeren aan
de uiteinden van de takken genomen om bemonstering
van jonge onvolgroeide bladeren te voorkomen. Figuur 3.3: Prioria oxy-
phylla. Boven: microfoto
genomen direct van het
blad. Onder: microfoto




De kwaliteit van gedroogd materiaal is minder goed dan
dat van vers materiaal. Zelfs met een goede microscoop
zijn de stomata op gedroogd materiaal niet altijd goed te
zien, zeker ook omdat het materiaal vaak oud en broos
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met transparante nagellak, wat een betere kwaliteit van
foto’s gaf (zie Figuur 3.3 en Figuur 3.4).
Door het drogen zijn de stomata gemiddeld 9 %
gekrompen in de lengte. Hiermee moet rekening ge-
houden worden als men de data gebruikt voor weten-
schappelijk onderzoek.
De bladafdrukken werden gemaakt van de abaxi-
ale zijde (onderzijde) van vijf bladeren per specimen
(de bladeren zijn hypostomateus, d.w.z. dat er enkel
stomata aan de onderzijde van het blad zijn), halver-
wege tussen de hoofdader en rand van het blad, op
gelijke afstand tussen de punt en de basis van het blad.
Eens de nagellak opgedroogd was, werden de afdruk-
ken met dubbelzijdig plakband op een objectglaasje
overgebracht met de afdruk naar boven. Met behulp
van een digitale microscoop werd van drie zichtvelden
per blad een foto genomen, maar dan duizendmaal ver- Een zichtveld is 344 µm op
258 µm.groot. Zo’n foto heeft dan een formaat van 1600 op
1200 pixels.
Figuur 3.4: Bladafdruk ne-
men met nagellak en plak-
band.
De (volledige) huidmondjes per zichtveld werden ge-
teld en deze gegevens werden omgezet naar het aan-
tal huidmondjes per vierkante millimeter (een zichtveld
heeft een oppervlakte van 0,09 mm2). Men bekomt dus
de stomatale dichtheid.
Voor het trainen van het neuraal netwerk werden foto’s
uit deze dataset gebruikt (zie Figuur 3.5). Hierbij was er
van elke soort ongeveer dezelfde hoeveelheid.
Figuur 3.5: Foto uit de
KIKS-dataset: Coffea boi-
viniana Capuron.
Men beschikte over een trainingset die bestond uit
foto’s met enkel niervormige stomata. Daarnaast was er
ook nog een testset, met behalve niervormige ook hal-
tervormige huidmondjes. De testset werd opgebouwd
uit 16 andere soorten tropische bomen van 7 families.
Voor wetenschappelijk onderzoek is het belangrijk dat
men bepaalde foto’s later snel terugvindt en dat het
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foto’s een weloverwogen naam.
Bv. Coffea pseudozanguebariae_R&M 1944_blad2-
vlak3.jpg: de soortnaam van de plant, gevolgd door
de verzamelaar en het nummer van het specimen en
eindigend met het gefotografeerde deel van het blad.
3.3 Voorbereiden van de dataset
Om het netwerk te trainen heeft men heel veel voorbeel-
den nodig: foto’s van stomata en foto’s van delen van
bladeren waarop zich geen (volledige) stoma bevindt.
Zoals eerder gezegd in paragraaf 3.2 werd in de
Plantentuin Meise veel werk verzet: er werden heel wat
microfoto’s genomen van bladafdrukken.
Figuur 3.6: Geannoteerde
foto.
Deze microfoto’s van de bladeren werden geanno-
teerd (Figuur 3.6): het midden van elke stoma werd
manueel aangeduid door een mens. Dit moest zo nauw-
keurig mogelijk gebeuren. De kwaliteit van de dataset is
immers sterk bepalend voor de uiteindelijke prestaties
van het neuraal netwerk.
Elke foto en de lijst van coördinaten van het midden
van elke stoma op die foto werden aan het netwerk
doorgegeven.
Rond zo’n midden werd een vierkant geconstrueerd
van 120 op 120 pixels (Figuur 3.7). De grootte van
deze vakken is gekozen afgaande op de grootte van de
stomata op de foto’s. De stomata op de foto’s van de
KIKS-dataset passen mooi in zo’n vak.
Figuur 3.7: Vierkant rond
stoma.
Het vierkant werd dan ‘uitgeknipt’ (Figuur 3.8). Zo
ontstond één afbeelding: een voorbeeld van een afbeel-
ding van een deel van een blad met stoma, zoals de
voorbeelden in Figuur 3.10.
Er waren ook voorbeelden vereist van delen van bla-
deren zonder een (volledige) stoma erop. Omdat de
stomata niet heel dicht bij elkaar liggen - dat zou bv. het
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er ook even grote vierkanten geconstrueerd worden in
de buurt van een stoma, maar net buiten het vierkant
dat een stoma bevat (zie Figuur 3.9).
Deze vierkanten knipte men ook uit. Zo ontstonden
de voorbeelden van delen van bladeren zonder stoma
(Figuur 3.11).
Op Figuur 3.11 is duidelijk te zien dat deze methode
niet waterdicht is: in de voorbeelden zonder (volledige)
stoma duikt hier en daar toch een volledige stoma op.
Dat komt omdat het annoteren niet altijd even secuur
gebeurt.
Figuur 3.8: Stoma uitknip-
pen.
Figuur 3.9: Delen van blad
zonder stomata.
Al deze afbeeldingen van 120 op 120 pixels werden
dan gelabeld aan de dataset toegevoegd, 12 000 voor-
beelden van stomata en 72 000 voorbeelden van delen
van blad zonder stoma. Zowel in de voorbeelden met
stomata als in de voorbeelden zonder stomata zit een
grote variabiliteit (zie Figuren 3.10 en 3.11). Omdat de
variabiliteit bij de voorbeelden zonder stomata echter
groter is, bevat de trainingset zes keer meer voorbeel-
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Samengevat
Wetenschappers van de Plantentuin Meise en de UGent onderzoeken hoe
bomen uit het tropisch regenwoud zich aanpassen aan de klimaatverandering.
De onderzoekers tellen daarvoor het aantal stomata op de bladeren en ze
meten hun grootte op. Erna vergelijken ze de resultaten van recent materiaal
met die van materiaal van honderd jaar terug. Het tellen van de stomata is
geautomatiseerd met een neuraal netwerk.
Stand van zaken van het wetenschappelijk onderzoek (2020)
Uit het onderzoek blijkt dat de bomen uit het tropisch regenwoud in Afrika zich
inderdaad hebben aangepast aan de toename van atmosferische CO2, maar
toch niet helemaal zoals op voorhand ingeschat.
De stomatale dichtheid is afgenomen, zoals verwacht, maar op deze relatief
korte termijn van 100 jaar zijn de huidmondjes (nog) niet groter geworden. Het
ziet ernaar uit dat de toename van atmosferische CO2 toch niet geleid heeft tot
meer fotosynthese. De bomen zijn er ook niet in geslaagd om efficiënter met













De wetenschappers van de Plantentuin Meise en de
UGent doen een beroep op vrijwilligers om de geanno-
teerde foto’s te bekomen die ze nodig hebben voor hun
onderzoek. Er wordt gevraagd dat mensen op zoveel
mogelijk microfoto’s van bladeren de afmetingen van de
aanwezige stomata manueel aanduiden. Doe zelf ook mee aan
het ’Leaf prints’-project.
’Leaf prints’ kadert in het
COBECORE-project.
Deze foto’s worden aangeboden via het burgerwe-
tenschapsproject ’Leaf prints’ op Zooniverse. Ook leer-
lingen kunnen hieraan meewerken.
Voor de training van het neuraal netwerk van KIKS voor
stomatadetectie waren veel foto’s nodig waarop de huid-
mondjes manueel waren aangeduid. Omdat de leerlin- https://www.aiopschool
.be/kiks/annoterengen die aan de slag gaan met het KIKS-project, zouden
weten wat het annoteren van deze foto’s inhield, is er op
het ’Leaf prints’-project op Zooniverse een luik voorzien
waar leerlingen zelf eens foto’s voor stomatadetectie
kunnen annoteren. Bovendien wordt alle uitleg om het https://www.zooni
verse.org/projects/sofie-
dot-meeus/leaf-prints
project te kaderen, behalve in het Engels, ook aange-
boden in het Nederlands. Er wordt bijvoorbeeld ook
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Meer uitleg over de wetenschappelijke methode die
gebruikt werd om de data te verzamelen, vindt u in
het hoofdstuk 3 ’Wetenschappelijk onderzoek van de
UGent en de Plantentuin Meise’ van deze handleiding.
4.2 Burgerwetenschap
Burgerwetenschap of citizen science is onderzoek dat
rekent op het actieve engagement van vrijwilligers uit
het publiek om wetenschappers bij te staan in hun on-
derzoek i.v.m. maatschappelijk relevante problemen
(Wiggins & Crowston, 2011). Soms echter wordt een project
onterecht voorgesteld als een ci-
tizen science project, enkel en
alleen om een bepaald weten-
schappelijk onderzoek te kunnen
verspreiden onder het brede pu-
bliek.
Er wordt steeds meer een beroep gedaan op burgerwe-
tenschappers voor wetenschappelijke projecten binnen
allerhande onderzoeksdomeinen, gaande van biologie
en het milieu tot de medische wereld, maar ook bin-
nen historisch en literatuuronderzoek. Citizen science
kan immers op grote schaal werken en leiden tot grote
hoeveelheden data die zonder de hulp van vrijwilligers
moeilijk te verkrijgen zouden zijn. Onder de juiste om-
standigheden kan een burgerwetenschapsproject data
van hoge kwaliteit genereren en uitmonden in betrouw-
bare en wetenschappelijk waardevolle resultaten, maar
ook leiden tot onverwachte inzichten en innovaties. Om betrouwbare data te beko-
men bijvoorbeeld, zal het nodig
zijn de vrijwilligers degelijk op te
leiden, zodat ze hun taken goed
kunnen volbrengen. Het is ook
heel belangrijk de taak zo dui-
delijk mogelijk en sterk afgelijnd
te omschrijven. De betrouwbaar-
heid van de gegevens kan ook
verhoogd worden door bepaalde
mechanismen in te bouwen, zo-
als dezelfde foto door meerdere
mensen te laten annoteren of
door veel meer metingen te la-
ten doen dan noodzakelijk, zodat
foute meetresultaten minder door-
wegen.
Burgerwetenschap kan de kloof tussen de universitei-
ten en de maatschappij verkleinen. Er kunnen nieuwe
onderzoeksdomeinen mee geëxploreerd worden. De
universiteiten kunnen er hun eigen studenten mee moti-
veren en participeren aan het onderwijs aan leerlingen
van basis- en secundaire scholen. Burgers bekijken
de zaken soms op een andere manier en kunnen zelf
onderzoeksvragen bij de wetenschappers aanbrengen
om onder de loep te laten nemen.
Men moet echter ook opletten voor valkuilen: is het






sen onder het mom van een wetenschappelijk onder-
zoek voor je kar te spannen terwijl het eigenlijke doel
enkel bekendmaking van het wetenschappelijk onder-
zoek is (Simpson, 2019; De Moor et al., 2019; De Moor,
2019).
4.3 Samenwerking tussen onderzoekers en
burgerwetenschappers
Een van de uitdagingen bij de opstart van een citizen
science project is het kunnen enthousiasmeren van vrij-
willigers zodat ze instappen in het project en ze vervol-
gens geëngageerd houden. Deelname gebeurt immers
geheel vrijwillig, er is geen formele overeenkomst en er
hangt geen financiële vergoeding aan vast.
Vrijwilligers van wie een behoorlijke intellectuele in-
spanning wordt gevraagd, hechten veel waarde aan de
interactie met de onderzoekers en met de andere bur-
gerwetenschappers binnen het project. Ze verwachten
ook dat ze zelf iets bijleren (De Moor et al., 2019).
De samenwerking tussen onderzoekers en burgerwe-
tenschappers verloopt vaak virtueel via een online ci-
tizen science platform, zoals DoeDat en Zooniverse, Neem alvast een kijkje
op https://www.i
edereenwetenschapper.be/.
waarbij de deelnemers bepaalde repetitieve taken bin-
nen het onderzoek volbrengen of via een computerspel
de wetenschappers aan gegevens helpen.
Daarnaast zijn er ook niet-virtuele projecten waarbij
mensen vlinders tellen of de hoeveelheid fijnstof in de
lucht meten. Bij sommige projecten waar vrijwilligers in
het labo gaan meehelpen, is er ook persoonlijk contact
met de onderzoekers.
4.4 Burgerwetenschap in de klas
Door op school met leerlingen deel te nemen aan een
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actueel wetenschappelijk onderzoek. Door daarbij ver-
der te gaan dan het verzamelen van data en eenvoudige
analyses ervan, en hen te betrekken bij betekenisvolle
onderzoekspraktijken, krijgen ze de kans om weten-
schappelijke onderzoeksvaardigheden te ontwikkelen.
Ze zullen bijvoorbeeld met de onderzoekers moeten
communiceren over de vereisten van de betreffende
wetenschappelijke methode en hoe ze die moeten toe-
passen (Nistor et al., 2019).
Er zijn duidelijke verschillen tussen een citizen science
project dat is ontworpen voor het brede publiek en een
dat moet dienen binnen een schoolse context (Nistor
et al., 2019).
• Leerkrachten willen immers leerlingen zaken bijbren-
gen binnen een pedagogisch kader en gekoppeld
aan de leerplandoelstellingen.
• In de klas zijn het de leerkrachten die de leerlingen
zullen moeten motiveren i.p.v. de onderzo kers.
• De rol van de leerkracht zal er ook in bestaan toe te
zien op de communicatie tussen de leerlingen en de
onderzoekers.
• De wetenschappers voegen een extra doel toe aan
hun citizen science project. Naast het verkrijgen van
data, moeten uit het project ook pedagogische en
educatieve resultaten komen. Hiervoor moeten ze
overleggen met de leerkrachten over het curriculum.
Ze zullen de leerkrachten misschien ook moeten
opleiden in wetenschappelijk onderzoek en ze erin
trainen hoe ze de wetenschappelijke onderzoeks-
methodes in de klas kunnen introduceren. Dit zorgt
ervoor dat zowel leerlingen als leerkrachten geënga-








Wetenschappers starten steeds vaker een burgerwetenschapsproject op om de
data te bekomen die nodig zijn voor hun onderzoek.
Ook de wetenschappers van de Plantentuin Meise en de UGent doen een
beroep op vrijwilligers om de geannoteerde foto’s te verwerven die ze nodig
hebben voor hun onderzoek. Deze mensen wordt gevraagd om op zoveel
mogelijk microfoto’s van bladeren de afmetingen van de aanwezige stomata
manueel aan te duiden.
Leestip
De European Citizen Science Association (ECSA) formuleerde 10 principes van
citizen science. U vindt ze op https://www.iedereenwetenschapper.be/
article/de-tien-principes-van-de-burgerwetenschap.
Sinds begin 2020 kunt u terecht op de website van Scivil, het Vlaamse kennis-
centrum voor Citizen Science, voor alle informatie over het opzetten van een
eigen citizen science project: https://www.scivil.be.













5.1 Wat is AI?
Kunstmatige (KI) of artificiële intelligentie (AI) komt
volop aan bod in de media. Populaire thema’s zijn:
chatbots, zelfrijdende auto’s, virtuele assistenten en het
verlies aan jobs.
Volgens de medeoprichter van Wired-magazine Ke-
vin Kelly zal AI meer en meer onze levens binnendrin-
gen en ligt het aan de basis van een nieuwe industriële
revolutie (Kelly, 2016). Stanford professor Andrew Ng
noemt AI zelfs de nieuwe elektriciteit.
In 2018 verscheen een studie over de positie van
Vlaanderen in AI (PwC, 2018). Men rapporteerde: “Er
is geen ontsnappen aan. Artificiële intelligentie zal mor-
gen deel uitmaken van alle diensten, maar ook van alle
producten, als onderdeel van een evolutie die sommi-
gen vergelijken met de opkomst van elektriciteit. Net
zoals vroeger alles ‘elektrisch’ werd, wordt nu alles
‘slim’”.
In deze studie hanteert men de definitie die door de
Europese Commissie voorgesteld is in de Mededeling
over AI voor Europa (2018): “Kunstmatige intelligentie
verwijst naar systemen die intelligent gedrag vertonen
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zelfstandig – actie te ondernemen om specifieke doel-
stellingen te verwezenlijken. Op KI gebaseerde syste-
men kunnen louter softwarematig zijn en actief zijn in
de virtuele wereld (bijvoorbeeld stemgestuurde assis-
tenten, software voor beeldanalyse, zoekmachines en
systemen voor spraak en gezichtsherkenning), maar KI
kan ook in hardware-apparaten worden geïntegreerd
(bijvoorbeeld geavanceerde robots, zelfrijdende auto’s,
drones of toepassingen van het internet der dingen Een
definitie geven voor AI, iets dat in zoveel verschillende
domeinen wordt ingezet, is geen sinecure. U kunt er
meer over lezen in de kaders ’Intelligentie‘ en ’AI’.
AI heeft inderdaad al succesvolle toepassingen: ge-
zichtsherkenning in China om toegang te verlenen tot
gebouwen, AI-systemen die specialisten evenaren in
de diagnose van huidkanker, AlphaGO Zero dat zelf
go leerde spelen enkel door te spelen tegen zichzelf
(Steels et al., 2017). Maar hoewel er ongetwijfeld span- AlphaGo Zero is het resultaat van
reinforcement learning, wat uitge-
legd wordt in paragraaf 6.1.
nende ontwikkelingen zijn op het vlak van AI, staat de
kunstmatige intelligentie vooralsnog mijlenver af van
menselijke intelligentie. Een mens kan behoorlijk veel Men maakt een onderscheid tus-
sen general AI en narrow AI. Bij
general AI gaat het over compu-
tersystemen met dezelfde capa-
citeiten als een mens. We heb-
ben vooralsnog niet de kennis
om dergelijke systemen te ontwer-
pen. Voorlopig zit AI nog maar op
het niveau van de narrow AI: AI-
systemen die de specifieke taken
doen waarvoor ze ontworpen wer-
den.
bijleren uit een beperkt aantal voorbeelden, omdat hij
ook zijn reeds opgedane kennis en vaardigheden be-
nut. Een mens is bovendien zeer flexibel: we zijn in
staat ons snel aan te passen aan veranderende om-
standigheden en adequaat te reageren op onverwachte
gebeurtenissen. Vandaag de dag kan een computer dat
niet. Een AI-systeem is gericht op het invullen van een
bepaalde taak en is maar goed in datgene waarvoor het
ontworpen is.
Om AI in te zetten voor een bepaald probleem, wordt
informatie over dat probleem aan de computer gegeven.
Vervolgens verwerkt het AI-systeem deze informatie
en komt er een output. Men kan daarbij het probleem
kennisgebaseerd of datagebaseerd aanpakken.
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kennis van menselijke experts zoveel mogelijk in regels
probeert te gieten om de kennis van deze experts eigen
te maken aan een expertsysteem.
Bij een datagebaseerde aanpak worden met stati-
sche methodes patronen in relevante data opgespoord
en dan gebruikt om nieuwe problemen op te lossen.
Men spreekt dan van machinaal leren (machine learning,
ML) (Steels et al., 2017).
Intelligentie
Meer dan 2000 jaar geleden waren Socrates en Plato al geboeid door de
menselijke intelligentie, maar tot op heden is er nog steeds geen algemeen
gangbare definitie van intelligentie.
In de 16de eeuw definieerde dokter en psycholoog Huarte intelligentie als “het
vermogen om te leren, om te kunnen inschatten en om te kunnen fantaseren”.
De psycholoog Wechsler, de grondlegger van de alom gebruikte IQ-testen
WAIS en WISC, formuleerde het in 1958 als volgt: “Intelligentie is de globale
geschiktheid van een individu om doelbewust te handelen, om rationeel te
denken en om doeltreffend om te gaan met de omgeving”.
De volgende definitie werd in 1997 onderschreven door 52 experten: “Intelligen-
tie is een heel algemene mentale geschiktheid die o.a. het vermogen inhoudt
om te redeneren, te plannen, problemen op te lossen, abstract te denken,
complexe ideeën te begrijpen, snel te leren en te leren uit ervaring”.
Van Dale omschrijft het kort als “verstandelijk vermogen”. De Oxford English
Dictionary ziet het als “het vermogen om kennis en vaardigheden te verwerven
en toe te passen”.
Computerwetenschappers Hutter en Legg geven in 2006 de definitie: “Intelli-
gentie meet het vermogen van een agent om doelen te bereiken in een breed
spectrum van omgevingen”. Zo’n agent kan bv. een mens of een dier zijn,
of een AI-systeem. MIT-professor Tegmark geeft in 2017 de volgende brede
definitie: “Intelligentie is het vermogen om complexe doelen te bereiken”.
De laatste twee definities omvatten, juist door hun breedheid, veel eigenschap-
pen: het vermogen om kennis te verwerven, om zich aan te passen, om te
begrijpen . . .
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AI
De Europese Commissie uit 2018 hanteert dus de volgende definitie voor AI:
“Kunstmatige intelligentie verwijst naar systemen die intelligent gedrag vertonen
door hun omgeving te analyseren en – in zekere mate zelfstandig – actie te
ondernemen om specifieke doelstellingen te verwezenlijken. Op KI gebaseerde
systemen kunnen louter softwarematig zijn en actief zijn in de virtuele wereld
(bijvoorbeeld stemgestuurde assistenten, software voor beeldanalyse, zoekma-
chines en systemen voor spraak en gezichtsherkenning), maar KI kan ook in
hardware-apparaten worden geïntegreerd (bijvoorbeeld geavanceerde robots,
zelfrijdende auto’s, drones of toepassingen van het internet der dingen)”.
Naast deze definitie worden nog andere definities geponeerd. Tegmark (2017)
zegt eenvoudigweg dat "Artificiële intelligentie niet-biologische intelligentie is".
Volgens Boden (2016) verwijst AI naar computers die de dingen doen die
men met verstand doet. "Sommige van deze zaken (bv. redeneren) worden
doorgaans omschreven als ’intelligent’. Andere (bv. zicht) niet. Maar alle-
maal vereisen ze psychologische vaardigheden die het voor een mens en een
dier mogelijk maken om hun doelen te bereiken, zoals perceptie, associatie,
voorspelling, planning en het controleren van een motor".
5.2 Nieuwe technologieën
Nieuwe technologieën veranderen de maatschappij en
sommige doen dat op een zeer ingrijpende manier. Vol-
gens Gabriels 2019 "geven technologische ontwikkelin-
gen mee vorm aan hoe wij de wereld zien en beïnvloedt
technologie ons denken, gedrag en onze waarden en
normen".
De uitvinding van het elektrisch licht heeft geleid tot
de bouw van elektriciteitscentrales en heeft er uitein-
delijk voor gezorgd dat de productie in fabrieken sterk
werd opgedreven. Nu kan onze maatschappij niet meer
functioneren zonder elektriciteit. Met de komst van de
wasmachine moest minder tijd besteed worden aan het
wassen van kleren, maar we zijn ze ook meer gaan
wassen. Door echografie te gebruiken, gaan we anders
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die zich (kunnen) voordoen.
Het internet en de alomtegenwoordige smartphone
hebben een grote invloed op de arbeidsmarkt, ons huis-
houden en de vrijetijdsbesteding, m.a.w. op ons dag-
dagelijks leven. Communicatietoepassingen en sociale
media hebben de dienstverlening van de overheid en
de bedrijven veranderd. Online shoppen, het massaal
delen van foto’s, digitaal bankieren, een recept of een
goedkopere energieleverancier opzoeken via het inter-
net, een hotel boeken vanuit je luie zetel . . . Deze zaken
zijn zo goed ingeburgerd dat een leven zónder haast
ondenkbaar is.
Hoe ingrijpend een nieuwe technologie de maatschappij
zal veranderen, is moeilijk in te schatten. De uitvinding
van de telefonie en van de fotografie in de negentiende
eeuw hebben bepaald hoe de hedendaagse commu-
nicatie eruit ziet. Toen de eerste auto’s begonnen te
rijden, had niemand verwacht dat men ooit met zijn
allen uren in de file zouden staan. Wie kon in 1969
vermoeden dat we nu met een smartphone op zak zou-
den lopen met meer rekenkracht dan de computers die
de astronauten naar de maan brachten? In 1995 was
het moeilijk in te schatten dat het internet vandaag zo’n
grote impact zou hebben op het dagelijkse leven.
Het is echter niet alleen moeilijk om de impact van
een nieuw technologisch product in te schatten als het
nog niet in gebruik is, eens wijdverspreid is het moei-
lijk om aanwezige ongewenste effecten te corrigeren
(Collingridge dilemma) (Gabriels, 2019).
Naast de directe impact van nieuwe technologieën, is er
ook een indirecte impact waarvoor men bedachtzaam
moet zijn (Eynikel, 2017). Ook ‘positieve’ technologieën
hebben soms een minder zichtbaar negatief effect.
Er zijn hiervan tig voorbeelden, zoals de industriële
revolutie die een stijging van atmosferische broeikas-





86 KUNSTMATIGE INTELLIGENTIE , KLIMAATVERANDERING , STOMATA : KIKS
walvissen in de war brengt en robotmaaiers die egels al
dan niet dodelijk verwonden (zie kader ’Robotmaaiers
doden egels’). Dankzij de moderne communicatie is
men sneller op de hoogte van wat er in de wereld ge-
beurt, maar de keerzijde hiervan is dat men voortdurend
op zijn hoede moet zijn voor fake news.
Robotmaaiers doden egels
Robotmaaiers zijn er al sinds de jaren 90. Recent zijn er echter meldingen dat
deze toestellen gevaarlijk zijn voor egels. Vooral jonge egels worden door de
robotmaaiers verminkt of zelfs gedood. Fabrikanten zijn zich bewust van het
probleem en raden aan om de robots niet ’s nachts te laten maaien. Ze voorzien
de robots ook van veiligheidsmechanismen, grotendeels bedoeld voor kinderen,
volwassenen, honden en katten. Bij maaiers met een botssensor is het voor de
veiligheid van de egels belangrijk dat de afstand tussen de beschermende kap
en de grond niet groter is dan 4,5 cm (Rummens & Vercayie, 2012).
De impact van AI zal mogelijk nog groter zijn dan de
komst van het internet.
AI is al aanwezig in het dagelijks leven: gezichtsher-
kenning op Facebook, Google Translate, vragen stellen
aan Siri, learning analytics in het secundair onderwijs,
in verzekeringsfirma’s triëren robots de inkomende e-
mails, bol.com heeft een chatbot te uwer beschikking,
robotjournalistiek bij verkiezingen, suggesties op Netflix,
spamfilters, betere navigatiesystemen . . .
AI is echter ook al doorgedrongen in de juridische
wereld en de gezondheidszorg. AI-systemen handelen
in advocatenfirma’s de ‘eenvoudige’ zaken af of helpen
de advocaat om in te schatten of het de moeite waard
is om een bepaalde zaak voor de rechtbank te bren-
gen. Radiologen doen een beroep op AI om medische
beelden sneller en nauwkeuriger te interpreteren. AI
wordt gebruikt voor het genereren van ondertitels bij
film en om zwart-witbeelden in te kleuren. Op sommige
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men met AI probeert om wiskundige bewijzen op te stel-
len, verbaast niemand, maar AI speelt ook een rol bij het
opsporen van kunstvervalsingen en geeft nieuwe onder-
zoeksdomeinen, zoals computerlinguïstiek, een boost.
Dus hoewel er jobs zullen verdwijnen door de opkomst
van AI, zullen er ook nieuwe jobs door ontstaan.
Hoewel men optimistisch is over de toekomstige ont-
wikkelingen binnen AI, is realiteitszin op zijn plaats.
Men moet beseffen dat sommige zaken veel tijd zul-
len vergen, bv. vertalen tussen om het even welke talen
en het begrijpen van taal. Taal is zeer complex. Denk
maar aan de plaats van woorden in een zin waardoor
die zin een bepaalde betekenis krijgt, woorden met
meerdere betekenissen waarvan je de juiste betekenis
uit de context moet afleiden . . . Voor het Nederlands
is de uitdaging extra groot. Er zijn immers minder data
beschikbaar omdat het Nederlandse taalgebied vrij be-
perkt is.
Net zoals bij andere technologische ontwikkelingen
steken ook hier ethische dilemma’s de kop op. Boven-
dien kunnen er ook moreel ongewenste effecten optre-
den waar men bij de ontwikkeling van het AI-systeem
niet op bedacht was. Ethische discussies vergen echter
veel tijd. Men mag daarom niet wachten tot de technolo-
gie klaar is om de nodige ethische discussies te voeren
(zie paragraaf 5.6).
5.3 Het gebruik van AI van A tot Z
• Autopiloot in een vliegtuig. In een Boeing wordt
slechts enkele minuten manueel bestuurd, bij het
opstijgen en het landen.
In de toekomst: bij zelfrijdende auto’s zullen niet één,
maar miljoenen AI-systemen gebruikt worden.
• BP gebruikt AI-technologie om beter te presteren en
om het gebruik van energiebronnen te optimalise-
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de olie- en gasproductie. Ze gebruiken daarvoor o.a.
geologische data en sensoren op de sites.
GE Power gebruikt big data, machine learning en U leest meer over big data in pa-
ragraaf 5.4.IoT om een ‘internet van energie’ te bouwen. Ze
gebruiken het ook om nodige onderhoudsactiviteiten
en de vraag naar stroom te voorspellen en om de
operationele werking te optimaliseren.
• Chatbots zijn steeds meer aanwezig.
Ofwel als slimme persoonlijke assistenten, zoals Siri
(om iets op te zoeken op internet of iets te helpen
herinneren) en Alexa (om to-do-lijsten te maken,
een online bestelling te plaatsen). Met stemcom-
mando’s kan men muziek afspelen, updates krijgen
van nieuws- en sportberichten, een Uber bestellen
en afspraken maken.
Ofwel als chatbot die via Skype een klantendienst
runt, zoals de virtuele assistent Cortona van Micro-
soft die vragen beantwoordt en info over het weer
verschaft.
• Disney geeft hun bezoekers een MagicBand pols-
band of een badge. Hiermee krijgt Disney veel data
waardoor ze kunnen anticiperen op de noden van
de gasten om hen een ongelooflijke en gepersona-
liseerde ervaring te bezorgen. Ze kunnen er files
aan de attracties mee oplossen, extra diensten ver-
schaffen aan klanten die ontevreden zijn door een
gesloten attractie en het personeel efficiënter inscha-
kelen.
• E-mails worden door Gmail op een slimme manier
verdeeld in categorieën: primair, sociaal, reclame.
De e-mails worden ook gelabeld als ‘belangrijk’. Elke
keer dat een e-mail als belangrijk wordt aangeduid,
leert Gmail. Onderzoekers hebben de effectiviteit
van de prioriteitsinbox van Gmails getest en besloten
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Ook Spam-filters gebruiken AI. Ze moeten continu
leren uit een variëteit aan signalen, zoals bepaalde
woorden in een bericht, de afzender, van waar het
bericht werd verzonden . . .
• Fraudebescherming: ML wordt gebruikt voor fraude-
preventie bij online transacties met kredietkaarten.
• Google zet AI in voor meer duurzaamheid. Google
gebruikt AI en data van satellieten om illegaal vissen
te voorkomen. Iedere dag worden 22 miljoen data-
punten verzameld die tonen waar schepen vertoeven
wereldwijd. Met machine learning kunnen ze achter-
halen waarom een schip op zee is. Zo ontwikkelde
Google de ‘Global Fishing Watch’ dat toont waar er
gevist wordt en of dat illegaal gebeurt.
Google gebruikt machine learning om de juiste con-
figuratie van hardware en koelers in hun datacentra
te bepalen. Zo vermindert Google de hoeveelheid
energie om de datacentra operationeel te houden.
Google’s DeepMind kent veelbelovende toepassin-
gen in de gezondheidszorg, zoals het helpen stellen
van een diagnose.
• Heineken gebruikt data om zijn operationele werking,
marketing, reclamecampagnes en klantenservice te
verbeteren. Maar niet alleen brouwerijen gaan op
deze manier te werk, dit gebeurt ook in de auto-
industrie en bij supermarkten.
Volvo gebruikt data om te voorspellen welke onder-
delen kunnen stukgaan en wanneer voertuigen op
onderhoud moeten komen. BMW heeft big data-
technologie in zijn business-model en gebruikt data
voor besluitvorming rond design, engineering, ver-
koop en nazorg.
Ahold Delhaize voorspelt boodschappenlijstjes van
een bepaalde klant met AI. Walmart gebruikt ma-
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van klanten te verbeteren en voor een betere service.
Ze gebruiken gezichtsherkenning om te bepalen of
klanten blij of verdrietig zijn.
• Image caption generation: op sommige webshops
worden de teksten bij de artikelen automatisch ge-
genereerd.
Het Brits nieuwsagentschap Press Association plant
om robots lokale nieuwsberichten te laten schrijven.
• Juristen worden geholpen door AI-gestuurde soft-
ware, die de analyse van documenten efficiënter
maakt. Machines kunnen documenten bekijken en
ze labelen als wel of niet relevant voor een bepaalde
zaak. Als een document relevant blijkt, kunnen de
machines vervolgens op zoek gaan naar andere
documenten die op eenzelfde manier relevant zijn.
Machines zijn veel sneller in het doorlopen van do-
cumenten. Ze kunnen de werklast van de mensen
verminderen door enkel documenten door te sturen
waar er twijfel over bestaat. Om hun klanten goed
te kunnen adviseren, moeten advocaten vaak saai
werk verrichten, zoals feiten en cijfers controleren
en de uitkomsten van vroegere zaken nagaan. Een
AI-systeem kan de saaie dingen doen, trouwens met
meer nauwkeurigheid en efficiënter dan mensen. AI-
systemen kunnen contracten nalezen. Ze kunnen
ook de uitkomst van een proces beter voorspellen,
aangezien ze goed data kunnen analyseren.
Er bestaat ook al AI-software om online tot een op-
lossing voor een echtscheiding te komen en dat voor
een fractie van de prijs.
• Kredietmaatschappijen gebruiken big data van mar-
keting databases, transacties en publieke informatie
om te komen tot een snellere en meer efficiënte
besluitvorming.
• Landbouw is de dag van vandaag een industrie
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den moet worden met pesticide. Er zijn geautoma-
tiseerde landbouwmachines om te ploegen en te
zaaien; robots worden ingezet om fruit en groenten
te oogsten (big data, GPS, ML).
• Mattel bracht Hello Barbie op de markt. Spraakher-
kenning zorgt ervoor dat het kind conversaties kan
voeren met de pop. De pop, die verbonden is met
servers in de cloud, leert uit vorige gesprekken.
• Netflix baseert zich op data om te bekijken in welke
content ze gaan investeren. Via algoritmes wordt het
geheel gepersonaliseerd, zoals de homepage, de
aanbevelingen en de beelden die men te zien krijgt
bij die aanbevelingen. Men baseert zich hiervoor op
zaken zoals kijkgedrag en welke dag het is.
• Oude, onopgeloste politiezaken, zogenaamde cold
cases, kunnen nieuw leven worden ingeblazen met
een AI-systeem dat erop getraind is de dossiers te
scannen op forensische sporen en een rangschik-
king te maken welke cold cases het meeste kans
hebben om nu wel opgelost te worden dankzij mo-
derne forensische technieken.
• Personaliseren van reclame en gebruikerservarin-
gen gebeuren met AI. Bij Amazon krijgt de gebruiker
aanbevelingen voor producten waarin hij vermoede-
lijk geïnteresseerd is: “Customers who viewed this
item also viewed. . . ”.
Facebook gebruikt AI om de newsfeed te personali-
seren en ervoor te zorgen dat de gebruiker enkel de
posts en de reclame te zien krijgt die hem interesse-
ren.
• Q-music zal in de toekomst steeds meer muziek af-
spelen die gecomponeerd is met de hulp van een
AI-systeem. Algoritmes die muziek genereren, kun-
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kan helpen begrijpen wat het publiek verlangt en hel-
pen inschatten welke songs mogelijk een hit worden.
• Radiologen gebruiken AI in medische beeldvorming
om sneller diagnoses te kunnen stellen. Er is bv.
een AI-systeem dat acute en levensbedreigende pa-
thologieën in CT-scans detecteert en aanduidt. Ook
het interpreteren van de beelden en het opstellen
van een behandelingsplan gebeurt steeds meer met
software.
• Sociale media maken volop gebruik van AI.
Snapchat heeft gezichtsfilters geïntroduceerd. Deze
filters traceren bewegingen van het gezicht, waar-
door gebruikers geanimeerde effecten of digitale
maskers kunnen toevoegen die zich aanpassen wan-
neer de gezichten bewegen.
Pinterest gebruikt ML om automatisch objecten op
afbeeldingen te identificeren.
Instagram gebruikt ML om de contextuele betekenis
van emoji’s te identificeren. Dat is voor Instagram
belangrijk om te kunnen analyseren hoe mensen
hun website en app gebruiken. Instagram gebruikt
big data en AI voor doelgerichte reclame, het tegen-
gaan van cyberpesten, het wissen van aanvallende
commentaren en de strijd tegen spam, en om de
gebruikerservaring te verbeteren.
Twitter gebruikt AI om tweets aan te bevelen, onge-
paste en racistische content tegen te gaan en de
gebruikerservaring te verbeteren.
• TomTom en Waze zijn slimme navigatiesystemen. Ze
gebruiken AI om hun systeem te verbeteren. Real
time gegevens van gebruikers worden bv. gebruikt
om reistijden beter te kunnen inschatten.
• Uber laat de kostprijs van de rit door AI berekenen.
Met AI wordt ook de wachttijd geminimaliseerd en
worden gebruikers optimaal gematcht om omwegen
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• Voice-to-text : een aan een smartphone gedicteerde
tekst wordt omgezet in geschreven tekst. ML-systemen
beginnen ook al dialecten van eenzelfde taal van el-
kaar te kunnen onderscheiden.
• Watson van IBM speelt sous-chef in de keuken, door
te helpen recepten te ontwikkelen en unieke smaken
te creëren.
Aan IBM’s Watson werden honderden beelden van
het werk van Gaudi gegeven, naast complementair
materiaal, opdat Watson mogelijke invloeden van
het werk zou leren kennen. Nadien heeft Watson
inspiratie geleverd aan artiesten die de opdracht
gekregen hadden om een standbeeld in de stijl van
Gaudi te creëren.
• X schreef eigenlijk die tekst! Plagiaat-checkers kun-
nen met ML plagiaat detecteren van bronnen die
niet opgenomen zijn in een database, zoals bron-
nen in een vreemde taal en oudere bronnen die niet
gedigitaliseerd zijn.
• YouTube gebruikt machine learning om geweldda-
dige en aanstootgevende video’s op te sporen, vaak
nog voor iemand ze heeft kunnen bekijken. Een van
de redenen hiervoor is dat adverteerders niet willen
dat hun advertenties getoond worden naast bv. een
racistische video.
• Zullen we in de toekomst nog op de klassieke manier
solliciteren? Waarschijnlijk niet. Unilever start een
sollicatieprocedure al met het verplicht indienen van
een filmpje, wat dan door een AI-systeem wordt ge-
analyseerd. Men zegt dat het systeem er de meest
gemotiveerde en geschikte kandidaten voor de job
uithaalt.
(van der Beek, 2019; Carpentier De Changy, 2018;
Gavira, 2018; Jacobs, 2016; Marr, 2018; Mattel, 2017;
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5.4 Geschiedenis van AI
In de negentiende eeuw ontwierp Charles Babbage de
’Analytical Machine’ en publiceerde Ada Lovelace het
eerste computerprogramma. Bovendien dacht Lovelace
toen al na over de mogelijkheden die zo’n machine zou
hebben. U kunt meer lezen over Babbage en Lovelace
in de paragraaf ’Ada Lovelace’.
In 1950 vroeg Alan Turing zich af of een machine
er in een conversatie zou kunnen in slagen een mens
te doen geloven dat zij een mens is. Bij de Turingtest
stelt een mens vragen aan een ongekende partij in een
andere kamer, die zowel een mens als een machine
kan zijn, om dan te besluiten of die een mens is of
niet. Hiermee gaf Turing een eerste aanzet tot het
onderzoeksdomein dat we nu kennen als kunstmatige
intelligentie (KI of AI).
Figuur 5.1: Geschiedenis
AI. Afbeelding uit presen-
tatie Accenture, met toe-
stemming van L. Depuydt
(persoonlijke communica-
tie).
AI is dus geen nieuw fenomeen (zie Figuur 5.1). Het
onderzoeksdomein bestaat al sinds 1956, toen op een
conferentie in Dartmouth vooraanstaande onderzoe-
kers waaronder John McCarthy, Marvin Minsky, Claude
Shannon en Nathaniel Rochester (zeer optimistisch)
stelden dat “elk aspect van leren of elk ander kenmerk
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schreven dat er een machine gemaakt kan worden om
het na te bootsen”.
Ada Lovelace (1815 - 1852)
She Walks in Beauty
BY LORD BYRON (Byron, 2015)
She walks in beauty, like the night
Of cloudless climes and starry skies;
And all that’s best of dark and bright
Meet in her aspect and her eyes;
Thus mellowed to that tender light
Which heaven to gaudy day denies.
One shade the more, one ray the less,
Had half impaired the nameless grace
Which waves in every raven tress,
Or softly lightens o’er her face;
Where thoughts serenely sweet express,
How pure, how dear their dwelling-place.
And on that cheek, and o’er that brow,
So soft, so calm, yet eloquent,
The smiles that win, the tints that glow,
But tell of days in goodness spent,
A mind at peace with all below,
A heart whose love is innocent!
Lord Byron (1788-1824) was niet enkel de gelauwerde auteur van dit gedicht, hij
was ook de vader van Ada Lovelace. Hij noemde Ada’s mama, de wiskundige
Annabella Milbanke, zijn Princess of Parallelograms.
Toen Ada nog een baby was, gingen haar ouders echter uit elkaar. Ze heeft
haar vader nadien nooit meer ontmoet. Haar moeder voedde haar op met de
hulp van gouvernantes en lesgevers. Ada werd onderwezen in geschiedenis,
talen, literatuur, muziek, aardrijkskunde, chemie, handwerk, steno en wiskunde.
Toen ze elf jaar was, reisde ze een jaar lang door Europa met haar moeder.
Ada Byron hield van wiskunde. In haar tienerjaren leerde ze de wiskundige
Babbage kennen die haar enthousiasmeerde voor zijn ‘Difference Engine’.
Annabella Milbanke noemde het toestel de ‘thinking machine’ en omschreef
deze machine in 1833 als volgt: “Ze kan de tweede en de derde macht van
getallen en de wortels van een vierkantsvergelijking berekenen".
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graaf omwille van zijn verdienstelijk werk voor de overheid, en Ada werd de
gravin van Lovelace.
ADA LOVELACE (Carl H. Pforzheimer
Collection of Shelley and His Circle. The
New York Public Library, 1835).
CHARLES BABBAGE DIFFERENCE
ENGINE
(Science Museum Group Collection, 1833).
Babbage had eerder logaritmetabellen opgesteld, volledig uitgerekend met de
hand. Zijn tabel uit 1827 zou bijna 100 jaar gebruikt worden. Hij zocht erop
om dit rekenwerk te kunnen automatiseren, wat leidde tot de bouw van de
Difference Engine.
Later zou Babbage de ‘Analytical Machine’ ontwerpen, die gezien wordt als
de eerste computer. Dit toestel kon immers een sequentie van operaties uit-
voeren en ‘geprogrammeerd’ worden voor allerlei bewerkingen. Het toestel
zou aangestuurd worden met ponskaarten, zoals bij de weeftoestellen (de
jacquardmachines). Babbage zou het toestel echter nooit echt fysiek realiseren.
Hij oogstte veel bijval met zijn Analytical Machine in Italië en in 1842 publiceerde
een Italiaanse wiskundige, Luigi Menabrea, er een paper over. Ada, ondertus-
sen al enkele jaren gehuwd en moeder geworden, vertaalde deze paper van het
Frans naar het Engels. Ze voorzag het document bovendien van uitgebreide
commentaar en vulde het aan met zorgvuldig uitgewerkte redeneringen. De
vertaling van Ada mét haar eigen aanvullingen erbij werd gepubliceerd. Zo
kwam het dat Ada Lovelace de eerste was die een rigoureus uitgeschreven
computerprogramma publiceerde; het programma berekende Bernoulligetal-
len. Ze gebruikte daarbij al concepten uit de computerwetenschappen, zoals
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computerprogrammeur. Ze vermeldde dat zo’n machine nooit origineel uit de
hoek zou komen. Ze zou enkel uitvoeren wat haar was opgedragen. Maar Ada
besefte dat zo’n Analytical Machine veel meer zou kunnen dan alleen klassieke
wiskundige bewerkingen. Ze zei dat, als men erin zou slagen om verhoudingen
tussen muzikale tonen op een abstracte manier weer te geven, de machine dan
in staat zou zijn muziek te maken.
Ada Lovelace overleed al op jonge leeftijd in 1852, waarschijnlijk aan kanker.
Haar vriendin Florence Nightingale zei dat ze waarschijnlijk nooit zo lang had
geleefd ware het niet dat ze zo’n ontzettend vitaal brein had (Wolfram, 2015).
In 1958 ontwierp Frank Rosenplatt het Perceptron,
een neuraal netwerk waarbij inputs direct met outputs
zijn verbonden. De New York Times berichtte hierover U leert meer over het Perceptron
in paragraaf 11.4.met veel sensatie hoewel er bewezen was dat het Per-
ceptron slechts lineair scheidbare patronen kon herken-
nen, en geen complexere types zoals de XOR-functie
(zie kader ’XOR-functie of exclusieve ’of”).
De robot Shakey uit 1966 werd gecreëerd aan het
Artificial Intelligence Center van het Stanford Research
Institute en was de eerste robot die instructies kon ana-
lyseren en opbreken in deelinstructies. Het project com-
bineerde robotics, computer vision en natural language
processing. Voorbeeld: “Duw de doos van het platform”.
Shakey kijkt rond, identificeert een platform met een
doos erop, lokaliseert een ramp om het platform op te
kunnen rijden. Shakey duwt dan de ramp tot aan het
platform, rijdt op de ramp tot op het platform en duwt de
doos ervan (Wikipedia, 2019).
Figuur 5.2: Robot Shakey
(Nardone, 2007).
Op het Massachusetts Institute of Technology (MIT)
ontwierp Weizenbaum de software ELIZA waarmee een
Rogeriaanse psychotherapeut bij een intakegesprek
van een nieuwe patiënt werd nagespeeld. Zulke the-
rapeuten nemen een passieve rol op en bouwen hun
vragen aan de patiënt zo op dat ze de antwoorden van
de patiënt erin verwerken. Als dat voor het systeem
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ziene standaardvragen (zie Figuur 5.3). ELIZA kan
beschouwd worden als de eerste chatbot (Güzeldere &
Franchi, 1995).
Figuur 5.3: Conversatie
met Eliza (Eliza, 2018).
Tussen 1974 en 1980 kende het onderzoeksdomein
een ’AI-winter’ waarbij de ontwikkelingen in AI een terug-
val kenden. De overheid en investeerders hadden veel
kritiek op het onderzoek, maar desondanks boekten de
onderzoekers toch vooruitgang.
In 1973 verscheen een rapport waarin werd gesteld
dat over het hele AI-onderzoeksdomein de ontdekkin-
gen en de grote impact, die was beloofd, uitgebleven
waren. In die tijd speelde het gebrek aan rekenkracht
de onderzoekers parten. Met de toen beschikbare hard-
ware was het onmogelijk om een AI-oplossing voor
kleine problemen uit te breiden naar bruikbare real-life
toepassingen (zie ook kader ’P versus NP’). Het besef
groeide ook dat het relatief eenvoudig is om computers
te leren dammen of pi te laten berekenen tot op een
miljoen decimalen, maar zeer moeilijk om computers te
leren stappen of spreken.
In de jaren 80 werden wel weer investeringen ge-
daan. Expertsystemen die de besluitvorming van men-
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lossen simuleerden, zoals het diagnosticeren van be-
smettelijke ziektes of het identificeren van chemische
componenten, waren toen zeer populair. De wet van Moore stelt dat elke
twee jaar het aantal transisto-
ren op een microchip verdubbelt.
Daardoor ontstaat steeds meer
rekenkracht.
Figuur 5.4: Het aantal tran-
sistoren op een microcon-
troller. Data van Rupp
(Rupp, 2019).
Maar de desktopcomputers van Apple en IBM wer-
den steeds sneller en krachtiger (volgens de wet van
Moore, zie Figuur 5.4), waardoor de gebruikers de resul-
taten van de expertsystemen uiteindelijk veel goedkoper
konden neerzetten. De markt van de gespecialiseerde
AI-hardware stortte in en er was sprake van een tweede
AI-winter tussen 1987 en 1993 (Lim, 2018).
P versus NP
Stel dat een computer een berekening uitvoert op een input van n getallen. Het
aantal stappen dat de computer nodig heeft om die berekening uit te voeren, zal
afhangen van n: hoe groter n, hoe meer stappen. Dat aantal stappen kan bv.
als veelvoud van een macht van n worden uitgedrukt of als veelvoud van een
macht van een constante met n in de exponent. In het eerste geval verloopt de
berekening vrij snel, men spreekt dan van polynomiale tijd. In het tweede geval
duurt het heel wat langer, men spreekt dan van exponentiële tijd; bij te grote n
is de berekening dan zelfs niet meer praktisch haalbaar.
Stel dat een algoritme dat een tijd nodig heeft evenredig met n, een seconde
nodig heeft om een bewerking met 100 elementen uit te voeren. Dan heeft
een algoritme dat een tijd nodig heeft die evenredig is met n3, 0.01 s · 1003 =
10 000 s nodig, wat ongeveer gelijk is aan drie keer 3600 s, of dus drie uur.
Maar bij een algoritme dat een tijd nodig heeft die evenredig is met 2n, komt
men er bij lange al niet meer met een miljoen jaar.
Sommige problemen zijn op meerdere manieren oplosbaar. Als men de keuze
heeft tussen een polynomiale tijd algoritme en een exponentiële tijd algoritme,
dan kiest men voor het eerste. Er zijn problemen waarvoor men een expo-
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algoritme. De vraag is nog maar of er wel een polynomiale tijd algoritme is voor
zo’n probleem.
Problemen die opgelost kunnen worden met een polynomiale tijd algoritme,
behoren tot de klasse P. Bv. het opsporen van het grootste getal in een niet-
gesorteerde lijst van getallen, waarbij het algoritme de hele lijst afgaat en het
tot dan toe grootste getal onthoudt. Het algoritme moet dan elk getal slechts
één keer bekijken en het aantal stappen dat het algoritme nodig heeft, is dus
een veelvoud van n.
Problemen van de klasse NP zijn moeilijke problemen die men tot nu toe enkel
in exponentiële tijd kan oplossen, maar waarvan de juistheid van een antwoord
in polynomiale tijd geverifieerd kan worden. Bv. het ontbinden in priemfactoren
van grote getallen vergt wel wat tijd, maar eens je de priemfactoren kent,
is het gemakkelijk na te gaan of ze correct zijn. De verzameling P is een
deelverzameling van NP. Wat men zich afvraagt, is of ook omgekeerd alle NP-
problemen tot de klasse P zouden kunnen behoren, m.a.w. is P = NP? De vraag
is dus: kunnen problemen waarvan de oplossing in polynomiale tijd geverifieerd
kan worden, ook in polynomiale tijd worden opgelost? Niemand heeft tot nu
toe kunnen aantonen dat NP-problemen echt op geen enkele manier met een
computer kunnen worden opgelost, omdat ze een onmogelijk lange tijd nodig
hebben om het probleem op te lossen bij om het even welke procedure.
Deze vraag is een van de millenniumproblemen van het Clay Mathematics
Institute. De persoon die het antwoord op deze vraag bewijst, krijgt een miljoen
dollar.
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XOR-functie of exclusieve ’of’
De XOR-functie is een booleaanse operator die inwerkt op twee binaire waar-
den. Als juist één van deze binaire waarden 1 is, dan is het resultaat van de







XOR wordt grafisch voorgesteld in Figuur 5.5.
Figuur 5.5: XOR-functie.
De punten afgebeeld op de grafiek zijn niet lineair scheidbaar. Er is dus geen
rechte te vinden die de punten van elkaar scheidt. De punten kunnen toch van
elkaar gescheiden worden met andere technieken uit machinaal leren. Dat
wordt behandeld in paragraaf 11.4.
Sinds midden jaren 90 is er een opleving. In 1994 reden
voor het eerst twee zelfrijdende auto’s op de autosnel-
weg in de buurt van Parijs, te midden van het drukke ver-
keer. Dickmanns en zijn team hadden twee Mercedes-
sen voorzien van camera’s en het sturen, versnellen en
remmen werden aangestuurd door het computer vision
systeem (Kröger, 2016). In 1997 versloeg IBM Deep
Blue de heersende schaakkampioen. In 2006 werd een
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vertaald worden van het Engels naar het Arabisch en
van het Arabisch naar het Engels. In 2011 werd IBM’s
Watson kampioen in de quiz Jeopardy!. Naast kennis
was hierbij ook natural language processing belangrijk.
In 2016 won Google DeepMind’s AlphaGo zelfs van de
wereldkampioen in go (zie Figuur 5.1).
Big data
In een van de Standpunten van de Koninklijke Vlaamse Academie van België
voor Wetenschappen en Kunsten (Berbers et al., 2017) vindt men de volgende
omschrijving van big data:
“Big data is niet hetzelfde als veel data. Bij big data gaat het om grote hoeveel-
heden gestructureerde en ongestructureerde data. Data in allerlei formaten
zoals tekst, afbeeldingen en geluid en vanuit allerlei bronnen zoals e-mails,
video’s, brieven, rapporten, blogs, postings, cijfers, archieven, sensoren, ca-
mera’s, enz. Het kunnen ook persoonsgegevens zijn. Data kunnen vrijwillig
aangeleverde data zijn (bv. ingevulde onlineformulieren), geobserveerde data
(bv. door software of sensoren uitgelezen gedragsgegevens) of daaruit afge-
leide gegevens (bv. een profiel voor de kredietwaardigheid). De term big data
verwijst steeds naar machinaal leesbare digitale informatie die door computer-
systemen kan worden verwerkt en direct is verbonden met technieken die het
doorzoeken en analyseren mogelijk maken van grote hoeveelheden data die
niet noodzakelijk op voorhand reeds zijn gesorteerd. Het analyseren van de
data omvat de toepassing van patroonherkenning, machinale leeralgoritmen,
voorspellingsalgoritmen, statistische methodes, neurale netwerken ...“
Big data houdt dus in dat AI-systemen bv. data van verschillende bronnen
met elkaar in verband kunnen brengen, namelijk grote hoeveelheden data,
die digitaal beschikbaar zijn, zodat computersystemen ze kunnen doorzoeken,
analyseren en verwerken, data van allerlei oorsprong en formaat.
De laatste jaren kon men dankzij snellere hardware en
zeer grote datasets veel vooruitgang boeken in de ML.
Door de ontwikkelingen in de game industrie (zie
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mogelijkheden die het internet biedt om zeer grote data-
sets te verzamelen en te delen (zie kader ’Big Data’), is
ML prominent aanwezig sedert het begin van de jaren
2010.
Figuur 5.6: Voor meer
rekenkracht werd binnen
de game industrie de
GPU ontwikkeld. Hier-
door kunnen games wor-
den ontwikkeld met rea-
listisch ogende graphics
zoals in Shadow of the
Tomb Raider © Square
Enix (2018).
Andrew Ng, professor in AI aan de universiteit van
Stanford, zegt optimistisch: “AI is de nieuwe elektrici-
teit”. Volgens hem zal vooruitgang op het gebied van
hardware ervoor zorgen dat nieuwe AI-technieken zul-
len kunnen worden uitgevoerd. Hij meent dat we de
komende jaren over meer rekenkracht en snellere net-
werken zullen kunnen beschikken.
Sommigen veronderstellen dat de snelle ontwikkelin-
gen in AI zullen leiden tot het ontstaan van kunstmatige
intelligente systemen die zichzelf zullen verbeteren zon-
der menselijke tussenkomst. Ze zullen zó intelligent
worden dat ze de maatschappij kunnen sturen en zullen
overnemen. De creatie van zo’n artificiële superintel-
ligentie is gekend als de ‘technologische singulariteit’.
De technologische singulariteit is een hypothese. Som-
migen denken dat het nooit zal gebeuren, maar anderen
verwachten dat deze singulariteit al in deze eeuw zal
worden bereikt. Men weet niet of er ooit een superintel-
ligent AI-systeem zal worden gecreëerd, maar men kan
het ook niet met zekerheid uitsluiten. Daarom vinden
sommige AI-experts dat we maar beter voorbereid kun-
nen zijn. Zij vinden dat we al moeten nadenken over
hoe we er kunnen voor zorgen dat een superintelligent
AI-systeem doelen heeft die overeenstemmen met de
onze. Andere experts zijn ervan overtuigd dat het zeker
nog niet voor binnenkort is en stellen andere prioritei-
ten. Max Tegmark, professor aan het Massachussets
Institute of Technology (MIT), vindt dat men niet mag
wachten met de discussies, alleen al gezien de ver-
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Geschiedenis van AI-winters
door Milton LIM (Lim, 2018)
Artificiële intelligentie (AI) is momenteel een zeer populair topic in de me-
dia, maar het concept AI werd al bijna 70 jaar geleden voor het eerst voor-
gesteld. Wat is er al die jaren gebeurd in het AI-onderzoek en waarom
heeft een doorbraak zo lang op zich laten wachten? Milton Lim bekijkt de
ups en downs van de AI-industrie over de jaren heen.
DE UPS EN DOWNS CYCLUS VAN AI-ONDERZOEK.
“AI zal ofwel het beste, ofwel het slechtste zijn, dat de mensheid ooit is
overkomen.” – Stephen Hawking
Het begin
In 1950 stelde Alan Turing de vraag “Kunnen machines denken?”. [i] Aangezien
het concept ’denken’ moeilijk te definiëren is, stelde hij een eenvoudigere vraag,
namelijk of een machine een mens zou kunnen imiteren tijdens een gesprek
met een andere mens. Dit principe is gekend als de Turingtest, wat inhoudt
dat een mens vragen stelt aan een ongekende partij in een andere kamer, die
zowel een mens als een machine kan zijn, om dan te besluiten of die een mens
is of niet. De machine slaagt in de test als ze de mens kan doen geloven dat
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criterium voorzag om de vraag “Kunnen machines doen wat wij mensen (als
denkende entiteiten) doen?” te beantwoorden.
“Elk aspect van leren of elk ander kenmerk van intelligentie kan in prin-
cipe zo precies worden beschreven dat er een machine gemaakt kan wor-
den om het na te bootsen.”
Het AI-onderzoeksdomein is officieel gelanceerd in 1956 op de Dartmouth
Conferentie waar de term ’artificiële intelligentie’ werd geïntroduceerd als ver-
zamelnaam voor een variatie aan onderzoek in cybernetica, automatentheorie
en complexe informatieverwerking met als doel aan machines de mogelijkheid
te geven om te ’denken’. Een kleine groep van vooraanstaande onderzoekers
waaronder John McCarthy, Marvin Minsky, Claude Shannon en Norbert Wie-
ner stelden dat “elk aspect van leren of elk ander kenmerk van intelligentie in
principe zo precies kan worden beschreven dat er een machine gemaakt kan
worden om het na te bootsen.” Dit gaf een duidelijke pragmatische richting aan
voor verder onderzoek binnen AI.
DE EERSTE IMPLEMENTATIE VAN HET PERCEPTRON IN DE MARK I
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In 1958 stelde Frank Rosenplatt het Perceptron-lerend-algoritme op, het meest
eenvoudige type van neuraal netwerk met slechts een laag neuronen waarbij
inputs met outputs zijn verbonden. De New York Times berichtte met veel
sensatie dat het Perceptron “het embryo van een elektronische computer was,
waarvan het leger verwachtte dat het in staat zou zijn om te lopen, te spreken, te
zien, te schrijven, zichzelf te reproduceren en bewust zou zijn van zijn bestaan”.
Er was nochtans bewezen dat het Perceptron met één laag slechts lineair
scheidbare patronen kon herkennen, en geen complexere types zoals de XOR-
functie (exclusieve OR-functie).[i] Het domein van neurale netwerken stagneerde
gedurende een tiental jaren, totdat men zich realiseerde dat Perceptrons met
meerdere lagen, met voldoende rekenkracht en data, een zeer efficiënte manier
waren om meer complexe niet-lineaire functies te modelleren. Dit is het principe
achter hedendaags onderzoek in deep learning met veel complexe lagen van
neuronen, zoals het diep neuraal netwerken dat gebruikt werd door Google
DeepMind’s AlphaGo om Lee Sedol te verslaan in het spel go.
Voorbije AI-winters
Het AI-onderzoek heeft een hobbelig parcours doorstaan met twee investerings-
arme periodes, gekend als ’AI-winters’, tussen 1974 en 1980 en tussen 1987
en 1993. Alhoewel het onderzoeksdomein leed onder de waardeperceptie van
AI door de overheid en investeerders, boekten de onderzoekers vooruitgang
ondanks de kritiek.
In 1973 verscheen het Lighthill Report [ii] in opdracht van de UK Science
Research Council, waarin het ultieme falen van AI in het behalen van zijn
’grandioze objectieven’ werd bekritiseerd en waarin werd gesteld dat er ’in
geen enkel deel van het domein reeds ontdekkingen waren gedaan die hebben
geleid tot de grote impact die toen was beloofd.’ Ongeveer tezelfdertijd bewees
Richard Karp roemrijk dat 21 moeilijke problemen in computerwetenschappen
NP-volledig [iii] zijn, wat leidde tot het bekende onopgeloste P vs NP-probleem
waar een beloning van $US 1 miljoen aan vasthangt. [iv] Dit beklemtoonde
het probleem van ’combinatorische explosie’, waarbij de rekentijd nodig om het
probleem op te lossen exponentieel steeg in functie van de input-grootte. Dit
betekende dat het met de beschikbare hardware onmogelijk was om eender
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toepassingen. De vloek van dimensionaliteit had een slag uitgedeeld aan het
AI-onderzoek.
De moeilijke problemen zijn gemakkelijk en de gemakkelijke problemen
zijn moeilijk.
Een andere fundamentele grens, gekend als Moravecs Paradox, stelt dat “het
relatief eenvoudig is om computers te laten presteren op het niveau van een
volwassene op het gebied van intelligentietesten, een damspel of het berekenen
van pi tot op een miljard cijfers, maar moeilijk of onmogelijk om computers de
vaardigheden te geven van een eenjarige wanneer het gaat over waarnemings-
vermogen en motoriek . . . De mentale mogelijkheden van een kind die we als
vanzelfsprekend beschouwen – een gezicht herkennen, een potlood opheffen
of door een kamer wandelen – zijn eigenlijk oplossingen voor sommige van de
moeilijkste ingenieursproblemen ooit bedacht . . . Miljoenen jaren ervaring met
de aard van de wereld en hoe erin te overleven zijn opgeslagen in de grote,
sterk geëvolueerde zintuiglijke en motorische delen van het menselijk brein”. [v]
Kortom, de moeilijke problemen zijn gemakkelijk en de gemakkelijke problemen
zijn moeilijk. Dit verklaart waarom onderzoek naar computer vision en robotica
zo weinig vooruitgang heeft geboekt in d jaren 70.
De volgende tien jaar stegen de investeringen door bedrijven in de AI-industrie
van een paar miljoen dollar in 1980 tot miljarden dollars in 1988. Expertsys-
temen zoals XCON, LISP-machines en Symbolics werden zeer populair als
gespecialiseerde systemen die de de besluitvorming van menselijke experts
om zeer specifieke problemen op te lossen simuleerden, zoals het diagnostice-
ren van besmettelijke ziektes of het identificeren van chemische componenten.
Ondertussen werden desktopcomputers van Apple en IBM gestaag sneller en
krachtiger (volgens de wet van Moore) totdat ze de duurdere LISP-machines
overklasten. Het kwam er uiteindelijk op neer dat deze expertsystemen te duur
waren om te handhaven aangezien ze moeilijk te updaten waren, niet konden
leren, en onbetrouwbaar waren in het afhandelen van ongebruikelijke inputs. De
gebruikers moesten geen dure machine meer kopen die gespecialiseerd was in
het draaien van LISP, waardoor de markt van gespecialiseerde AI-hardware in
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De toekomst
“AI is de nieuwe elektriciteit”. – Andrew Ng
Andrew Ng, professor in AI aan de universiteit van Stanford, omschreef het
optimistisch: “AI is de nieuwe elektriciteit”. Zijn persoonlijke visie is dat “voor-
uitgang op het gebied van hardware de brandstof zal voorzien die nodig is om
nieuwe AI-technieken uitvoerbaar te maken. Meerdere hardware verkopers zijn
zo vriendelijk geweest om hun plannen te delen en ik ben vol vertrouwen dat
ze geloofwaardig zijn en dat we de komende jaren over meer rekenkracht en
snellere netwerken zullen kunnen beschikken”. [vi]
Misschien zal de huidige AI-boom op een dag de hypothetische ’Technologi-
sche Singulariteit’ bereiken, waar de exponentiële toename in rekenkracht zal
uitmonden in de creatie van een artificiële superintelligentie die het totaal aan
menselijke intelligentie zal overstijgen. Dit zou een op hol geslagen kettingre-
actie van zelfverbeterende cycli veroorzaken waarbij de machine-intelligentie
zichzelf kan vooruithelpen zonder gebruik te moeten maken van een menselijke
inspanning. Hierover wordt betoogd dat dit resulteert in een explosie van intelli-
gentie die van de aarde weg zal stralen totdat ze het volledige universum zal
hebben verzadigd. Sommige auteurs hebben voorspeld dat deze Singulariteit
al in 2045 zal worden bereikt. [vii]
Dit doet een aantal diep filosofische en ethische vragen [viii] rijzen die al in
ontelbare boeken en films onderzocht werden:
Kan een machine emoties hebben?
Kan een machine zelfbewust zijn?
Kan een machine origineel of creatief zijn?
Kan een machine welwillend of vijandig zijn?
Kan een machine een ziel hebben?
Zulke ethische beschouwingen moeten simultaan ontstaan met de ontwikke-
lingen in de technologie die nieuwe AI-modellen mogelijk maken. Voor een
doordachte visie op hoe AI en machine learning de maatschappij zullen veran-
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computers that learn by example” van de UK Royal Society uit 2017.
In het volgende artikel in deze reeks, zullen we de ’vloek van de dimensionaliteit’
in ’machine learning’ en statistiek onderzoeken om de voornaamste obstakels
te kunnen begrijpen die het succes van AI-technologie bemoeilijken.
[i] Turing, Alan (1950), “Computing Machinery and Intelligence”, Mind
[ii] Minsky & Papert (1969), “Perceptrons”
[iii] Lighthill, J. (1973), “Artificial intelligence: a general survey”, Artificial intelli-
gence: a paper symposium
[iv] Karp, Richard (1972), “Reducibility Among Combinatorial Problems”, Com-
plexity of Computer Computations









Uit het voorgaande blijkt dat er meerdere soorten AI
bestaan. In paragraaf 5.1 werd reeds het verschil tussen
een kennisgebaseerde en een datagebaseerde aanpak
aangehaald.
Kennisgebaseerde systemen kwamen veelvuldig voor
in de voorbeelden van paragraaf 5.4. Robot Shakey,
ELIZA en Deep Blue zijn voorbeelden van zulke sys-
temen. Deepmind’s AlphaGo, Google Translate zijn
daarentegen machine learning systemen, alsook de
voorbeelden uit paragraaf 5.3.
Binnen het machinaal leren bekleedt deep learning
(DL) een prominente plaats (zie Figuur 5.7). DL heeft
een revolutie veroorzaakt in het veld van ML door op-
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en beeldherkenning, wat vaardigheden zijn waarvan
de computer de menselijke prestaties tot op vandaag
moeilijk kan evenaren.
Figuur 5.7: AI, ML en DL.
In hoofdstuk 6 wordt dieper ingegaan op machine learning
en deep learning.
5.6 Ethiek
Als men de AI-technologie goed inzet, kan die bijdragen
tot een betere wereld. Denk maar aan exoskeletons
die mensen met een beperking meer mobiel maken,
ouderen die langer thuis kunnen blijven wonen, een
meer efficiënte voedselproductie, zuinigere elektrische
toestellen, veiliger werk door robots in te zetten bij de
ontmijningsdienst.
Maar zal AI ten allen tijde worden ingezet voor een
mooiere maatschappij? Bij de ontwikkeling van AI-
systemen kan men zich door verschillende motieven
laten leiden. Zal men bij de ontwikkeling van een nieuw
product steeds de mens centraal zetten, of soms ook
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Door robots in te zetten in de zorgsector, krijgen ver-
plegers meer tijd voor de patiënten. Als men er echter
voor kiest om dan maar minder personeel aan te wer-
ven, dan verliest men de mens uit het oog. Het inzetten
van technologie in de geneeskunde kan een positief
iets zijn, maar hoe ver wil men daarin gaan? Welk soort
cyborg is toelaatbaar? Is een virtuele therapeut zoals
Woebot wenselijk? Welke taken krijgen zorgrobots?
Hoe bekomt men dat exoskeletten voor iedereen toe-
gankelijk zijn en niet enkel voor mensen met voldoende
geld (Gabriels, 2019)?
Onder het mom van het bestrijden van de criminali-
teit, kan men AI-systemen inzetten om mensen overal
gade te slaan. De privacy van mensen komt dan wel
in het gedrang. Een routeplanner doet ook suggesties
voor restaurants in de buurt van het traject. Hoe wordt
er bepaald welke restaurants er worden getoond en
welke motieven spelen daarin mee? Dankzij AI kan
men op sommige platforms interessante vacatures in
de mailbox krijgen. Maar krijgt men wel alle vacatures
te zien waarin men geïnteresseerd is?
Tot 2018 gebruikte Amazon een sterk bejubeld maar
ondertussen afgevoerd AI-systeem om sollicitanten te
beoordelen. Het systeem selecteerde geen vrouwen
voor technologische posities. Het was immers getraind
met historische data: sollicitanten van de voorbije 10
jaar, voornamelijk mannen aangezien zij nog steeds de
technologiewereld domineren. Google’s stemherken-
ning werkt beter op mannenstemmen omdat de data-
base van stemopnames om het systeem te trainen veel
meer mannenstemmen bevatte. Tijdens een schoon-
heidswedstrijd in 2016, gejureerd door een AI-systeem,
werden deelnemers met een donkere huidskleur bena-
deeld, omdat het algoritme getraind was met foto’s van
vooral blanken.
In tegenstelling tot wat men doorgaans denkt, neemt
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Een AI-systeem is ‘vooringenomen’, meestal te wijten
aan de data waarmee het systeem werd getraind. Deze
bias moet men zoveel mogelijk controleren en tot het
minimum herleiden (zie kader ’Bias’). Ontwikkelaars
van AI-systemen moeten reeds bij de ontwikkeling be-
dacht zijn op mogelijke ongewenste effecten. De mo-
rele verantwoordelijkheid van een AI-systeem dat in de
maatschappij wordt gebracht, ligt niet bij het AI-systeem,
maar bij de mens.
Bias
Bias komt voor als de data niet representatief zijn. Als men bv. enkel groene
appels als voorbeelden geeft aan een DL-systeem, dan zal het model geen rode
appels herkennen. Of als men bij de training enkel foto’s van honden onder een
stralend blauwe hemel aanbiedt, dan zal het DL-model een hond in de regen
niet bij de klasse ’hond’ indelen.
Als de gebruikte data gekleurd zijn door een aanwezige bias in de maatschappij,
zoals stereotypen, dan zal dit ook doorgegeven worden aan het ML-systeem.
Men moet er dus over waken dat het model daardoor niet discriminerend wordt
voor bepaalde bevolkingsgroepen. Als men bv. enkel vrouwelijke verplegers in
de dataset stopt, dan zullen mannen niet als verpleger worden geclassificeerd.
Een model wordt nochtans getest voor het in gebruik genomen wordt. De
testdata kunnen echter dezelfde bias bevatten als de trainingdata.
Het KIKS-model bevat ook een bias. De foto’s van de trainingset zijn zo gemaakt
dat de huidmondjes erop ongeveer passen in een vak van 120 op 120 pixels.
Deze voorbeelden zijn afdrukken van bladeren genomen met transparante na-
gellak. Dat heeft als gevolg dat het model het best zal presteren op afbeeldingen
van even grote huidmondjes in een gelijkaardige kleur.
Het nemen van beslissingen wordt steeds meer ge-
automatiseerd. Algoritmen bepalen welk nieuws je te
zien krijgt op Facebook en welke filmpjes op YouTube
worden geweigerd, maar ook de banken en de overheid
maken er gebruik van. Daarom klinkt de vraag naar
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ook bewust van zijn dat transparantie over het gebruikte
algoritme nog niet betekent dat het ook betrouwbaar is.
Men kan een AI-systeem niet moreel verantwoordelijk
stellen voor zijn handelingen (Eynikel, 2017). Een mens
neemt morele beslissingen door zorgvuldig af te we-
gen wat hij belangrijk vindt, rekening houdend met zijn
normen en waarden. Hij zal daarbij ook beïnvloed wor-
den door menselijke relaties, empathie. Zijn normen
en waarden zijn deels bepaald door de cultuur waarin
hij opgroeide of leeft. Dat betekent dat wat bij ons mo-
reel aanvaard is, het daarom niet is in Japan en vice
versa. Als men wil dat een slimme robot zo handelt
dat een mens die handeling moreel verantwoord vindt,
dan zal de mens daarvoor moeten zorgen. Dat bete-
kent bv. dat hoe meer autonomie men toekent aan een
AI-systeem, bv. een zelfrijdende auto, hoe groter de
morele verantwoordelijkheid wordt van de mens, hetzij
als ontwikkelaar of als producent, hetzij als wetgever,
hetzij als gebruiker.
Nu al moet er nagedacht worden over de mogelijke
impact die toekomstige ontwikkelingen in technologie
op mens en maatschappij zullen hebben. Men moet
nadenken over hoe men de systemen betrouwbaar kan
maken en hoe men de wetten moet aanpassen. Men
kan niet wachten met een wetgeving rond zelfrijdende
auto’s tot de auto’s massaal de weg opgaan. Ethische
kwesties vergen veel tijd. Ze zijn ook vaak complex. Er
is in elk geval al aandacht voor: ethical AI, responsible
AI, AI4good, trustworthy AI, explainable AI zijn termen
die her en der opduiken, met de bijbehorende richtlijnen.
Voorbeelden kunt u lezen in de kader ’Mogelijk sce-
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Mogelijk scenario?
In de blogpost ‘What if Waze were evil?’ vraagt Geert Martens zich af of het
navigatiesysteem Waze geen geheime VIP-gebruikers heeft. Zou het kunnen
dat een selecte groep mensen aan Waze duizenden euro’s per maand betaalt
om steeds fileloos op zijn bestemming te geraken? Voor Waze zou het immers
een fluitje van een cent zijn om andere autobestuurders even om te leiden
en van de VIP-route af te halen. De vraag is nog maar of de Waze-klant het
erg zouden vinden als het zo was. Waze is immers gratis. En eens in de
zoveel keer wat tijd verliezen, waar men zich trouwens toch niet bewust van zou
zijn, zou men misschien best wel tolereren in ruil voor een VIP-status voor de
hulpdiensten (Martens, 2019).
NIPT
Als een erfelijke aandoening voorkomt in een familie, doet men soms genetische
tests bij de familieleden. De mensen bij wie de test wordt afgenomen, worden
dan geïnformeerd over wat bij de test aan het licht kan komen en hoe eventuele
problemen dan kunnen worden aangepakt. Het is immers belangrijk dat mensen
goed geïnformeerd kunnen beslissen of ze het genetisch onderzoek wel willen
ondergaan.
NIPT staat voor niet-invasieve prenatale test. De NIPT wordt aangeboden als
een test om te zien of een ongeboren kind aan het syndroom van Down of een
andere chromosomale afwijking lijdt. In vergelijking met genetische tests in het
kader van erfelijke aandoeningen is de informatie die ouders voorafgaand aan
de NIPT krijgen, vaak veeleer beperkt. De ouders beseffen daardoor niet altijd
waarvoor ze kiezen, sommigen staan er niet bij stil dat er na de test ook slecht
nieuws kan volgen.
Omdat de test wordt gedaan via het bloed van de moeder, kunnen met de test
afwijkingen of de aanwezigheid van een bepaald type kanker bij de moeder
opgespoord worden. Niet alle ouders weten dat. Recent is gebleken dat
het UZ Leuven ook gevallen van de ziekte van Duchenne via de NIPT heeft
ontdekt. Omdat de technologie steeds vernieuwt, zullen in de toekomst nog
meer afwijkingen kunnen opgespoord worden via de NIPT. Volgens professor
Devisch van de UGent zou de moeder op voorhand moeten kunnen aangeven
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In België wordt de test ook terugbetaald. Sommigen denken dat hierdoor de
druk groter wordt om enkel nog gezonde kinderen op de wereld te zetten.
(Eckert, 2019; Garderen, 2019)
Nu in China
AI-bedrijven in China hebben een groot voordeel t.o.v. bijvoorbeeld Amerikaanse
of Europese bedrijven om hun technologieën te ontwikkelen: dankzij een zeer
grote bevolkingsgroep en een gebrek aan een strenge privacywetgeving kunnen
de AI-bedrijven over veel data beschikken om hun AI-systemen te trainen.
AI is in China veel meer dan bij ons aanwezig in het openbaar leven; vooral
gezichtsherkenning wordt veel toegepast: de spoorwegpolitie in de provincie
Henan spoort criminelen op door met speciale zonnebrillen met gezichtsherken-
ning de passagiers te identificeren. Universiteiten verifiëren de identiteit van de
deelnemer aan een toelatingsexamen met gezichtsherkenningstechnologie en
door de vingerafdruk te scannen. Er zijn onbemande winkels waar men betaalt
met gezichtsherkenning. Op sommige plaatsen krijgt men in openbare toiletten
pas toiletpapier, en dan nog in een beperkte hoeveelheid, na een gezichtsscan;
dat om diefstal van het toiletpapier te voorkomen (Chan, 2019).
De Chinese overheid heeft een sociaal kredietsysteem ingevoerd dat in 2020
overal in China moet zijn uitgerold. In het kader hiervan plaatst men overal ca-
mera’s (in ziekenhuizen, op universiteitscampussen, in treinstations, in openbare
toiletten, langs belangrijke verkeerswegen). Men gebruikt gezichtsherkenning
om te weten wie waar vertoeft en wat uitspookt. Bij het begaan van een ver-
keersovertreding krijgt men strafpunten en kan men ook aan de kaak worden
gesteld. Spieken of vuilnis op straat gooien doet punten verliezen. Bloed geven,
vrijwilligerswerk doen of een bejaarde de straat helpen oversteken, levert punten
op. Teveel strafpunten leidt tot een internetabonnement met lage surfsnelheid
of minder kans op een job. Sommigen zullen geen leningen meer kunnen afslui-
ten, geen woning meer kunnen huren of kopen, niet meer op reis kunnen gaan
met het vliegtuig en uitgesloten worden van hoog aangeschreven privéscholen
(Rammeloo, 2019; Selwyn, 2019; Botsman, 2017; Bouwma, 2018).
De Chinese overheid stelde in juli 2017 als streefdoel om tegen 2030 wereldlei-
der in AI te zijn. De toekomst zal uitwijzen of ze daarin slagen.
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port, de overheid, gezondheidszorg en onderwijs. Daarom versterkt men het
onderwijs in AI in basisscholen en in het secundair onderwijs. De stad Gu-
angzhou streeft ernaar dat tegen 2022 alle basisscholen en alle middelbare
scholen in de stad een cursus over AI zullen hebben binnen het reguliere curri-
culum (The Straits Times, 2019). Ook uitgeverijen spelen erop in (Peng, 2018):
er verschenen al meerdere reeksen van handboeken over AI voor zowel het
basisonderwijs als het secundair onderwijs.
De scholen pogen met AI ook om betere leerprestaties bij leerlingen te bekomen.
Ze gaan daarin zeer ver. In een middelbare school in Hangzhou werd ‘smart
eye’ geïnstalleerd (Connor, 2018). Elke beweging en elke gezichtsuitdrukking
van de leerlingen wordt geregistreerd door drie camera’s boven het lesbord.
Het systeem zou in staat zijn om met technologie van gezichtsherkenning te
beslissen of een leerling de les aandachtig volgt. Indien niet, dan wordt een
melding gestuurd naar de leerkracht, die geacht wordt actie te ondernemen. In
een basisschool moeten leerlingen een soort diadeem dragen die hun hersen-
golven registreert (Wall Street Journal video, 2019). De school beweert op die
manier te kunnen monitoren of leerlingen wel aandachtig zijn in de les of zich
concentreren op een taak. De informatie wordt in real time aan de leerkracht
bezorgd. Ook de ouders krijgen hierover een rapport, al vóór hun kind thuiskomt
van school. Indirect worden hier ook de l erkrachten mee gecontroleerd. Wat
als een halve klas niet bij de les is?
Er zijn ook scholen die een ‘slim’ uniform invoeren. In de kledij van de leerlingen
zitten microchips waarmee bv. gecontroleerd kan worden of een leerling wel
aanwezig is in de klas of zich ergens in de school bevindt waar leerlingen
niet toegelaten zijn. De chips kunnen ook detecteren of een leerling aan het
indommelen is in de les (Fang, 2018; Caiyu, 2018).
AI-bedrijven zetten sterk in op gepersonaliseerd leren m.b.v. AI-technologie.
Yixue Education bv. maakt hiervoor gebruik van natural language processing en
technologie om emoties te detecteren en gaat er prat op, met wat ze ‘Squirrel
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Samengevat
De term ’artificiële intelligentie (AI)’ bestaat reeds sinds de jaren 50 en de
ontwikkeling ervan kende ups en downs. De mindere periodes zijn gekend als
AI-winters.
Van AI doen veel definities de ronde. AI behelst immers zoveel verschillende
aspecten en invalshoeken dat een algemene definitie moeilijk is.
Binnen de AI-systemen onderscheidt men kennisgebaseerde en datageba-
seerde systemen.
Een kennisgebaseerde aanpak houdt in dat men de kennis van menselijke
experts zoveel mogelijk in regels probeert te gieten om deze kennis eigen te
maken aan een expertsysteem.
Bij een datagebaseerde aanpak worden met statische methodes patronen in
relevante data opgespoord en dan gebruikt om nieuwe problemen op te lossen.
Men spreekt dan van machinaal leren (machine learning, ML).
Machine learning (ML) omvat Deep Learning (DL), dat een revolutie veroorzaakt
heeft in het veld van ML door opmerkelijke resultaten te boeken op het vlak van
spraak- en beeldherkenning.
Nieuwe technologieën veranderen de maatschappij en sommige doen dat op
een zeer ingrijpende manier. De impact van AI zal mogelijk nog groter zijn dan
de komst van het internet.
AI is al aanwezig in het dagelijks leven en is ook al doorgedrongen in de juridi-
sche wereld en de gezondheidszorg. AI speelt ook een rol bij het opsporen van
kunstvervalsingen en geeft nieuwe onderzoeksdomeinen, zoals computerlingu-
ïstiek, een boost.
Hoewel men optimistisch is over de toekomstige ontwikkelingen binnen AI, is
enige realiteitszin op zijn plaats.
Men moet beseffen dat sommige zaken veel tijd zullen vergen, bv. vertalen
tussen om het even welke talen en het begrijpen van taal.
Net zoals bij andere technologische ontwikkelingen steken ook hier ethische
dilemma’s de kop op. In tegenstelling tot wat men doorgaans denkt, neemt een
AI-systeem geen 100 % ‘objectieve’ beslissingen. Een AI-systeem is ‘voorin-
genomen’, meestal te wijten aan de data waarmee het systeem werd getraind.
Deze bias moet men zoveel mogelijk controleren en tot het minimum herleiden.
Bias komt voor als de data niet representatief zijn. Als de gebruikte data ge-
kleurd zijn door een aanwezige bias in de maatschappij, zoals stereotypen, dan
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Kijktip
Mobiel bellen in 1998.
https://youtu.be/TNwhIHqM60g (Bromet, 2016).
Mobiel bellen: 1998 vs NU.
https://youtu.be/mQVkpdzPGtQ (DWDD, 2019).
This ’Racist soap dispenser’ at Facebook office does not work for black people.
https://youtu.be/YJjv_OeiHmo (Futureism, 2017).
Leestip
Mark Coeckelbergh. AI ETHICS (Coeckelbergh, 2020).
Kathleen Gabriels. Onlife (Gabriels, 2016).







FUNDAMENTEN VAN MACHINAAL LEREN
6.1 Machine learning
6.1.1 Machine learning-algoritmes
Machine learning (ML) is een populair en succesvol on-
derdeel van de artificiële intelligentie. Machine learning
is een computerwetenschappelijke discipline waarin
men vooral proefondervindelijk te werk gaat, maar die
wel wiskundig onderbouwd is, en waarin men gebruik-
maakt van principes uit de wiskundige statistiek (Chollet,
2018).
Een machine learning-systeem verwerft met lerende
algoritmes kennis uit data met de bedoeling uitkomsten
te kunnen voorspellen betreffende nieuwe data. Deze De nieuwe data moeten wel ge-
lijkaardig zijn aan de aangeboden
data.
Voorspellen betekent bijvoorbeeld
dat er uit voorbije tendensen cij-
fers voor de toekomst gegene-
reerd worden of dat een object
bij een bepaalde klasse wordt in-
gedeeld.
voorspellingen worden gedaan met een bepaalde ze-
kerheid. Een ML-systeem neemt zijn beslissingen dus
niet op basis van vooraf in detail geprogrammeerde
instructies.
Lerende algoritmes zijn algoritmes waarbij het ML-
systeem zelf gaandeweg aanpassingen doet aan de
aanwezige parameters tijdens het leerproces, om gelei-
delijk aan te komen tot betere prestaties. Uitleg over deze parameters die
worden aangepast, vindt u in
hoofdstuk 10.
Met ML kan men problemen van classificatie en regres-
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Regressie en classificatie
Bij regressie is het de bedoeling dat het ML-model een kromme of een oppervlak
bepaalt dat het best bij de gegeven punten past. Eens deze kromme of dit
oppervlak gekend is, kan het model voorspellingen doen naar uitkomsten bij
nieuwe data. Bv. uit het zeeniveau van de voorbije decennia in Oostende, het
zeeniveau van de komende jaren afleiden.
Figuur 6.1: Regressie. Figuur 6.2: Classificatie.
Bij classificatie zijn er verschillende klassen waartoe de data kunnen behoren.
Het is de bedoeling dat het ML-model van nieuwe data kan bepalen tot welke
klasse ze behoren. Bv. van een foto kunnen zeggen of er al dan niet een
huidmondje op staat.
De aangeboden data geven dus informatie over een
bepaald probleem aan de computer. Deze data moeten
echter in een voor het probleem geschikte vorm aange-
boden worden. Men heeft m.a.w. een representatie van
het probleem nodig waarmee de computer aan de slag
kan. Vervolgens verwerkt het ML-systeem de informatie
en komt er een output.
De data worden dus voorbereid voordat men ze aan
het netwerk geeft. Een ML-model kan immers niets aan-
vangen met een foto, een tekst of een geluidsfragment
als die niet op de juiste manier gerepresenteerd wor-
den. Concreet werkt een machinaal leren-model met
tensoren, dit zijn meerdimensionale rasters die getallen
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(zie hoofdstuk 10).
6.1.2 Supervised, unsupervised en reinforcement
learning
Binnen ML onderscheidt men verschillende types van le-
ren: supervised, unsupervised, en reinforcement learning.
Zelf huidmondjes aan-




Bij supervised learning leert het systeem uit een
dataset waarbij elk gegeven bestaat uit twee componen-
ten: een input gekoppeld aan een label (de verwachte
output). Het labelen van de voorbeelden gebeurt vaak
manueel door mensen, men noemt dat annoteren. Het
systeem voert een algoritme uit dat er geleidelijk aan
voor zorgt dat het systeem focust op relevante patronen
in de data.
Bij unsupervised learning bevat de dataset geen la-
bels. Het AI-systeem moet op zoek naar kenmerken
bij de verschillende voorbeelden en moet ze zo, door
het ontdekken van patronen, verdelen in klassen. Men
kan het systeem bv. ongelabelde foto’s aanbieden van
appels en peren. Het systeem gaat op zoek naar pa-
tronen om zo het onderscheid tussen de twee soorten
fruit te kunnen maken (zie Figuur 6.3).
Figuur 6.3: Het netwerk
gaat op zoek naar kenmer-
ken.
Bij reinforcement learning streeft het AI-systeem
naar een beloning. Om bv. goed te worden in een
bepaald videogame, gaat het AI-systeem het spel heel
veel spelen en daaruit leren welke acties het beter ver-
mijdt en welke het best onderneemt om te kunnen win-
nen. Zo werd Google DeepMind’s AlphaGo Zero in
2017 via reinforcement learning een topspeler in go,
nog beter dan AlphaGo die de beste menselijke speler
eerder al versloeg.
6.1.3 Generaliseren
Het doel van ML is om modellen te bekomen die goed
kunnen generaliseren, m.a.w. modellen die goed pres-
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zijn er verschillende principes die men in acht kan ne-
men. Men splitst bv. de dataset op in een trainingset,
valideringsset en testset .
Bekijk de notebook ’De Fun-
damenten van een diep neu-
raal netwerk voor beeldher-
kenning’.
Het netwerk wordt getraind met de trainingdata en
wordt tezelfdertijd geëvalueerd met de valideringsdata.
Hierbij is het belangrijk dat de trainingset en de va-
lideringsset disjunct zijn: ze bevatten dus geen ge-
meenschappelijke voorbeelden. De trainingdata en va-
lideringsdata worden meerdere keren doorlopen, men
spreekt van meerdere epochs. Na elke epoch worden
de prestaties op de trainingdata nagegaan. Op basis
van deze informatie past het algoritme de aanwezige
parameters na elke epoch aan.
Eens getraind, wordt het model één keer getest met
de testdata. Met het resultaat op deze testdata meet
men het vermogen van het model om te veralgemenen.
De generalisatie vormt een uitdaging (zie Figuren 6.5,
6.6 en 6.7). Bij het begin van de training kiest het al-
goritme willekeurige waarden voor de parameters van
het model. Het is dus niet verwonderlijk dat het net-
werk initieel niet goed presteert. Na elke epoch past
het algoritme de waarden van de parameters aan en
verbeteren de resultaten. Zowel op de trainingdata als
op de valideringsdata presteert het model steeds beter. Figuur 6.4: Evolutie van
de accuracy tijdens de
training van een netwerk.
De accuracy is het per-
centage correct geclassi-
ficeerde data. Het model
overfits.
Zolang het netwerk echter nog niet alle relevante pa-
tronen in de trainingdata heeft ontdekt, zegt men dat het
netwerk underfits. Men gaat dan door met het trainen
van het netwerk. Het netwerk leert bij elke epoch meer
uit de trainingdata. Na enige iteraties merkt men op dat
de generalisatie niet meer verbetert: het model pres-
teert wel steeds beter op de trainingdata, maar daar-
entegen worden de resultaten op de valideringsdata
slechter. Dat komt omdat het model patronen begint
te zien in de trainingdata die irrelevant zijn voor onge-
ziene data. Het model overfits. Een netwerk met teveel
lagen of teveel parameters zal sneller overfitten. Het Overfitting komt ook aan bod in
hoofdstuk 14.komt er dus op aan om de architectuur van het netwerk
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ment te stoppen met trainen om een zo goed mogelijk
presterend model te bekomen.
Figuur 6.5: Underfitting. Figuur 6.6: Optimaal. Figuur 6.7: Overfitting.
6.2 Deep learning
Binnen het machinaal leren onderscheidt men deep
learning (DL). Deep learning-modellen, m.a.w. diepe
neurale netwerken, worden ingezet voor spraakherken-
ning en objectdetectie, maar ook voor het begrijpen
van taal en toepassingen binnen de genetica. Google
Translate en gezichtsherkenning op Facebook zijn voor-
beelden van deep learning. In hoofdstuk 5 wordt aandacht
besteed aan de soorten AI en
staan er meer voorbeelden van
deep learning. De basiscon-
cepten van machinaal leren ko-
men uitgebreid aan bod in hoofd-
stuk 11.
Eens DL succesvol werd in beeldherkenning, werd
de interesse van de industrie gewekt. Techreuzen zoals
Google, Facebook, Microsoft, Baidu, Apple en Amazon
gebruiken ML en DL om de marketing en de product-
ontwikkeling te optimaliseren.
De ontwikkeling en verspreiding van Python heb-
ben bijgedragen tot het succes van DL. Met vrij een-
voudige Python scripts kan men al aan geavanceerd
DL-onderzoek doen en is het mogelijk om kleine DL-
modellen op een laptop te laten lopen. Het aantal men-
sen dat in DL werkt, is daardoor de voorbije jaren toege-
nomen van enkele honderden tot enkele tienduizenden
(Chollet, 2018).
Hoewel men spreekt over neurale netwerken, hebben





124 KUNSTMATIGE INTELLIGENTIE , KLIMAATVERANDERING , STOMATA : KIKS
maar dienen ze om functies te kunnen benaderen waar-
bij de geleerde functie kan generaliseren gebaseerd op
statistiek.
Een neuraal netwerk wordt opgebouwd door verschil-
lende lagen (layers) aan elkaar te schakelen. Hoe meer Deze lagen worden concreet toe-
gepast in hoofdstuk 11 en hoofd-
stuk 14.
lagen er zijn, hoe dieper het netwerk is. Men spreekt
van een netwerk omdat er veel verschillende functies
worden samengesteld.
Ingrid Daubechies omschrijft het als volgt (Daube-
chies, 2015): "De computers krijgen heel veel gelabelde
voorbeelden aangereikt. Het doel is dat het netwerk de Het algoritme gaat daartoe zelf
op zoek naar de beste waarden
voor de parameters zodat de uit-
eindelijke functie de beoogde la-
bels zo goed mogelijk benadert.
Het uiteindelijke resultaat noemt
men ‘het model’, de weg ernaar-
toe ‘leren’.
functie leert kennen die elk voorbeeld koppelt aan het
juiste label én dat het model dan ook ongeziene data
van het juiste label kan voorzien. Een deep learning-
systeem bouwt deze functie op met verschillende func-
ties in de opeenvolgende lagen van zijn netwerk. Als
men al deze opeenvolgende functies samenstelt, be-
komt men de gezochte functie".
François Chollet verwoordt het in zijn boek (Chollet,
2018) als volgt: "In elke laag wordt de data als het ware
gefilterd: de gegevens komen binnen in een bepaalde
vorm en verlaten de laag in een meer bruikbare vorm".
Figuur 6.8: Het netwerk
ontdekt geleidelijk aan
meer patronen.
Een convolutioneel neuraal netwerk (convnet) is een
diep neuraal netwerk dat zeer geschikt is voor beeld-
herkenning. Een convnet ontdekt in een eerste laag
kleine lokale patronen zoals randen, in een tweede
laag ziet het kenmerken die opgebouwd worden met
de kenmerken uit de eerste layer. Daardoor kunnen
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plexiteit en abstracte visuele concepten aan: randen
vormen motieven, motieven vormen samen onderdelen
en onderdelen vormen objecten (zie Figuur 6.8) (LeCun
et al., 2015).
Het neuraal netwerk is dus opgebouwd uit lagen: een
invoer- en een uitvoerlaag (input en output), met daar-
tussen de verborgen lagen (hidden layers) waarvan de
outputs niet worden getoond. Elke laag bevat eenheden
(units), ook neuronen of knopen genoemd. In elke laag
werkt er een lineaire functie in op de invoer van die laag.
Deze lineaire functie wordt bepaald door meerdere pa-
rameters, haar coëfficiënten, en wordt gevolgd door een
niet-lineaire activatiefunctie. Zo bekomt men de uitvoer
van die laag die dan dient als invoer van de volgende
laag. De basisconcepten van machi-
naal leren komen uitgebreid aan
bod in hoofdstuk 11.
Anders gezegd: elk neuron ontvangt informatie van
de neuronen uit de vorige laag. Aan die informatie wor-
den verschillende gewichten (weights) toegekend - dat
zijn de eerder vermelde coëfficiënten - en afhankelijk
van de activatiefunctie belandt het neuron dan in een
bepaalde toestand. Zo gaat de informatie ‘voorwaarts’,
laag na laag, t.e.m. de neuronen in de uitvoerlaag; men
spreekt van een feedforward netwerk. Het algoritme
van het netwerk moet de parameters van de tussenlig-
gende lagen op zo’n manier aanpassen dat de beoogde
output wordt bekomen. Dit vereist het berekenen van
de afgeleiden van de samengestelde functies. In hoofd-
stuk 11 wordt dit concreet toegepast.
Bij het ontwerpen van een neuraal netwerk, moet men
nadenken over de architectuur:
• hoeveel layers;
• hoeveel neuronen in elke layer;
• welke activatiefuncties;
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Hoe meer parameters een netwerk heeft, hoe meer
patronen het kan ontdekken. Maar men moet zich be-
hoeden voor teveel parameters. Netwerken met teveel
parameters zullen sneller overfitten. Een eenvoudiger
netwerk is vaak een betere keuze.
Neuraal netwerk van KIKS
Bij het project KIKS bestaat het neuraal netwerk uit een convolutioneel netwerk
gevolgd door een feedforward netwerk.
Een convnet behoort tot het domein van supervised learning. Het AI-systeem
van KIKS bv. leert relevante kenmerken onderscheiden omdat het vele voor-
beelden van delen van bladeren te zien krijgt, voorbeelden met het label ‘stoma’
ofwel met het label ‘geen stoma’.
Als input krijgt het model een microfoto van een deel van een blad van een plant.
Door o.a. randen te detecteren en die dan in volgende lagen te combineren
tot een ovaal of tot de opening van een stoma, kan het netwerk uiteindelijk de
stomata op het blad detecteren.
Figuur 6.9: Neuraal netwerk van KIKS.
"Er is bewezen dat neurale netwerken alle mogelijke
functies kunnen genereren en dat er een unieke over-
eenkomst is tussen een netwerk en de functie die het
genereert. Maar dan ging men uit van netwerken met
een extreem groot aantal lagen en extreem veel kno-
pen per laag. In de praktijk zijn er wel heel veel lagen
en knopen, maar niet zoveel als waarvan men uitging.
Men begrijpt dus eigenlijk nog niet waarom neurale net-
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nog fundamenteel wiskundig onderzoek nodig", zegt
Daubechies (Daubechies, 2015).
Ingrid Daubechies
Ingrid Daubechies is een gerenommeerde Belgische wiskundige en professor
aan de Duke University.
Ze is wereldvermaard voor het ontwikkelen van de theorie rond de zogenaamde
Daubechies wavelets. Dit zijn wiskundige transformaties die men kan uitvoeren
op digitale beelden om ze te ontleden tot basisblokken die de beelden opdelen in
grove en gedetailleerde informatie. Dit proces is cruciaal voor beeldcompressie
en werd daarom meteen opgepikt door de FBI voor het comprimeren van
vingerafdrukken. De transformaties vormen nu ook de basis voor JPEG2000,
het standaardformaat van digitale cinema films.
Ze maakte ook deel uit van het expertenteam van de restauratie van het Lam
Gods in Gent waarbij opnieuw wiskundige transformaties helpen om de conser-
vatiestaat van schilderijen te bestuderen aan de hand van digitale foto’s.
Met haar huidig onderzoek ontwikkelt ze tools uit de analytische meetkunde
om oppervlakken te vergelijken. Die tools hebben toepassingen in veel we-
tenschappelijke disciplines, waaronder medische en biologische, waarin men
oppervlakken kan leren waarop verkregen data liggen. Zo kunnen verbanden
gelegd en ontrafeld worden.(Duke today, 2019)
Ze vindt het belangrijk om onderwijs in wiskunde wereldwijd te promoten, en
ook om vrouwelijke wiskundigen in de kijker te zetten. Voor haar werk ontving
ze al meerdere prijzen.
(Ann Dooms, persoonlijke communicatie)
6.3 Standaardiseren en normaliseren van de
data
Beschouw de tabellen met bivariate data uit Figu- Bivariate gegevens zijn data van
twee variabelen waarbij elke
waarde van de ene variabele
wordt gekoppeld aan een be-
paalde waarde van de andere va-
riabele.
ren 6.10, 6.11 en 6.12 (Callaert et al., 2012; Callaert &
Bogaerts, 2012). Men wil nagaan hoe sterk de samen-
hang tussen de veranderlijken is.
Het eerste dat men daarvoor doet is de data gaan
visualiseren. De correlatie tussen bivariate gegevens
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eenkomstige puntenwolk te bekijken. Bekijk de punten-
wolken uit Figuren 6.13, 6.14 en 6.15 die overeenkomen
met respectievelijk Tabellen 1, 2 en 3 uit Figuren 6.10,
6.11 en 6.12.
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Figuur 6.13: Tabel 1. Figuur 6.14: Tabel 2. Figuur 6.15: Tabel 3.
Op het eerste gezicht is men geneigd uit de punten-
wolken af te leiden dat de bivariate data uit de derde
tabel de meeste samenhang vertonen.
Men kan echter ook de correlatiecoëfficiënt berekenen
(zie ook paragraaf 11.10). De correlatiecoëfficiënt is
voor alle drie de tabellen dezelfde, ongeveer 0,5, waar-
uit volgt dat de samenhang voor elke tabel dezelfde is.
De correlatiecoëfficiënt r is een
getal in [-1, 1] dat een maat is
voor de samenhang tussen de bi-
variate gegevens. Hoe dichter |r|
bij 1 ligt, hoe meer samenhang er
is.










· yi − ȳ
s(y)
).
De producten van de gestandaar-
diseerde xi en yi worden dus ge-
sommeerd en deze som wordt ge-
deeld door n− 1.
De grootteorde van de veranderlijken en het bereik dat
men kiest op de assen, bepalen voor een groot deel hoe
de puntenwolk die de bivariate gegevens representeert
er zal gaan uitzien. Door de data te standaardiseren
wordt dit effect geneutraliseerd. Dus als men de cor-
relatie van meerdere datasets grafisch met elkaar wilt
vergelijken, dan werkt men het best met gestandaardi-
seerde data.
Het standaardiseren heeft trou-
wens geen effect op de waarde
van de correlatiecoëfficiënt.






met x̄ het gemiddelde en s(x) de standaardafwijking
van de x-waarden, d.i. de gemiddelde kwadratische
afwijking t.o.v. het gemiddelde x̄.
Voer dit zelf uit in de notebook
’Standaardiseren’.
In de statistiek spreekt men van de Z-score.
De vorm van de puntenwolk bij bivariate gegevens is
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seerd zijn. Bekijk de puntenwolken van de gestandaar-
diseerde gegevens in Figuren 6.16, 6.17 en 6.18.
Figuur 6.16: Tabel 1. Figuur 6.17: Tabel 2. Figuur 6.18: Tabel 3.
Standaardiseren van variabelen houdt dus in dat
men de gegevens op zo’n manier herschaalt dat men
gegevens van bv. een verschillende grootteorde of in
een verschillende eenheid met elkaar kan vergelijken of
in verband brengen.
Na het standaardiseren liggen de meeste waarden
tussen 0 en 1, wat voordelig is voor het rekenen door de
computer. Rekenen met vrij grote getallen leidt al snel
tot nog grotere getallen en tot numerieke instabiliteit,
dat is een bijkomende reden waarom de data worden
gestandaardiseerd. Ook zijn sommige algoritmes uit
machinaal leren pas bruikbaar als de data gestandaar-
diseerd zijn, omdat die algoritmes zo opgesteld zijn.
Vooral bij regressieproblemen zal men standaardi-
seren, omdat de correlatie daar tekenend is voor het
probleem. Bij classificatieproblemen kiest men er vaker
voor enkel te normaliseren. Dan liggen alle waarden
tussen 0 en 1.






met xmax de grootste en xmin de kleinste x-waarde.
Bij het standaardiseren van gegevens komt het er dus
op neer dat de waarden zo herschaald worden dat ze
een gemiddelde 0 krijgen en een standaardafwijking 1.
Bij normalisering komt het erop neer dat de data
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Samengevat
Machine learning (ML) is een populair en succesvol onderdeel van de artificiële
intelligentie. Een machine learning-systeem verwerft met lerende algoritmes
kennis uit data met de bedoeling uitkomsten te kunnen voorspellen betreffende
nieuwe data, m.a.w. het systeem moet goed kunnen generaliseren. Lerende al-
goritmes zijn algoritmes waarbij het ML-systeem zelf gaandeweg aanpassingen
doet aan de aanwezige parameters tijdens het leerproces, om geleidelijk aan te
komen tot betere prestaties.
Binnen ML onderscheidt men verschillende types van leren: supervised, unsu-
pervised, en reinforcement learning.
Met ML kan men problemen van classificatie en regressie behandelen. Bij
regressieproblemen zullen de data doorgaans eerst worden gestandaardiseerd,
bij classificatieproblemen eerder genormaliseerd.
Om een ML-model te bekomen dat goed kan generaliseren, zijn er verschillende
principes die men in acht kan nemen, zoals het opsplitsen van de dataset in
een trainingset, valideringsset en testset. Het netwerk wordt getraind met de
trainingdata en wordt tezelfdertijd geëvalueerd met de valideringsdata. Eens
getraind, wordt het model één keer getest met de testdata.
Men moet waakzaam zijn voor underfitting en overfitting. Bij underfitting zijn de
prestaties van het systeem nog niet optimaal, door meer te trainen kunnen de
prestaties nog verbeteren. Bij overfitting presteert het systeem steeds beter op
de trainingdata, maar de prestaties op de valideringsdata verbeteren niet meer.
Binnen het machinaal leren onderscheidt men de diepe neurale netwerken die
bijvoorbeeld worden ingezet voor beeldherkenning. Hoewel men spreekt over
neurale netwerken, hebben ze niet als doel om het menselijk brein te modelleren,
maar dienen ze om functies te kunnen benaderen waarbij de geleerde functie
kan generaliseren gebaseerd op statistiek.
Een diep neuraal netwerk wordt opgebouwd door verschillende lagen aan elkaar
te schakelen: een invoer- en een uitvoerlaag, met daartussen de verborgen
lagen. Elke laag bevat eenheden (neuronen) en parameters. Het trainen van
het netwerk bestaat erin dat het algoritme van het netwerk de parameters op
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Leestip
François Chollet. Deep learning with Python (Chollet, 2018).








KIKS IN DE KLAS
7.1 Doel
Het KIKS-project heeft als doel de leerlingen de funda-
menten van AI te leren kennen en hen bij te brengen
hoe ze vat kunnen hebben op AI-systemen die ze te-
genkomen in hun dagelijks leven. We willen daarom
leerkrachten aanmoedigen om met KIKS en AI aan de
slag te gaan in de klas (zie Figuur 7.1), met of zonder
programmeren. We hebben geprobeerd het project zo
laagdrempelig mogelijk te houden door het materiaal
online aan te bieden, door ervoor te zorgen dat er geen
extra software geïnstalleerd moet worden en door in
de nodige achtergrondinformatie te voorzien via deze
handleiding.
We hopen dat er tijdens de projectlessen ook tijd wordt
vrijgemaakt om stil te staan bij de ethische kwesties
die opduiken door de aanwezigheid van AI en deep
learning-systemen in het dagelijks leven.
Het lesmateriaal kan ook op een andere manier worden
ingezet. Men kan bv. enkele notebooks uitkiezen om de
leerlingen te leren programmeren in Python of men kan
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Figuur 7.1: Doelstellingen.
competenties in de lessen biologie, aardrijkskunde of
wiskunde. Men kan de leerlingen aan de hand van en-
kele notebooks vertrouwd maken met de principes van
digitale beeldverwerking of de leerkracht N derlands
of godsdienst kan uit deze handleiding inspiratie halen
voor een les over de ethische aspecten van AI.
7.2 Microscopie
Niemand heeft reeds huidmondjes gezien met het blote
oog, ook de leerlingen niet. Huidmondjes zijn voor hen
dan ook een abstract gegeven. Voor de leerlingen én
voor de leerkrachten is het daarom een toffe ervaring
om binnen het kader van het KIKS-project naar huid-
mondjes te kijken met een microscoop. De leerlingen
kunnen de huidmondjes ook door de microscoop foto-
graferen met een smartphone. Wij gebruiken met de
leerlingen een monoculaire microscoop die 400 keer
vergroot.




We hebben tijdens de workshop microscopie eerst
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verde (zie Figuur 7.3). Daarvoor moeten de leerlingen
erin slagen een stuk van de flinterdunne cuticula van
het blad te verwijderen. Bij sommige planten lukt dat
niet zo goed, bv. door de stugheid van het blad.
Figuur 7.3: Microfoto van
levend materiaal.
Dit kan echter opgevangen worden door dezelfde
methode te gebruiken als de onderzoekers van de Plan-
tentuin Meise, nl. een afdruk nemen met doorzichtige
nagellak (Figuur 7.4).
Figuur 7.4: Bladafdruk ne-
men met nagellak en plak-
band.
Dat hebben we dan in tweede instantie ook gedaan.
De foto’s zijn dan niet meer zo mooi van kleur, maar
grijsachtig (zie Figuur 7.5). Maar al bij al levert het nog
steeds mooie plaatjes op; de natuur op zijn best.
We zorgden ook voor variatie in de beelden: mo-
nocotylen en dicotylen, grote en kleine huidmondjes,
stomata van verschillende vormen ...
Figuur 7.5: Microfoto van
een bladafdruk van klimop
en een uitvergroting van
een deel van deze foto.
7.3 Huidmondjes tellen op eigen microfoto’s
De leerlingen voerden hun eigen foto’s in in het KIKS-
neuraal netwerk om de huidmondjes te tellen (zie Fi-
guur 7.6 en paragraaf 14.5.2).
Ze botsten daarbij op meerdere problemen: onscherpe
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mondjes, te veel kleuren in de foto’s ...
Huidmondjes tellen op ei-
gen foto’s kan met de note-
book ’Eigen stomatadetectie’
in de map Introductie Deep
Learning.
Figuur 7.6: Getelde sto-
mata op bladafdruk van
klimop.
Hier kan ook de link worden gelegd met de bias waar-
mee men in deep learning-systemen te kampen heeft. Over bias leest u in paragraaf 5.6.
7.4 Digitale beelden en deep learning
Om te kunnen begrijpen hoe het KIKS-netwerk die huid-
mondjes telt, moeten de leerlingen eerst heel wat kennis
vergaren.
Ze moeten weten hoe een computer naar beelden
kijkt, hoe een foto aan het netwerk gegeven wordt en
hoe het netwerk met die gegevens rekent.
Figuur 7.7: Josse aan de
slag met de notebooks.
Ze moeten kennis maken met de bouwstenen van
machinaal leren. Wat zijn kenmerken, wat zijn lagen?
Welke hyperparameters kan men aanpassen? Hoe kan
men de prestaties van het netwerk meten en grafisch
voorstellen? Hoe kan een netwerk gegevens indelen in
klassen? Wat is standaardiseren?
Tot slot leren de leerlingen wat convoluties zijn, wat
het betekent als men zegt dat het netwerk leert, dat men
moet opletten voor overfitting en hoe men de nodige
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Hoe het netwerk geïmplementeerd wordt, staat beschre-
ven in hoofdstuk 14.
Samengevat
Het KIKS-project heeft als doel de leerlingen de fundamenten van AI te leren
kennen en hen bij te brengen hoe ze vat kunnen hebben op AI-systemen die ze
tegenkomen in hun dagelijks leven.
We hopen dat er tijdens de projectlessen ook tijd wordt vrijgemaakt om stil te
staan bij de ethische kwesties die opduiken door de aanwezigheid van AI en
deep learning-systemen in de maatschappij.
Het lesmateriaal kan op meerdere manieren worden ingezet. Men kan bv.
enkele notebooks uitkiezen om de leerlingen te leren programmeren in Python
of men kan er opdrachten uit halen om te werken aan onderzoekscompetenties
in de lessen biologie, aardrijkskunde of wiskunde. Men kan de leerlingen
aan de hand van enkele notebooks vertrouwd maken met de principes van
digitale beeldverwerking of de leerkracht Nederlands of godsdienst kan uit deze
handleiding inspiratie halen voor een les over de ethische aspecten van AI.
Voor de leerlingen én voor de leerkrachten is het een toffe ervaring om naar
huidmondjes te kijken met een microscoop. De leerlingen kunnen de huidmond-
jes door de microscoop fotograferen met een smartphone, en vervolgens de
huidmondjes op hun eigen foto’s door het KIKS-neuraal netwerk laten tellen.
Om te kunnen begrijpen hoe het KIKS-netwerk die huidmondjes telt, moeten de
leerlingen bv. weten hoe een computer naar beelden kijkt, hoe een foto aan het











DE NOTEBOOKS VAN KIKS
8.1 Python, Jupyter Notebook en KIKS
Notebooks zijn digitale documenten die zowel uitvoer-
bare code bevatten als tekst, afbeeldingen, video, hy-
perlinks . . . Het is dus mogelijk om nieuwe begrippen
aan te brengen, opdrachten te formuleren, foto’s te to-
nen, bepaalde fundamenten van programmeren uit te
leggen, aanwezige code uit te voeren en zelf code op
te stellen.
Jupyter Notebook is een open source webapplicatie
waarin men notebooks kan creëren.
De notebooks bestaan eigenlijk uit een opeenvolging
met cellen: Markdown-cellen voor tekst en beeld en
code-cellen om te programmeren.
De notebooks van KIKS zijn onderverdeeld in drie cate-
gorieën:
• basisprincipes van programmeren en beeldverwer-
king;
• principes van machinaal leren;
• fundamenten van diepe neurale netwerken.
De notebooks worden aangeboden via een webserver,
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puters moet geen extra software worden geïnstalleerd
om met de notebooks aan de slag te gaan.




is geen installatie van ex-
tra software nodig om de
notebooks te gebruiken.
In de notebooks worden groene, blauwe en gele ka-
ders gebruikt. De groene vertellen wat de notebook
behandelt en leggen linken naar de leerinhouden van
het KIKS-project. De blauwe kaders vatten begrippen
samen uit de computerwetenschappen. De gele kaders
geven tips.
Het programmeren gebeurt met Python 3. Python is
een zeer toegankelijke programmeertaal, die vaak ook
zeer intuïtief is in gebruik. Bovendien is Python zo
populair dat er heel wat modules voorhanden zijn die
men vrij kan gebruiken. Python draagt zo ook bij tot de
democratisering van deep learning.
In een module zitten heel wat functies vervat die er-
varen informatici reeds hebben geprogrammeerd. Wie
dat wilt, kan die modules en de bijbehorende functiona-
liteiten gebruiken. Maar daarvoor moet men eerst de
gewenste module importeren in het Python-script. Een programma in Python noemt
men een script.Python is een object-georiënteerde taal. Alles is er
een object: elk getal, elk stuk tekst ... Een object neemt
een bepaalde plaats in in het geheugen en heeft een
bepaalde waarde. Elk object heeft ook een type, bv.
integer, string en list. Alle objecten met eenzelfde type
behoren tot dezelfde klasse. Binnen deze klasse zijn
er methodes voorzien die men specifiek voor objecten
van dit type kan oproepen. Naast deze methodes zijn
er ook functies die men kan gebruiken, zoals print(),
om iets te laten verschijnen op het scherm, en input(),
om iets op te vragen aan de gebruiker.
8.2 Praktisch
Bij het begin van een notebook worden eerst de no-
dige modules geïmporteerd. De modules NumPy en
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1 >>> import numpy as np
2 >>> import matplotlib.pyplot as plt
NumPy en Matplotlib worden
bv. gebruikt in de note-
books ’Extra datastructuren
met NumPy’ en ’Matrices en
afbeeldingen in grijswaarden’.
De module NumPy laat toe om wetenschappelijke
berekeningen uit te voeren en om bv. met matrices te
werken. Met de interface pyplot van de module Matplot-
lib kan men grafieken creëren en ze personaliseren.
Tekst wordt ingevoerd met Markdown en wiskundige for-
mules met LATEX (tussen $$), beide in een Markdown-cel.
Code wordt ingevoerd in een code-cel. Cellen kunnen
worden bewerkt, verwijderd, toegevoegd, gekopieerd,
geknipt en geplakt.
De belangrijkste instructies
en sneltoetsen om vlot met
de notebooks te kunnen wer-
ken, vindt u in de startnote-
book ’KIKS: de notebooks’.
Interessant om te weten is dat in een notebook alle code
samen hoort. De notebook onthoudt als het ware welke
code reeds werd uitgevoerd, ongeacht in welke volgorde
die werd ingetikt in de notebook. Het is het tijdstip van
uitvoeren dat de sequentie van het uiteindelijke script
bepaalt.
We stimuleren dat er bij het invoeren van code aandacht
wordt besteed aan een leesbare programmeerstijl en
de nodige verduidelijkende commentaar.
8.3 De KIKS-notebooks
Bij het werken met de notebooks van KIKS respecteert
men het best deze volgorde:
Introductie Python















• Verband tussen CO2 en temperatuur
• Smeltende gletsjer: Morteratsch
• Smeltende gletsjer: Silvretta
• Tensoren
• Matrices en afbeeldingen in grijswaarden
• Tensoren en RGB




• Regressie met de Morteratschgletsjer
• Regressie met de Silvrettagletsjer
• Classificatie met de Iris dataset (Perceptron)
• Opdracht bij classificatie met de Iris dataset
• Regressie met data over de Iris virginica
• Hoogte bomen en afmetingen stomata in het Ama-
zonewoud
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Introductie Deep Learning
• Detectie van stomata in een afbeelding
• Stomatadetectie
• Convolutie
• Convolutie: de bewerking
• ReLU
• Gradient descent




• Binaire classificatie met neuraal netwerk met een
verborgen laag
• Binaire classificatie met neuraal netwerk met twee
verborgen lagen
• Multiklassenclassificatie voor twee klassen met neu-
raal netwerk met twee verborgen lagen
• Classificatie van de MNIST dataset met een convo-
lutioneel neuraal netwerk
• Classificatie van de Iris dataset met een verborgen
laag
• Classificatie van de Iris dataset met alle kenmerken
• Binaire classificatie met neuraal netwerk met een
verborgen laag en met verbeterde SGD
In de eerste notebooks, Introductie Python, worden fun-
damentele zaken aangebracht: hoe een printopdracht
invoeren, wat zijn datastructuren, hoe met herhalings-
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hoe kijkt een computer naar een afbeelding, hoe func-
ties definiëren.
De eerste notebooks vindt u
in de map Introductie Python.
De tweede reeks notebooks, Introductie Machine
Learning, besteedt aandacht aan standaard machine
learning technieken zoals regressie, classificatie met
het Perceptron, en het standaardiseren van de variabe-
len.
In de derde reeks wordt uitgelegd hoe een diep neu-
raal netwerk wordt opgebouwd, wat activatiefuncties
zijn en gradient descent, hoe een convolutie gebeurt,
wat underfitting en overfitting zijn ... Er is ook een no-
tebook om huidmondjes te laten tellen gebruikmakend
van een convolutioneel neuraal netwerk.
Samengevat
Notebooks zijn digitale documenten die zowel uitvoerbare code bevatten als
tekst, afbeeldingen, video, hyperlinks . . .
De notebooks bestaan uit een opeenvolging met cellen: Markdown-cellen voor
tekst en beeld en code-cellen om te programmeren.
Het programmeren gebeurt met Python 3.
De notebooks van KIKS zijn onderverdeeld in drie categorieën:
In de notebooks, Introductie Python, worden fundamentele zaken aangebracht,
zoals een printopdracht en datastructuren.
De notebooks, Introductie Machine Learning, besteden aandacht aan standaard
machine learning technieken.
In de derde reeks notebooks, Introductie Deep Learning, wordt uitgelegd hoe
een diep neuraal netwerk wordt opgebouwd. Deze reeks bevat een notebook









Een digitaal beeld bestaat uit een eindig aantal pixels.
Het woord ’pixel’ is afgeleid van de Engelse woorden
picture (afbeelding) en element. Het woord ’digitaal’
komt van het Latijnse digitus (vinger) en verwijst naar
het tellen op de vingers. Het aantal pixels in een digitaal
beeld kan geteld worden (Hautekiet et al., 2016).
Bekijk de foto van de begonia in Figuur 9.1. Men kan
inzoomen op een bepaald deel van de foto. Als men
genoeg inzoomt, dan kan men de pixels onderscheiden
zoals in Figuur 9.2.
Figuur 9.1: Deel selecte-
ren van de foto van een be-
gonia.
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Digitale afbeelding
Een digitale afbeelding is een rechthoekig roos-
ter van pixels.
Men spreekt ook van een rasterafbeelding of een
bitmap. GIF, JPEG en PNG zijn bestandsformaten voor
het opslaan van rasterafbeeldingen in digitale vorm.
Ga zelf aan de slag met
afbeeldingen in de note-
books ’Matrices en grijs-
waarden’ en ’Tensoren en
RGB’.
9.2 Kleur van een pixel
Elke pixel heeft een bepaalde kleur:
• bij een zwart-witafbeelding is een pixel zwart of wit;
• bij een grijswaardenafbeelding is dat een grijswaarde;
• bij een kleurenafbeelding is dat een kleur.
Van de begonia hierboven werd een deel van een bloem-
blad afgepeld en onder de microscoop gelegd. Op het
bloemblad bevonden zich enkele stomata. Met een
smartphone werd een foto genomen door de micro-
scoop. Op het deel van deze foto in Figuur 9.3 is een
van de huidmondjes goed te zien. Figuur 9.3: Huidmondje
op bloemblad rode bego-
nia. Omdat dit een foto is
van levend materiaal, is de
foto mooi van kleur, in te-
genstelling tot de foto’s uit
de dataset van KIKS. Die
bestaat immers uit foto’s
van bladafdrukken van ge-
droogd materiaal.
Om te kunnen begrijpen hoe een kleurenfoto digitaal is
‘opgebouwd’, moet eerst de opbouw van een grijswaar-
denfoto duidelijk zijn.
9.3 Grijswaarden
Bekijk dezelfde foto in grijswaarden en vergroot in Fi-
guur 9.4. De pixels zijn nu zichtbaar.
Een grijswaarde wordt door de computer voorgesteld
door een natuurlijk getal tussen 0 en 255. Hierbij komt
0 overeen met zwart en 255 met wit.
De waarden ertussen geven dus grijswaarden weer
die stilaan lichter worden naarmate het getal stijgt. Dit






Figuur 9.4: Foto van Fi-
guur 9.3 omgezet naar
grijswaarden.
Figuur 9.5: Elk getal van 0
t.e.m. 255 komt overeen
met een bepaalde grijs-
waarde.
Dit betekent dat men een afbeelding in grijswaarden kan
voorstellen met een rechthoekig rooster van getallen
tussen 0 en 255.
In de wiskunde spreekt men van een matrix waarvan
de elementen natuurlijke getallen tussen 0 en 255 zijn.
In hoofdstuk 10 wordt dieper ingegaan op de wiskunde
achter digitale beelden.
9.4 Kleuren
Elektromagnetische golven hebben een breed spectrum
van golflengtes, waarbij elke golflengte overeenkomt
met een andere kleur (zie Figuur 9.6). Het licht dat
de mens kan zien, zichtbaar licht, beslaat slechts een
klein deel van het spectrum. Het zichtbaar licht met









Door rood, groen en blauw licht samen te brengen,
kan bijna elke kleur gesimuleerd worden. Kleurenfoto’s
kunnen dan ook in een RGB-systeem worden opgesla-
gen (RGB = rood, groen, blauw). In dat geval zijn er wel
drie matrices nodig: één voor de rode tinten, één voor
de groene tinten en één voor de blauwe tinten. Elk van
die matrices bevat getallen tussen 0 en 255, waarbij de
waarde van het element de intensiteit van de tint weer-
geeft. Deze drie roosters worden dan samengevoegd
tot een soort balk van getallen. In de computerweten-
schappen spreekt men van een ‘tensor’ (zie Figuur 9.7
en hoofdstuk 10 ’Tensoren’). De volgorde is hier van be-
lang. De computer interpreteert steeds de eerste matrix
als de matrix van de roodtinten, de tweede als die van
de groentinten en de laatste als die van de blauwtinten.
Figuur 9.7: Tensor van een
kleurenafbeelding.
In Figuur 9.8 worden de beelden van drie gekozen
matrices en de overeenkomstige tensor getoond. De
rode tint heeft waarde 230, de groene tint 125 en de
blauwe tint 156. De kleur van het laatste vierkant heeft
dus als RGB-code 230, 125, 156.
Omgekeerd kunnen uit een kleurenfoto de rood-,
blauw- en groentinten gedistilleerd worden, zoals bv.






Figuur 9.8: Drie matri-
ces vormen een tensor die
een kleurenafbeelding re-
presenteert.
tinten worden weergegeven in Figuur 9.9. Hoe men
dit doet, vindt u in paragraaf 10.9 en in de notebook
’Tensoren en RGB’.
Figuur 9.9: Rood-, groen-
en blauwtinten in foto be-
gonia van Figuur 9.3.9.5 Type van de elementen van een tensor
in Python
De matrices bevatten getallen tussen 0 en 255 die een
grijswaarde of een intensiteit van een rode, groene of
blauwe tint weergeven.
In NumPy kan men ervoor kiezen dat deze elemen-
ten het type uint8 (8 bits-unsigned integer ) hebben
(zie notebook ’Extra datastructuren met NumPy’). Dan
wordt voor de opslag van een element gebruikgemaakt
van 8 bits, m.a.w. een byte (zie kader ’Bit en byte’). De 10 is 00001010 en 145 is
10010001 als uint8.natuurlijke getallen van 0 t.e.m. 255 voorgesteld in het
tiendelige talstelsel, worden dan gerepresenteerd in het
binaire talstelsel (zie kader ’Binaire talstelsel’).
Soms worden echter ook waarden tussen 0 en 1
gebruikt i.p.v. tussen 0 en 255. Men kan dat doen
door alle waarden te delen door 255. De tensor is dan Paragraaf 6.3 is interessant in
deze context.genormaliseerd. Verhoudingsgewijs komt bij zo’n tensor
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elementen dan een ander type hebben, het type float.
Bit en byte
Een ‘bit’ is een informatie-eenheid. De term is afkomstig van binary digit. Het
is een eenheid die enkel de waarden 0 en 1 kan aannemen. Acht bits vormen
samen een ‘byte’. Er zijn 256 mogelijke combinaties mogelijk van 0 en 1 die
samen een byte vormen.
Binaire talstelsel
In het tiendelige talstelsel worden de getallen voorgesteld m.b.v. de cijfers 0
t.e.m. 9. Het binaire talstelsel gebruikt daarvoor enkel de cijfers 0 en 1.
Zoals in het tiendelige talstelsel het getal 123 = 3.100 + 2.101 + 1.102, is in
het binaire talstelsel het getal 101 = 1.20 + 0.21 + 1.22, dus 5. Met elk cijfer in
een getal komt dus als waarde een veelvoud van een macht van resp. 10 en 2
overeen. Het veelvoud wordt bepaald door het cijfer, de exponent van de macht
door de plaats van het cijfer in het getal.
Het binaire talstelsel heeft grondtal 2, het decimale talstelsel 10.
9.6 Verdeling van de kleuren
In Python kan je een verdeling van de kleuren of van de
intensiteit van een tint opvragen in de vorm van een his-
togram. Door een foto goed te kiezen, kan men hiermee
een normale of een scheve verdeling illustreren.
Figuur 9.10: Verdeling van
grijswaarden.
Men kan daarbij van elk getal van 0 t.e.m. 255 la-
ten weergeven hoeveel keer het voorkomt of men kan
het interval [0,255] verdelen in deelintervallen en van
elk deelinterval de frequentie visualiseren zoals in Fi-
guur 9.10.
9.7 Toepassing: verborgen boodschap
Door op een specifieke manier te ’spelen’ met de waar-
den in de matrix of tensor die een afbeelding represen-







Ga op zoek naar de verbor-
gen boodschap in de note-
book ’Verborgen boodschap’.
met één verminderen of vermeerderen zal geen
zichtbaar effect hebben op de afbeelding, maar men
kan ermee wel het merendeel van de pixels bv. even
maken. Als men ervoor zorgt dat de pixels waar de
boodschap zich bevindt oneven zijn, dan kan men de
boodschap onthullen met enkele lijntjes code.
Samengevat
Een digitale afbeelding is een rechthoekig rooster van pixels. Elke pixel heeft
een bepaalde kleur: bij een zwart-witafbeelding is een pixel zwart of wit, bij een
grijswaardenafbeelding is dat een grijswaarde en bij een kleurenafbeelding is
dat een kleur.
Grijswaarden worden door de computer voorgesteld door een natuurlijk getal
tussen 0 en 255. Hierbij komt 0 overeen met zwart en 255 met wit. De waarden
ertussen geven dus grijswaarden weer die stilaan lichter worden naarmate het
getal stijgt. Een afbeelding in grijswaarden kan men voorstellen met een matrix
waarvan de elementen natuurlijke getallen tussen 0 en 255 zijn.
Kleurenfoto’s worden in een RGB-systeem opgeslagen. In dat geval zijn er
drie matrices nodig die samen een tensor vormen. Deze matrices geven de
intensiteit weer van respectievelijk de rode, groene en blauwe tinten aanwezig
in de foto.













De studie van matrices behoort tot de leerstof van de
derde graad in richtingen met 6 uur wiskunde; matrices
worden ook als keuzeonderwerp behandeld in richtin-
gen met 3 of 4 uur wiskunde. Matrices behoren tot het
domein van de lineaire algebra.
Matrix









Bij een reële mxn-matrix A zijn alle elementen van
A reële getallen. Zo een matrix A heeft m rijen en
n kolommen. Men noemt mxn de ’dimensie’ van de
matrix A en men noteert:
A ∈ IRmxn
Het element op de i-de rij en de j-de kolom van de
matrix A noteert men als:
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Een matrix met maar één rij noemt men een rijmatrix.
Een kolommatrix is een matrix met slechts één kolom.
R =
[




Een matrix met evenveel rijen als kolommen is een
vierkante matrix. Een vierkante matrix heeft twee dia-
gonalen. De hoofddiagonaal is de diagonaal van links-
boven naar rechtsonder.
A =
a11 a12 a13a21 a22 a23
a31 a32 a33

is een vierkante matrix.
10.2 Eigenschappen van matrices
Twee matrices zijn gelijk als al hun overeenkomstige










Een nulmatrix is een matrix waarvan alle elementen







Een vierkante matrix waarvan de elementen op de
hoofddiagonaal 1 zijn en de andere elementen allemaal
0, is een eenheidsmatrix en noteert men als I.
S =




Een vierkante matrix A ∈ IRnxn is symmetrisch als
de elementen voldoen aan:
aij = aji, ∀i,j = 1, ..., n
10.3 Bewerkingen met matrices
10.3.1 Het transponeren
[
1 2 −2 −4 3










Men kan een matrix transponeren. D.w.z. dat de rijen
kolommen worden en de kolommen rijen, waarbij de po-
sitie blijft behouden: bv. de tweede rij wordt de tweede
kolom, de vijfde kolom wordt de vijfde rij.
De getransponeerde matrix van een matrix A noteert
men met AT . A ∈ IRmxn =⇒ AT ∈ IRnxm
AT = C, cij = aji
∀i = 1, ..., n, ∀j = 1, ..., m
Als men een kolommatrix transponeert, bekomt men
een rijmatrix.














Twee matrices met dezelfde dimensie kan men optel-
len. Hierbij worden alle overeenkomstige elementen
opgeteld.
Het resultaat is een matrix met opnieuw dezelfde
dimensie.
10.3.3 Scalaire vermenigvuldiging






 3 69 12
15 18

Men kan een matrix vermenigvuldigen met een scalair.
Hierbij wordt elk element van de matrix met de scalair
vermenigvuldigd.
Het resultaat is een matrix met dezelfde dimensie.











 · [−1 0 1 0
2 3 −2 1
]
=
3 6 −3 25 12 −5 4
7 18 −7 6

Men kan twee matrices slechts vermenigvuldigen als
hun dimensies aan een bepaalde voorwaarde voldoen:
het aantal kolommen van de eerste matrix moet gelijk
zijn aan het aantal rijen van de tweede matrix. Hun
product is opnieuw een matrix.
Voor M ∈ IRmxn en N ∈ IRnxq is
M · N = P ∈ IRmxq.


































De vermenigvuldiging van matrices is niet commuta-
tief!
De volgende eigenschap is het onthouden waard:
Eigenschap
Voor A ∈ IRmxn en B ∈ IRnxq is
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Bewijs.
A ∈ IRmxn, B ∈ IRnxq, A · B = Q ∈ IRmxq
QT = S ∈ IRqxm
AT = C ∈ IRnxm, BT = D ∈ IRqxn
D · C = R ∈ IRqxm
Te bewijzen: S = R.
R en S hebben dezelfde dimensie qxm.


















10.4 Aan de slag met matrices in Python
In Python wordt een matrix ingegeven via een NumPy-
array. Daarvoor moet eerst de module NumPy geïm-
porteerd worden. Meer uitleg over modules en NumPy







 3 1−1 6
2 −2
. In de code wordt geteld vanaf 0.
Zo is de eerste kolom in de code
de kolom met index 0. De ma-
trix B met drie rijen wordt in Py-
thon gerepresenteerd door een
NumPy-array waarbij rij 0, rij 1 en
rij 2 worden ingegeven.
Deze matrices geeft men in in Python als volgt:
1 >>> matrix_A = np.array([[1,2,3],
2 [4,5,6]])








Het element a13 op de eerste rij en derde kolom van A
vindt men in Python met: a13 is het element op de rij met
index 0 en de kolom met index 2.
1 >>> matrix_A[0][2]
2 3
De volledige tweede kolom van A vindt men met: Neem van elke rij van A het ele-
ment dat behoort tot de kolom
met index 1.1 >>> matrix_A[:, 1]
2 array([2, 5])
De tweede en de derde rij van B verkrijgt men met de
instructie: Neem van elke rij van B, te begin-
nen met rij 1, de elementen van
alle kolommen.1 >>> matrix_B[1:, :]
2 array([[-1, 6],
3 [2, -2]])
De eerste en de tweede kolom van A verkrijgt men via: 0 : 2 staat voor [ 0, 2[ , dus hier
kolom 0 en kolom 1.
1 >>> matrix_A[:, 0:2]
2 array([[1, 2],
3 [4, 5]])
Ga interactief aan de slag
met de notebooks ’Extra da-
tastructuren met NumPy’ en
’Tensoren’.
>>>matrix_A[:, :2] geeft hetzelfde resultaat.
Men kan in Python de matrix B transponeren:
1 >>> matrix_B.T
2 array([[3, -1, 2],
3 [1, 6, -2]])
De som van de matrix A met de getransponeerde van
de matrix B vindt men als volgt: Dit is enkel mogelijk omdat A en
BT dezelfde dimensie hebben.
1 >>> matrix_A + matrix_B.T
2 array([[4, 1, 5],
3 [5, 11, 4]])
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1 >>> 4 * matrix_B
2 array([[12, 4],
3 [-4, 24],
4 [ 8, -8]])
Het product van de matrices A en B wordt in Python
berekend via de instructie: Dit is enkel mogelijk omdat het
aantal kolommen van A gelijk is




Beschouw een matrix die geen rij- of kolommatrix is.
Ze heeft dus meerdere rijen en kolommen. Men zegt
dat zo’n matrix twee ’assen’ heeft: een as voor de rijen
en een as voor de kolommen. Een matrix noemt men
daarom ook een 2D-tensor.
Tensor
Een tensor is een uitbreiding van het matrix-begrip naar meer of minder ’assen’.
Een scalair is een 0D-tensor. Het is een getal, maar 3 ∈ IR is een scalair.
kan ook geïnterpreteerd worden als een 1x1-matrix
(een matrix met slechts één element). Een 0D-tensor
heeft geen assen.
(2, −3, 5, 6, 0) ∈ IR5
is de coördinaat van een vector in
een 5-dimensionale vectorruimte.
Een vector, waarvan de coördinaat n elementen
bevat, is een 1D-tensor met één as. Een vector kan
ook genoteerd worden als een rijmatrix (∈ IR1xn). Een
rijmatrix is dus ook een 1D-tensor. In de literatuur noemt men de n
bij een nD-tensor meestal de di-
mensie van de tensor. Dit kan ver-
warring scheppen. Bij KIKS zul-
len we het daarom vaak expliciet
over de wiskundige dimensie heb-
ben. De 2D, 3D, enz. kan men
vergelijken met de dimensies in
meetkunde, 2D voor het vlak, 3D
voor de ruimte ...
Als men bijvoorbeeld een ’samenstelling’ zou ma-
ken van drie 4x5-matrices, door de drie matrices naast
elkaar te plaatsen (zie Figuur 10.4), dan komt er een
derde as bij. Die samenstelling T is dan een 3D-tensor.
De dimensie van de matrices is 4x5. De dimensie van







Let wel: de matrices die samengesteld worden, moe-
ten allemaal dezelfde dimensie hebben.
Zet men bv. tien 5x7-matrices naast elkaar, dan is
het resultaat een 3D-tensor met dimensie 10x5x7. Dit
wordt geïllustreerd in Figuren 10.1 en 10.2. Figuur 10.1: Matrix in
IR5x7.
Figuur 10.2: Tensor in
IR10x5x7.
Merk op dat een 3D-tensor een driedimensionaal
raster van getallen is (zie Figuur 10.3). De tensor T ∈
IR3x4x5 kan dus ook gezien worden als vijf 3x4-matrices
op elkaar gestapeld. Zie Figuur 10.4.
Figuur 10.3: Matrix in
IR5x7.
Figuur 10.4: Tensor in
IR10x5x7.
Stelt men een aantal even grote 3D-tensoren samen,
dan krijgt men een 4D-tensor. Stelt men een aantal
even grote 4D-tensoren samen, dan krijgt men een
5D-tensor, enz.
Voorbeeld: T ∈ IRnxpxqxrxs is een 5D-tensor waarbij
n 4D-tensoren worden samengesteld, waarbij elke 4D-
tensor behoort tot IRpxqxrxs. De 4D-tensoren zijn op
hun beurt alle een samenstelling van p 3D-tensoren met
elke 3D-tensor behorend tot IRqxrxs. De 3D-tensoren
tot slot zijn alle een samenstelling van q matrices met r
rijen en s kolommen. De tensor T heeft vijf assen.
10.6 Bewerkingen met tensoren
De bewerkingen op matrices, worden uitgebreid voor
tensoren.
10.6.1 Optelling
Het optellen van tensoren werkt net als bij matrices. De
overeenkomstige elementen worden opgeteld. De ten-
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10.6.2 Vermenigvuldiging
Het vermenigvuldigen van tensoren is een uitbreiding
van de vermenigvuldiging van matrices naar meer as-
sen.
10.6.3 Functies die inwerken op een tensor
Op een tensor kan men elementsgewijs een functie
laten inwerken. Het resultaat is dan een tensor met De rol van activatiefunctie in een
neuraal netwerk is weggelegd
voor dergelijke functies. Dat
wordt uitgelegd in hoofdstuk 11.
dezelfde dimensie als de oorspronkelijke tensor.
Vierkantswortel-functie Men neemt de vierkantswortel
van elk element in de tensor.
A =
[
16 2 4 0











Sign-functie Men bepaalt het teken van elk element
in de tensor. Is het strikt positief, dan wordt het ele-
ment vervangen door 1, is het strikt negatief, dan wordt




−16 2 −4 0
0 9 5 −25
]
np.sign(B) levert[
−1 1 −1 0
0 1 1 −1
]
1 >>> np.sign(X)
Heaviside-functie Men bepaalt het teken van elk ele-
ment in de tensor. Is het positief, dan wordt het element
vervangen door 1, is het strikt negatief, dan wordt het
element vervangen door 0. De drempelwaarde 0 wordt
aan de functie als argument meegegeven. np.heaviside(B,0) levert[
0 1 0 1
1 1 1 0
]
1 >>> np.heaviside(X,0)
ReLU Men bepaalt het teken van elk element in de
tensor. Is het positief, dan wordt het element behouden, relu(B) levert[
0 2 0 0
0 9 5 0
]is het strikt negatief, dan wordt het element vervangen
door 0. In de Python-module Keras is ReLU voorhan-
den. In NumPy moet men ReLU wel nog zelf definiëren,






1 >>> relu(X) = np.maximum(X, 0)
10.7 Aan de slag met tensoren in Python
Een matrix is een tensor met twee assen. Net zoals een
matrix wordt een tensor via een NumPy-array ingegeven
in Python.
Beschouw een nD-tensor tensor.
Met Python-instructies kan men bepaalde kenmerken
van deze tensor opvragen:
Ga interactief aan de slag met
de notebook ’Tensoren’.
tensor.shape wiskundige dimensie
tensor.ndim waarde van n
len(tensor) aantal elementen
Een 0D-tensor





Een 0D-tensor aanmaken in Python:







() komt overeen met (1,1) en de
(wiskundige) dimensie 1x1.
Een 1D-tensor
In wiskunde is dat bv. de 1x4-rijmatrix
[
12 −3 6 14
]
of het 4-tal (12,−3, 6, 14). Het viertal kan de coördinaat zijn
van een vector of een punt.Een 1D-tensor aanmaken in Python:
(4,) komt overeen met (1,4)
en de (wiskundige) dimensie
1x4.
1 >>> x = np.array([12, -3, 6, 14])
2 >>> print(x)











In wiskunde is dat bijvoorbeeld de volgende 2x4-matrix:[
12 −3 6 14
1 0 2.33 −7.4545
]
.
Een 2D-tensor aanmaken in Python:
1 >>> x = np.array([[12, -3, 6, 14],
2 [1, 0, 2.33, -7.4545]])
3 >>> print(x)
4 [[ 12. -3. 6. 14. ]





(2,4) is de (wiskundige) dimensie
2x4.
Een 3D-tensor
In wiskunde is dat bv. een samenstelling van twee 3x4-
matrices
2 3 4 71 5 6 8
2 1 0 0
 en
 0 −4 2 2−1 7 7 0
−2.5 1.5 0 0
.
Een 3D-tensor aanmaken in Python:
1 >>> x = np.array([[[2, 3, 4, 7],
2 [1, 5, 6, 8],
3 [2, 1, 0, 0]],
4 [[0, -4, 2, 2],
5 [-1, 7, 7, 0],
6 [-2.5, 1.5, 0, 0]]])
7 >>> print(x)
8 [[[ 2. 3. 4. 7. ]






10 [ 2. 1. 0. 0. ]]
11
12 [[ 0. -4. 2. 2. ]
13 [-1. 7. 7. 0. ]
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(2,3,4) komt overeen met de (wis-
kundige) dimensie 2x3x4 van
een samenstelling van twee 3x4-
matrices of een stapel van vier
2x3-matrices.
10.8 MNIST dataset
De MNIST dataset bestaat uit 70 000 afbeeldingen van
handgeschreven cijfers, elk 28 x 28 pixels in grijswaar-
den (zie Figuren 10.5 en 10.7). Hiervan worden er
60 000 gebruikt om een neuraal netwerk te trainen en
10 000 om het te testen. Elke afbeelding is voorzien
van een label. Dat label is een cijfer tussen 0 en 9. Om-
dat er 70 000 afbeeldingen zijn, zijn er dus ook 70 000
labels. De MNIST dataset is een dataset
die werd gegenereerd door het
’National Institute of Standards
and Technology’ (NIST) door de
cijfers in te scannen. De ’M’ staat
voor modified ; de dataset werd
aangepast om beter bruikbaar te
zijn voor machine learning algorit-
mes (Goodfellow et al., 2016).
Figuur 10.5: Een ’2’ uit de
MNIST dataset.
De trainingset wordt ingevoerd in het netwerk in de
vorm van een 3D-tensor.
Immers: elke afbeelding komt overeen met een matrix
met 28 rijen en 28 kolommen. Elk element van de matrix
komt overeen met een pixel. Het element is gelijk aan
de grijswaarde van de pixel, dit is een natuurlijk getal
dat behoort tot het interval [0, 255]. De 60 000 matrices
worden samengesteld tot een 3D-tensor.
De trainingset wordt dus onder de vorm van een tensor
met dimensie 60000x28x28 aan het netwerk gegeven.
Deze tensor bevat maar liefst 983 040 000 elementen.
De MNIST trainingset
Stel dat tensor de tensor is van de trainingset.
Dan geeft tensor.shape als resultaat: (60 000, 28, 28).
Het is dus een samenstelling van 60 000 matrices.
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rug en komt dus overeen met de zesde afbeelding in de
dataset van handgeschreven cijfers.
Men kan uit de tensor een ’subtensor’ van matrices
halen.
tensor[10:100] geeft de elfde matrix t.e.m. de hon-
derdste matrix van deze tensor terug en komt dus over-
een met 90 afbeeldingen uit de dataset van handge-
schreven cijfers (NumPy werkt hier met het halfopen
interval [10, 100[, tensor[100] wordt dus niet terug-
gegeven).
1 >>> tensor[10:100].shape
2 (90, 28, 28)
Men kan ook een ‘balkvormig deel’ selecteren uit de
stapel matrices (zie Figuur 10.6).
1 >>> tensor[:, 2:10, 3:7]
Van alle matrices in de stapel wordt van de derde t.e.m.
de tiende rij het deel bekeken van de vierde t.e.m. de
zevende kolom. Dit betekent dat van alle afbeeldingen
een gelijk gepositioneerd stuk wordt bekeken.
Figuur 10.6: Een balkvor-
mig deel selecteren.
10.8.1 De opbouw van de MNIST dataset
Als men de MNIST dataset wilt bekijken dan kan men
dat bv. doen via de Python-module Keras. De dataset Voor meer uitleg over de module
Keras kunt u terecht in hoofd-
stuk 14.
kan daar ingeladen worden:
1 >>> from keras.datasets import mnist
2 >>> data = mnist.load_data()
Men kan opvragen welk type deze dataset heeft.
Blijkbaar is het een koppel, want het is een tuple dat
twee elementen bevat.











Blijkbaar zijn beide elementen van dit koppel zelf
koppels.
1 >>> print(type(data[0]), type(data[1]))










5 (60000, 28, 28) (60000,) (10000, 28, 28)
(10000,)
De dataset bevat dus (indirect) 4 tensoren: twee 3D-
tensoren en twee 1D-tensoren.
Men kan ook specifieke elementen uit deze tensoren
opvragen, bv. van het honderdeneerste element van de
eerste 1D-tensor:
1 >>> print(data[0][1][100, :, :])
2 5
Gezien de context van de dataset - het gaat om grijs-
waardenafbeeldingen van handgeschreven cijfers, en
het feit dat zulke afbeeldingen door een 3D-tensor kun-
nen worden gerepresenteerd - verdient het een poging
om een element van de eerste 3D-tensor op te vragen
als een afbeelding:
Figuur 10.7: Een vijf uit de
MNIST dataset.
1 >>> import matplotlib.pyplot as plt
2 >>> plt.imshow(data[0][0][100,:,:],
3 cmap="gray")
Men krijgt de afbeelding in Figuur 10.7 te zien. Nu is het
duidelijk: de ingeladen MNIST dataset is niets anders
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de 60 000 trainingafbeeldingen met hun respectievelijke
labels en het tweede koppel gevormd wordt door de
10 000 testafbeeldingen met hun labels.
10.9 Kleurenafbeelding
In de notebook ’Tensoren en RGB’ wordt een kleuren-
foto ingelezen:
Bekijk dit in de notebook ’Ten-
soren en RGB’.
1 >>> begonia_RGB = plt.imread("begonia.jpg
")
2 >>> begonia_RGB.shape
3 (181, 263, 3)
4 >>> begonia_RGB.ndim
5 3
Deze kleurenfoto komt dus overeen met een 3D-
tensor met dimensie 181x263x3 (zie Figuur 10.8). Dat
betekent dat de tensor bestaat uit een stapel van drie
181x263-matrices, een voor de rode, een voor de groene
en een voor de blauwe tinten. Een pixel van een kleu-
renfoto wordt immers weergegeven in RGB-code (zie
hoofdstuk 9 ’Pixels en RGB’). Figuur 10.8: 3D-tensor als
representatie van een kleu-
renfoto.
Die 3D-tensor kan ook bekeken
worden als een tensor die bestaat
uit een samenstelling van 181 ma-
trices met dimensie 263x3.
Men kan de matrices van de rode, groene en blauwe
tinten apart opvragen. Men moet daarvoor wel het juiste
deel van de tensor selecteren. De tensor heeft dimensie
181x263x3; men spreekt van een tensor met 181 rijen,
263 kolommen en 3 kanalen. De kanalen, die verwijzen
naar de kleuren, staan achteraan. Rood is het eerste
kanaal, dus men krijgt de matrix van de roodtinten voor
kanaal 0.
1 >>> begonia_R = begonia_RGB[:,:,0]
2 >>> begonia_G = begonia_RGB[:,:,1]
3 >>> begonia_B = begonia_RGB[:,:,2]
Of men kan drie matrices die respectievelijk de in-






een kleurenfoto weergeven, stapelen tot de tensor die
de kleurenfoto representeert. Men kan hier dus van
begonia_R, begonia_G en begonia_B terug de oor-
spronkelijke foto maken. De functie dstack() is hier-
voor voorzien in de module NumPy.




De KIKS-dataset bestaat uit 84 000 kleurenafbeeldin-
gen van 120 x 120 pixels. Daarom kan men ze met een
4D-tensor aan het KIKS-netwerk te geven.
Figuur 10.9: Voorbeeld
stoma.
Immers, één afbeelding komt overeen met een stapel
van drie 120x120-matrices (een voor de R, een voor de
G en een voor de B) en wordt dus gerepresenteerd door
een 3D-tensor. 84 000 afbeeldingen betekent 84 000
van deze 3D-tensoren samenstellen en levert een 4D-
tensor op met dimensie 84000x120x120x3. Als er onvoldoende geheugen is,
is het echter niet mogelijk de data
in een keer aan het netwerk te
geven. Dan zal men de data ver-
delen en geleidelijk aan in het net-
werk invoeren.
Een andere dataset met afbeeldingen in kleur zal
ook gebruikmaken van een 4D-tensor.
Samengevat
Een tensor is een uitbreiding van het matrixbegrip. Een tensor is een raster
van getallen. Een 2D-tensor kan gebruikt worden om grijswaardenafbeeldingen
te representeren, een 3D-tensor om een kleurenafbeelding voor te stellen. De
datasets van KIKS en van MNIST kunnen in de computer worden ingevoerd
met een 4D-tensor.
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Leestip
Wes McKinney. Python for Data Analysis. Data Wrangling with pandas, NumPy,
and IPython (McKinney, 2018).







BASISCONCEPTEN VAN MACHINAAL LEREN IN DE
PRAKTIJK
11.1 Misconcepties
De artificiële intelligentie die nu gebruikt wordt, staat
zeer ver af van general AI. Het gaat om machine learning- Voor meer uitleg over general AI,
zie paragraaf 5.1.systemen, gericht op een bepaalde taak, al dan niet
geïmplementeerd in een robot. Via onze smartphone
en het internet speelt AI een, soms verdoken, rol in ons
leven. Overheid, justitie, veiligheidsdiensten, banken
en verzekeringsfirma’s, zoekrobots, socialemediaplatfor-
men . . . laten hun werking steeds meer afhangen van
zogenaamde geautomatiseerde beslissingen, m.a.w.
beslissingen geautomatiseerd met machine learning.
AI heeft zo steeds meer impact op onze maatschap-
pij, en de manier waarop neurale netwerken getraind
worden kan, als men hier niet bedacht op is, vooroor- Zie ook de kader ’Bias’ in para-
graaf 5.6.delen en stereotypen aanwezig in onze maatschappij,
versterken.
Over machine learning-systemen bestaan veel mis-
verstanden. Omdat ze o.a. gebaseerd zijn op wiskun- Reinforcement learning wordt uit-
gelegd in hoofdstuk 6.dige principes, wordt verkeerdelijk gedacht dat deze
systemen 100 % objectief beslissingen nemen. Een
deep reinforcement learning-systeem dat in staat is de





170 KUNSTMATIGE INTELLIGENTIE , KLIMAATVERANDERING , STOMATA : KIKS
geacht veel slimmer te zijn dan die mens. De naam
‘neurale netwerken’ wekt de indruk dat deze systemen
op dezelfde manier zouden werken als het menselijk
brein.
11.2 Biologisch neuron
Een mens heeft ongeveer honderd miljard zenuwcellen
of neuronen. De meeste bevinden zich in de herse-
nen of het ruggenmerg. Neuronen worden ook wel de
bouwstenen van onze hersenen genoemd.
Een neuron bestaat uit dendrieten, een cellichaam en
een axon. Het cellichaam bevat een celkern. Het axon
mondt uit in de axoneinden en kan eventueel nog enkele
vertakkingen hebben. Zoals elke cel is een neuron
omgeven door een membraan. U ziet een afbeelding
van twee neuronen in Figuur 11.1.
Bij een neuron in rust zijn er aan de buitenkant van
de membraan meer positieve ionen dan aan de binnen-
kant, en aan de binnenkant zijn er meer negatieve ionen
dan aan de buitenkant. Dit geeft een potentiaalverschil
over de celmembraan: de rustpotentiaal.
Figuur 11.1: Biologische
neuronen.
Een neuron ontvangt prikkels: via de dendrieten krijgt





BASISCONCEPTEN VAN MACHINAAL LEREN IN DE PRAKTIJK 171
Als een neuron geprikkeld wordt, kunnen er zich, af-
hankelijk van de sterkte van de prikkel, meer of minder
ionen verplaatsen door de membraan. Als het totaal
aan signalen sterk genoeg is, verplaatsen er zich zo-
veel ionen door de membraan dat het potentiaalverschil
voldoende gestegen is om een elektrische impuls te
doen ontstaan. In dat geval is het neuron geëxciteerd.
Sommige signalen werken de geëxciteerde toestand
meer in de hand, andere temperen de excitatie. Men
zou kunnen zeggen dat sommige verbindingen tussen
neuronen sterker zijn dan andere.
Dus eens het potentiaalverschil een bepaalde drem-
pelwaarde overschrijdt, veroorzaakt deze zogenaamde
actiepotentiaal een elektrische impulsgeleiding: een
elektrische impuls van het cellichaam door het axon
naar de axoneinden. Aan het axoneinde komen neuro-
transmitters vrij, die op membraanreceptoren van een
volgend neuron binden, waardoor in dat neuron nu ook
een elektrische impulsgeleiding kan ontstaan. M.a.w.
het neuron stuurt op zijn beurt via het axon een signaal
naar andere neuronen.
Na de impuls keert het neuron terug in rust.
11.3 Artificieel neuron
In 1943 ontwierpen McCulloch en Pitts een artificieel
neuron, zoals voorgesteld in Figuur 11.3 (Haykin, 2009).
De functie die er gebruikt wordt, is een drempelwaarde-
functie, de Heaviside-functie H.
Figuur 11.2: Heaviside-
functie.
De Heaviside-functie wordt als volgt gedefinieerd:
H : R→ R : x 7→
0, als x < 01, als x ≥ 0.
De inputwaarden die het neuron ontvangt van an-
dere neuronen, worden gewogen opgeteld; het gewicht





172 KUNSTMATIGE INTELLIGENTIE , KLIMAATVERANDERING , STOMATA : KIKS
Figuur 11.3: Artificieel neu-
ron.
neuronen. De som wordt onderworpen aan de niet-
lineaire Heaviside-functie H. Als de som de drempel-
waarde 0 bereikt of overschrijdt, krijgt het outputneuron
y waarde 1, anders krijgt het waarde 0. De Heaviside-
functie noemt men een activatiefunctie en ze bepaalt de
toestand y van het neuron. Net als het biologische neu-
ron, geëxciteerd of niet geëxciteerd, kent het artificiële
neuron twee toestanden.
Frank Rosenblatt ging hierop verder in 1958. Hij bouwde
een systeem opdat een artificieel neuron zou kunnen
leren: het Perceptron, het eerste neuraal netwerk.
Het biologische neuron diende voor wetenschappers
zoals McCulloch, Pitts en Rosenblatt als inspiratie voor
de ontwikkeling van de theorie rond neurale netwerken,
maar het contrast met de werking van het artificiële
neuron is groot: in de hersenen gebeuren de processen
continu en parallel; bij het artificiële neuron gebeuren
die discreet en serieel. De neurale netwerken die hierna
aan bod komen, hebben niet de bedoeling de structuur
van het menselijk brein te imiteren.
11.4 Perceptron
Het Perceptron is een neuraal netwerk met twee la-
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van de inputlaag zijn verbonden met het neuron in de
outputlaag.
Het Perceptron beschikt over een algoritme om te leren.
Het wordt getraind met gelabelde voorbeelden: een aan-
tal inputpunten Xi met telkens een corresponderende,
verwachte output yi, het label. Tussen de neuronen van
de input- en outputlaag zijn er verbindingen met een
bepaald gewicht. Gebaseerd op de gelabelde voorbeel-
den worden die gewichten gaandeweg aangepast.
Het Perceptron wordt schematisch voorgesteld in
Figuur 11.4. Hierbij is Xi(x1, x2, x3, ..., xm) met xj ∈
R voor j = 1, ..., m en yi, ŷi ∈ {0, 1}, i = 1, ..., n.
Het systeem kiest eerst willekeurige waarden voor de
gewichten w1, w2, w3, ..., wm. Naast de n inputpunten
Xi, de n labels yi en de n outputwaarden ŷi is er dus




W (w1, w2, w3, ..., wm), met
wj ∈ R, j = 1, ..., m.
Figuur 11.4: Het Percep-
tron.
Voor elk voorbeeld wordt nagegaan of de klasse ŷi
die het systeem voorspelt, wel overeenkomt met het
gegeven label yi. Indien ŷi en yi niet overeenkomen,
dan worden de waarden van de gewichten aangepast.
Men zegt dat het systeem leert. De waarde van wj wordt aange-
past naar wj + η(yi − ŷi)xj.Men vermeerdert daartoe elke wj met een waarde
∆wj waarbij ∆wj afhangt van het verschil tussen yi en
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leersnelheid is een getal, gekozen tussen 0 en 1, dat
eigenlijk bepaalt hoe bruusk of hoe voorzichtig de ge-
wichten aangepast worden; de leersnelheid zal dus mee
bepalen hoe snel het systeem leert. De leersnelheid
wordt genoteerd met de Griekse letter η (èta). De learning rate is een hyperpa-
rameter van het netwerk. U komt
er meer over te weten in para-
graaf 11.7, paragraaf 11.12 en
in de kader ’Waarom werkt het
Perceptron-algoritme?’.
Het systeem zal de gegeven voorbeelden meerdere
keren doorlopen tot voor alle voorbeelden het juiste
label wordt voorspeld. Per keer dat alle voorbeelden
doorlopen worden, spreekt men van een epoch.
Onthoud: de gelabelde voorbeelden en de learning rate
worden gekozen door de mens, niet door het neuraal
netwerk.
11.5 Meer effectiviteit voor het Perceptron
Beschouw het voorbeeld uit Figuur 11.5.
Figuur 11.5: Punten die be-
horen tot twee klassen. De
abscis x van elk punt is af
te lezen op de figuur.
Voor dit voorbeeld is het interessanter om 3 als de
drempelwaarde van de activatiefunctie te nemen, i.p.v.
0. Immers: de punten rechts van 3 behoren tot een
andere klasse dan de punten links van 3.
De activatiefunctie zou dan zijn:
A : R→ R : x 7→
0, als x < 31, als x ≥ 3.
Om het Perceptron meer effectief te maken zou men
i.p.v. met de Heaviside-functie dus met een andere
drempelwaardefunctie kunnen werken.
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naderen. Men kan immers ook het volgende schrijven:
A : R→ R : x 7→
0, als x− 3 < 01, als x− 3 ≥ 0.
Het is duidelijk dat A(x) = H(x− 3), i.p.v. x moet
je dan x − 3 aan de Heaviside-functie geven om de
output te bekomen. x− 3 is een gewogen som van x
en 1 met gewichten resp. 1 en −3. In de wiskunde (−3) · 1+ 1 · x = w0x0 + w1x1
met w0 = −3 en w1 = 1. Men
noemt die 3 de bias van de invoer-
laag van het netwerk.
noemt men dat een lineaire combinatie van x en 1:
x− 3 = 1 · x + (−3) · 1.
Deze praktische benadering kan worden voorgesteld Onthoud dat een scheiding met
vergelijking x = 3 overeenkomt
met een gewicht w0 = −3.
zoals in Figuur 11.6. Men voegt een (input)neuron toe
met waarde 1 (dit toegevoegd neuron wordt genoteerd
als x0) en een extra gewicht (genoteerd als w0).
Figuur 11.6: Neuraal net-
werk met 2 inputneuronen.
Het extra neuron x0 speelt
een cruciale rol.
Men werkt dan met input Xi(1, x) met x0 = 1, x1 = Voor het punt P1 uit Figuur 11.5 is
de input X1(1,− 2) en het label
y1 = 0; x0 = 1 en x1 = −2.
x ∈ R, label yi ∈ {0,1}, output ŷi ∈ {0,1} voor
i = 1, ..., n en
−→
W (w0, w1), met wj ∈ R, j = 0, 1.
De berekening die wordt uitgevoerd door het netwerk,
kan worden voorgesteld in matrixgedaante. Hoe men rekent met matrices
wordt getoond in hoofdstuk 10.
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w0 · 1 + w1 · x
]
,
gevolgd door H(w0 + w1x) = ŷ. De waarde van ŷ hangt af van
het feit of w0 + w1x > 0 of
w0 + w1x < 0 is. Dus de ver-
gelijking w0 + w1x = 0 bepaalt
de scheiding.
11.6 1D-voorbeeld van de training van het
Perceptron
Herneem Figuur 11.5 met punten die behoren tot twee
klassen.
Er zijn zes voorbeelden waar het Perceptron uit kan
leren: −2 uit klasse 0, −1 uit klasse 0, 2 uit klasse 0, 4
uit klasse 1, 5 uit klasse 1 en 9 uit klasse 1. Het is de
mens die deze gelabelde voorbeelden kiest.
Bijvoorbeeld voor het punt P1 geldt: x = −2 en de
klasse y = 0, m.a.w. x0 = 1, x1 = −2 en y = 0. Noteer alvast de waarden van
deze variabelen voor de andere
punten.
Er worden nu twee mogelijke scenario’s besproken,
elk met een gekozen leersnelheid, en waarbij vertrokken
wordt van bepaalde waarden voor de gewichten w0 en
w1.
11.6.1 η = 0,1 en w0 = −8, w1 = 1
De learning rate wordt vastgelegd op η = 0,1. Zie paragraaf 11.4, para-
graaf 11.7 en Figuren 11.4
en 11.6 voor de formule waarin
de learning rate wordt toegepast.
Het systeem initialiseert de waarden van de elemen-
ten van
−→
W op een willekeurige manier, bv. w0 = −8 en
w1 = 1. De voorlopige scheiding ligt dan op 8 en heeft
dus als vergelijking: x = 8. Hierdoor zullen slechts 4
punten aan de juiste kant van de scheiding liggen, nl.
P1, P2, P3 en P6 (zie Figuur 11.7).
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Figuur 11.7: Bij scheiding
op x = 8 zijn vier punten
correct geclassificeerd.
epochs, in het neuraal netwerk invoeren, zoals geïl-
lustreerd in Figuur 11.8.
Figuur 11.8: Neuraal net-
werk met 2 inputneuronen.
De gewichten w0 en w1
zijn initieel w0 = −8 en
w1 = 1. Steeds x0 = 1
en x1 = x.
Het systeem begint aan een eerste epoch. Het over-
loopt elk voorbeeldpunt.
P1 met y = 0, x0 = 1, x1 = −2:
−2 w1x1+w0−−−−−→ 1.(−2) + (−8) = −10 H−−−−→
−10<0
0
dus ŷ = 0 en ŷ = y.
De gewichten moeten niet worden aangepast.
Reken na dat ook voor P2 en P3 de gewichten niet
moeten worden aangepast.
P4 met y = 1, x0 = 1, x1 = 4:
4
w1x1+w0−−−−−→ 1.4 + (−8) = −4 H−−−→
−4<0
0
dus ŷ = 0 en ŷ 6= y.
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Het gewicht wj wordt vervangen door Hoe groter de fout, met name het
verschil tussen het label y en de
voorspelde waarde ŷ, hoe groter
de aanpassing die men zal doen.
wj + η · (y− ŷ) · xj,
dus
w0 = −8+ 0,1 · (1− 0) · 1⇔ w0 = −8+ 0,1⇔ w0 = −7,9
en
w1 = 1+ 0,1 · (1− 0) · 4⇔ w1 = 1+ 0,4⇔ w1 = 1,4.
De vergelijking w0 + w1x = 0
bepaalt de scheiding.Merk op dat de scheiding naar de juiste kant is op-
geschoven: naar links! De voorlopige scheiding heeft
nu als vergelijking:
1,4x− 7,9 = 0⇔ x = 5,642...
P5 met y = 1, x0 = 1, x1 = 5:
5
w1x1+w0−−−−−→ 1,4 · 5 + (−7,9) = −0,9 H−−−−→
−0,9<0
0
dus ŷ = 0 en ŷ 6= y.
De gewichten moeten opnieuw worden aangepast.
w0 = −7,9+ 0,1 · (1− 0) · 1⇔ w0 = −7,9+ 0,1⇔ w0 = −7,8
en
w1 = 1,4+ 0,1 · (1− 0) · 5⇔ w1 = 1,4+ 0,5⇔ w1 = 1,9.
Merk op dat de scheiding naar de juiste kant is op-
geschoven: naar links! De voorlopige scheiding heeft
nu als vergelijking:
1,9x− 7,8 = 0⇔ x = 4,157...
Reken na dat P6 bij de juiste klasse wordt ingedeeld,
dus voor P6 moeten de gewichten niet worden aange-
past.
Alle voorbeelden zijn nu één keer doorlopen. Men
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Nu onderneemt het systeem een tweede epoch. Het
doorloopt opnieuw alle voorbeelden, te beginnen met
P1.
−2 w1x1+w0−−−−−→ 1,9 · (−2)+ (−7,8) = −11,6 H−−−−→
−11,6<0
0
dus ŷ = 0 en ŷ = y.
P1 wordt bij de juiste klasse ingedeeld.
Reken na dat dat ook geldt voor P2 en P3.
P4:
4
w1x1+w0−−−−−→ 1,9 · 4 + (−7,8) = −0,2 H−−−−→
−0,2<0
0
dus ŷ = 0 en ŷ 6= y.
De gewichten moeten nogmaals worden aangepast.
w0 = −7,8+ 0,1 · (1− 0) · 1⇔ w0 = −7,8+ 0,1⇔ w0 = −7,7
en
w1 = 1,9+ 0,1 · (1− 0) · 4⇔ w1 = 1,9+ 0,4⇔ w1 = 2,3.
Merk op dat de scheiding naar de juiste kant is op-
geschoven: naar links! De voorlopige scheiding heeft
nu als vergelijking:
2,3x− 7,7 = 0⇔ x = 3,3478...
P5 wordt nu correct geclassificeerd. P6 ook. Dus de
tweede epoch zit erop.
De derde epoch. Alle voorbeeldpunten worden juist
geclassificeerd. Het systeem is erin geslaagd de punten
van elkaar te scheiden en de uiteindelijke scheiding
heeft als vergelijking:
x = 3,3478...
11.6.2 η = 0,3 en w0 = 0, w1 = 1
Doe nog eens hetzelfde maar met learning rate η = 0,3
en andere beginwaarden voor de gewichten. De gewich-
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1. De voorlopige scheiding heeft dan als vergelijking: De vergelijking w0 + w1x = 0
bepaalt de scheiding.x = 0 . Dat betekent dat slechts één punt aan de
verkeerde kant van de voorlopige scheiding ligt, nl. het
punt P3.




w1x+w0−−−−→ 2 + 0 = 2 H−−→
2>0
1 dus ŷ = 1 en ŷ 6= y.
De gewichten moeten worden aangepast.
w0 = 0 + 0,3 · (0− 1) · 1
⇔ w0 = 0− 0,3
⇔ w0 = −0,3
en
w1 = 1 + 0,3 · (0− 1) · 2
⇔ w1 = 1− 0,6
⇔ w1 = 0,4
Merk op dat de scheiding naar de juiste kant is op-
geschoven: naar rechts! De voorlopige scheiding heeft
nu als vergelijking: x = 0,75 .
Reken na dat P4, P5 en P6 aan de juiste klasse
toegekend worden. De eerste epoch is beëindigd.
Tweede epoch. De eerste foute klasse is opnieuw
bij P3. Het gewicht w0 wordt aangepast naar −0,6
en het gewicht w1 wordt aangepast naar −0,2. De
voorlopige scheiding heeft nu als vergelijking: x = −3 .
De scheiding is naar de verkeerde kant opgeschoven.
Ook P4 wordt fout ingedeeld. Het gewicht w0 wordt
aangepast naar −0,3 en het gewicht w1 wordt aan-
gepast naar 1. De voorlopige scheiding heeft nu als
vergelijking: x = 0,3 . De scheiding is naar de goede
kant opgeschoven.
P5 en P6 worden aan de juiste klasse toegekend. De
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Derde epoch. De eerste foute klasse is er bij P3. Het
gewicht w0 wordt aangepast naar −0,6 en het gewicht
w1 wordt aangepast naar 0,4. De voorlopige scheiding
heeft nu als vergelijking: x = 1,5. De scheiding is
opnieuw naar de goede kant opgeschoven.
P4, P5 en P6 worden aan de juiste klasse toegekend.
De derde epoch is beëindigd.
Vierde epoch. De eerste foute klasse is er opnieuw
bij P3. Het gewicht w0 wordt aangepast naar −0,9
en het gewicht w1 wordt aangepast naar −0,2. De
voorlopige scheiding heeft nu als vergelijking: x =
−4,5. De scheiding is opnieuw naar de verkeerde kant
opgeschoven.
Ook P4 wordt fout geclassificeerd. Het gewicht w0
wordt aangepast naar −0,6 en het gewicht w1 wordt
aangepast naar 1. De voorlopige scheiding heeft nu als
vergelijking: x = 0,6. De scheiding is naar de goede
kant opgeschoven.
P5 en P6 worden aan de juiste klasse toegekend. De
vierde epoch is beëindigd.
Vijfde epoch. En alweer loopt het fout bij P3. Het
gewicht w0 wordt aangepast naar −0,9 en het gewicht
w1 wordt aangepast naar 0,4. De voorlopige scheiding
heeft nu als vergelijking: x = 2,25. De scheiding is
opnieuw naar de goede kant opgeschoven.
P4, P5 en P6 worden aan de juiste klasse toegekend.
De vijfde epoch is beëindigd.
Zesde epoch. Alle voorbeeldpunten worden correct
geclassificeerd. Het systeem is erin geslaagd de punten
van elkaar te scheiden en de uiteindelijke scheiding
heeft als vergelijking: x = 2,25.
Eigenlijk wordt hier steeds eenzelfde berekening her-
haald. Zo’n repetitieve handeling is uitermate geschikt
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computer. Er wordt hiervoor een algoritme opgesteld
dat wordt geprogrammeerd.
11.7 Het Perceptron-algoritme
Het Perceptron-algoritme kan toegepast worden om
lineair scheidbare data te classificeren. Het is dus maar
beperkt bruikbaar. In de praktijk zal het meestal niet
mogelijk zijn alle data in de juiste klasse in te delen.
Als men voor zulke data die niet lineair scheidbaar zijn,
toch kiest voor dit algoritme om de data te scheiden,
dan zal het algoritme blijven doorgaan. Men heeft dan Er zullen immers steeds punten
zijn waarvoor een foute voorspel-
ling wordt gemaakt.
te maken met een oneindige lus.
BEGIN
HERHAAL tot alle punten bij de juiste klasse worden ingedeeld
VOOR ELK PUNT met corresponderend label in de dataset
VERGELIJK het label met de voorspelling





W + η(y− ŷ) · −→X
ANDERS (dus als de voorspelling juist is) DOE
niets
EINDE
Figuur 11.9 toont het verschil tussen data die lineair
scheidbaar zijn en data die dat niet zijn.
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11.8 2D-voorbeeld van het Perceptron: clas-
sificatie met de Iris dataset
De Iris dataset werd in 1936 door de Brit Ronald Fischer
gepubliceerd in ’The use of multiple measurements in
taxonomic problems’ (Fischer, 1936; Dua & Taniskidou,
2017). Figuur 11.10 bevat een deel van die tabel. De
dataset betreft drie soorten irissen: Iris setosa, Iris
virginica en Iris versicolor (zie Figuren 11.11, 11.12 en
11.13).
Figuur 11.10: Originele ta-











Fischer kon de soorten van elkaar onderscheiden af-
gaande op vier kenmerken: de lengte en de breedte van
de kelkbladen en de kroonbladen (zie Figuur 11.14).
De Iris dataset is een multivariate dataset, d.w.z. een
dataset met meerdere variabelen, die van elke soort
vijftig monsters bevat. Deze variabelen zijn de lengte
van een kroonblad, de breedte van een kroonblad, de
lengte van een kelkblad en de breedte van een kelkblad.
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Figuur 11.14: Kroon- en
kelkbladen.
een kroonblad en een kelkblad opgemeten in centimeter
(zie Figuren 11.10 en 11.15).
Figuur 11.15: Tabel Fi-
scher uit notebook ’Classi-
ficatie met de Iris dataset’.
In de notebook ‘Classificatie met de Iris dataset’ worden
twee soorten irissen met het Perceptron geclassificeerd
op basis van twee kenmerken.
Bekijk de notebook ’Classifi-
catie met de Iris dataset’.
De twee klassen kunnen lineair van elkaar worden
gescheiden. Er wordt getoond welk effect de aanpas-
singen op de gewichten hebben op de ligging van de
scheidingsrechte.
De onderzoeksvraag die gesteld wordt in deze note-
book, is: kunnen de Iris setosa en de Iris versicolor
van elkaar onderscheiden worden op basis van twee
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vier monsters gekozen als gelabelde voorbeelden (zie
Figuur 11.16).
Figuur 11.16: Tabel selec-
tie uit de Iris dataset uit de
notebook ’Classificatie met
de Iris dataset.
Het eerste voorbeeld in de notebook behandelt de on-
derzoeksvraag met de kenmerken lengte kelkblad en
lengte kroonblad. De twee kenmerken worden weer-
gegeven door x1 en x2, de soort iris door het label y:
label y = 0 (voor de setosa) en label y = 1 (voor de
versicolor ). Elk datapunt is dus een punt (x1,x2) met
Figuur 11.17: Puntenwolk,
twee soorten irissen.
een corresponderend label y. Men kan de datapunten
weergeven in een puntenwolk zoals in Figuur 11.17. De
twee klassen zijn lineair scheidbaar.
Voordat men machine learning-technieken gaat toepas-
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of normaliseren. Meer uitleg over standaardiseren
en normaliseren vindt u in para-
graaf 6.3.
Bekijk ook de notebook ’Stan-
daardiseren’.
Dat levert een grafische voorstelling op van de data
dat een goed beeld geeft van de correlatie tussen de
variabelen en kleinere getallen om mee te rekenen.
Omdat men werkt met twee kenmerken, zijn er al twee
inputneuronen. Opnieuw voegt men een extra neuron
toe. Er moeten nu dus drie gewichten worden geïnitiali-
Paragraaf 11.5 legt het nut van
het extra neuron uit.
seerd (zie Figuur 11.18).
Men werkt dan met input Xi(1,x1,x2) met x0 = 1,
x1, x2 ∈ R, label yi ∈ {0,1}, output ŷi ∈ {0,1} voor
i = 1, ..., 8 en
−→
W (w0, w1, w2), met wj ∈ R, voor
j = 0, 1, 2.
Figuur 11.18: Netwerk met
drie inputneuronen.
Door het invoeren van het extra neuron x0 en het
extra gewicht, de bias w0, kunnen de bewerkingen uit

















gevolgd door H(w0 + w1x1 + w2x2) = ŷ.
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labelde voorbeelden: het netwerk leert. Het Perceptron-
neuraal netwerk kan voorgesteld worden zoals in Fi-
guur 11.19. De werkwijze, nu in twee dimensies, is
dezelfde als daarnet in één dimensie (paragraaf 11.6).
Het verschil is dat er nu drie gewichten zijn om aan te
passen i.p.v. twee.
Figuur 11.19: Perceptron-
neuraal netwerk met drie
inputneuronen.
Bekijk de animatie in de note-
book ’Classificatie met de Iris
dataset’.
De grafieken in de Figuren 11.20, 11.21 en 11.22
bevatten gestandaardiseerde waarden.
Na initialisatie van de gewichten i de voorlopige
scheidingsrechte bv. de rechte uit Figuur 11.20. In de










Na enige epochs bekomt men de rechte uit Figuur 11.21.
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Waarom werkt het Perceptron-algoritme?
Scalair product







W · −→X = w0 · 1 + w1 · x1 + w2 · x2 in analytische gedaante,−→
W · −→X = ‖−→W‖ · ‖−→X ‖ cos(−→W ,−→X ) in meetkundige gedaante.





X loodrecht staan op elkaar, is
−→
W · −→X = 0.
Als de hoek tussen de vectoren scherp is, is
−→
W · −→X > 0 en als de hoek tussen
de vectoren stomp is, is
−→
W · −→X < 0.
Als men deze vectoren in hetzelfde punt laat aangrijpen, dan liggen hun repre-
sentanten in eenzelfde vlak.
Als een punt wordt ingedeeld bij de foute klasse, dan worden de gewichten, dus−→
W , aangepast.
Stel dat (x1, x2) behoort tot de klasse met label 1. Dan is het vereist dat−→
W · −→X > 0 om het punt (x1, x2) in te delen bij de juiste klasse. Indien de hoek
tussen de vectoren echter stomp is en de situatie uit Figuur 11.23 zich voordoet,
dan is
−→
W · −→X < 0 en wordt het punt (x1, x2) ingedeeld bij de verkeerde klasse.
M.a.w. y = 1, ŷ = 0, y− ŷ = 1 en η(y− ŷ) > 0 want η > 0.
Figuur 11.23: Stompe hoek tussen beide vectoren.
Als
−→
W aangepast wordt naar
−→
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X kleiner (zie Figuur 11.24). Er wordt a.h.w.
opgeschoven naar de juiste klasse.
Figuur 11.24: Opschuiven naar klasse 1.
Stel dat (x1, x2) behoort tot de klasse met label 0. Dan zou
−→
W · −→X < 0
moeten zijn om het punt (x1, x2) in te delen bij de juiste klasse. Indien de hoek
tussen de vectoren echter scherp is en de situatie uit Figuur 11.25 zich voordoet,
dan is
−→
W · −→X > 0 en wordt het punt (x1, x2) ingedeeld bij de verkeerde klasse.
M.a.w. y = 0, ŷ = 1, y− ŷ = −1 en η(y− ŷ) < 0.
Figuur 11.25: Scherpe hoek tussen beide vectoren.
Als
−→
W aangepast wordt naar
−→
W + η(y− ŷ) · −→X , dan wordt de hoek tussen−→
W en
−→
X groter (zie Figuur 11.26). Er wordt a.h.w. opgeschoven naar de juiste
klasse.
Figuur 11.26: Opschuiven naar klasse 0.
Wat is het verband tussen
−→
W · −→X en de gezochte scheidingslijn?
Stel dat het ML-systeem getraind is en dat de gewichten uiteindelijk bepaald
zijn door het ML-systeem: de waarde van w0 · 1 + w1 · x1 + w2 · x2 bepaalt
dan bij welke klasse een punt (x1, x2) wordt ingedeeld. De waarde kan ’> 0, <
0 of = 0’ zijn en de ‘scheiding’ van beide klassen gebeurt op ‘= 0’, m.a.w. de
’scheiding’ wordt gegeven door de vergelijking w0 · 1 + w1 · x1 + w2 · x2 = 0
of ook
−→
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Figuur 11.27).
w0 · 1 + w1 · x1 + w2 · x2 = 0⇔ w2 · x2 = −w1 · x1 − w0
In het geval dat w2 6= 0, is x2 = −w1w2 · x1 −
w0
w2
of m.a.w. de scheidingslijn
heeft als vergelijking y = −w1w2 · x −
w0
w2
. In het geval dat w2 = 0, is de
scheidingslijn verticaal met vergelijking x = −w0w1 .
Figuur 11.27: Scheidingslijn.
(Rijksuniversiteit Groningen, 2005)
In hogere dimensies is de vergelijking
−→
W · −→X = 0 de vergelijking van een
scheidingsvlak of van een scheidingsoppervlak.
11.9 Variant op het 1D-voorbeeld: een net-
werk met slechts één gewicht
Herneem het 1D-probleem uit paragraaf 11.6 (zie Fi-
guur 11.28). In deze paragraaf wordt een neuraal net-
werk opgebouwd met slechts één gewicht w.
Figuur 11.28: Punten die
behoren tot twee klassen.
Er zijn zes voorbeelden waar het systeem uit kan
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uit klasse 1, 5 uit klasse 1 en 9 uit klasse 1.
Het systeem beschouwt enkel scheidingen met een
vergelijking van de vorm x = a. Een punt ligt dan
bv. rechts van de scheiding als x < a ⇔ x − a <
0 ⇔ x + (−a) < 0. w = −a is dan het gewicht Deze variant komt overeen met
het Perceptron waarbij w0 = w
en waarbij w1 = 1 constant ge-
houden wordt.
dat kan worden aangepast. Dit wordt voorgesteld in
Figuur 11.29.
Figuur 11.29: Neuraal net-
werk met één gewicht en
de Heaviside-functie als
activatiefunctie.
Eerst moet men de learning rate kiezen, kies η = 0,5,
en het initieel gewicht moet worden vastgelegd door
het systeem, bv. w = −8. De voorlopige scheiding
ligt dan op 8 en heeft dus als vergelijking x = 8 (zie
Figuur 11.30). Hierdoor zullen slechts 4 punten juist
geclassificeerd worden, nl. P1, P2, P3 en P6.
Figuur 11.30: Scheiden
van twee klassen.
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P1:
−2 x+w−−→ −2 + (−8) = −10 H−−−−→
−10<0
0
dus ŷ = 0 en ŷ = y.
Het gewicht moet niet worden aangepast.
Reken na dat hetzelfde waar is voor P2 en P3.
P4:
4 x+w−−→ 4+(−8) = −4 H−−−→
−4<0
0 dus ŷ = 0 en ŷ 6= y.
Het gewicht moet wel worden aangepast.
Het gewicht w wordt vervangen door w+ η · (y− ŷ),
dus
w = −8+ 0,5 · (1− 0)⇔ w = −8+ 0,5⇔ w = −7,5.
Merk op dat de scheiding naar de juiste kant is op-
geschoven: naar links! De voorlopige scheiding heeft
nu als vergelijking: x− 7,5 = 0⇔ x = 7,5. Vul de opeenvolgende scheidin-
gen aan op Figuur 11.30.P5:
5 x+w−−→ 5 + (−7,5) = −2,5 H−−−−→
−2,5<0
0
dus ŷ = 0 en ŷ 6= y.
Het gewicht moet opnieuw worden aangepast.
w = −7,5+ 0,5 · (1− 0)⇔ w = −7,5+ 0,5⇔ w = −7.
Merk op dat de scheiding naar de juiste kant is op-
geschoven: naar links! De voorlopige scheiding heeft
nu als vergelijking: x− 7 = 0⇔ x = 7.
Reken na dat P6 bij de juiste klasse wordt ingedeeld,
dus voor P6 moet het gewicht niet worden aangepast.
Alle voorbeelden zijn nu één keer doorlopen. De
eerste epoch is voltooid.
Nu doorloopt het systeem opnieuw alle voorbeelden.
Het onderneemt een tweede epoch.
P1:
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dus ŷ = 0 en ŷ = y.
P1 wordt bij de juiste klasse ingedeeld.
Reken na dat ook P2 en P3 bij de juiste klasse wor-
den ingedeeld.
P4:
4 x+w−−→ 4+(−7) = −3 H−−−→
−3<0
0 dus ŷ = 0 en ŷ 6= y.
Het gewicht moet nogmaals worden aangepast.
w = −7+ 0,5 · (1− 0)⇔ w = −7+ 0,5⇔ w = −6,5.
Merk op dat de scheiding opnieuw naar de juiste kant
is opgeschoven: naar links! De voorlopige scheiding
heeft nu als vergelijking: x− 6,5 = 0⇔ x = 6,5.
P5 wordt ook niet correct geclassificeerd. Het ge-
wicht wordt aangepast naar w = −6. Reken na dat P6
geen aanpassing vereist. Dus de tweede epoch zit erop.
De voorlopige scheiding heeft als vergelijking: x = 6.
De derde epoch. Voor P4 gebeurt een aanpassing
naar w = −5,5 en voor P5 naar w = −5. P6 wordt bij
de juiste klasse ingedeeld. De derde epoch is gedaan.
De voorlopige scheiding heeft als vergelijking: x = 5.
Vierde epoch. Voor P4 gebeurt een aanpassing naar
w = −4,5. P5 en P6 worden bij de juiste klasse in-
gedeeld. De vierde epoch is gedaan. De voorlopige
scheiding heeft als vergelijking: x = 4,5.
Vijfde epoch. Voor P4 gebeurt een aanpassing naar
w = −4. Alle andere punten worden bij de juiste klasse
ingedeeld. De vijfde epoch is gedaan. De voorlopige
scheiding heeft als vergelijking: x = 4. De initiële en willekeurige waarde
van het gewicht heeft een grote
impact op de duurtijd van het le-
ren.Zesde epoch. Alle punten worden nu juist geclassi-
ficeerd. Het systeem is erin geslaagd de punten van
elkaar te scheiden.
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11.10 Lineaire regressie
Men kan machinaal leren ook gebruiken om de best
passende rechte of regressielijn te vinden bij enkele
gegeven punten. Men kan dan bijvoorbeeld de lengte Een regressielijn kan men ook
rechtstreeks vinden met formules
uit de wiskunde. Hoe dat verloopt,
wordt uitgelegd in de kader ’De
wiskunde achter de gemiddelde
kwadratische afwijking’.
van het kelkblad van de Iris virginica voorspellen als
de lengte van het kroonblad gekend is (zie notebook
‘Regressie met data over de Iris virginica’). In deze
notebook wordt de regressielijn bepaald door stap voor
stap de gewichten aan te passen. Er wordt getoond
welk effect deze aanpassingen hebben op de ligging
van de rechte. De coëfficiënten in de vergelijking van
de rechte staan immers onmiddellijk in verband met de
gewichten.
Nadien wordt nog eens hetzelfde gedaan met be-
hulp van de ingebouwde functies van de Python-module
scikit-learn.
Ga interactief aan de slag met
de notebook ’Regressie met
data over de Iris virginica’.
De lengte van het kelkblad wordt weergegeven door
x en de lengte van het kroonblad fungeert als label y.
Omdat er gewerkt wordt met één kenmerk, is er één
inputneuron. Opnieuw voegt men een extra neuron met
waarde 1 toe. Er moeten nu twee gewichten worden
geïnitialiseerd en worden aangepast op basis van de
50 gelabelde voorbeelden (zie Figuur 11.31).
Men werkt dan met input Xi(1, x) met x0 = 1, x1 =
x ∈ R, label yi ∈ {0,1}, output ŷi ∈ {0,1}, i =
1, ..., 50 en
−→
W (w0, w1), met wj ∈ R, j = 0, 1.
De gewichten spelen de rol van de geschatte coëffici-
ënten in de vergelijking van de regressielijn. Om de De geschatte regressielijn heeft
als vergelijking y = w1x + w0.regressielijn te bepalen, bekijkt men tijdens een epoch
voor elk punt Xi het residu, nl. de fout of het verschil
tussen de werkelijke y-waarde (yi) en de geschatte y-
waarde (ŷi). ŷi is niets anders dan de waarde die men
bekomt als men het punt Xi(1,xi) invult in de geschatte
vergelijking van de regressielijn, vermits als activatie-










epoch beschouwt men het gemiddelde van de kwadra-
ten van de residu’s.
Men noemt dit gemiddelde ’de kost’, men noteert








Deze kostenfunctie is de ge-
middelde kwadratische afwijking,
mean squared error of MSE.
De bedoeling van de training is om deze gemiddelde
fout te minimaliseren.
Bij een rechte die perfect door alle punten gaat, is
de kost steeds 0. De voorspelde waarde is dan im-
mers steeds gelijk aan de gegeven y-waarde, zodat alle
termen in bovenstaande som 0 zijn.
Als de punten niet allemaal op één rechte liggen,
dan bepaalt men voor welke waarden van de gewichten
de kost (hier dus de gemiddelde kwadratische afwijking)
minimaal is. Omdat deze kost afhankelijk is van de ŷi,
is hij afhankelijk van de gewichten, hier dus van twee va-
riabelen: de richtingscoëfficiënt w1 en de doorgang met
de y-as w0 in de vergelijking van de rechte. Voor andere De kostenfunctie of loss function
is een functie van de gewichten.waarden van de gewichten heeft men een andere kost.
Men spreekt van de kostenfunctie (loss function). De gewichten worden niet per
punt aangepast.Het minimaliseren van de kost gebeurt met de me-
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Activatiefuncties
De Heaviside-functie (drempelwaardefunctie), de identiteitsfunctie, de sign-
functie, de sigmoïde en de ReLU-functie zijn niet-lineaire functies. Ze worden
vaak aangewend als activatiefunctie in een neuraal netwerk.
De wiskunde achter de gemiddelde kwadratische afwijking






Men gaat niet over op de gemiddelde waarde, maar dat maakt niet uit aangezien
het minimum van ∑ni=1 (yi − ŷi)2 en het minimum van 1n ∑
n
i=1 (yi − ŷi)2 op
dezelfde plaats worden bereikt.
Men heeft n gegeven punten (xi, yi), i = 1, . . . , n. Stel dat de lijn als verge-
lijking y = mx + q heeft. Het residu voor een gegeven punt (xi, yi) is het
verschil tussen de werkelijke y-waarde yi en de geschatte y-waarde ŷi, m.a.w.
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Men zoekt voor welke waarden van de coëfficiënten, m en q, in de vergelijking
van de regressielijn de som van de kwadraten van de residu’s minimaal is.















Voor een punt (xi, yi) beschouwt men de afwijkingen t.o.v. het gemiddelde:
ui = xi − x̄ en vi = yi − ȳ.
Het residu voor dat punt is dus:
yi − ŷi = yi − (mxi + q)
= yi −mxi − q + ȳ− ȳ + mx̄−mx̄
= yi − ȳ−m(xi − x̄)− q + ȳ−mx̄
= vi −mui − (q− ȳ + mx̄).































(q− ȳ + mx̄)2





















































(vi −mui)2 + n(q− ȳ + mx̄)2.
Deze som is minimaal als beide termen minimaal zijn.











































(cfr. de formule van de top van een dalparabool).
De tweede term n(q − ȳ + mx̄)2 is minimaal als ze 0 is (omwille van het
kwadraat en doordat n ook strikt positief is). Het minimum van de tweede term
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De regressielijn heeft dus als coëfficiënten
m = ∑
n
i=1 ((xi − x̄)(yi − ȳ))
∑ni=1 (xi − x̄)2
en q = ȳ−mx̄,
m.a.w. de regressielijn van de punten (xi, yi) , i = 1, . . . , n heeft als vergelijking
y = ∑
n
i=1 ((xi − x̄)(yi − ȳ))
















Men kan met deze formules rechtstreeks de vergelijking van de regressielijn
opstellen.
Er is slechts één minimum. Er is dus slechts één rechte te vinden.
In paragraaf 11.12 gaat men op een andere manier naar dit minimum op zoek:
door de gradiënt gelijk te stellen aan de nulvector, dus ∇−→E = −→0 . Men vindt
hetzelfde resultaat.





s(x) is de standaardafwijking van de xi: de gemiddelde kwadratische afwijking
t.o.v. het gemiddelde x̄. s(y) is de standaardafwijking van de yi: de gemiddelde
kwadratische afwijking t.o.v. het gemiddelde ȳ. De standaardafwijking is een
belangrijke spreidingsmaat uit de beschrijvende statistiek.
s(x) =
√
∑ni=1 (xi − x̄)2
n− 1 en s(y) =
√
∑ni=1 (yi − ȳ)2
n− 1














De producten van de gestandaardiseerde xi en yi worden dus gesommeerd en
deze som wordt gedeeld door n− 1.
Hoe meer xi en yi afwijken van de gemiddelden, resp. x̄ en ȳ , hoe minder
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r kan ook herschreven worden als de cosinus van de hoek tussen−→
U (u1, u2, ..., un) en
−→


































∑ni=1 (xi − x̄)2
· n− 1
∑ni=1 (yi − ȳ)2






aangezien ∑ni=1 (xi − x̄)2 = ‖
−→
U ‖2 en ∑ni=1 (yi − ȳ)2 = ‖
−→
V ‖2.
Als alle gegeven punten op één rechte liggen, dan is r = ±1 (1 voor een
stijgende en -1 voor een dalende regressielijn). Hoe dichter |r| bij 1 ligt, hoe
meer samenhang er is.
11.11 Binaire classificatie
11.11.1 Sigmoïde als activatiefunctie
Soms zijn twee klassen niet volledig lineair scheidbaar, Voor het Perceptron-algoritme,
zie paragraaf 11.7. De activatie-
functie van het Perceptron is de
Heaviside-functie.
maar slechts op enkele punten na.Het Perceptron is
voor dergelijke klassen niet zo geschikt.
In dat geval zal men binair classificeren met logistic
regression (Nerbonne, 2004). Als activatiefunctie wordt
dan gebruikgemaakt van de sigmoïde-functie, een reële
functie met voorschrift:





Men spreekt ook van een logistieke functie. De out-
put is een waarde ŷ die weergeeft hoe zeker het model
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zekerheid dat de input tot de andere klasse behoort, is
dan 1− ŷ.
Bekijk het voorbeeld in 1D met slechts één gewicht w
(Figuur 11.33, paragraaf 11.9) en een tweede geval ook
met één gewicht w (Figuur 11.34).
Figuur 11.33: Eerste ge-
val: punten die behoren
tot twee lineair scheidbare
klassen.
Figuur 11.34: Tweede ge-
val: punten die behoren tot
twee klassen die niet line-
air scheidbaar zijn.
Voorbeelden zijn geïnspireerd op
een blogpost van Daniel Godoy
(Godoy, 2018).
Om de punten van elkaar te scheiden, dus onder te
brengen in twee klassen, kan men een neuraal netwerk
gebruiken zoals in Figuur 11.35.
Figuur 11.35: Neuraal net-
werk binaire classificatie.
Stel voor het tweede geval (Figuur 11.34) dat w =
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als lineaire operatie, gevolgd door x 7→ σ(x) voor de
activatie. De netwerk-architect kiest zelf
de waarde van de threshold , de
drempelwaarde, afhankelijk van
het soort probleem en de be-
oogde oplossing.
Als σ(x) ≥ 0,5, dan wordt het punt ingedeeld bij
klasse 1, anders bij klasse 0. 0,5 is de drempelwaarde
of threshold die wordt gehanteerd.
Dit zou enkel Q4 fout classificeren als horend bij
klasse 1, aangezien de zekerheid voor klasse 1 groot
is. Dat is een mooi resultaat! Alle punten in de juiste
categorie krijgen, gaat immers niet (zie Figuur 11.36).
Figuur 11.36: Eerste sig-
moïde om te classificeren
in het tweede geval. Er
is één punt fout geclassi-
ficeerd.
Dezelfde sigmoïde zou geen goed resultaat geven voor
het eerste geval, want die klassen zijn perfect scheid-
baar en toch zou P3 fout geclassificeerd worden (zie
Figuur 11.37).
Figuur 11.37: Eerste sig-
moïde om te classificeren
in het eerste geval. Er
is één punt fout geclassi-
ficeerd.
In het eerste geval doet men beter het volgende:
Stel daar w = −3, dan: x 7→ x − 3 7→ σ(x − 3)
(zie Figuur 11.35). Figuur 11.38 toont het resultaat.
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Figuur 11.38: Tweede sig-
moïde om te classificeren
in het eerste geval. Alle
punten zijn juist geclassi-
ficeerd.
voor het tweede voorbeeld. Er worden dan immers twee
punten bij de foute klasse ingedeeld (zie Figuur 11.39).
Figuur 11.39: Tweede sig-
moïde om te classificeren
in het tweede geval. Er
worden twee punten fout
geclassificeerd.
11.11.2 Binary cross-entropy
Bij classificatie gaat men op zoek naar de scheiding
met de ‘kleinste fout’. Men heeft een kostenfunctie
nodig om dit te kunnen doen. Als kostenfunctie voor
een probleem van binaire classificatie hanteert men bv.
binary cross-entropy .
De kostenfunctie binary cross-entropy (BCE) is het
tegengestelde van de natuurlijke logaritme van de like-
lihood function L, dus BCE = − ln L. De likelihood-
waarde L voor bepaalde waarden van de gewichten
is de kans dat het model de juiste klassen voorspelt,
ervan uitgaand dat alle voorspellingen onafhankelijk zijn
van elkaar.
Men streeft ernaar dat deze kans zo groot mogelijk
is. Men wil de likelihood function L dus maximaliseren,
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tenfunctie BCE. Immers, de natuurlijke logaritme ln is
een strikt stijgende functie, dus ln L zal op hetzelfde
moment een maximum bereiken als L zelf, en, vanwege
het minteken, gebeurt dat wanneer BCE een minimum
bereikt.
Bekijk de likelihood function nu concreet.
Veronderstel dat er n datapunten, Xi, met i = 1, ..., n,
zijn en dus ook n labels, waarvan de eerste k datapun-
ten label 1 hebben en de andere allemaal label 0. Dus
yi = 1 voor i = 1, ..., k en yi = 0 voor i = k + 1, ..., n.
De likelihood-waarde L = P(y1 y2 ... yn), dus de
kans dat alle datapunten juist worden geclassificeerd,
m.a.w. de kans dat X1 wordt ingedeeld bij klasse y1,
X2 bij klasse y2, X3 bij klasse y3, enz.
L = P(y1 y2 ... yn)
= P(ŷ1 = 1) · P(ŷ2 = 1) ... P(ŷk = 1) · P(ŷk+1 = 0) ... P(ŷn = 0)
= P(ŷ = 1|X1) P(ŷ = 1|X2) ... P(ŷ = 1|Xk) P(ŷ = 0|Xk+1) ... P(ŷ = 0|Xn)
= P(ŷ = 1|X1) ... P(ŷ = 1|Xk) (1− P(ŷ = 1|Xk+1)) ... (1− P(ŷ = 1|Xn))
Er wordt dus gekeken hoe de kans dat ŷ 1 is, afhangt
van de invoer X. Het verband tussen X en deze kans
is zeker niet te benaderen door een lineair verband
aangezien P(ŷ = 1|X) enkel waarden tussen 0 en 1
kan aannemen en een eerstegraadsfunctie alle reële
waarden.
Beschouw de zogenaamde odds:
odds =
P(ŷ = 1|X)
1− P(ŷ = 1|X) .
Men noemt de odds ook wel de kansverhouding.
De odds neemt waarden aan in ]0,+∞[. De na- Het beeld van de homografi-
sche functie f met als voorschrift
f (x) = p1−p en domein ]0, 1[
heeft als beeld ]0,+∞[.
tuurlijke logaritme van de odds, ln P(ŷ=1|X)1−P(ŷ=1|X) , kan alle
reële waarden aannemen.
Men zal het verband tussen ln P(ŷ=1|X)1−P(ŷ=1|X) en de
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Als men werkt in 1 dimensie, dan stelt men dus
ln
P(ŷ = 1|x)




1− P(ŷ = 1|X) = b0 + b1x1 + b2x2 + . . . + bmxm
met X = (x1, x2, . . . , xm). De parameters bi moeten
bepaald worden.
Dus eigenlijk schrijft men ln P(ŷ=1|X)1−P(ŷ=1|X) als z met z
een lineaire combinatie van de xi. Dit komt overeen met de z uit de
neurale netwerken.Het statistisch model dat hier gebruikt wordt is dus:
ln
P(ŷ = 1|X)
1− P(ŷ = 1|X) = z.
Hieruit leidt men dan een model af voor het verband
tussen P(ŷ = 1|X) en X:




1− P(ŷ = 1|X) = z
⇔ P(ŷ = 1|X)
1− P(ŷ = 1|X) = e
z
⇔ P(ŷ = 1|X) = ez · (1− P(ŷ = 1|X))
⇔ P(ŷ = 1|X) = ez − ez · P(ŷ = 1|X)
⇔ P(ŷ = 1|X) + ez · P(ŷ = 1|X) = ez
⇔ (1 + ez) · P(ŷ = 1|X) = ez
⇔ P(ŷ = 1|X) = e
z
1 + ez
⇔ P(ŷ = 1|X) = 1
1 + e−z
⇔ P(ŷ = 1|X) = σ(z)
Voor de likelihood-waarde L betekent dit:
L = P(ŷ = 1|X1) ... P(ŷ = 1|Xk) (1− P(ŷ = 1|Xk+1)) ... (1− P(ŷ = 1|Xn))
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met zi een lineaire combinatie van de coördinaatgetal-
len van de Xi.
Terug naar de kostenfunctie, binary cross-entropy,
BCE = − ln L. Eigenschap:
ln(a · b) = ln a + ln b
.
Omdat L een product is, kan men ln L schrijven als een
som. Er geldt nog steeds dat yi = 1, i = 1, ..., k en
yi = 0, i = k + 1, ..., n.
ln L = ln[σ(z1) σ(z2) ... σ(zk) (1− σ(zk+1)) ... (1− σ(zn))]








































































[ln(σ(zi)) · yi + ln(1− σ(zi)) · (1− yi)]
11.11.3 Voorbeeld classificatie van bezonde en
beschaduwde bladeren
Deze methode van binaire classificatie wordt toegepast
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beschaduwde bladeren in het Amazonewoud’.
Figuur 11.40: Puntenwolk
data bezonde en bescha-
duwde bladeren.
De data die gebruikt worden in de notebook, werden
ter beschikking gesteld door Miguel Camargo (persoon-
lijke communicatie via e-mail) (Camargo & Marenco,
2012). Deze data zijn bij benadering lineair scheidbaar.
Het minimaliseren van de kost gebeurt met gradient
descent (zie paragraaf 11.12).
Bekijk de notebook ’Classifi-
catie: stomata op bezonde en
beschaduwde bladeren in het
Amazonewoud’.
Van 50 bladeren werden de stomatale lengte en de
stomatale dichtheid bepaald. Sommige bladeren groei-
den in de zon, andere in de schaduw. Zon of schaduw
fungeert als label. Het is de bedoeling de bezonde
bladeren te scheiden van de beschaduwde. Omdat er
gewerkt wordt met twee kenmerken, zijn er twee input-
neuronen. Opnieuw voegt men een extra neuron met
waarde 1 toe. Er moeten nu drie gewichten worden
geïnitialiseerd en worden aangepast op basis van de 50
gelabelde voorbeelden (zie Figuur 11.41). Men werkt
dan met input Xi(1, x1, x2) met x0 = 1, xj ∈ R voor
j = 1, 2, label yi ∈ {0,1}, output ŷi ∈ {0,1}, i =
1, ..., 50 en
−→
W (w0, w1, w2), met wj ∈ R, j = 0, 1, 2.




De laag tussen de input layer en de output layer
noemt men een hidden layer. De drempelwaarde 12
vertaalt zich in een bias w′0 = − 12 .
Het netwerk uit Figuur 11.41 kan eenvoudiger voor-












In de wiskunde wordt veel aandacht besteed aan de
afgeleide van een reële functie. Afgeleiden hebben veel
toepassingen, bv. in de economie en in de fysica.
De afgeleide in een punt van een kromme is de
richtingscoëfficiënt van de raaklijn in dat punt aan de
kromme. Waar de kromme stijgt, is de raaklijn positief
en waar de kromme daalt, is ze negatief. Omdat bv.
de raaklijn in de top van een parabool horizontaal is, is
de afgeleide in de top 0. Hoe steiler de raaklijn, hoe
groter de richtingscoëfficiënt van de raaklijn in absolute
waarde, dus hoe groter de afgeleide in absolute waarde. Het betreft hier punten van de
kromme waar de overeenkom-
stige functie afleidbaar is. In die
punten is er slechts één, niet ver-
ticale, raaklijn. Punten zoals keer-
punten en knikpunten, waar er
twee raaklijnen zijn of een verti-
cale raaklijn is, worden hier buiten
beschouwing gelaten.
Om het minimum van een functie te bepalen, kan men
dus op zoek gaan naar de punten waar de afgeleide nul
is.
Ook voor neurale netwerken zijn afgeleiden belang-
rijk. Men gebruikt ze om de kostenfunctie te minimali-
seren. Men gaat op zoek naar het minimum door de
gewichten stap voor stap aan te passen, gebaseerd
op de afgeleide in het ‘huidige’ punt. Deze methode
noemt men gradient descent . In het regressievoorbeeld
(paragraaf 11.10) betekent dat dat er in het minimum
i.p.v. een horizontale raaklijn een horizontaal raakvlak is.
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variabelen, de gewichten w0 en w1. De grafiek van de
kostenfunctie is daar een oppervlak in R3. In het classi-
ficatievoorbeeld (paragraaf 11.11) is de kostenfunctie
zelfs een functie van drie variabelen. In veel neurale
netwerk-problemen zijn er nog veel meer variabelen.
Men spreekt dan van een rakend hypervlak.
Gradient descent wordt op
een visuele manier uitgelegd
in de notebook ‘Gradient des-
cent’.
In de notebook ‘Gradient descent’ wordt getoond hoe
men op zoek gaat naar het minimum van een kwadrati-
sche functie van één variabele met gradient descent.
11.12.1 Notebook ’Gradient descent’
In de notebook ’Gradient descent’ vertrekt men van de
parabool met vergelijking y = 3x2 + 2x + 5. Dit is een
dalparabool (want a = 3 > 0). Deze parabool heeft
één minimum. De parabool is afgebeeld in Figuur 11.43.
Figuur 11.43: Dalparabool.
De afgeleide in een punt van de parabool is de rich-
tingscoëfficiënt van de raaklijn in dat punt aan de pa-
rabool. Waar de parabool stijgt, is de raaklijn positief
en waar de parabool daalt, is ze negatief. In de top van
de parabool is de raaklijn horizontaal en de afgeleide 0.
Hoe steiler de raaklijn, hoe groter de richtingscoëfficiënt
van de raaklijn in absolute waarde, dus hoe groter de
afgeleide in absolute waarde.
Er wordt een willekeurig punt P gekozen op de parabool,
op de grafiek in Figuur 11.44 afgebeeld in het paars.
Figuur 11.44: Willekeurig
punt P op de dalparabool.
Het is de bedoeling het punt P naar het laagste
punt van de parabool te laten ‘bewegen’ en zich daarbij
te laten leiden door de afgeleide in het punt P. De
x-waarde van P zal dus met bepaalde hoeveelheden
moeten worden aangepast, zodat P effectief de top van
de parabool nadert. Eens dicht bij de top moet men er
alert voor zijn dat men niet voorbij de top gaat.
De raaklijn in P speelt ook een rol. Als P ver verwij-
derd is van de top, is die raaklijn steil. Als P dicht bij
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raaklijn, hoe groter de afgeleide in absolute waarde.
Als men de stappen dus zo kiest dat ze in grootte
evenredig zijn met de afgeleide, dan zal men voor een
punt P ver van de top (waar de raaklijn steiler is) relatief
grote stappen nemen, en voor een punt P dicht bij de
top (waar de raaklijn niet steil meer is) kleine stappen
nemen. Net wat men wilt! Om dit te verwezenlijken Het is niet toevallig dat hier η
wordt gebruikt. Deze evenredig-
heidsfactor is de learning rate.
Zie ook paragraaf 11.6 en para-
graaf 11.8.
kiest men een evenredigheidsfactor η, gelegen tussen
0 en 1 (η is de Griekse letter èta).
P ligt hier links van de top. De richtingscoëfficiënt
van de raaklijn (m.a.w. de afgeleide) in P is negatief, dus
moet men een waarde evenredig met de afgeleide van
de x-waarde aftrekken, zodat P naar rechts beweegt.
Als men dit doet met η = 0,3, dan verplaatst P zich
naar het groene punt rechts van de top. De richtings-
coëfficiënt van de raaklijn (m.a.w. de afgeleide) is daar
positief, want de kromme stijgt daar. Als men nu een
waarde evenredig met de afgeleide van de x-waarde
aftrekt, zal het punt naar links bewegen. Het komt te-
recht op het blauwe punt links van de top. Dus voor
η = 0,3 wordt de top vrij goed bereikt als men lang
genoeg doorgaat (zie Figuur 11.45).
Figuur 11.45: η = 0,3.
Links: het punt P ver-
plaatst zich stap voor stap
naar het laagste punt van
de parabool. Rechts: op-
dat het punt P dicht bij het
laagste punt komt, moet
men lang genoeg door-
gaan.
Als men η = 0,5 kiest, zijn de stappen veel te groot.
Het punt verwijdert zich van de top, zoals te zien op
Figuur 11.46. Voor η = 0,1 bekomt men vrij snel het
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Figuur 11.46: Links: η =
0,5. Het punt verwijdert
zich van de top van de pa-
rabool. Rechts: η = 0,1.
Het minimum wordt in een
beperkt aantal stappen be-
reikt.
11.12.2 Uitbreiding naar meer dimensies
Een kostenfunctie heeft weliswaar doorgaans meerdere
variabelen, men heeft te maken met samengestelde
functies door meerdere lagen in het netwerk, en de
keuze van de activatiefunctie speelt ook nog een rol
voor het afleiden. De werkwijze van gradient descent
wordt daarom uitgebreid naar meerdere dimensies en
naar samengestelde functies: i.p.v. de afgeleide ge-
bruikt men dan de gradiënt, een vector opgebouwd met
de partiële afgeleiden van de kostenfunctie naar de ver-
schillende gewichten, en zal men ook de kettingregel
hanteren.
Zoals gezegd speelt de learning rate η een belangrijke
rol bij gradient descent. Dit getal tussen 0 en 1 be-
paalt mee hoe groot de stappen zijn waarmee men de
weights aanpast. Hoe kleiner de leersnelheid, hoe voor-
zichtiger de aanpassingen. Een te kleine learning rate
kan er echter toe leiden dat het systeem zeer traag leert.
Bij een te grote learning rate kan men door te bruuske
aanpassingen het minimum gemist hebben. Door opti-
malisatie op een valideringsset kan men een gepaste
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11.12.3 Toepassen op voorbeeld van lineaire re-
gressie met twee gewichten
In het voorbeeld van regressie uit paragraaf 11.10 is de
kostenfunctie, de gemiddelde kwadratische afwijking,
een functie van twee variabelen, de gewichten m en
q. In plaats van de afgeleide, gebruikt men hier de
gradiënt. Men moet daarvoor ’partieel afleiden’. Dat De gradiënt is een uitbreiding van
het begrip afgeleide naar meer
dimensies. Het is een vector die
opgebouwd wordt met de partiële
afgeleiden van de functie naar de
verschillende veranderlijken.
betekent concreet dat als men afleidt naar de ene varia-
bele, men de andere variabele als een constante moet
beschouwen.









met ŷi = mxi + q, i = 1, ..., 50.



























































































































((yi − ŷi) · xi).
De gradiënt van E is een vector opgebouwd met












































In de notebook ‘Gradient descent’ wordt getoond dat de
aanpassing van het gewicht dient te gebeuren door er
een getal evenredig met de afgeleide van af te trekken.
Hier werkt men op dezelfde manier. Men zal een vector




W dus na elke epoch aanpassen naar
−→
W −
η∇−→E , dus naar −→W − η−2n ∑
n
i=1 ((yi − ŷi)
−→
Xi ) met
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((yi − ŷi) · xi)
)
gebruikt. De sommen in het eerste en tweede coördi-
naatgetal worden eerst berekend en erna worden de
resultaten afgetrokken van respectievelijk q en m om
de aangepaste waarden van q en m te bekomen.
11.12.4 Toepassen op voorbeeld van regressie
met drie gewichten
Voor drie gewichten werkt men analoog. De kostenfunc-
tie is:







met ŷi = w1xi1 + w2xi2 + w0, i = 1, ..., n.





















































































































































































W worden met dezelfde formule als
hiervoor aangepast naar
−→
W − η∇−→E , dus de gewich-
ten
−→
W worden aangepast naar
−→
W − η−2n ∑
n
i=1 ((yi − ŷi)
−→
Xi ).
Ook in de notebook ‘Hoogte bomen en afmetingen sto-
mata in het Amazonewoud’ gaat men voor de regressie
aan de slag met de gemiddelde kwadratische afwijking
en gradient descent.
Aan de slag met de gemid-
delde kwadratische afwijking,
gradient descent en het split-
sen van de data in de note-
book ‘Hoogte bomen en afme-
tingen stomata in het Amazo-
newoud’.
De data zijn het resultaat van het wetenschappelijk
onderzoek van Camargo & Marenco (2011). De no-
tebook behandelt tevens het splitsen van de data in
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11.12.5 Voor regressie met m gewichten
Voor m gewichten verloopt het rekenwerk op dezelfde
manier en blijft de laatste formule in vectorgedaante
gelden.
11.12.6 Toepassen op voorbeeld classificatie
Bij het classificatieprobleem (paragraaf 11.11) is de






[ln(σ(zi)) · yi + ln(1− σ(zi)) · (1− yi)]
Men werkt dan met input Xi(1, x1, x2) met x0 = 1, xj ∈
R, j = 1, 2, label yi ∈ {0,1}, output ŷi ∈ {0,1}, i =
1, ..., 50 en
−→
W (w0, w1, w2), met wj ∈ R, j = 0, 1, 2.
Men werkt dus in een vierdimensionale ruimte. De
grafiek van de kostenfunctie is een driedimensionaal
hypervlak.
Hier zal men dus partieel afleiden naar drie gewich-
ten. De gradiënt is er een vector opgebouwd uit deze
drie partiële afgeleiden.
In wat volgt, wordt de afgeleide van σ gebruikt. Er





= D(1 + e−x)−1
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W − η ∑ni=1 ((ŷi − yi)
−→
Xi ),
of korter gezegd naar
−→
W − η∇−→E .
11.13 Trainingdata en testdata
Eens men een ML-model bekomen heeft, wil men dat
gebruiken op nieuwe data. Het model moet dus ook
goed presteren op nieuwe data. Men moet dan ook
op een of andere manier de betrouwbaarheid van het
model kunnen nagaan.
Voordat men het systeem begint te trainen, splitst men
daarom de data op in trainingdata en testdata.
Deze manier van werken
wordt uit de doeken gedaan
in de notebooks ‘Zeeniveau
Oostende’ en ‘Hoogte bomen
en afmetingen stomata in het
Amazonewoud’ over regres-
sie.
Zowel de kostenfunctie op de trainingdata als de
kostenfunctie op de testdata zullen informeren over de
prestaties van het systeem. Maar ook de accuraatheid
is voor de prestatie een niet uit het oog te verliezen
cijfer. De accuraatheid is het percentage datapunten
dat juist wordt geclassificeerd.
Eens de kost geminimaliseerd is op de trainingdata, kan
men spreken van een ML-model. Dit model wordt tot Er zijn trouwens nog cijfers die
hier informatie kunnen over ge-
ven: precision en recall en de F1-
score.
slot getest met de testdata. De accuraatheid en de kost
bij de testdata worden berekend en vergeleken met die
op de trainingdata.
11.14 Stochastic gradient descent
In de voorbeelden van het Perceptron die aan bod kwa-
men, werden de gewichten voor elk datapunt aangepast.
Bij de voorbeelden met gradient descent gebeurde dat
na elke epoch. In de praktijk wordt meestal stochastic
gradient descent toegepast.
Bij de opbouw van het netwerk, kiest men de grootte
van een batch. Bv. voor een trainingset van 60 000 ele-
menten en een batch-grootte 128 zal het systeem dan
vóór elke epoch een batch kiezen, het zal m.a.w. 128 Stochastisch is een synoniem





220 KUNSTMATIGE INTELLIGENTIE , KLIMAATVERANDERING , STOMATA : KIKS
hun overeenkomstig label. Van elk datapunt in de batch
wordt de nodige aanpassing van de gewichten bepaald
maar nog niet uitgevoerd; van alle nodige aanpassingen
wordt dan het gemiddelde genomen. Deze gemiddelde
aanpassing wordt dan ná de epoch uitgevoerd. Bij sto-
chastic gradient descent zal men de nodige aanpassing
van de gewichten dus schatten a.d.h.v. een steekproef
uit de trainingset. Omdat de dataset doorgaans zeer
groot is, bespaart dat veel aan rekenkracht (Goodfellow
et al., 2016).
11.15 Valideringsdata
Tijdens de verschillende epochs bij de training van het
netwerk worden de gewichten op basis van de presta-
ties op de trainingset aangepast.
Om tijdens het trainen reeds een controle te hebben
over hoe het systeem leert, splitst men zelfs de training-
data nog eens op in de eigenlijke trainingdata en de
valideringsdata. De verzameling valideringsdata en de
verzameling trainingdata moeten disjunct zijn. Na elke
epoch wordt dan nagegaan hoe het systeem generali-
seert naar de valideringsdata. Men heeft zo een beter
zicht op underfitting en overfitting (zie paragraaf 6.1).
Elk systeem begint op een gegeven moment te over-
fitten, dan presteert het steeds beter op de trainingdata,
maar de prestatie op de valideringsset verbetert niet
meer, soms gaat die prestatie er zelfs op achteruit. Het
heeft dan geen zin meer verder te gaan met de training.
Men streeft immers niet naar een model dat het uitste-
kend doet op de trainingdata, maar wel naar een model
dat zeer goed presteert op ongeziene data.
Bij de opbouw van het netwerk moet ook de learning
rate gekozen worden. Men doet dat soms gebaseerd
op de prestaties op de valideringsset. De validerings-
set is na de training dus geen valabele dataset meer
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Daarom is er dus nog een afzonderlijke testset vereist.
Men benoemt dit fenomeen met het begrip information
leaks, ‘het lekken van informatie’ (Chollet, 2018).
Dus hoewel het netwerk niet direct getraind wordt op
de valideringsset, kan het toch gaan overfitten op de va-
lideringsset. Om het systeem écht te testen moet men
data gebruiken waarvan het systeem op nog geen en-
kele manier info heeft over gekregen, zelfs niet op een
indirecte manier. Eens het model klaar is, wordt het nog
een keer getest op de testdata. Deze testdata mogen
niet voorkomen in de training- en valideringsdata.
In het hoofdstuk 14 worden er concrete voorbeelden
gegeven van under- en overfitting. De grafieken uit
Figuur 11.47 komen uit paragraaf 14.3.1.
Figuur 11.47: MNIST 70
epochs. Het model over-
fits.
11.16 Een model om te classificeren aan het
werk en het effect van een niet-lineaire
activatiefunctie
11.16.1 Voorbeeld lineaire scheiding
De grafiek in Figuur 11.48 toont punten die voorgesteld
worden door blauwe bolletjes en punten die weergege-
ven worden als groene kruisjes. Deze twee klassen van
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netwerk getraind is en dat er een model beschikbaar is
om de twee klassen van elkaar te scheiden.
Figuur 11.48: De twee
klassen zijn lineair scheid-
baar.
Het model wordt geïllustreerd in Figuren 11.50 en
11.49.
Figuur 11.49: Eenvoudige
voorstelling van het model
voor de lineaire scheiding.
Figuur 11.50: Model voor
de lineaire scheiding.
Figuur 11.51 toont een voorbeeld van een rechte die
de klassen van elkaar scheidt.
Figuur 11.51: Een moge-
lijke scheidingslijn.
Deze scheidingsrechte heeft als vergelijking
x2 = 3x1 + 2.
De punten die boven deze rechte liggen, voldoen aan
x2 > 3x1 + 2, wat equivalent is met −3x1 + x2 > 2
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De punten die onder deze rechte liggen, voldoen aan
x2 < 3x1 + 2, wat equivalent is met −3x1 + x2 < 2
en met −3x1 + x2 − 2 < 0.
Merk het verband op tussen de coëfficiënten in de
vergelijking van de scheidingsrechte en de waarden van
de gewichten in het model.
Er wordt dus een lineaire combinatie gemaakt van de
inputwaarden x1, x2 en een drempelwaarde 2. Ver- De bias w0 is −2.
volgens wordt op de lineaire combinatie de Heaviside-
functie toegepast. Bij een positief resultaat wordt er
afgebeeld op 1, anders op 0. Het voorschrift van deze niet-
lineaire functie luidt als volgt:
H : R→ R : x 7→
{
0, als x < 0
1, als x ≥ 0.
De bekomen ŷ-waarde kan dus 1 of 0 zijn: 1 voor
de punten boven de rechte (het gebied van de blauwe
bolletjes) en 0 voor de punten eronder (het gebied van
de groene kruisjes).
Test op het punt (1,7) en het punt (5,10): z = −3 · x1 + 1 · x2 − 2.
−3 · 1 + 1 · 7− 2 = 2 > 0 dus ŷ = 1, punt boven
de rechte (gebied blauwe bolletjes);
−3 · 5 + 1 · 10− 2 = −7 < 0 dus ŷ = 0, punt





















, met ŷ ∈ {0,1}.
11.16.2 XOR-functie of ‘exclusieve of’-functie, één
hidden layer








Deze grafiek is een voorstelling van de XOR-functie,
een booleaanse operator op twee binaire waarden. Als
juist één van deze binaire waarden 1 is, dan is het






224 KUNSTMATIGE INTELLIGENTIE , KLIMAATVERANDERING , STOMATA : KIKS
Figuur 11.52: XOR. De
punten zijn niet lineair
scheidbaar.
De afgebeelde punten zijn niet lineair scheidbaar.
Er is dus geen rechte te vinden die de punten van
elkaar scheidt. De punten kunnen toch van elkaar ge-
scheiden worden via een neuraal netwerk dat voor de
activatiefunctie gebruikmaakt van de ReLU-functie (zie
Figuur 11.53). Figuur 11.53: ReLU-
functie.Het voorschrift van de niet-lineaire ReLU-functie luidt
als volgt:
ReLU : R→ R : x 7→
0, als x < 0x, als x ≥ 0.
Kort: ReLU(x) = max{0,x}.
Figuur 11.54 geeft een voorstelling van een neuraal
netwerk dat de punten scheidt. Er worden twee lineaire






BASISCONCEPTEN VAN MACHINAAL LEREN IN DE PRAKTIJK 225
combinaties gemaakt van de inputwaarden x1, x2 en
een drempelwaarde. Vervolgens wordt op de lineaire
combinaties de ReLU-functie toegepast. Van de beko-
men outputwaarden en een drempelwaarde wordt op-
nieuw een lineaire combinatie gemaakt; hierop wordt de
Heaviside-functie toegepast. Bij een positief resultaat
wordt de input afgebeeld op ŷ = 1, anders op ŷ = 0.
Figuur 11.55 toont een vereenvoudigde voorstelling van
het model.
Figuur 11.55: Eenvoudige
voorstelling van het model
voor de scheiding.





















 van de hidden layer.













met ŷ ∈ {0,1}.
Grafisch vertaalt zich dat in de grafieken van Figu-
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De scheidingsrechte




uit Figuur 11.57 heeft als vergelijking x2 = 12 x1 −
1
5 .
De punten die boven deze rechte liggen, voldoen aan
x2 > 12 x1 −
1
5 , wat equivalent is met
1
2 x1 − x2 <
1
5 ,
met 5x1 − 10x2 < 2 en met 5x1 − 10x2 − 2 < 0.
De punten die onder deze rechte liggen, voldoen aan
x2 < 12 x1 −
1
5 , wat equivalent is met
1
2 x1 − x2 >
1
5 ,
met 5x1 − 10x2 > 2 en met 5x1 − 10x2 − 2 > 0.
Merk het verband op tussen de coëfficiënten in de
vergelijking van deze scheidingsrechte en de waarden
van de gewichten W ′ in het model.
Test het model op het punt (0,0):
(1,0,0) uit de input layer wordt afgebeeld op (1,0,0)
in de hidden layer ; 5 · 0− 10 · 0− 2.1 = −2 < 0 dus
ŷ = 0 (gebied groene kruisjes).
z1 = x1 + x2
z2 = x1 + x2 − 1
z′ = 5 · h1 − 10 · h2 − 2
Test het model op het punt (1,0):
(1,1,0) uit de input layer wordt afgebeeld op (1,1,0)
in de hidden layer ; 5 · 1− 10 · 0− 2.1 = 3 > 0 dus
ŷ = 1 (gebied blauwe bolletjes).
Onthoud: door gebruik te maken van de ReLU-
functie, werden de punten lineair scheidbaar. De laag
tussen de input layer en de output layer noemt men
een hidden layer .
11.16.3 Model met één hidden layer
Beschouw de grafiek in Figuur 11.58.
Er zijn twee groepen van punten of anders gezegd
twee klassen. Deze punten kunnen van elkaar geschei-
den worden, bv. met een parabool of met twee rechten;
zie hiervoor de Figuren 11.59 en 11.60.
De scheiding kan gebeuren met een neuraal net-
werk met één hidden layer dat voor de activatiefunctie
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Figuur 11.58: De klassen





Het voorschrift van de niet-lineaire sign-functie luidt
als volgt:
sign : R→ R : x 7→

−1, als x < 0
0, als x = 0
1, als x > 0.
Figuur 11.61: Sign-functie.
De twee scheidingsrechten in Figuur 11.60 hebben als
vergelijking x2 = −5 x1 + 40 voor de dalende rechte
en x2 = 5,2 x1 − 20 voor de stijgende.
De blauwe punten bv. liggen boven deze twee half-
rechten en voldoen aan
x2 > −5 x1 + 40x2 > 5,2 x1 − 20 , wat
equivalent is met
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5 x1 + x2 − 40 > 0−5,2 x1 + x2 + 20 > 0.
Een voorstelling van het model staat in Figuren 11.62
en 11.63. Er worden dus twee lineaire combinaties
Figuur 11.62: Neuraal net-
werk dat de punten scheidt,
met activatiefuncties sign
en Heaviside.
gemaakt van de inputwaarden x1 en x2, een met drem-
pelwaarde 40 en een met drempelwaarde −20. Vervol-
gens wordt op de lineaire combinaties de sign-functie
toegepast om de waarden in de hidden layer te beko-
men. Er wordt dan een lineaire combinatie gemaakt
van deze waarden en een drempelwaarde, waarop de
Heaviside-functie wordt toegepast. Bij een positief re-
sultaat wordt de input afgebeeld op ŷ = 1, anders op
ŷ = 0.
De outputwaarde ŷ kan twee waarden aannemen: 0
voor het gebied van de groene kruisjes en 1 voor het
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met ŷ ∈ {0,1}.
Figuur 11.63: Vereenvou-
digde voorstelling van het
model voor de scheiding.
Test op de punten (0,0) en (5, 30):
5 · 0 + 1 · 0− 40 = −40 < 0 en −5,2 · 0 + 1 · 0 +
20 = 20 > 0 dus H =
 1−1
1
, dus ŷ = 0 (gebied
groene kruisjes). z1 = 5 · x1 + 1 · x2 − 40
z2 = −5,2 · x1 + 1 · x2 + 20
z′ = 0,5 · h1 + 0,5 · h2 − 0,6
5 · 5 + 1 · 30− 40 = 15 > 0 en −5,2 · 5 + 1 · 30 +
20 = 24 > 0 dus H =
11
1
, dus ŷ = 1 (gebied
blauwe bolletjes).
Onthoud: y en ŷ hebben evenveel mogelijke waarden
als er klassen zijn.
In de netwerken, met een verborgen laag, uit de Figu-
ren 11.54, 11.55, 11.62 en 11.63 zijn alle neuronen van
de opeenvolgende lagen met elkaar verbonden; men
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Samengevat
Het Perceptron, het eerste neurale netwerk, heeft enkel een invoer- en een
uitvoerlaag. Het Perceptron is geschikt om lineair scheidbare klassen van elkaar
te scheiden. Het Perceptron leert door gelabelde datapunten in het netwerk in
te voeren. Er wordt een gewogen som genomen van de inputneuronen, gevolgd
door een niet-lineaire activatiefunctie, de Heaviside-functie. Het netwerk deelt
het betreffende datapunt in bij een klasse. Deze uitvoer wordt vergeleken met
het gegeven label. Na elk punt worden de gewichten aangepast, evenredig met
de learning rate en de eventuele fout die gemaakt werd.
Als klassen niet lineair scheidbaar zijn, dan zal het Perceptron niet volstaan.
Daarvoor zijn er andere, meer complexe, neurale netwerken. Deze netwerken
hebben meer lagen en gebruiken ook andere activatiefuncties, zoals ReLU, de
sigmoïde-functie en de sign-functie.
Bij elk neuraal netwerk streeft men ernaar om de fout zo klein mogelijk te maken.
Men zal de kostenfunctie minimaliseren met (stochastic) gradient descent .
Voor een binaire classificatie gebruikt men bv. een netwerk met één verborgen
laag met de sigmoïde-functie als activatiefunctie; binary cross-entropy, BCE, is
de kostenfunctie.
Behalve classificatie kan men met neurale netwerken ook regressieproblemen
aanpakken, bv. lineaire regressie, waarbij men op zoek gaat naar de best
passende rechte bij de data. Bij lineaire regressie is er eigenlijk geen activatie-
functie nodig; men zegt dat de identiteit de activatiefunctie is. De gemiddelde
kwadratische afwijking, mean squared error , MSE, doet er dienst als kosten-
functie.
Voordat men een netwerk traint, splitst men de data op in trainingdata, valide-
ringsdata en testdata. De kostenfunctie op deze data, maar ook de accuraatheid
zullen informeren over de prestaties van het model.
Bij het trainen moet men beducht zijn voor underfitting (de prestaties van het
systeem kunnen bv. door het kiezen van een ander model of door meer te
trainen nog verbeteren) en overfitting (het systeem presteert steeds beter op de








12.1 Een beeld filteren
Image filtering wordt bv. gebruikt om ruis uit een foto
te verwijderen, om het contrast te verscherpen of om
randen te detecteren.
Er bestaan niet-lineaire filters zoals de mediaanfilter,
waarbij men een pixelwaarde vervangt door de mediaan
van de pixelwaarde zelf en de waarde van zijn buren.
De mediaanfilter is uitermate geschikt om peper-en-
zoutruis uit een afbeelding te verwijderen.
Daarnaast zijn er nog de convoluties. Voorbeelden
zijn de gemiddelde-filter, de Sobelfilter, de Gaussfilter
en de Prewittfilter. Convolutionele netwerken zijn ge-
noemd naar deze filters. Convoluties worden toegepast
in de convolutionele netwerken, dus ook in het KIKS-
netwerk. Omdat deze filters werken door een lineaire
combinatie te nemen van de pixelwaarden van een pixel
en zijn buren, noemt men de convoluties ook lineaire
filters.
Bekijk het effect van een con-
volutie in de notebook ’Convo-
luties’.
12.2 Convolutie
Met convoluties kan men dus op zoek gaan naar ver-
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bv. verticale en horizontale lijnen mee detecteren, ruis
in een beeld mee verminderen of het contrast in een
beeld verzachten.
Convolutie
De convolutie is een wiskundige bewerking die
enkel gebruikmaakt van optellen en vermenig-
vuldigen. Het komt erop neer dat men aan
een pixel een bepaald gewicht geeft en men
daaraan gewogen waarden van de omliggende
pixels toevoegt.
Bekijk de notebook ’Convolu-
tie: de bewerking’.
12.3 De convolutiebewerking
Bij een ’convolutie’ laat men een ’filter’ over een af-
beelding ’glijden’; er wordt daarbij telkens één pixel
opgeschoven. Zowel de afbeelding als de filter zijn
matrices of tensoren. De elementen van de filter en
de elementen van de matrix van de afbeelding worden
elementsgewijs vermenigvuldigd en erna worden deze
producten opgeteld.
Hoe verloopt dit concreet met een grijswaardenafbeel-
ding?
Beschouw de Sobelfilter.
Deze filter is een 3x3-matrix:
 1 2 10 0 0
−1 −2 −1
.
Eerst ’flipt’ men de filter: men manipuleert de matrix
door de eerste en de derde rij te verwisselen en ver-
volgens hetzelfde te doen met de eerste en de derde
kolom.
Men bekomt de matrix:
−1 −2 −10 0 0
1 2 1
.
Deze matrix laat men over de afbeelding glijden. In








afbeelding van Rob Robin-
son (Robinson, 2017).Er rest niets anders dan de overeenkomstige elemen-
ten van de matrix en de filter op elke positie met elkaar
te vermenigvuldigen en erna alle producten op te tel-
len. Bv. in de eerste positie: 0 · (−1) + 0 · (−2) + 0 ·
(−1) + 70 · 0+ 0 · 0+ 0 · 0+ 75 · 1+ 0 · 2+ 75 · 1 =
150.
Het resultaat van de convolutie is een matrix die kleiner
is dan de oorspronkelijke matrix. Men ’verliest’ twee
pixels in elke dimensie.
Er bestaan technieken om de grootte van de afbeel-
ding te behouden na convolutie. In de neurale netwer-
ken van KIKS worden deze technieken niet toegepast. In de functie convolve2d()
staat de waarde van de parame-
ter mode op ‘‘valid’’, wat be-
tekent dat de grootte van de af-
beelding niet behouden moet blij-
ven.
In Python voert de functie convolve2d() uit de submo-
dule signal voor beeldverwerking van de module SciPy
een convolutiebewerking uit, dus zowel het flippen van
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12.4 Convolutie uitvoeren in Python
12.4.1 Implementatie van het gegeven rekenvoor-
beeld
1 >>> import numpy as np
2 >>> import matplotlib.pyplot as plt
3 >>> import scipy.signal
4
5 >>> filter = np.array([[1,2,1],
6 [0,0,0],
7 [-1,-2,-1]])







De convolutie wordt uitgevoerd:
1 >>> afb_sobel = scipy.signal.convolve2d(
afb, filter, mode="valid")
Het resultaat kan opgevraagd worden:
1 >>> print(afb_sobel)
2 [[ 150 160 100 25 20]
3 [ 80 155 85 5 0]
4 [ -10 -15 -15 -5 0]
5 [ -80 -160 -100 -25 -20]











12.4.2 Voorbeeld met convolutie op MNIST data-
set
Het dertiende element uit de MNIST dataset is een drie. Het betreft een 28x28-matrix:
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 12 99 91 142 155 246 182 155 155 155 155 131 52 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 138 254 254 254 254 254 254 254 254 254 254 254 252 210 122 33 0 0 0 0 0 0 0 0 0
0 0 0 220 254 254 254 235 189 189 189 189 150 189 205 254 254 254 75 0 0 0 0 0 0 0 0 0
0 0 0 35 74 35 35 25 0 0 0 0 0 0 13 224 254 254 153 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 90 254 254 247 53 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 6 152 246 254 254 49 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 66 158 254 254 249 103 8 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 54 251 254 254 254 248 74 5 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 140 254 254 254 254 254 254 202 125 45 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 58 181 234 254 254 254 254 254 254 252 140 22 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 30 50 73 155 253 254 254 254 254 191 2 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 91 200 254 254 254 254 118 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 192 254 254 254 154 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 141 254 254 254 116 0 0 0 0 0
0 0 0 0 0 0 0 0 25 126 86 0 0 0 0 0 0 3 188 254 254 250 61 0 0 0 0 0
0 0 0 0 0 0 0 24 209 254 15 0 0 0 0 0 23 137 254 254 254 209 0 0 0 0 0 0
0 0 0 0 0 0 0 168 254 254 48 9 0 0 9 127 241 254 254 255 242 63 0 0 0 0 0 0
0 0 0 0 0 0 0 101 254 254 254 205 190 190 205 254 254 254 254 242 67 0 0 0 0 0 0 0
0 0 0 0 0 0 0 33 166 254 254 254 254 254 254 254 254 250 138 55 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 7 88 154 116 194 194 154 154 88 49 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Men kan deze afbeelding filteren met de Sobelfilter.
Figuur 12.2 toont het resultaat van deze convolutie.
Figuur 12.2: Convolutie
met Sobelfilter op ’3’ uit
MNIST dataset.
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12.4.3 Voorbeeld: verticale lijnen detecteren op
een foto
In de notebook ’Convolutie’ wordt op een grijswaarden-
foto van bamboe een filter toegepast om verticale lijnen
te detecteren.
Om verticale lijnen te detecteren, gebruikt men er de
filter
−1 0 1−1 0 1
−1 0 1
.
Men geeft deze filter in in Python als een NumPy-
array. Om de convolutie uit te voeren wordt de functie
convolve2d() gebruikt uit de submodule signal voor
beeldverwerking van de Python-module SciPy. Merk op
dat het ’flippen’ van de matrix reeds inbegrepen zit in
de functie convolve2d().
De modules NumPy, scipy.signal en matlpotlib.pyplot
worden geïmporteerd. De filter wordt ingevoerd en een
foto wordt ingeladen; de foto is een grijswaardenafbeel-
ding.
1 >>> import numpy as np
2 >>> import matplotlib.pyplot as plt
3 >>> import scipy.signal
4
5 >>> vertic_filter = np.array([[-1,0,1],
6 [-1,0,1],
7 [-1,0,1]])
8 >>> bamboe = np.load("bamboe.npy")
De convolutie wordt uitgevoerd:










Figuur 12.3: Originele en
gefilterde foto. De linkse
foto is een afgeleide van
het werk van McGrath
(2007).
12.5 Feature map
In één laag van een convolutioneel netwerk gebeuren er
meerdere convolutiebewerkingen (zie Figuur 12.5). Bv.
in een laag met 24 neuronen worden er 24 convolutie-
bewerkingen gedaan. Elke convolutie levert een matrix
op. Op deze matrix wordt vervolgens een niet-lineaire Voor de niet-lineaire activatiefunc-
tie ReLU: zie hoofdstukken 11
en 13.
activatiefunctie toegepast, wat opnieuw een matrix op-
levert.
Figuur 12.4: Feature map.
Deze 24 matrices worden dan samengesteld tot een
tensor, de zogenaamde feature map (zie Figuur 12.4).
Deze feature map dient dan als input voor de volgende
laag.
In elke laag van het convolutionele neuraal netwerk
worden de tensoren door de convoluties getransfor-
meerd in een nieuwe representatie van de gegevens.
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12.6 Na het convolutionele netwerk
De feature map die de uitvoer was van het convoluti-
onele netwerk, wordt gegeven aan een netwerk met
dense layers (zie tweede deel van het netwerk in Fi-
guur 12.5). Uit hoofdstuk 11 blijkt dat de invoer daar
gebeurt met 1D-tensoren. Daarom voert men op de
feature map eerst een operatie uit die alle elementen
van de feature map achter elkaar plaatst: dat gebeurt





4 array([150, 160, 100, 25, 20, 80, 155, 85,
5 5, 0, -10, -15, -15, -5, 0, -80,
6 -160, -100, -25, -20, -140, -215,
7 -230, -105, -105])
8 >>> afb_sobel.reshape(5*5)
9 array([150, 160, 100, 25, 20, 80, 155, 85,
10 5, 0, -10, -15, -15, -5, 0, -80,
11 -160, -100, -25, -20, -140, -215,
12 -230, -105, -105])
12.7 Succes van deep learning
Deep learning heeft zoveel succes omdat het bij veel
problemen betere resultaten boekt dan de klassieke
machine learning netwerken, maar ook omdat het een
belangrijk aspect ervan, de feature engineering, volledig
automatiseert (Chollet, 2018). Men moet niet meer zelf
op zoek naar geschikte filters om relevante kenmerken








In de convolutionele netwerken werken filters in op afbeeldingen om er kenmer-
ken in op te sporen. Deze convoluties zijn lineaire filters: er wordt een lineaire
combinatie genomen van de pixelwaarden van een pixel en zijn buren.
In één laag van een convolutioneel netwerk gebeuren er meerdere convo-
lutiebewerkingen. Elke convolutie levert een matrix op, waarop vervolgens
een niet-lineaire activatiefunctie inwerkt en opnieuw een matrix oplevert. De
matrices worden samengesteld tot een tensor, de feature map.
De uitvoer van elke laag is dus een feature map die dient als input voor de
volgende laag. In elke convolutionele laag wordt de ingevoerde tensor getrans-
formeerd in een nieuwe representatie van de gegevens.
Om huidmondjes te herkennen, gebruikt KIKS een diep neuraal netwerk dat












RELU EN MAX POOLING
13.1 ReLU en max pooling in een convoluti-
oneel neuraal netwerk
Om de huidmondjes op een microfoto te detecteren, Zie ook hoofdstukken 12 en 14.
doen de onderzoekers van KIKS een beroep op een
diep neuraal netwerk dat bestaat uit een convolutioneel
neuraal netwerk gevolgd door een feedforward netwerk
(zie ook Figuur 12.5). Bij een feedforward netwerk ont-
vangt elk neuron informatie van
de neuronen uit de vorige laag.
Zo gaat de informatie ’voorwaarts’
door het netwerk, laag na laag,
t.e.m. de neuronen in de uitvoer-
laag (zie paragraaf 6.2).
Het is een Sequential model , een model dat bestaat
uit aaneengeschakelde lagen. Het is opgebouwd met
een convolutioneel netwerk gevolgd door een klassiek
neuraal netwerk. Het convolutionele netwerk bezit en-
kele convolutionele lagen, afgewisseld met max poo-
ling-lagen; het netwerk dat erop volgt, is er een met
dense layers. Dense layers, of fully connected
layers, zijn lagen waarbij alle neu-
ronen van de opeenvolgende la-
gen met elkaar verbonden zijn
(zie hoofdstuk 11).
De convoluties gebruiken filters die over de input-
tensoren worden gelegd. In elke laag van het convo-
lutioneel neuraal netwerk worden de tensoren door de
convoluties getransformeerd in een nieuwe representa-
tie van de gegevens.
De convoluties worden gevolgd door een ReLU-functie
(een niet-lineaire functie) met aansluitend een max poo-
ling-operatie. ReLU toepassen op een tensor gebeurt
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De ReLU-functie wordt als volgt gedefinieerd:
ReLU : R→ R : x 7→
0, als x < 0x, als x ≥ 0.
Kort gezegd: ReLU(x) = max(0,x).
Figuur 13.1: Grafiek van
de ReLU-functie.
ReLU zorgt ervoor dat de kenmerken die het minst
tot een goede classificatie leiden, worden verzwakt.
ReLU zal er bv. bij grijswaardenafbeeldingen voor zor-
gen dat de lichte kleuren behouden blijven en de don-
kere kleuren worden afgevlakt (zie Figuur 13.4).
Max pooling neemt uit een vierkante matrix, waarvan
men eerst de wiskundige dimensie kiest, de grootste
waarde. Dit wordt geïllustreerd in Figuur 13.2 waar de
grootste waarde wordt genomen uit elk vak van 2x2.
Figuur 13.2: Max pooling-
operatie
Max pooling zal de kenmerken die van belang zijn
om tot een goede classificatie te komen, versterken en
de andere kenmerken weglaten. Bovendien zorgt max
pooling ervoor dat de tensoren kleiner worden, waar-
door er minder rekenkracht nodig is door de computer.
In de notebook ’ReLU en max
pooling’ worden deze effecten
geïllustreerd.
Door max pooling zal het netwerk ook minder snel
overfitten. Men kan natuurlijk niet onbeperkt max pooling-
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13.2 ReLU en max pooling in Python
Om ReLU en max pooling te definiëren in Python wordt
de module NumPy gebruikt. ReLU en max pooling
moeten op een tensor kunnen inwerken.
ReLU definiëren:
1 >>> import numpy as np
2
3 >>> def relu(tensor):
4 >>> """RelU(x) = max(0,x)."""
5 >>> return np.maximum(0, tensor)
Max pooling voor een 2x2-matrix definiëren:
1 >>> def maxpool(tensor):
2 >>> """Neemt van elk vak van 2x2 de grootste waarde."
3 >>> # NumPy array van gewenste grootte met allemaal nullen
4 >>> mp = np.zeros((tensor.shape[0]//2,
5 tensor.shape[1]//2))
6 >>> # NumPy array opvullen
7 >>> for i in range(0, tensor.shape[0]-1, 2):
8 >>> for j in range(0, tensor.shape[1]-1, 2):
9 >>> max = np.max([tensor[i][j], tensor[i][j+1],
10 tensor[i+1][j], tensor[i+1][j+1]])
11 >>> k = i // 2 # // gebruiken om int te bekomen
12 >>> l = j // 2
13 >>> mp[k][l] = max
14 >>> return mp
Een voorbeeld:
• Het resultaat van ReLU op A =
 30 −20 0 −120−80 30 80 50
20 −30 −90 −120

is
30 0 0 00 30 80 50
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• Is B =

30 20 130 120 50 50
80 130 80 50 120 40
20 30 90 120 100 100
50 90 30 30 10 10
50 40 120 120 50 130




130 130 12090 120 100
130 130 130
.
Merk op dat na ReLU het aantal elementen in de
tensor behouden is en na max pooling het aantal gere-
duceerd is.
13.3 Effect van ReLU
Herneem het voorbeeld met de foto van de bamboeplant,
Figuur 12.3. De verticale lijnen worden gedetecteerd
met een convolutie.
Figuur 13.3: Originele en
gefilterde foto. De linkse
foto is een afgeleide van
het werk van McGrath
(2007).
Men maakt daarbij gebruik van de filter
−1 0 1−1 0 1
−1 0 1
.
1 >>> import numpy as np
2 >>> import matplotlib.pyplot as plt
3 >>> import scipy.signal
4
5 >>> vertic_filter = np.array([[-1,0,1],
6 [-1,0,1],
7 [-1,0,1]])
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9 >>> bamboe_vertic = scipy.signal.
convolve2d(bamboe, vertic_filter)
Erna wordt op de gefilterde foto ReLU toegepast.
1 >>> bamboe_vertic_relu =
2 relu(bamboe_vertic)
Het resultaat kan bekeken worden in Figuur 13.4.
Figuur 13.4: ReLU toepas-
sen op de gefilterde foto.
De oorsponkelijke grijswaardenafbeelding bamboe
heeft elementen tussen 0 en 255. Door het uitvoeren
van de convolutie werden waarden bekomen die groter
konden zijn en zelfs negatief. De ReLU-functie heeft
alle negatieve waarden op nul gezet en de andere be-
houden.
De volgende code geeft aan met welke waarden er
concreet gewerkt wordt:








Na de convolutie wordt de waarde 689 geïnterpreteerd
als wit en de waarde −665 als zwart. Alle grijswaarden
ertussen worden verhoudingsgewijs toegekend. De
ReLU-functie zal dus alle waarden donkerder dan een
soort ’middengrijs’ zwart maken. De verdeling van de









Rechts: Gefilterd, ReLU.13.4 Effect van max pooling
Beschouw opnieuw de ’3’ uit de MNIST dataset, die al
aan bod kwam in hoofdstuk 12. Bekijk het effect van
een convolutie, gevolgd door ReLU en max pooling in
Figuur 13.6.
Figuur 13.6: Convolutie
met randfilter op ’3’ uit
MNIST dataset, gevolgd
door ReLU en max poo-
ling.
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Samengevat
Om huidmondjes te herkennen, gebruikt KIKS een diep neuraal netwerk dat
bestaat uit een convolutioneel netwerk, gevolgd door een netwerk met dense
layers. Het model bestaat uit aaneengeschakelde lagen.
In elke laag passen de convoluties filters toe op de inputtensoren. Ze worden
gevolgd door een ReLU-functie met aansluitend een max pooling-operatie.
ReLU zorgt ervoor dat de kenmerken die het minst tot een goede classificatie
leiden, worden verzwakt. ReLU zal er bv. bij grijswaardenafbeeldingen voor
zorgen dat de lichte kleuren behouden blijven en de donkere kleuren worden
afgevlakt.
Max pooling zal de kenmerken die van belang zijn om tot een goede classificatie
te komen, versterken en de andere kenmerken weglaten. Bovendien zorgt max
pooling ervoor dat de tensoren kleiner worden, waardoor er minder rekenkracht












14.1 Diepe neurale netwerken van KIKS
Een diep lerend netwerk bestaat uit meerdere lagen die
aaneengeschakeld zijn. Elke laag beschikt over een
aantal parameters, zijn gewichten. Figuur 14.1 stelt de
opbouw van een diep lerend netwerk schematisch voor
(Chollet, 2018).
Figuur 14.1: Opbouw van
een diep neuraal netwerk.De input X (uit de trainingdata) wordt gegeven aan
de eerste laag, de input layer. Via berekeningen binnen
deze layer wordt een output bekomen; X is getransfor-
meerd naar een nieuwe gedaante. Deze output gaat
dan naar de volgende layer, waar een soortgelijk proces
plaatsvindt. Tot slot komt de output van de voorlaatste
layer aan in de laatste layer, de output layer. De out-
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voorspelling ŷ. Deze voorspelling wordt vergeleken met
het gegeven label y. Daarvoor is de kostenfunctie (loss
function) nodig. De mate waarin de voorspellingen ver-
schillen van de labels, bepaalt de aanpassingen die
gedaan worden aan de gewichten. Daarvoor is dan
weer de optimalisatiefunctie (optimizer ) nodig. Een eer-
ste epoch is gedaan. Het systeem onderneemt een
tweede epoch: het proces begint opnieuw, maar nu
met de aangepaste gewichten. Het aanpassen van de
gewichten is wat men bedoelt als men zegt dat het sys-
teem leert. De ‘kennis’ van het netwerk is opgeslagen
in de gewichten.
Het feit dat deze netwerken eigenlijk een simpele op-
bouw hebben, heeft als gevolg dat de implementatie op
een vrij eenvoudige manier kan gebeuren. De Python-
module Keras voorziet bouwblokken om een neuraal
netwerk op te bouwen. Dankzij Keras wordt heel wat
werk bespaard: in de achterliggende code zijn de no-
dige functionaliteiten vervat. Voor het rekenen met ten-
soren en voor andere rekenkundige bewerkingen doet
Keras zelf een beroep op het platform TensorFlow. Figuur 14.2: Keras refe-
reert aan TensorFlow.Er moeten wel nog keuzes gemaakt worden door
de architect van het netwerk en de data moeten in de
juiste vorm worden aangeboden, maar het oplossen van
bepaalde problemen met een deep learning netwerk
ligt binnen ieders bereik, mits er voldoende rekenkracht
voorhanden is.
De layers kunnen gewone layers zijn of convolutionele
layers. De transformaties die gebeuren binnen een
layer bestaan uit een samenstelling van convolutiebe-
werkingen of lineaire transformaties met niet-lineaire
transformaties. Er worden dus bewerkingen uitgevoerd
die niet meer vergen dan vermenigvuldigen en optellen,
weliswaar gevolgd door een niet-lineaire functie zoals
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In de KIKS-notebooks worden verschillende types van
problemen behandeld: regressie en binaire of multiklas-
senclassificatie. Sommige worden aangepakt met het
Perceptron, een neuraal netwerk met slechts twee la-
gen. Andere worden aangepakt met een diep neuraal
netwerk, al dan niet gecombineerd met een convolutio-
neel netwerk.
Meer lagen of meer gewichten hebben als voordeel
dat er meer patronen ontdekt kunnen worden, wat de
prestatie van het netwerk verhoogt. Bij een classificatie-
probleem met n klassen vermijdt men het best hidden
layers met veel minder dan n gewichten. Dat zou er
immers voor zorgen dat het systeem niet alle relevante
informatie kan leren.
Als men voor problemen rond bv. computer vision ge-
bruikmaakt van een convolutioneel netwerk gevolgd
door een feedforward netwerk, zal men betere resulta-
ten bekomen dan met enkel een feedforward netwerk.
Met minder epochs kan dan een beter resultaat beko-
men worden. Let wel: elke epoch kost meer rekenkracht
en zal langer duren.
Vóór de training zal de netwerkarchitect de data op-
splitsen in trainingdata, valideringsdata en testdata (zie
paragrafen 11.13 en 11.15).
De netwerkarchitect moet ook nog een kostenfunc-
tie en een optimalisatiefunctie vastleggen, en enkele
hyperparameters kiezen: de learning rate en eventueel
een threshold (zie hoofdstuk 11).
14.2 Netwerkarchitectuur van de KIKS-notebooks
De keuzes die de netwerkarchitect maakt, worden be-
paald door het probleem, maar grotendeels ook door
zijn ervaring. In de tabellen 14.1, 14.2 en 14.3 worden
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Tips regressie
Dataset gelabelde X’n
KIKS-notebooks: datapunten met één kenmerk
KIKS-voorbeelden: gletsjers, zeeniveau, CO2, Keeling
y, ŷ continue waarden
Voorspellingen naar de toekomst testset bestaat uit de ‘laatste’ waarden
KIKS-voorbeeld: stijging zeeniveau in Oostende
Probleem zonder tijdsaspect testset kan hier willekeurig uit de dataset worden gekozen
KIKS-voorbeeld: verband aantal stomata en hoogte bomen
Standaardiseren steeds de data standaardiseren
verschillende grootte-ordes
Loss mean squared error (MSE)
Optimizer gradient descent (GD) of stochastic gradient descent (SGD)
Tussenlagen activatiefunctie: ReLU
Output layer geen activatiefunctie, m.a.w. activatiefunctie is identiteit
Metrics meerdere mogelijkheden afhankelijk van het probleem
bv. mean absolute error (MAE)
Tabel 14.1: Tips bij regres-
sieprobleem.In de KIKS-notebooks worden neurale netwerken opge-
bouwd. In de eerste notebooks over machinaal leren
gebeurt dat met algoritmen op basis van wiskundige
principes die men zelf programmeert. Deze of verge-
lijkbare algoritmes zijn reeds voorzien in Keras. In de
notebooks van deep learning gebeurt het opbouwen
van de neurale netwerken met de functionaliteiten van
de Python-module Keras.
Een diep neuraal netwerk bevat minstens drie lagen,
dus minstens één verborgen laag. Vaak zijn het er meer.
Om zo’n diep neuraal netwerk te bouwen, moet men
eerst de architectuur vastleggen. Bij KIKS gebruiken we
een model dat bestaat uit aaneengeschakelde lagen,
het zogenaamde Sequential model (Keras, 2019).
Hoe wordt bv. een feedforward netwerk met één hidden
layer geïmplementeerd? De lagen zijn dense layers,
anders gezegd fully connected layers, d.w.z. dat de
neuronen in een bepaalde laag met alle neuronen in de
vorige laag zijn verbonden. Bij elke laag moet vermeld
worden hoeveel neuronen die laag moet bevatten en









datapunten met één of twee kenmerken x1 en x2
KIKS-voorbeelden: stomatadetectie, twee soorten irissen,
bezonde en beschaduwde bladeren, twee parabolen
KIKS-voorbeelden: 1D, 2D
y, ŷ y ∈ {0,1}, ŷ ∈ {0,1}
Twee klassen een klasse krijgt label 1 en de andere krijgt label 0
Testset testset kan willekeurig uit de dataset worden gekozen
Standaardiseren de data standaardiseren of normaliseren
verschillende grootte-ordes
Loss binary cross-entropy (BCE)
Optimizer gradient descent (GD) of stochastic gradient descent (SGD)
Tussenlagen activatiefunctie: ReLU
Output layer activatiefunctie: sigmoïde
deze geeft hoe zeker het model is dat gegeven tot klasse 1 behoort
om de klasse effectief te voorspellen moet er een threshold worden
gekozen, bv. vanaf 75 % zekerheid, voorspel klasse 1
Metrics accuracy (accuracy)
Tabel 14.2: Tips bij binair
classificatieprobleem.
Het model moet weten welke vorm van input het
kan verwachten, m.a.w. wat de dimensie is van de
inputpunten. Daarom wordt dit aan de eerste laag van
het Sequential model meegegeven. Dat moet enkel
voor de eerste laag, want de volgende lagen verkrijgen
dat automatisch, aangezien die dimensie bepaald wordt
door de wiskundige bewerkingen die er gebeuren.
Men moet een loss function, een optimizer en een
learning rate kiezen. De loss function zal geminimali-
seerd worden m.b.v. de optimizer. Men moet ook een
methode kiezen om de performantie van het model na
te gaan: een metrics. Met de metrics wordt een cijfer
bepaald dat de prestatie representeert. Als de learning
rate niet expliciet vermeld staat in de netwerkopbouw
van het Python-script, dan gebruikt het netwerk een
reeds vooropgestelde learning rate, bv. 0,01 bij sto-
chastic gradient descent (SGD). Die vooropgestelde Zie paragraaf 11.14 voor stochas-
tic gradient descent en het ge-
bruik van batches.
learning rate hangt af van de optimizer. De keuzes die
men maakt, zijn bepaald door het soort probleem en
hangen af van de ervaring van de netwerkarchitect.









datapunten met één of twee kenmerken x1 en x2
KIKS-voorbeelden: MNIST, drie soorten irissen
y, ŷ y, ŷ ∈ {0, 1, 2} of y, ŷ ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
n klassen als de klassen een kwalitatieve waarde hebben, dan wordt die waarde
omgezet naar een kwantitatieve waarde, meer bepaald een discrete waarde
bv. bij MNIST: 0 t.e.m. 9, soort iris wordt 0, 1 en 2
deze discrete waarden worden nog eens omgezet via one hot encoding:
bv. eerste klasse is bv. 100, de tweede klasse 010 en de derde klasse 001
Testset testset kan willekeurig uit de dataset worden gekozen
Standaardiseren de data standaardiseren of normaliseren
verschillende grootte-ordes
Loss categorical cross-entropy
Optimizer gradient descent (GD) of stochastic gradient descent (SGD)
Tussenlagen activatiefunctie: ReLU
Output layer activatiefunctie: softmax
deze geeft hoe zeker het model is dat gegeven tot een van de klassen behoort,
dus geeft voor elke klasse de zekerheid
Metrics accuracy (accuracy)
Tabel 14.3: Tips bij proble-
men met meer dan twee
klassen.
tect nog enkele zaken vastleggen: bv. het aantal epochs
dat het systeem moet ondernemen en de grootte van
de batches. Als het Python-script de grootte van een
batch niet expliciet vermeldt, dan gebruikt het netwerk
een batch van 32. Vóór er dan effectief met trainen
kan begonnen worden, moeten de gegevens eventueel
nog omgevormd worden naar het juiste formaat: ten-
soren met de juiste dimensie, kwantitatieve labels i.p.v.
kwalitatieve, one hot encoding i.p.v. 0, 1, 2, 3 ... Bij one hot encoding wordt
bv. een natuurlijk getal voor-
gesteld door een ’binaire’ vec-
tor: 0 wordt (0, 0, ..., 0), 1
wordt (0, 1, 0, ..., 0), 2 wordt
(0, 0, 1, 0, ..., 0) enz. In Keras
kan men deze omzetting doen
met to_categorical().
Het trainen kan dan gebeuren. Hiervoor wordt de
methode fit() gebruikt. De kenmerken en de labels
worden op elkaar afgestemd. Tijdens de training worden
na elke epoch de loss en accuracy op de valideringsset
getoond. Zolang de loss daalt en de accuracy stijgt,
verloopt de training naar wens.
De methode fit() geeft een object terug van de
klasse History. Dit object heeft een attribuut history
waarin de waarden van de training loss-waarden en de
metrics-waarden van de opeenvolgende epochs zijn
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metrics van de valideringsset.
14.3 Implementatie in Keras
Deze paragraaf bevat voorbeelden van neurale netwer-
ken die geïmplementeerd werden om eenvoudige pro-
blemen aan te pakken.
14.3.1 MNIST, neuraal netwerk met één hidden
layer
Met de MNIST dataset wordt een neuraal netwerk ge-
traind dat handgeschreven cijfers herkent. Het gaat
dus om een classificatieprobleem met tien klassen (zie
tabel 14.3). MNIST wordt ook behandeld in
paragrafen 10.8, 12.4.2 en 13.4.De MNIST dataset bestaat uit 60 000 trainingafbeel-
dingen en 10 000 testafbeeldingen van 28 x 28 pixels
in grijswaarden.
Zie de notebook ’MNIST’.
Eerst worden de nodige modules geïmporte rd uit de
module Keras: de module MNIST om de data te be-
komen, de modules models en layers die samen de
mogelijkheid bieden om een deep learning netwerk te
creëren en dan nog een functionaliteit om de data naar
het gewenste formaat om te vormen. Pyplot wordt ook
geïmporteerd omdat er ook grafieken zullen worden ge-
tekend om de evolutie in de prestaties van het netwerk
tijdens de training te visualiseren.
1 >>> import numpy as np
2 >>> import matplotlib.pyplot as plt
3
4 >>> from keras import models
5 >>> from keras import layers
6 >>> from keras.utils import to_categorical
7
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Na het importeren van de modules laadt men de dataset
in. Deze dataset bestaat uit twee koppels van telkens
twee koppels met daarin enerzijds de trainingset met
de corresponderende labels en anderzijds de testset
met zijn labels.
Men houdt rekening met de structuur van de MNIST
dataset door bij het inladen reeds vier variabelen te
gebruiken voor de vier onderdelen van de dataset. Men De opbouw van de MNIST da-
taset werd besproken in para-
graaf 10.8.1.
doet dat als volgt:
1 >>> (train_images, train_labels),
2 (test_images, test_labels)
3 = mnist.load_data()
De dimensie van train_images
is (60000, 28, 28) en de dimensie
van train_labels is (60000,).
Men verdeelt de trainingset in een deel om effectief te
trainen, de trainingset, en een deel om de prestatie van
het netwerk tijdens de training te monitoren, de valide-
ringsset. De trainingset en de valideringsset mogen De trainingset bevat 55 000 af-
beeldingen en de valideringsset
bevat er 5 000. De testset heeft
er 10 000.
geen gemeenschappelijke elementen bevatten.
1 >>> train_images = train_images[5000:, :,
:]
2 >>> train_labels = train_labels[5000:]
3 >>> validation_images = train_images
[:5000, :, :]
4 >>> validation_labels = train_labels
[:5000]
Classificatieprobleem met 10
klassen, zie Tabel 14.3, activatie-
functie is softmax.
Voor de architectuur van het netwerk kiest men een Se-
quential model met dense layers waarvan één hidden
layer. Het aantal neuronen en de activatiefunctie van
deze hidden layer kiest men en ook het formaat van
de input. Het aantal neuronen in de output layer komt
overeen met het aantal klassen, nl. 10, en de activatie-
functie wordt bepaald door de aard van het probleem,
een classificatieprobleem met 10 klassen gebruikt soft-
max.











De hidden layer heeft 512 neuro-
nen en ReLU als activatiefunctie.
Voor het formaat van de input wor-
den 1D-tensoren gekozen.





Voordat men begint met trainen, controleert men of de
data het gewenste formaat hebben. Hier is dat niet zo,
dus zal men dat formaat aanpassen. De data worden
ook genormaliseerd. Meer uitleg over normaliseren
vindt u in paragraaf 12.6.
1 >>> train_images = train_images.reshape
((55000, 28*28))
2 >>> train_images = train_images.astype("
float32") / 255
3 >>> validation_images = validation_images.
reshape((5000, 28*28))
4 >>> validation_images = validation_images.
astype("float32") / 255
5 >>> test_images = test_images.reshape
((10000, 28*28))
6 >>> test_images = test_images.astype("
float32") / 255
7 >>> train_labels = to_categorical(
train_labels)
8 >>> validation_labels = to_categorical(
validation_labels)
9 >>> test_labels = to_categorical(
test_labels)
Men kan nu trainen. Daarvoor kiest men het aantal
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de standaard learning rate die Keras gebruikt voor de
optimizer stochastic gradient descent (SGD), nl. 0,01;
men moet die dan niet expliciet vermelden. Men bepaalt Voor stochastic gradient descent
en het gebruik van batches: zie
paragraaf 11.14.
ook de grootte van de batches.




Met de methode fit() worden de kenmerken van de
trainingdata en hun labels op elkaar afgestemd. Tij-
dens de training verschijnen de loss en de metrics na




De loss daalt en de accuracy stijgt, zoals gewenst.
Via de methode fit() worden de loss-waarden en
de metrics-waarden van de opeenvolgende epochs be-
waard. Men kan er een grafische voorstelling van ma-
ken (zie Figuur 14.4).
1 >>> epochs = range(1, len(loss) + 1)
2 >>> loss = history.history["loss"]
3 >>> acc = history.history["accuracy"]
4 >>> val_loss = history.history["val_loss"]
5 >>> val_acc = history.history["
val_accuracy"]
Na de training bekijkt men de loss en de metrics op
de testset om te evalueren hoe het model presteert op
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Figuur 14.4: MNIST 5
epochs. Accuracy stijgt
en loss daalt bij de trai-
ningset en bij de valide-
ringsset. Het model under-
fits.
1 >>> test_loss, test_acc = network.evaluate
(test_images, test_labels)
2 >>> print("test_loss: ", test_loss)
3 >>> print("test_acc: ", test_acc)
Figuur 14.5: MNIST 5
epochs. Testresultaat.
Het model testen op eigen handgeschreven cijfers (zie
Figuur 14.6) levert het resultaat uit Figuur 14.7. Het
model deelt de afbeelding in bij een klasse met een
bepaalde zekerheid.
Figuur 14.6: Eigen cijfers.
Bv. de ’7’ wordt met een zekerheid van ongeveer
25 % ingedeeld bij de klasse 1 en met een zekerheid
van ongeveer 12 % bij de klasse 4. Het komt erop neer
dat het model deze ’7’ niet herkent. De ’4’ herkent het
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Figuur 14.7: Prestatie van
het model op eigen cijfers.
zekerheid van 97 % ingedeeld bij de correcte klasse 2.
Uit Figuur 14.4 blijkt dat het netwerk underfits. Het kan
met meerdere epochs nog verbeteren.
Bekijk de cijfers voor 70 epochs. Op Figuur 14.8 ziet
men dat de loss na de eerste epoch verschillend is van
die van daarnet. Dat komt omdat de weights willekeurig
zijn bij het begin van de training. Op Figuur 14.9 ziet
men dat het netwerk overfits na ongeveer 40 epochs.




14.3.2 Punten scheiden gelegen op twee para-
bolen, netwerk met één hidden layer
In de notebook ’Binaire classificatie met neuraal net-
werk met een verborgen laag’ worden punten gelegen
op twee parabolen, van elkaar gescheiden door een
neuraal netwerk, opgebouwd met Keras. De punten zijn
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Figuur 14.9: MNIST 70





Het neuraal netwerk wordt opgebouwd met één hid-
den layer. Bij te weinig of te veel neuronen in de hidden
layer zijn de prestaties ondermaats.
Figuur 14.12 toont de prestatie na een training van
40 epochs met een learning rate van 0,08 en 20 neu-
ronen in de hidden layer. Het netwerk overfits na 25
epochs. Na 25 epochs wordt het netwerk wel nog beter
op de trainingdata, maar de prestatie op de validerings-
set neemt af. De prestatie van het geïmplementeerde
netwerk lijkt optimaal na 25 epochs. De implementatie
van dit netwerk: Binaire classificatie, zie Ta-
bel 14.2.
Extra uitleg vindt u in de note-
books over de parabolen.
1 # import
2 >>> import pandas as pd
3 >>> import numpy as np
4 >>> import matplotlib.pyplot as plt
5
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7 >>> from keras import layers
8 >>> from keras import optimizers
9
10 >>> from sklearn.utils import shuffle
11
12 # data
13 >>> punten = pd.read_csv("parabolen.dat")
14 >>> punten = np.array(punten)
15 >>> x1 = punten["x"]
16 >>> x2 = punten["y"]
17 >>> y = punten["kleur"]
18
19 # data voorbereiden
20 # labels zijn kwalitatief, numeriek maken
21 >>> x1 = np.array(x1)
22 >>> x2 = np.array(x2)
23 >>> y[y == "blauw"] = 0
24 >>> y[y == "groen"] = 1
25
26 # onthouden voor testset
27 >>> mean1 = np.mean(x1)
28 >>> std1 = np.std(x1)
29 >>> mean2 = np.mean(x2)
30 >>> std2= np.std(x2)
31
32 # data standaardiseren
33 >>> x1 = (x1 - np.mean(x1)) / np.std(x1)
34 >>> x2 = (x2 - np.mean(x2)) / np.std(x2)
35 >>> X = np.stack((x1, x2), axis=1)
36
37 # data onderling wisselen
38 # X en y blijven gekoppeld
39 # valideringsset wordt dan willekeurig
gekozen
40 >>> X, y = shuffle(X,y)
41 >>> x1 = X[:, 0]
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44 # dataset splitsen in training- en
valideringsset
45 >>> x1_val = np.append(x1[0:5],
46 x1[30:35])
47 >>> x2_val = np.append(x2[0:5],
48 x2[30:35])
49 >>> X_val = np.stack((x1_val, x2_val),
axis=1)
50 >>> x1_train = np.append(x1[5:30],
51 x1[35:])
52 >>> x2_train = np.append(x2[5:30],
53 x2[35:])
54 >>> X_train = np.stack((x1_train, x2_train
), axis=1)
55 >>> y_val = np.append(y[0:5], y[30:35])
56 >>> y_train = np.append(y[5:30], y[35:])
57
58 # architectuur















71 >>> loss = history.history["loss"]
72 >>> epochs = range(1, len(loss) + 1)
73 >>> acc = history.history["accuracy"]
74 >>> val_los = history.history["val_loss"]
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Figuur 14.11: Willekeurig
gekozen valideringsset.
Figuur 14.12: Loss en ac-
curacy tijdens de training
met één hidden layer, 40
epochs.
Hetzelfde netwerk werd opnieuw getraind met 200
epochs. De prestaties zijn merkelijk beter.
Figuur 14.13: Loss en ac-
curacy tijdens de training
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14.3.3 Punten scheiden gelegen op twee para-
bolen, netwerk met twee hidden layers
Hetzelfde probleem wordt aangepakt in de notebook
’Binaire classificatie met neuraal netwerk met twee ver-
borgen lagen’. Figuur 14.14 toont de prestatie na een
training van 40 epochs met een learning rate van 0,1,
8 neuronen in de eerste hidden layer en 4 neuronen in
de tweede hidden layer. Dit netwerk presteert in min-
der epochs beter dan dat met één layer, ook de loss is
kleiner.
Figuur 14.14: Loss en ac-
curacy tijdens de training
met twee hidden layers, 40
epochs.De implementatie van dit netwerk is bijna identiek
aan het vorige. Enkel de architectuur verschilt en de
valideringsset wordt manueel gekozen:
1 # architectuur
















Figuur 14.15: Zelf gekozen
valideringsset.
14.3.4 Convolutioneel neuraal netwerk
Men kan het probleem uit paragraaf 14.3.1 (MNIST) ook
aanpakken met een convolutioneel neuraal netwerk.
De implementatie gebeurt dan als volgt: het diep
neuraal netwerk is nog steeds een Sequential model ,
een model dat bestaat uit aaneengeschakelde lagen.
Hier zijn dat echter eerst enkele convolutionele lagen
die, afwisselend met max pooling-lagen, samen een
convolutioneel netwerk vormen, gevolgd door een net-
werk van dense layers.
Dezelfde modules dienen te worden geïmporteerd
als in paragraaf 14.3.1.
1 >>> import numpy as np
2 >>> import matplotlib.pyplot as plt
3
4 >>> from keras import models
5 >>> from keras import layers
6 >>> from keras.utils import to_categorical
7
8 >>> from keras.datasets import mnist
Ook de data zijn dezelfde:




5 = train_images[5000:, :, :]
6 >>> train_labels = train_labels[5000:]
7 >>> validation_images
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De convolutionele lagen hebben filters nodig, de net-
werkarchitect bepaalt daarvan het aantal, en een acti-
vatiefunctie.
Voer de notebook ’Classifi-
catie van de MNIST dataset
met een convolutioneel neu-
raal netwerk’ uit.
Meestal kiest men de ReLU-functie, hier ook. De
convolutionele lagen worden afgewisseld met max pooling-
lagen.
1 >>> network = models.Sequential()




5 >>> network.add(layers.Conv2D(64, (3,3),
activation="relu"))
6 >>> network.add(layers.Maxpooling2D(2,2)))
7 >>> network.add(layers.Conv2D(64, (3,3),
activation="relu"))
De convoluties passen filters toe op de inputtensoren.
De tensoren worden erdoor getransformeerd in een
nieuwe representatie van de gegevens. De convoluties
worden gevolgd door een ReLU-functie met aanslui-
tend een max pooling-bewerking. De ReLU zal er bij
grijswaardenafbeeldingen bv. voor zorgen dat de lichte
kleuren behouden blijven en de donkere kleuren wor-
den afgevlakt. Max pooling zal de kenmerken die van
belang zijn om tot een goede classificatie te komen,
versterken en de andere kenmerken weglaten. Max
pooling zorgt ervoor dat de tensoren kleiner worden,
waardoor er minder rekenkracht nodig is.
Na het doorlopen van het convolutionele netwerk
wordt de uitvoer hiervan aan het netwerk met dense
layers gegeven. Om dat mogelijk te maken moet eerst
de operatie Flatten() plaatsvinden:
1 >>> network.add(layers.Flatten())
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activation="relu"))
Tot slot wordt de output layer bereikt, die dan een
voorspelling zal geven betreffende het gegeven.
1 >>> network.add(layers.Dense(10,
activation="softmax"))





Na het voorbereiden van de data, gebeurt de training
opnieuw met de methode fit():
1 # training




Het trainen vergt per epoch meer tijd en energie dan
bij het gewone neurale netwerk, maar er zijn veel min-
der parameters nodig. Men bekomt met 5 epochs een Het model van paragraaf 14.3.1
heeft 512 neuronen in de verbor-
gen laag en 40 epochs. Dit model
heeft slechts 224 neuronen in de
verborgen lagen en 5 epochs.
model dat beter presteert. De prestaties worden sa-
mengevat in de Figuren 14.16, 14.17, 14.18 en 14.19.
De accuracy is hoog na amper 5 epochs. Als men de
threshold op 80 % legt, herkent het netwerk de ’2’ en
ook de ’4’ van de zelfgeschreven cijfers.
Figuur 14.16: MNIST met
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Figuur 14.17: MNIST met
een convnet en 5 epochs.
Resultaat op de testset.
Figuur 14.18: Prestatie
van het MNIST-model met
een convnet en 5 epochs
op eigen cijfers.
Figuur 14.19: Loss en ac-
curacy MNIST met een
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14.4 Neuraal netwerk om drie soorten iris-
sen te scheiden
In de notebook ’Classificatie van de Iris dataset met
een hidden layer’ wordt er een neuraal netwerk met één
verborgen laag getraind om de Iris dataset te verdelen
over drie klassen.
Bekijk de notebook ’Classifi-
catie van de Iris dataset met
één hidden layer’.
Op basis van de lengte en breedte van een kelk-
blad van een iris, deelt het model een iris in bij een
van de drie klassen. Dit wordt grafisch voorgesteld in
Figuur 14.20. Op de grafiek staan gestandaardiseerde
gegevens. De grens tussen de klassen is duidelijk te
zien. Zo’n grens noemt men een decision boundary .
Figuur 14.20: Classificatie
irissen, 50 epochs.
14.5 Convolutioneel neuraal netwerk van KIKS
voor het tellen van stomata
14.5.1 Het netwerk
Om de stomata te tellen, gebruikt men een convoluti-
oneel netwerk voor beeldherkenning. Hoe wordt het
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Men doet een beroep op een diep neuraal netwerk
dat bestaat uit een convolutioneel neuraal netwerk ge-
volgd door een feedforward netwerk.
Bekijk de notebook ’De fun-
damenten van een diep neu-
raal netwerk voor beeldher-
kenning’.
Als uitvoer wordt gegeven hoe zeker het systeem
is dat er op de afbeelding van 120 x 120 pixels een
stoma staat. Het probleem wordt dus behandeld als
een multiklassenprobleem met twee klassen, zoals te
zien in Figuur 14.21. De convolutionele lagen worden
afgewisseld met max pooling-lagen en er wordt dropout
toegepast.
Figuur 14.21: KIKS neu-
raal netwerk.
De gelabelde trainingafbeeldingen worden aangeboden
als een kleurenfoto in JPEG-formaat van 120 x 120 pixels.
De data worden eerst voorbereid: de invoergege-
vens worden genormaliseerd, op de labels wordt met
to_categorical one hot encoding toegepast. padding="valid" komt over-
een met mode="valid" uit
hoofdstuk 12.
De opbouw van het model:
1 # architecture
2 >>> network = models.Sequential()
3
4 # convnet
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Merk op dat er nog extra lagen zijn toegevoegd: drop-
out layers.
Dropout is een effectieve methode om overfitting
te voorkomen en zal willekeurig een aantal elementen
van de outputtensor van een laag elimineren, dus ’la-
ten vallen’. De parameter die meegegeven wordt aan
de dropout layer is het percentage elementen van de
outputtensor dat weggelaten wordt (Chollet, 2018).
Bekijk de notebook ’Tellen
van huidmondjes in een eigen
afbeelding’.
14.5.2 Tellen van stomata op een eigen afbeel-
ding
Via de notebook ’Tellen van huidmondjes in een eigen
afbeelding’ kan men een eigen microfoto van een blad
van een plant uploaden en de huidmondjes erop laten
tellen.
In eerste instantie gebeurt het volgende. Het achter-
liggende systeem van de notebook zal een filter van
120 x 120 pixels over de foto laten glijden - er wordt
daarbij telkens één pixel opgeschoven - en zal elk beko-
men vak aan het deep learning-model aanbieden.
Het systeem zal teruggeven hoe zeker het is dat
dat vak een stoma bevat of niet. Er werd een drempel-
waarde gekozen van 0,5. Figuur 14.22: Microfoto
blad van vetplant.Omdat er telkens slechts één pixel wordt opgescho-
ven, zal een gedetecteerde stoma in meerdere vakken
zitten en dus meerdere keren geteld worden. Het ach-
terliggende systeem van de notebook zal deze echter
clusteren en maar één keer tellen.
Figuur 14.23: Detectie
huidmondjes binnen de se-
lectie.
De clustering kan gebeuren omdat de stomata nooit
heel dicht tegen elkaar liggen, dus stomata die wel heel
dicht liggen, zijn dezelfde.
Men kan een foto uploaden in het model. Is die foto
groter dan 800 x 800 pixels, dan zal men een gebied
van 800 x 800 pixels eruit moeten selecteren. Deze
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geeft een uitvoer zoals in Figuur 14.23.
Vals positieven en vals negatieven
Vals positieven zijn gedetecteerde stomata die
er in werkelijkheid geen zijn.
Vals negatieven zijn werkelijke stomata die niet
gedetecteerd zijn.
Men kan de drempelwaarde die het model hanteert, zelf
aanpassen en op die manier bepalen hoe ’streng’ het
model moet zijn.
Bij een hoge drempelwaarde zullen er minder sto-
mata gedetecteerd worden, maar er zullen ook minder
vals positieven zijn. Er zullen wel meer vals negatieven
zijn.
Bij een lage drempelwaarde zullen er meer stomata
gedetecteerd worden, maar er zullen ook meer vals
positieven zijn. Er zullen minder vals negatieven zijn.
Dit wordt geïllustreerd in Figuren 14.26, 14.25 en
14.24.
Figuur 14.24:
Threshold = 95 %.
Figuur 14.25:
Threshold = 50 %.
Figuur 14.26:
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Samengevat
Een diep lerend netwerk bestaat uit meerdere lagen die aaneengeschakeld zijn.
Elke laag beschikt over een aantal parameters, zijn gewichten.
Input uit de trainingdata wordt gegeven aan de eerste laag, de input layer. Via
berekeningen binnen deze layer wordt een output bekomen. Deze output gaat
dan naar de volgende layer, waar een soortgelijk proces plaatsvindt. Tot slot
komt de output van de voorlaatste layer aan in de laatste layer, de output layer.
De output layer heeft ook een output: het systeem doet een voorspelling. Deze
voorspelling wordt vergeleken met het gegeven label. Daarvoor is de kosten-
functie (loss function) nodig. De mate waarin de voorspellingen verschillen
van de labels, bepaalt de aanpassingen die gedaan worden aan de gewichten.
Daarvoor is dan weer de optimalisatiefunctie (optimizer ) nodig. Een eerste
epoch is gedaan. Het systeem onderneemt een tweede epoch: het proces
begint opnieuw, maar nu met de aangepaste gewichten. Het aanpassen van de
gewichten is wat men bedoelt als men zegt dat het systeem leert. De ‘kennis’
van het netwerk is opgeslagen in de gewichten.
Deze netwerken hebben eigenlijk een simpele opbouw, die kan verwezenlijkt
worden met de bouwblokken van de Python-module Keras.
De netwerken van KIKS gebruiken het Sequential model van Keras.
De architect van het netwerk kiest het soort layers en zorgt ervoor dat de data
in de juiste vorm aan het netwerk worden aangeboden. De netwerk-architect
splitst de data op in training-, validerings- en testdata en legt de loss function
en de optimizer vast, kiest de learning rate en een eventuele threshold .
Leestip












Binnen het KIKS-project kunnen behoorlijk veel leerdoelen aan bod komen. De leer-
kracht bepaalt zelf welke leerdoelen in verband gebracht worden met het project.
In de eindtermen en leerplannen zijn heel wat leerdoelen te vinden die KIKS linken
met biologie, aardrijkskunde, chemie en wiskunde.
De gelinkte eindtermen zijn hier opgenomen. De leerplandoelen vindt u op de
webpagina https://aiopschool.be/kiks.
15.1 Aardrijkskunde
15.1.1 Aardrijkskunde en KIKS
Het thema van de klimaatverandering biedt veel mogelijkheden aan de leerkracht
aardrijkskunde om bepaalde leerplandoelen aan te brengen binnen het kader van het
KIKS-project. Bovendien kan men met het project de leerlingen actief en zelfstandig
laten leren en hen ICT-vaardigheden bijbrengen.
De volgende items uit KIKS hebben een link met het vak aardrijkskunde:
• het broeikaseffect en het versterkt broeikaseffect;
• de invloed van CO2 op het klimaat;
• de samenhang tussen CO2 en de temperatuur;
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• klimaatveranderingen uit het verre verleden met bv. het uitsterven van sommige flora
en fauna;
• de kleine ijstijd met verlenging van de gebergtegletsjers, gevolgd door het smelten
van de gebergtegletsjers nu, het albedo-effect;
• systemen die elkaar beïnvloeden, zoals de uitstoot van broeikasgassen door de
mens, het klimaat, de fotosynthese, de planten die de CO2-cyclus van de wereld
beïnvloeden, de biodiversiteit en de mondiale voedselvoorziening;
• het verwerken met ICT van de data die NOAA, NASA/GIS en Scripps online ter
beschikking stellen;
• het besef dat wetenschappers van allerhande domeinen samenwerken om klimaat-




• 1 een verscheidenheid aan ruimtelijke wetenschappen verbinden met allerlei beroe-
pen en met onderzoeksdomeinen;
• 6 weer en klimaat in verband brengen met de opbouw van en met processen in de
atmosfeer;
• 7 de invloed van menselijke activiteiten op het milieu zoals: broeikaseffect, na-
tuurrampen, zure regen, waterbeheersing, bodemdegradatie en –verbetering met
voorbeelden illustreren;
• 8 de geofysische opbouw van de aarde en de platentektoniek beschrijven en gevol-
gen ervan zoals: de ligging van oceanen en continenten, vulkanisme en aardbevin-
gen en bepaalde klimaatsveranderingen verklaren;
• 10 productie en consumptie van voedsel en hulpbronnen in relatie brengen met
demografische evolutie en welvaartsniveau in het kader van een duurzame ontwik-
keling;
• 16 aardrijkskundige gegevens opzoeken, ordenen en op eenvoudige manier verwer-








• 27 kritisch tegenover aangeboden informatie zoals die m.b.t. ontwikkelings-, welvaarts-
en milieuproblemen;
• 29 bereid om lokale problemen van milieu en samenleving in een globale context te
plaatsen.
15.2 Biologie
15.2.1 Biologie en KIKS
In de biologie is het vooral het proces van fotosynthese dat aan bod komt:
• opname van CO2;
• de rol van fotosynthese in de CO2-cyclus van de wereld;
• de aanpassing van planten aan de hoeveelheid CO2 in de atmosfeer en de mogelijke
impact op de biodiversiteit en de voedselvoorziening;
• het practicum microscopie over huidmondjes;
• de aanpassing van planten aan omgevingsfactoren: droogte, temperatuur, CO2-
concentratie, zon of schaduw;
• de verantwoordelijkheid van de consument en de producent van AI-systemen.
15.2.2 Eindtermen biologie
Eindtermen voor de basisvorming
• W3 Uit data, een tabel of een grafiek relaties en waarden afleiden om een besluit te
formuleren.
• W6 Bij het verduidelijken van en het zoeken naar oplossingen voor duurzaamheids-
vraagstukken wetenschappelijke principes hanteren die betrekking hebben op ten
minste grondstoffen, energie, biotechnologie, biodiversiteit en het leefmilieu.
• W7 De natuurwetenschappen als onderdeel van de culturele ontwikkeling duiden
en de wisselwerking met de maatschappij op ecologisch, ethisch, technisch, socio-
economisch en filosofisch vlak illustreren.
Eindtermen biologie
• B1 Celorganellen, zowel op lichtmicroscopisch als op elektronenmicroscopisch
niveau, benoemen en de functies ervan aangeven.
• B10 Wetenschappelijk onderbouwde argumenten geven voor de biologische evolutie
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15.3 Chemie
15.3.1 Chemie en KIKS
In de chemie kan de CO2-concentratie en fotosynthese gelinkt worden aan chemisch
rekenen, lewisstructuren, redoxreacties, energieomzettingen, wetenschappelijke vaar-
digheden en onderzoekscompetenties.
15.3.2 Eindtermen chemie
Eindtermen voor de basisvorming
• W1 Eigen denkbeelden verwoorden en die confronteren met denkbeelden van ande-
ren, metingen, observaties, onderzoeksresultaten of wetenschappelijke inzichten.
• W3 Uit data, een tabel of een grafiek relaties en waarden afleiden om een besluit te
formuleren.
• W4 Wetenschappelijke terminologie, symbolen en SI-eenheden gebruiken.
• W7 De natuurwetenschappen als onderdeel van de culturele ontwikkeling duiden
en de wisselwerking met de maatschappij op ecologisch, ethisch, technisch, socio-
economisch en filosofisch vlak illustreren.
Vakgebonden eindtermen chemie
• C1 Eigenschappen en actuele toepassingen van stoffen, waaronder kunststoffen,




De leerlingen kunnen op verschillende schaalniveaus
• 6 processen waarbij energie wordt getransformeerd of getransporteerd, beschrijven
en herkennen in voorbeelden.
• 9 effecten van de interactie tussen materie en elektromagnetische straling beschrijven
en in voorbeelden herkennen.
• 14 relaties tussen systemen beschrijven en onderzoeken.







• 19 relaties tussen cyclische processen illustreren.
De leerlingen kunnen
• 27 de relatie tussen natuurwetenschappelijke ontwikkelingen en technische toepas-
singen illustreren.
• 28 effecten van natuurwetenschap op de samenleving illustreren, en omgekeerd.
• 29 zich oriënteren op een onderzoeksprobleem door gericht informatie te verzamelen,
te ordenen en te bewerken.
15.5 Wiskunde
15.5.1 Wiskunde en KIKS
In machine learning en deep learning worden wiskunde en principes uit de statistiek
gebruikt:
• matrices, indices, dimensie van een matrix en eigenschappen van matrices;
• bewerkingen met matrices en eigenschappen van bewerkingen met matrices;
• sommatieteken;
• verloop van functies bij de grafieken over CO2, gletsjers ... en metrics van neurale
netwerken;
• veeltermfuncties bij regressie;
• functies met meervoudig voorschrift, bv. ReLU, sign, Heaviside;
• toepassing van logistieke functie bij de sigmoïde als activatiefunctie;
• maken en interpreteren van grafieken;
• toepassing van telproblemen, bv. byte, aantal hyperparameters;
• toepassing formule oppervlakte van een ellips;
• lokaal en globaal minimum van een functie bij gradient descent;
• afgeleiden en kettingregel bij gradient descent;
• kansrekenen (onafhankelijke kansen - productregel) bij binary cross-entropy;
• eigenschappen van logaritmen bij binary cross-entropy;
• statistiek: belang van standaardiseren, gemiddelde en standaardafwijking, Z-score;
• correlatie en regressie;
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• voorbeelden van een normale en een scheve verdeling bij de verdeling van kleurin-
tensiteit in een grijswaardenafbeelding;
• wiskunde toegepast in digitale beeldverwerking, RGB-code;
• convolutiebewerking.
Het project KIKS leent zich uitstekend om in de wiskundeles in een actieve werkvorm
en met ICT aan de slag te gaan.
De leerlingen werken met KIKS aan ICT-vaardigheden, wiskundige taalvaardigheid,




• 3 eenvoudig mathematiseerbare problemen ontleden (onderscheid maken tussen
gegevens en gevraagde, de relevantie van de gegevens nagaan en verbanden
leggen ertussen) en vertalen naar een passende wiskundige context;
• 4 wiskundige problemen planmatig aanpakken (door eventueel hiërarchisch op te
splitsen in deelproblemen);
• 6 voorbeelden geven van reële problemen die met behulp van wiskunde kunnen
worden opgelost;
• 7 bij het oplossen van wiskundige problemen functioneel gebruikmaken van ICT;
• 9 kennis, inzicht en vaardigheden die ze verwerven in wiskunde bij het verkennen,
vertolken en verklaren van problemen uit de realiteit gebruiken.
De leerlingen
• 13* zijn gericht op samenwerking om de eigen mogelijkheden te vergroten.
Reële functies en statistiek
De leerlingen







• 15 bij veeltermfuncties de afgeleide gebruiken als maat voor de ogenblikkelijke
verandering en het verband leggen tussen het begrip afgeleide, het begrip differen-
tiequotiënt en de richting van de raaklijn aan de grafiek;
• 18 bij veeltermfuncties de afgeleide functie gebruiken voor het bestuderen van het
veranderingsgedrag en voor het opzoeken of verifiëren van extreme waarden en het
verband leggen tussen de afgeleide functie en bijzonderheden van de grafiek;
• 19 het begrip afgeleide herkennen in situaties buiten de wiskunde;
• 33 in betekenisvolle situaties gebruikmaken van een normale verdeling als continu
model bij data met een klokvormige frequentieverdeling en het gemiddelde en de
standaardafwijking van de gegeven data gebruiken als schatting voor het gemiddelde
en de standaardafwijking van deze normale verdeling;
• 34 het gemiddelde en de standaardafwijking van een normale verdeling grafisch
interpreteren;
• 35 grafisch het verband leggen tussen een normale verdeling en de standaardnor-
male verdeling.
* Met het oog op de controle door de inspectie werden de attitudes met een * aangeduid
in de kantlijn.
Specifieke eindtermen
Algebra, analyse, kansrekening, wiskunde en cultuur, onderzoekscompetenties
De leerlingen kunnen
• 4 met behulp van matrices problemen wiskundig modelleren en oplossen;
• 5 de basiseigenschappen van een reële vectorruimte (beperkt tot dimensie 2 en 3)
herkennen en gebruiken;
• 8 de eerste en de tweede afgeleide van functies berekenen en ze in concrete situaties
gebruiken.
• 16 wetten van de kansrekening toepassen voor onafhankelijke en voor afhankelijke
gebeurtenissen;
• 19 inzicht verwerven in de bijdrage van wiskunde tot de ontwikkeling van exacte en
humane wetenschappen, techniek, kunst en het kritische denken;
• 20 zich oriënteren op een onderzoeksprobleem door gericht informatie te verzamelen,
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• 21 een onderzoeksopdracht met een wiskundige component voorbereiden, uitvoeren
en evalueren;
• 22 de onderzoeksresultaten en conclusies rapporteren en ze confronteren met
andere standpunten.
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