Abstract. We prove a generalization of the Schwarz-Carathéodory reflection principle for analytic maps f from the unit disk into arbitrary Riemann surfaces equipped with a complete real analytic conformal Riemannian metric λ(w) |dw|. This yields a necessary and sufficient condition for f to have an analytic continuation in terms of the pullback of the metric λ(w) |dw| under the map f .
Results

Let
Some remarks are in order.
Remarks 1.2. (a) Theorem 1.1 simultaneously generalizes the classical SchwarzCarathéodory reflection principle for holomorphic functions [20, 4] and a recent reflection principle due to Fournier and Ruscheweyh [8] . Indeed, if we choose the Riemann surface R to be the complex plane C and the metric λ(w) |dw| to be the euclidean metric, i.e., λ(w) = 1, then Theorem 1.1 is simply a variant of the Schwarz-Carathéodory reflection principle; see Section 1.1 below. If R is the unit disk D and the metric λ(w) |dw| the hyperbolic metric, then Theorem 1.1 is (a slight extension of) the Fournier-Ruscheweyh reflection principle in [8] ; cf. again Section 1.1.
(b) Note that every Riemann surface carries a complete real analytic conformal Riemannian metric (with constant Gaussian curvature). This is a consequence of the Uniformization Theorem.
(c) The expression λ(f (z)) |f (z)| (e) In the special case of a conformal Riemannian metric with constant Gaussian curvature the actual method of analytic continuation of an analytic map f : D → R satisfying the boundary condition (1.1) is closely related to the theory of complex Riccati differential equations; see Section 4.2.
(f) As we shall see from the proof of Theorem 1.1 the assumption that λ(w) |dw| is a complete conformal Riemannian metric on R is only used in the 'if' part of Theorem 1.1 to show f : D → R has a continuous extension to the boundary arc I with f (I) ⊂ R; cf. Lemma 3.2.
(g) The restriction in Theorem 1.1 that λ(w) |dw| is a real analytic conformal Riemannian metric can be slightly relaxed. For the 'if' part of Theorem 1.1 it suffices to assume λ(w) |dw| is a complete conformal Riemannian metric, which is real analytic in a neighborhood U ⊂ R of f (I); cf. Theorem 3.1 below. For the 'only if' part we need only that λ(w) |dw| is real analytic in a neighborhood of f (I).
The following examples indicate that the assumptions of Theorem 1.1 cannot be substantially weakened. since this implies |h (e it )| = η(t) for e it ∈ I, which is impossible as |h (e it )| is real analytic, but η(t) is not. Consequently, the conformal Riemannian metric λ(w) |dw| has to be real analytic at least in a neighborhood of f (I) also for the 'only if' part of Theorem 1.1.
Reflection principles in euclidean, hyperbolic and spherical geometry.
If we choose the Riemann surface R to be the complex plane C and the conformal Riemannian metric λ(w) |dw| to be the euclidean metric λ C (w) |dw| := |dw|, then Theorem 1.1 is simply the following variant of the classical SchwarzCarathéodory reflection principle.
Theorem A (Schwarz [20] and Carathéodory [4] ). Note that the euclidean metric is a complete conformal Riemannian metric on the complex plane and has vanishing Gaussian curvature. We might call Theorem A the euclidean Schwarz-Carathéodory reflection principle. Remark 1.6. The Schwarz reflection principle was first stated by H. A. Schwarz [20] in the following way. A holomorphic function f : D → C, which has a continuous extension to an open subarc I of the unit circle and maps I onto a subset of the real axis, can be continued analytically across this subarc. Carathéodory observed in [4] there is no need to assume f has a continuous extension to I. He showed that if all cluster points of the sequence {f (z n )} are real for any sequence {z n } ⊂ D which converges to a point of I, then f can be continued analytically across I.
then f can be continued analytically across I. Clearly, Theorem A is an immediate consequence of this Schwarz-Carathéodory reflection principle and was first stated in this form by Fournier and Ruscheweyh in [8] .
In [8] an analogous hyperbolic Schwarz-Carathéodory reflection principle was established, where the complex plane with euclidean geometry in Theorem A is replaced by the unit disk D with its natural hyperbolic geometry induced by the hyperbolic metric
This metric is complete, real analytic and has constant Gaussian curvature −4. [8] is quite involved. It is based on an ingenious application of the Schauder fixed point theorem to a fixed point equation arising from the Poisson-Jensen formula. This method, however, intermingles the problem of analytic continuation of a given analytic function f : D → D satisfying (1.4) with the much more difficult problem of existence and uniqueness of such functions. For this reason it cannot be adapted to prove the more general Theorem 1.1; see [19] . Note that Theorem 1.1 provides a partial answer to the question raised in Remark (5) in [8, p. 355] . We also wish to point out that the proof of Theorem B in [8] is non-constructive, whereas the proof of the more general Theorem 1.1 given in Section 3.1 and Section 3.2 below is indeed constructive-in principle, at least. 
Then f can be continued analytically across I with f (I) ⊂ D if and only if there exists a holomorphic function h
is just the pull-back of the spherical metric
on the extended complex plane P by the analytic map f : D → P. λ P (w) |dw| is a complete real analytic conformal Riemannian metric on P; its Gaussian curvature is +4.
On Beurling's extension of the Riemann mapping theorem. In 1953
A. Beurling [3] proved the following important extension of the Riemann mapping theorem. 
and satisfying the non-linear boundary condition
Moreover, if log Φ(w) is superharmonic, then there is exactly one such analytic and univalent function.
We call any normalized, analytic and univalent function f : D → C satisfying (1.7) a Beurling-Riemann mapping function (for Φ(w)). Note that every BeurlingRiemann mapping function f (z) is a Lipschitz map from the metric space (D, | · |) to the metric space (C, | · |), i.e.
Hence f (z) has a continuous extension to D, and ∂f (D) is a closed curve, which admits the conformal parametrization
Moreover, |f (z)| has a continuous extension to D with |f (z)| = 0. If a Beurling-Riemann mapping function can be continued analytically across an open subarc I of the unit circle, then the corresponding function Φ(f (z)) will be real analytic on I since Φ(f (z)) = |f (z)| > 0 there. A partial converse is given by the following theorem, which is essentially another special case of Theorem 1.1. In particular, if Φ(w) is real analytic in a neighborhood of ∂f (D), then every Beurling-Riemann mapping function for Φ(w) has an analytic extension to some disk |z| < ρ, ρ > 1. Hence, at least in this special case, the analytic properties of the function Φ(w) are reflected by the analytic properties of the corresponding mapping functions.
1.3. On a free boundary value problem for analytic functions. In [7] the following result was established. 
In fact, every holomorphic function F : D → D satisfying the free boundary condition (1.8) has a holomorphic extension to a neighborhood of D. It says that on I the conformal pseudo-metric λ(f (z)) |f (z)| |dz| is comparable to the conformal pseudo-metric |h (z)| |dz|, which has vanishing Gaussian curvature, i.e. is of euclidean type. So "locally" the conformal metric λ(f (z)) |f (z)| |dz| is euclidean. Since the euclidean metric |h (z)| |dz| is defined in a neighborhood of I, it is therefore not too far-fetched to expect that λ(f (z)) |f (z)| |dz| can be continued analytically across I.
This observation also suggests the following generalization of the 'if' part of Theorem 1.1. 
Remarks 1.13. (a) Again, we need only assume that µ is defined (and positive and real analytic) in a neighborhood of h(I).
(b) The boundary condition (1.9) shows that on the subarc I the conformal pseudo-metric
of the conformal Riemannian metric µ(w) |dw| on R = C under the holomorphic function h : I → C. So "locally" λ(f (z)) |f (z)| |dz| agrees with the conformal pseudo-metric (h * µ)(z) |dz|, which by hypothesis is defined in a neighborhood of I.
(c) In order to compare two conformal Riemannian metrics λ(w) |dw| and µ(w) |dw| on a Riemann surface S it is natural to consider the quotient
which is a well-defined function on S; see Section 2. This motivates the boundary conditions (1.1) and (1.9) in Theorems 1.1 and 1.12, which in this form can easily be extended to analytic maps f from a (bordered) Riemann surface S into a Riemann surface R; see Section 4.1.
1.5. Contents. The plan of the present paper is as follows. In Section 2 we describe the main ingredients we need for our proofs: conformal metrics, Fatou's radial limit theorem and complex ODEs. The proofs themselves are given in Section 3. In a supplementary Section 4, we first state some extensions of Theorem 1.1 and Theorem 1.12 for analytic maps f : D → R, where D is a domain with a free analytic boundary arc or a bordered Riemann surface. We then discuss the method of analytic continuation used in the proof of Theorem 1.1. This is related to the theory of Riccati differential equations in the complex plane.
Preliminaries
We begin with a resumé of results from geometric function theory and ODE theory, which will come into play in Section 3.
2.1. Conformal Riemannian metrics and pseudo-metrics. For completeness and in order to fix the notation we give a rapid review of conformal Riemannian metrics. Details may be found in [1, 11, 17] .
Roughly, a conformal Riemannian metric on a Riemann surface R is a Riemannian metric on R, which is compatible with the conformal structure of R.
is a collection of functions (λ α ) α∈A , where each λ α is a real-valued non-negative function on ϕ α (U α ), with the property
are the local coordinates of the Riemann surface R and
Accordingly, a conformal pseudo-metric is denoted by λ(w) |dw|. For simplicity, we always assume λ(w) |dw| is continuous on R, that means each λ α is a continuous function on ϕ α (U α ). We call a conformal pseudo-metric λ(w) |dw| real analytic in an open set U ⊂ R, if for each local coordinate ϕ α the function λ α is real analytic in ϕ α (U α ∩ U ). Note that λ α (ϕ α (p)) = 0 for one α ∈ A with p ∈ U α implies λ β (ϕ β (p)) = 0 for any local coordinate ϕ β whose domain U β contains the point p, so we can say a pseudo-metric vanishes at a point of the Riemann surface.
Definition 2.2.
A nonvanishing continuous conformal pseudo-metric λ(w) |dw| on a Riemann surface R is called a conformal Riemannian metric or simply a conformal metric.
In general, it makes no sense to speak of the value of a conformal pseudometric λ(w) |dw| at a given point p ∈ R. Note, however, if R is a domain in the complex plane, then we often regard a pseudo-metric λ(w) |dw| as a function λ : R → [0, ∞), i.e. we identify the metric with the function associated with the identity local coordinate. In this case we can speak of the value λ(w) of the pseudometric λ(w) |dw|. On the other hand, if λ(w) |dw| and µ(w) |dw| are two conformal pseudo-metrics on a Riemann surface R, which do not vanish simultaneously, then the transformation rule (2.1) for the functions λ α and µ α shows that the values
do not depend on α, so in this case the quotient of two conformal pseudo-metrics is a well-defined function on R with values in [0, ∞]. Every conformal metric λ(w) |dw| induces a distance on the Riemann surface R in the following way. Let
where the infimum is taken over all locally rectifiable paths γ in R which join the points p ∈ R and q ∈ R. This defines a distance d λ : R × R → R and makes R into a path-metric space in the sense of Gromov [10] . We denote this metric space by (R, λ). The topology of (R, λ) is compatible with the given topology on R. We call a conformal metric λ(w) |dw| on a Riemann surface R complete, if the metric space (R, λ) is complete. In this case, (R, λ) has the following very important property. Proof. Let z 0 and z 1 be two points in C. Then
where the infimum is taken over all (locally rectifiable) paths in C joining z 0 and z 1 . Thus, if {z n } is a Cauchy sequence in (C, λ), then it is also a Cauchy sequence in (C, | · |). Since (C, | · |) is a complete metric space, {z n } converges in (C, | · |) to a point z ∈ C, say. But the topologies of (C, | · |) and (C, λ) are compatible, so {z n } also converges in (C, λ) to z ∈ C. Therefore, (C, λ) is a complete metric space. Now let f : S → R be an analytic map between Riemann surfaces S and R and let λ(w) |dw| be a conformal pseudo-metric on R. Then the pullback
If f is an analytic map from a domain D ⊆ C into a Riemann surface R equipped with a conformal pseudo-metric λ(w) |dw|, then we always regard λ(f (z)) |f (z)| |dz| as a continuous (non-negative) function on D, and we write λ(f (z)) |f (z)|, for short; see Theorem 1.1.
Fatou's theorem.
We also repeatedly need the following half plane version of Fatou's well-known theorem on the boundary behaviour of bounded holomorphic functions. 
has a unique holomorphic solution ϕ(z) defined in some domain U ⊂ D containing the initial point z 0 . This is the statement of the classical existence and uniqueness theorem for complex ordinary differential equations. In this section we consider the initial value problem (2.2) when the initial point z 0 belongs to the boundary of D.
The following lemma deals with the case that D is a rectangle. This will suffice for our purposes.
bounded holomorphic function, and
+ and a uniquely determined function ϕ : U → C with the following properties:
exists for a.e. x ∈ I := (z 0 − ρ, z 0 + ρ) and every w ∈ G; (b) the function x → f (x, w) is essentially bounded and measurable on I for each fixed w ∈ G, and the function w → f (x, w) is holomorphic in G for a.e. x ∈ I; (c) the function ϕ is absolutely continuous on I and
Remark 2.5. The proof of Lemma 2.4 will show that the assertion of Lemma 2.4 holds for every point z 0 ∈ (−r, r) for which the limit exists locally uniformly with respect to w ∈ G.
We are now in a position to prove Lemma 2.4.
Proof of Lemma 2.4. Let z 0 ∈ R ∩ ∂U be a point such that the limit
exists locally uniformly for w ∈ G; cf. Lemma 2.6. We can assume z 0 = 0 and w 0 = 0.
Choose R > 0 with
We fix a ∈ (0, ρ) and denote the segment {it :
has a unique solution ϕ 1 on the interval 0 ≤ y ≤ a with ϕ 1 (a) ∈ G by the standard existence and uniqueness theorem; see, for instance, [5, p. 10] . We now consider the "complex" initial value problem (2.7)
OLIVER ROTH
We claim (2.7) has a unique analytic solution ϕ : U → V . This can be seen as follows. Let U * ⊂ U be a domain with ia ∈ U * such that ϕ is a solution to (2.7) on U * and ϕ(U * ) ⊂ V . Then, by (2.4) and (2.5),
In view of (2.7) and (2.6) we have |ϕ(ia)| = |ϕ 1 (a)| ≤ ca < R/4. Thus
Consequently, the solution ϕ : U * → V has an analytic continuation to all of U . Since ϕ(U ) ⊂ V , it follows from (2.7) that |ϕ (z)| ≤ c for all z ∈ U . Therefore, ϕ has a continuous extension to U , which we also denote by ϕ for simplicity.
We next show ϕ(0) = 0. Observe that ϕ 2 (y) := ϕ(iy), 0 < y ≤ a, is a solution of the initial value problem In view of
for fixed x, x 0 ∈ I and all y > 0 sufficiently small, we thus conclude
by the dominated convergence theorem. This proves (c) and (d) and completes the proof of Lemma 2.4.
Proofs
We are now prepared to prove Theorem 1.1, Theorem 1.10, Proposition 1.11 and Theorem 1.12. But before we do so, we introduce the following notation. The open disk of radius r > 0 about z 0 ∈ C will be denoted by K r (z 0 ). Also, K (a) If λ(w) |dw| is complete and
then f has a continuous extension f : 
for some constant M > 0, extends continuously to a map f : Ω → R.
Proof. Take two points z 1 and z 2 in Ω and let γ be an arc in Ω joining z 1 and z 2 of euclidean length l(γ) ≤ K|z 1 − z 2 |. Then f • γ is a (locally rectifiable) curve in R joining f (z 1 ) and f (z 2 ), and we obtain the following uniform bound for the 
Proof. We begin by translating the boundary condition (3.3) into a non-linear ordinary differential equation for the boundary function f : I → C.
Choose a number r ∈ (0, δ) such that h(z) is holomorphic in a neighborhood of the square S := (−r, r) × (−r, r) ⊂ K δ (0) and such that
in S ∩ H. We may assume µ(f (z)) is a well-defined continuous function in the upper half S + := (−r, r) × (0, r) of S and bounded below by a positive constant. Since |h (z)| is bounded above in S, we see from (3.4) that f (z) and h (z)/f (z) are bounded holomorphic functions in S ∩ H. By Fatou's theorem (Theorem 2.3), the vertical limits
exist for almost every x ∈ (−r, r). Moreover, f (x) and h (x)/f (x) are L ∞ -functions on the interval (−r, r), and f : (−r, r) → C is absolutely continuous
almost everywhere on (−r, r). Thus the boundary condition (3.3) can be written in the form
for almost every x ∈ (−r, r). We note that the functions
are continuous on the interval [0, r) for almost every x ∈ (−r, r). Without loss of generality, we may assume the limits in (3.5) exist for x = 0, so
is continuous on [0, r). Finally, since 1/µ 2 is real analytic in a neighborhood of w 0 = ξ 0 + iη 0 := f (0) with ξ 0 , η 0 ∈ R, it has a holomorphic extension Φ to the set
2 for some ρ > 0, and
for ξ ∈ K ρ (ξ 0 ) ∩ R and η ∈ K ρ (η 0 ) ∩ R. Now our boundary condition takes the form
for almost every x ∈ (−r, r), if r > 0 is sufficiently small.
Next, let us assume for a moment f does have an analytic continuation F to the square S. We may suppose 1 2
and F (z)/h (z) = 0 in S. Then (3.3) yields
By the identity principle, the last identity holds for all z ∈ S. In other words, the function g(z) := F (z) is a solution of the complex ordinary differential equation
in S, and
This reasoning is reversible. If we can find a continuous function g on S + = (−r, r) × [0, r), which is a holomorphic solution of the differential equation (3.7) in (−r, r) × (0, r) and satisfies (3.8), then the function
is continuous on S and analytic in S \ (−r, r). Thus, by the continuity principle ([6, p. 13]), F is the analytic continuation of f across (−r, r) to the square S which we have been looking for.
We are now going to construct the function g : S + → C. Note that g must be a solution of the ordinary differential equation (3.7) and g(0) = f (0). Thus we are led to consider the complex differential equation
with initial condition (3.10)
on the boundary 0 ∈ ∂S + . For sufficiently small r > 0 the right-hand side of the differential equation (3.9),
is defined for (z, w) ∈ S + × V , where V ⊆ C is a disk about f (0). Moreover, the functionf : S + × V → C is a bounded holomorphic function and the limit (x, g(x) ) for a.e. x ∈ (−r, r) .
But the function x → f (x) is an absolutely continuous solution of the same differential equation; see (3.6), and g(0) = f (0). Now
is continuous on (−r, r) × [0, r) × V and continuously differentiable there with respect to w. In particular,f is locally Lipschitz with respect to w on (−r, r) × V . Thus the standard uniqueness theorem for solutions of ODEs implies g(x) = f (x) for all x ∈ (−r, r). This completes the proof of Lemma 3.4.
The following lemma generalizes Lemma 3.4 to analytic maps f : H → R, where R is a Riemann surface, which carries a conformal metric λ(w) |dw|.
Lemma 3.5. Let I = (−δ, δ) be an open interval with δ > 0, let R be a Riemann surface, let h : I → C be a holomorphic function and let f : H ∪ (−δ, δ) → R be a continuous map, which is analytic in H. Finally, let λ(w) |dw| be a conformal metric on R, which is real analytic in a neighborhood of f (I). If
Proof. Let X be the universal covering surface of R and let π : X → R be an analytic universal cover projection. Thus
Note that the pullback µ = π * λ of the conformal metric λ(w) |dw| under π : X → R to the universal covering surface X is a real analytic function on π −1 (f (I)). Fix η 0 ∈ X with π(η 0 ) = f (0). Then there exists a unique continuous lift
If X = D or X = C, then we can apply Lemma 3.4 directly and conclude g has an analytic continuation G to a disk K r (0) with r ∈ (0, δ). Also G(K r (0)) ⊆ X by choosing r > 0 sufficiently small. Thus C, µ) . In the first case we deduce as above that g and therefore also f has an analytic continuation F : H ∪ K r (0) → R. In the second case, we consider the holomorphic function 1/g(z) and the pullbackμ = T * µ of the metric µ(w) |dw| under the inversion T (w) = 1/w. Then from the transition relatioñ
we can conclude as before that 1/g has an analytic continuation to a disk K r (0). Thus g has a meromorphic continuation to K r (0) and f has an analytic continuation also in this case.
Proof of Theorem 3.1. We prove (a) and (b) simultaneously. Fix a point ξ 0 ∈ I and a number ρ > 0 such that
We are now in a position to apply Lemma 3.
Thus f extends to a continuous map from D ∪ I to R. Next consider the conformal map
→ R is a continuous map, which is analytic in H. Note h • T is analytic in a neighborhood of (−δ, δ) and
By Lemma 3.5,f has an analytic continuationF : 
If the conformal metric λ(w) |dw| has constant Gaussian curvature k, then a function h(z) satisfying (3.12) can be found more or less explicitly. It therefore seems to be advisable to prove Theorem 3.6 first in this special case. Recall that the Gaussian curvature κ λ of the conformal metric λ(w) |dw| is given in local coordinates by
where ∆ is the Laplace-Beltrami operator
Proof of Theorem 3.6. (For metrics of constant Gaussian curvature k.)
We may assume k ∈ {−4, 0, 4}. Let X = D, C or P be the universal covering surface of R and let π : X → R be an analytic universal cover projection. Then f lifts to a non-constant analytic map g : Ω → X with π • g = f . Since µ = π * λ is a conformal metric of constant Gaussian curvature k ∈ {−4, 0, +4} on the simply connected set X, we can apply a classical result due to Liouville (see [16, 15, 21] ) which guarantees that there exists a locally univalent function ϕ : X → Y such that
Next consider the holomorphic (or meromorphic) function Ψ := ϕ • g : Ω → Y . Since Ψ : Ω → Y is a non-constant analytic map, there exists a simply connected domain U with I ⊂ U ⊂ Ω, which is symmetric 3 about I, and such that Ψ is a locally univalent holomorphic function in U \ I. Thus we can define a holomorphic function h : U → C by means of the formula
Now it easily follows that
or, in other 'words',
Now, we turn to the proof of Theorem 3.6 for general conformal metrics λ(w) |dw|.
Proof of Theorem 3.6. Let X = D, C or P be the universal covering surface of R and let π : X → R be an analytic universal covering map. The non-constant analytic map f lifts to a non-constant meromorphic function g : Ω → X with π • g = f . Moreover, the pullback µ(v) |dv| = (π * λ)(v) |dv| of the real analytic metric λ(w) |dw| to X under w = π(v) is a conformal metric on the covering surface X, which is real analytic in a neighborhood of g(I). If X = D or X = C, then we identify the metric µ(v) |dv| with the function µ 0 : X → R associated with the local coordinate ϕ 0 (v) = v. If X = P, the Riemann sphere, then ϕ ∞ (v) = 1/v is a local parameter from P \ {0} onto C, and ϕ 0 (v) = v is a local coordinate from C onto C. Also, we may assume µ(v) |dv| is given by the family (µ ∞ , µ 0 ) of positive functions µ ∞ : C → R and µ 0 : C → R, which are related by the transition rule
Since g : Ω → X is a non-constant analytic map, there exists a simply connected domain U with I ⊂ U ⊂ Ω, which is symmetric about I, and such that g is a locally univalent holomorphic function in U \ I. In particular, g has its poles in U only on I. Consequently, the function g (z)g (1/z) is a meromorphic function in U , which has zeros and poles only on the arc I. These zeros and poles are therefore of even order. Thus we can define a meromorphic square root
In the next step we are going to construct for each ξ ∈ I a holomorphic function
Shrinking the disks K r(ξ) (ξ), if necessary, we may assume
is a simply connected domain and
for all ξ 0 , ξ 1 ∈ I. Thus the locally defined holomorphic functions h ξ , ξ ∈ I, can be patched together along I to a holomorphic function h : V → C, which satisfies the boundary condition (3.12). We begin with the local construction of the holomorphic function h(z). Fix a point ξ ∈ I and let v = g(ξ) ∈ X. We have to distinguish the cases v = ∞ and v = ∞. In the first case v = ∞, let ζ = Re v and η = Im v. Since µ 0 is real analytic in a neighborhood of (ζ, η) ∈ R 2 it has a holomorphic extension Φ ξ to the set
Clearly,
then we define h ξ in a similar way but using µ ∞ instead of µ 0 . Here are the details. Since µ ∞ is real analytic in a neighborhood of (0, 0) ∈ R 2 , it has a holomorphic extension Φ ∞ to the set
for all z ∈ K r (ξ) ⊂ U for some r = r(ξ) > 0. Also, we may assume by shrinking r > 0, if necessary, that g has a pole in K r (ξ) only at the point ξ. Further note
,
We have thus constructed for each ξ ∈ I a holomorphic function h ξ : K r(ξ) (ξ) → C, which satisfies the boundary condition (3.14) . Shrinking the disks K r(ξ) (ξ), if necessary, we may assume
The following four cases can occur:
We only consider (I) and (II). The cases (III) and (IV) can be handled analogously.
(I) Let ζ 0 = Re g(ξ 0 ), η 0 = Im g(ξ 0 ), and ζ 1 = Re g(ξ 1 ), η 1 = Im g(ξ 1 ). As we have seen above µ 0 has a holomorphic extension Φ ξ 0 to the set
To prove (i) observe that for g(z) = ζ + iη with z ∈ W ∩ I, which is a non-empty set by construction, we have
To prove (ii) note that
for z ∈ W in view of (3.15), we obtain
for every z ∈ W . We finally consider the case (II) and let ζ 1 = Re g(ξ 1 ) and
Also note that µ 0 and µ ∞ are related by (3.13). Let
To prove (i) let z ∈ W ∩ I and g(z) = ζ + iη. Then, in view of (3.15) , it is easy to see (ζ, η) ∈ U 1 , and also
and
Thus by (ii)
We can thus define a holomorphic function h on the simply connected domain
which by construction satisfies the condition (3.12).
3.3. Proof of Theorem 1.10. We already know that f has a continuous extension to D, which we also denote by f . Thus Φ(f (z)) ≥ ε on |z| = 1 for some constant ε > 0. Also, the function
is positive and continuous on C, and real analytic in a neighborhood of f (I). Moreover,
in view of (1.7). Thus we can apply Theorem 3.1(b) with h(z) ≡ z and conclude that f has an analytic continuation across I. is well defined and real analytic in the disk |w| ≤ r for some r ∈ (1, ρ) and λ(w) ≥ δ > 0 there. We can extend λ(w) to a C ∞ function on all of C, which is still bounded from below by a positive constant; also call this extension λ(w). Then λ(w) |dw| is a complete conformal Riemannian metric on the complex plane, which is real analytic in a neighborhood of D. Moreover,
by (1.8). Thus Theorem 3.1 is applicable and shows that F has a holomorphic extension to a neighborhood of D. 
We can now state the following local extension of Theorem 1.12. 
then f can be continued analytically across any compact subset J of I with f (J) ⊂ R.
Proof. Let ξ 0 ∈ J and let z = Ψ(ζ) be a conformal map from D onto a neighborhood
It follows (see the proof of Theorem 1.12) that g has an analytic continuation G to the disk K r (0) for some r > 0 such that
form an open cover of the compact set J. It is thus possible to extract a finite subcover V 1 , . . . , V n with corresponding analytic extension F j : D ∪ V j → R of f . Without loss of generality 4 we may assume
We also have a global extension of Theorem 1.1. 
We are now in a position to apply the 'if' part of Theorem 1.1, which implies that f 1 can be continued analytically across I 1 to an analytic map F 1 from a neighborhood
If, on the other hand, f has an analytic continuation F : U → R to some neighborhood U ⊂ Ω of I, then f 1 has the analytic continuation Proof. Let ξ 0 be a point on the border Γ. It suffices to show there is a neighborhood W ⊆ S ∪ S * of ξ 0 and an analytic continuation F of f to W . Let Y be the universal covering surface of S ∪ S * and let π : Y → S ∪ S * be an analytic universal cover projection. Choose a point z 0 ∈ Y over ξ 0 , let U ⊆ S ∪ S * be a neighborhood of ξ 0 , and let V ⊆ Y be a neighborhood of z 0 such that π is a conformal map from V onto U . We may assume V ⊂ C. Now, let U α ∪ U * α be a parameter neighborhood of ξ 0 and letφ α be a local parameter on U α ∪ U * α . We may choose U so small that U ⊂ U α ∪ U * α , h is defined and holomorphic in U , andφ α maps U onto the disk K r (0) withφ α (ξ 0 ) = 0 andφ Proof. Let ξ 0 ∈ Γ and let U ⊂ S ∪ S * be a simply connected neighborhood of ξ 0 such that h is defined and analytic in U . Also, let X be the universal covering surface of Q and let τ : X → Q be an analytic universal cover projection. Choose a point η 0 ∈ X over h(ξ 0 ) and note that we may assume η 0 = ∞. Then 
