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Abstract
Measuring the transmission matrix for microwave radiation propagating through random
waveguides: fundamentals and applications
by
Zhou Shi
Adviser: Professor Azriel Z. Genack
This thesis describes the measurement and analysis of the transmission matrix (TM) for mi-
crowave radiation propagating through multichannel random waveguides in the crossover to
Anderson localization. Eigenvalues of the transmission matrix and the associated eigenchan-
nels are obtained via a singular value decomposition of the TM. The sum of the transmission
eigenvalues yields the transmittance T, which is the classical analog of the dimensionless con-
ductance g . The dimensionless conductance g is the electronic conductance in units of the
quantum conductance, G/(e2/h).
For diffusive waves g > 1, approximately g transmission eigenchannels contribute appre-
ciably to the transmittance T. In contrast, for localized waves with g < 1, T is dominated by
the highest transmission eigenvalue, τ1. For localized waves, the inverse of the localization
lengths of different eigenchannels are found to be equally spaced.
Measurement of the TM allows us to explore the statistics of the transmittance T. A
one-sided log-normal distribution of T is found for a random ensemble with g = 0.37 and
explained using an intuitive Coulomb gas model for the transmission eigenvalues. Single
parameter scaling (SPS) predicted for one dimension random system is approached in mul-
tichannel systems once T is dominated by a single transmission eigenchannel.
In addition to the statistics of the TM for ensembles of random samples, we investigated
the statistics of a single TM. The statistics within a large single TM are found to depend
upon a single parameter, the eigenchannel participation number, M ≡ (∑Nn τn)2/∑Nn τ 2n.
The variance of the total transmission normalized by its averaging in the TM is equal to M−1.
We found universal fluctuation of M , reminiscent of the well known universal conductance
fluctuations for diffusive waves.
We demonstrate focusing of steady state and pulse transmission through a random
medium via phase conjugation of the TM. The contrast between the focus and the back-
vground is determined by M and the size of the transmission matrix N . The spatio-temporal
profile of focused radiation in the diffusive limit is shown to be the square of the field-field
correlation function in space and time.
We determine the density of states (DOS) of a disordered medium from the dynamics
of transmission eigenchannels and from the quasi-normal modes of the medium for localized
samples. The intensity profile of each eigenchannel within the random media is closely linked
to the dynamics of transmission eigenchannels and an analytical expression for intensity
profile of each of the eigenchannel based on numerical simulation was provided.
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1Chapter 1
Introduction
1.1 General introduction
Waves play a central role in our daily lives. Classical waves, such as acoustic, ultra
sound and electromagnetic waves are the means by which we probe and image our living
environment and communicate with each other. Quantum waves, such as electron waves
and matter waves, are responsible for information storage and stability of solids. Therefore,
the study of wave propagation through diverse media, natural and man-made, simple and
complex, has always been an important topic in the physics realm because of its fundamental
and applied interest. In this thesis, we study classical waves propagation in complex media,
in which the waves undergo multiple scattering before escaping from the media.
Multiple scattering of waves is a common phenomenon occurring in our surroundings.
For example, sunlight is multiply scattered by clouds on a rainy day [1]. Another case is the
appearance of an intensity pattern consisting of bright and dark spots when a laser pointer
is passed through a scotch tape. The intensity pattern is due to the interference between
2scattered waves and is referred as speckle pattern [2]. Because of the fluctuation of intensity
within a speckle pattern, a single measurement of the intensity at a speckle spot is rather
accidental and only minimum information regarding the media could be obtained. For this
reason, the behavior of nature of scattering in a complex medium is usually characterized
in a statistical manner in which measurements are made over a random ensemble of sample
realizations.
In the weak scattering limit in which the interference effects are negligible, transport of
wave through random media is well described by the classical particle diffusion theory. The
average of the spatial and temporal intensity over a random ensemble therefore follows the
diffusion equation [3–5],
∂I(r, t)
∂t
−D2I(r, t) + 1
τa
I(r, t) = Q(r, t) (1.1)
where I(r, t) is the intensity, τa is the absorption time, D is the diffusion coefficient and
Q(r, t) is the source term. When the scattering becomes stronger, the probability of a wave
returning to the same coherence volume after a random sequence of scattering events and
form a closed loop increases. With the presence of time reversal symmetry, there exists an
identical closed loop in the “time-reversed” sense. This is sketched in Fig. 1-1. Due to
constructive interference, the probability of a wave returning to the same coherent volume
is twice of the value when the interference is absent. This could be readily observed in the
enhanced backscattering of light from the surface of random media, where the peak in the
ensemble average of retroreflection is twice of the background [6–8]. Coherent backscattering
is also known as weak localization effect and results in suppression of the transport through
random media below the level of incoherent diffusion. As the strength of scattering increases,
3A
Figure 1.1: Weak localization effect. Interference between a closed wave path and its time-
reversed path leads to a higher probability of wave returning to position A.
the return probability to the coherent volume grows. When the return probability is close
to unity, wave becomes exponentially localized within the media and diffusion ceases. This
is known as Anderson localization [9], which we will discuss in the following section.
1.2 Anderson localization
1.2.1 Localization of electron in disordered conductors
In 1958, Anderson [9] proposed that beyond a certain threshold in disorder the electron
wave function within a material becomes exponentially peaked and a good conductor becomes
an insulator. Subsequently, Thouless [10, 11] showed that the ratio of the average energy level
width to the spacing of energy levels of the sample, δ = δE
∆E
, appears to be a natural parameter
to characterize localization of electrons in disordered lattices. The energy levels are quasi-
normal modes in open systems and are often referred to as modes. The Thouless number
4δ is a measure of the sensitivity of energy level to the changes at the sample boundaries.
When an electron eigenstate is localized exponentially within the sample, it is insensitive to
the changes happening at the boundary since it is only weakly coupled to the surroundings.
The lifetime of that eigenstate is therefore long and its corresponding level width is narrow,
δE < ∆E. On the other hand, for an extended eigenstate, the coupling to surroundings
is strong and electron readily escapes from the sample and its lifetime is short and the
associated level width is large, δE > ∆E. Thus, the metal-insulator transition occurs at
δ = 1.
A further step was taken by Thouless, when he argued that δ is linearly related to the
dimensionless conductance g = G
e2/~ [11]. G is the electronic conductance; e is the electron
charge and ~ is the Plank constant. Therefore, the threshold for Anderson localization lies at
g = 1. This is important since in many circumstances, δ is not experimentally available while
G can be readily measured. Shortly afterwards, a scaling approach to Anderson localization
was developed by Abrahams, Anderson, Licciardello, and Ramakrishnan, in which the di-
mensionless conductance g is considered as the single parameter that controls the behavior
of g as a function of system size L [12]. For diffusive conductors, an Ohmic scaling law is
valid, g = σLd−2, where σ is the conductivity and d is the dimensionality of the sample.
When localization occurs, the dimensionless conductance g decreases exponentially with L,
g(L) ∼ e−L/ξ, where ξ is the localization length. The scaling theory shows that in disordered
2D systems, all electron eigenstates are weakly localized. While in 1D disordered systems,
it is rigorously proved that all eigenstates are localized no matter how weak the disorder is.
It is also shown that in 3D disordered systems,a metal-insulator transition exists.
51.2.2 Localization of classical waves in random media
It was later realized that the Anderson localization is ultimately a wave phenomenon,
in which wave interference is the key ingredient. Therefore, Anderson localization can be
realized for classical waves in random media. In 1987, John [13] proposed that photons
can be localized by introducing disorder in a structure with periodic alternating refractive
index. Compared with localization of electrons in disordered conductors, the advantage
of studying Anderson localization of photons is the fact that temporal phase coherence is
preserved when photons are scattered by static disorder. In electronic systems, to suppress
the electron-phonon scattering, the sample has to be cooled down below 1K so that the
electron wave is temporally coherent throughout the entire sample [14, 15]. In addition,
since photons are bosons, there is no mutual interaction, while the Coulomb interaction
between electrons is inevitable. This makes the transport of photons in random media an
ideal model for observing pure Anderson localization without any ambiguity.
By Landauer-Fisher-Lee relation [16, 17], average of the transmittance T over random
ensemble collections of samples is equal to the dimensionless conductance g, 〈T 〉 = g. The
optical transmittance T is obtained by summing over all possible pairs of transmission co-
efficients from incoming channels a to outgoing channels b, T =
∑N
a,b=1 |t2ba|, where N is the
number of channels allowed in the systems. Squaring the field transmission coefficient tba
will give the intensity transmitted from incident channel a to outgoing channel b. These
channels can be independent points on the front and back of the sample. In optics, it can
also refer to different illumination and detection angles of light radiation. Besides the optical
transmittance T , we could also measure and study the intensity Tba = |t2ba| and the total
6transmission Ta =
∑N
b=1 Tba for transport of classical wave through random media. A general
picture of measurable quantity for wave scattering in random media is shown in Fig. 1-2.
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Tba=|tba|2
Ta=     TbaΣb=1
N
T =      TaΣa=1
N
Figure 1.2: Sketch of three transmission quantities: transmission Tba, total transmission Ta
and transmittance T .
The direct way to claim photon localization will be the observation of the exponentially
decay of the intensity profile inside the random media [18]. Nevertheless, this is in general
not possible in experiments for high dimension disordered media, especially for 3D systems.
An indirect evidence for photon localization is the exponentially decay of transmittance T
with respect to the increase of sample length L, T (L) ∼ e−L/ξ, which is based on the scaling
theory of Anderson localization. This approach is compromised when there is loss inside the
random media, since absorption will also cause the exponential decay of transmission [19, 20].
Furthermore, impact of absorption itself actually suppresses the Anderson localization. This
7is easy to understand since the partial waves with longer trajectories inside the random
medium will have better chances to visit the same coherence volume and interfere with
themselves which lead to localization. But the probability of obtaining partial waves with
trajectories greater than the absorption length La is greatly reduced by the absorption. To
overcome the ambiguity of photon localization raised by absorption, a statistical approach
to photon localization in random media was developed, in which the large fluctuation of
transmission was considered as a signature of approaching photon localization [21]. For
localized waves, the mode is spectrally isolated, so the transmission is largely due to coupling
to a single mode or few modes with similar output speckle patterns. Thus, the transmission
varies dramatically when tuning the energy on and off resonance with certain mode. On the
other hand, because of the spectrally overlap of modes for diffusive waves, the wave is always
on resonance with several modes. Therefore, the transmission spectrum will be smooth and
the fluctuation low. Hence, though the average of transmission which is severely attenuated
by absorption, the fluctuation of transmission is less sensitive to absorption.
The probability distribution of the total transmission normalized by its ensemble average,
sa = Ta/〈Ta〉, for a diffusive non-absorbing medium has been calculated by Nieuwenhuizen
and van Romssum [23] with diagrammatic method and by Kogan and Kaveh [24] via random
matrix theory. Assuming the density of eigenvalues of transmission matrix follows a bimodal
distribution, they showed that the probability distribution of sa is:
P (sa) =
1
2pii
i∞∫
−i∞
exp(qsa)F (q/g)dq
F (q) = exp(−g log2(
√
1 + q +
√
q)) (1.2)
This yields the relation between the fluctuation of normalized total transmission and the
8dimensionless conductance g, var(sa) =
2
3g
. We may use a new parameter g′ = 2
3var(sa)
as
an indicator for approaching Anderson localization [21], where the threshold is at g′ = 1,
corresponding to var(sa) =
2
3
. We will refer to g′ as the statistical conductance. Once the
field within the speckle pattern is normalized by the square root of the average value of
the intensity within the speckle pattern, it is a complex Gaussian random variable over the
entire random ensemble. This gives the Rayleigh distribution for the normalized intensity in
a given speckle pattern [2, 22, 23]. Combined with Equation 1.2, the probability distribution
of transmission relative to its ensemble average, sba = Tba/〈Tba〉 can be given as:
P (sba) =
∞∫
0
P (sa)
exp(−sba/sa)
sa
dsa (1.3)
This corresponds to the relationship between the moments of sa and sba,
〈snba〉 = n!〈sna〉 (1.4)
and allows us to expressed the statistical conductance in terms of the fluctuation of intensity
over the random ensemble, g′ = 3
4
[var(sba) − 1]. The key point here is that in some experi-
ments, total transmission cannot be measured but transmission could always be determined.
Localization of classical wave has been observed in 1D, 2D and Quasi-1D random media
for microwave and light radiation [21, 24–27]. It has been a long route to experimentally
realize localization of classical waves in 3D random media. In an unbounded 3D system,
the probability of returning to the same coherent volume is low. To achieve localization,
the scattering has to be strong so that the scattering mean free path is comparable with
the wavelength, which is the Ioffe-Regel criterion for 3D localization, k` = 1 [28]. Recently,
Hu et. al., [29] reported localization of ultrasound in 3D random networks of aluminum
9beads brazed together, where the statistical conductance is found to be 0.8, just beyond the
localization threshold.
1.3 Random matrix theory of wave transport in ran-
dom media
Localization of wave in disordered media is the consequence of interference of different
partial waves. Even for diffusive waves g  1, the wave interference leads to many strik-
ing phenomena, one of which is the universal conductance fluctuation (UCF) in disordered
conductors [30–32]. Naively speaking, one would expect that the variance of conductance
increases with its mean value. However, measurements made in small metal wires and rings
in low temperature uncovered an unusual fluctuations of conductance as a function of ex-
ternal magnetic field. It was observed that the variance of conductance is of order of unity,
independent of the sample length or the strength of applied magnetic field [30]. The experi-
mental finding was first explained by Altshuler [31], Lee and Stone [32] with a diagrammatic
theory. Subsequently, Imry [33] argued that wave transport through random media can be
modeled by a large random transmission matrix and the rigidity of the eigenvalues of the
random transmission matrix is the source of UCF.
Random matrix theory (RMT) was developed into a powerful mathematical tool in the
1960s, notably by Wigner, Dyson and Mehta [34–36]. The original motivation was to un-
derstand the neutron scattering cross section from heavy nuclei which was related to the
energy levels and level spacing of these nuclei. It is conjectured that the statistics of com-
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plex system are determined by the statistics of the eigenvalues of large random matrices.
RMT is concerned with the following question: with a given large matrix whose elements
are random variables with given probability laws, what is the probability distribution of
its eigenvalues. The correlation functions of eigenvalues are derived from the probability
distribution of the matrices. From the correlation functions one then computes the physical
properties of the system. RMT was able to describe the characteristic feature of energy
level statistics measured in experiments. In 1984, Bohigas [37] conjectured that RMT can
be applied to explain the universal behavior of level statistics in chaotic quantum spectra, in
which the chaotic system can be considered as a large random Hamiltonian matrix. In open
systems, the Hamiltonian is replaced with a scattering matrix. The universality of wave
propagation through disordered media may therefore as well be explained by statistics of a
random scattering matrix as proposed by Imry.
The scattering matrix represents the solution of the Schrodinger equation for a sample
that is connected to semi-infinite leads. In Fig. 1-3, a disordered sample in which the wave
is temporally coherent is connected to two ideal leads. Inside the leads, the wave can be
E+ E
E- E+
0 L
a b
ba
-
S
Figure 1.3: Disordered media can be considered as a large random scattering matrix that
connects the electric field in the two sample leads.
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written as a sum of incoming and outgoing propagating waves and evanescent waves. Far
from the sample, only the propagating waves survive. The solution of Schrodingers equation
provides a linear relation between incoming and outgoing waves, which we write as:
E−a
E+b
 = S
E+a
E−b
 (1.5)
where symbols a and b label the channels in the left and right leads, respectively. The plus
(minus) sign identifies incoming (outgoing) waves as indicated in the sketch. The scattering
matrix can be written in terms of four sub-matrices as,
S =
r t′
t r′
 (1.6)
in which each sub-matrix is a N × N random matrix. Flux conservation requires the S
is a unitary matrix, SS† = I. A direct consequence of unitarity of S is that matrices
tt†, t′t′†, I− rr′ and I− r′r′† share the same set of eigenvalues τn. The scattering matrix may
be expressed in terms of the transmission eigenvalues τn via a polar decomposition [38],
S =
U 0
0 V

−
√
1− τ √τ
√
τ
√
1− τ

U ′ 0
0 V ′
 (1.7)
Here, U,U ′, V and V ′ are N × N unitary matrices and τ is a diagonal matrix with trans-
mission eigenvalues along its main diagonal. Depending on the entries of the matrices, the
random scattering matrices fall into three different ensembles. If the elements are real, the
12
random ensemble is called Gaussian orthogonal ensemble. In case of complex elements or
real quaternion, it is called Gaussian unitary ensemble and Gaussian symplectic ensemble,
respectively. The joint probability distribution of the transmission eigenvalues τn can be
found from the Jacobian between the volume elements dS on one hand and dU, dV, dU ′, dV ′
and
∏N
n=1 dτn on the other hand,
dS = dUdV dU ′dV ′
N∏
m<n=1
|τm − τn|β
N∏
n=1
τ−1+β/2n dτn (1.8)
where the index β takes the value of 1,2 or 4 for Gaussian orthogonal, unitary and symplectic
ensembles. Here, it is worth noting that the probability of having two eigenvalues close
to each other is low, mimicking the repulsion between energy levels. The dimensionless
conductance g can be expressed in terms of the transmission eigenvalues, g =
∑N
n=1 τn. It is
precisely that the repulsion between transmission eigenvalues for diffusive waves which gives
rise to UCF [33].
1.4 Outline
In this thesis, we will discuss the measurement of transmission matrix for microwave
propagation through random waveguides and explore the statistics of transmission on the
Anderson localization from the perspective of transmission eigenvalues. In addition, the
application of transmission matrix, such as focusing monochromatic and pulse transmission
through multiply scattering samples will be considered. This thesis consists of 8 chapters.
In the introductory chapter, it has been shown that interference plays a central role in un-
derstanding of transport of wave through disordered media. We also briefly reviewed the
theory of random matrices, which is the approach we will take to describe wave scatter-
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ing in random systems. In Chapter 2, we will discuss the measurement of transmission
matrix for microwave radiation propagation through random waveguides in great details.
Then the statistics of transmission eigenvalues on the Anderson localization transition will
be discussed in Chapter 3. We will show that there exists some eigenchannel through which
nearly 100% radiation energy could be transmitted. This is yet another novel consequence
of wave interference. Once taking the wave interaction at the surface of the random media,
we could determine the value of bare conductance for localized waves which is the value of g
as if the interference were turned off. In Chapter 4, the transmission statistics within single
random samples instead of random ensembles will be discussed and we will introduce a new
statistical parameter M , which is the participation number of the transmission eigenvalues.
The statistics of transmission within a large transmission matrix depends only on the value
of M and the value of T serves as an overall normalization. After that, in Chapter 5, we
present the distribution of transmittance, known as “optical” conductance, on the localiza-
tion transition. A highly asymmetric distribution of logarithm of transmittance observed
just beyond the localization threshold as well as the universal fluctuation of transmittance
found for diffusive samples will be explained in terms of an intuitive Coulomb charge model
for the transmission eigenvalues. In Chapter 6, a review of the method developed in the
field of focusing transmission and imaging through random media will be presented. The
focusing parameters such as the resolution and contrast will be related to the property of
the random systems. The determination of density of states of a disordered medium and the
intensity profiles for each eigenchannel will be discussed in Chapter 7. We will summarize
our findings in Chapter 8.
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Chapter 2
Measuring the transmission matrix
for microwave propagating through
random waveguides
2.1 Introduction
No matter how complicated it is, a closed system can be well characterized by its Hamil-
tonian, giving its energy levels and associated wave functions. Open systems are described
analogously by their scattering matrix, which provides the system response to the incoming
excitation. For instance, the scattering matrix gives the transmission coefficient tba and re-
flection coefficients rba for excitation in “channel” a and detection in “channel” b. In this
chapter, we will introduce an experiment for measuring the microwave transmission matrix
t of random waveguides. The transmission matrix is part of the scattering matrix, which
encompasses all transmission information regarding the random system.
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2.2 Measurement of transmission matrix
2.2.1 Samples and experimental setup
Vector Network
     Analyzer Amplifier
Computer
Figure 2.1: Sketch of experimental setup. Collections of alumina spheres embedded in
Styrofoam spheres are randomly positioned inside a copper waveguide.
The random sample is a copper tube of diameter 7.3 cm filled with randomly positioned
99.95% alumina spheres of diameter 0.95 cm and refractive index 3.14 embedded in Styrofoam
spheres of diameter 1.9 cm and refractive index 1.04 to achieve an alumina filling fraction
of 0.068. The tube was 99.999% copper to reduce losses in reflection. The dimensionality
of the sample can be considered as quasi-one-dimension since the sample length is usually
much greater than its transverse dimension, L W . The reflecting boundary prevents wave
escaping from the sides of sample and therefore greatly increases the probability of wave re-
turning to its coherent volume. Meanwhile, the number of allowed propagation modes is
reduced to the number of waveguides modes supported in the transverse dimension of the
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sample. This allows us to obtain samples with low values of g and study the phenomenon of
Anderson localization. We now refer the direction of axis of the sample tube as z-direction
and input and output surface as x-y plane. Polarized microwave radiation is produced by
a wired dipole antenna connected to a vector network analyzer where the polarization is
determined by the orientation of the antenna. The transmitted electric field coefficient is
picked up by a 4-mm long wire antenna. Both antennas are mounted on a two-dimension
translation state so that they can move freely on the input and output surface. The sketch
of experimental setup is shown in Fig. 2.1. Spectra of transmission are measured in two
frequency ranges 10-10.24 GHz and 14.7-14.94 GHz in which the wave is localized and dif-
fusive, respectively [39]. The number of propagation waveguide modes N can be estimated
as N = Ak
2
2pi
, where A is the area of the transverse dimension and k is the wave vector in
vacuum. This gives N ∼ 30 and 66 in the low and high frequency ranges, in agreement
with direct calculation of number of propagation waveguide modes. The wave is localized
6 8 10 12 14 16 18 20
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ca
Figure 2.2: Scattering efficient for a sphere with diameter 0.95 cm and refractive index
n = 3.14 over a broad frequency range.
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in the lower frequency range because scattering is strong since the frequency range is close
to the first Mie resonance of the individual alumina sphere [40]. In Fig. 2.2, a spectrum
of scattering efficients for a single sphere over a broad frequency range is presented. Since
photons are scattered by collections of alumina spheres instead of individual spheres, the
window of photon localization is shifted from the first Mie resonance of the alumina sphere.
2.2.2 Removing the impact of absorption from the measured spec-
trum
In order to reveal the true statistics of transmission through random systems without
absorption, we compensate for the affect of the loss due to absorption. Here, we will employ
two different approaches for removing the impact of absorption and show that they are in
excellent agreement. In the first approach, the measured spectrum of field transmission
coefficient Eba(ν) is multiplied by a Gaussian field, E(ν) = exp(− (ν−ν0)22σ2 ) centered at ν0 and
Fourier transformed into the time domain to give response to an incident Gaussian pulse,
Eba(t) [21]. Then the time-dependent electric field is multiplied by an exponential function
exp(t/2τa) to compensate for the loss due to absorption in the sample, where τa is the
absorption rate. τa can be found by fitting the field-field correlation function with respect to
frequency shift or to the photon time of flight distribution [41–43]. The compensated Eba(t)
is then Fourier transformed back to frequency domain and divided by the incident Gaussian
field to give the electric field at the frequency point Eba(ν0). By sweeping the carrier central
frequency of the incident pulse, we can obtain the spectrum of Eba(ν). In order to avoid the
edge of the measured spectrum, we only take values of ν0 from νi+3σ to νf −3σ, in which νi
18
and νf are the starting and ending frequency points in the measured spectrum, respectively.
We found that the correction process is not sensitive to the width of the incident Gaussian
field, provided that it is greater than the field-field correlation length in frequency. This
method is tested in 1D simulation for wave propagation through a periodic structure of
binary elements with two defects placed with equal distance from the center of the otherwise
periodic structure. The sample is composed of periodically distributed 100-nm thick binary
elements with refractive indices of n = 1 and 1.55 and defects with thickness of one period of
200 nm and refractive index 1. The absorption level is controlled by adding an imaginary part
to the refractive index. Figure 2.3 shows a comparison between the spectrum of transmission
without absorption and the spectrum corrected for absorption in an absorbing sample.
The second way of eliminating effect of absorption is to find the quasi-normal modes in
the system [44–47]. The measured spectrum can be decomposed into a sum of contributions
from quasi-normal modes,
Eba(x, y, ν) =
∑
n
an(x, y)
Γn/2
Γn/2 + i(ν − νn) . (2.1)
in which νn is the central frequency of the n
th mode, Γn is the width of the n
th mode and an
is the amplitude associated with the nth mode. The width of the mode is a sum of leakage
from the open boundary as well as absorption rate inside the system Γn = Γ
leak
n + Γ
as
n . The
impact of absorption is removed by subtracting a constant value from the width of the each
mode found by modal decomposition and construct spectrum without absorption,
E0ba(ν) =
∑
n
a0n
Γ0n/2
Γ0n/2 + i(ν − νn)
. (2.2)
where the superscript 0 indicates the quantity without absorption and Γ0n = Γn − Γabsn ,
a0n = an
Γn
Γ0n
. Γabsn is equal to the inverse of absorption rate τa. Two ways of accounting for
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Figure 2.3: Transmitted field spectrum before and after the impact of absorption is removed.
(a) The absorption is compensated in time domain by multiplying the field by exp(t/2τa).
(b) The intensity spectrum when compensated for loss is the same as the intensity spectrum
without absorption. The spectrum with absorption is shown in black, while the red curve
shows the spectrum compensated for the loss. This curve overlaps the transmission spectrum
for the sample without absorption shown in blue dots.
absorption are shown in Fig. 2.4 and an excellent agreement is found.
2.2.3 Measuring the transmission matrix
The transmission matrix for microwave propagation through random waveguides is recorded
on arrays of points on the input and output surface by translating the antennas [48]. Two
orthogonal polarized excitation along x and y is produced by rotating the source antenna
between x and y direction. The transmitted electric field coefficient is as well measured for
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Figure 2.4: Comparison of two methods to remove the impact of absorption. The blue line
is the measured spectrum, the dashed green line is the spectrum compensated for loss by
subtracting a constant from the width of the modes inside the medium and the red line is
obtained by compensating the loss in time domain.
two orthogonal polarization, namely Ex and Ey. The complete transmission matrix is then,
S =
txx txy
tyx tyy
 (2.3)
where the superscript x and y indicates the polarization on the input and output surfaces.
The real part of the field-field correlation with displacement of the source or detection
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antenna on the output plane is:
FE(∆r) =
sin k∆r
k∆r
exp(−∆r
2`s
). (2.4)
in which ∆r is the displacement, k is the wave-vector in vacuum and `s is the scattering mean
free path. The imaginary part of the field-field correlation function in space is predicted to
be zero [43]. Thus, the correlation function vanishes at a series of spacings, the first of
which at δr = λ/2, where λ is the wavelength of the incident wave in vacuum. Therefore,
the number of independent measured transmission coefficient on the output or number of
independent excitation position on the incident plane for single polarization is ∼ A
(λ/2)2
.
There are extra degrees of freedom due to the polarization of a photon. The real part
of the field-field correlation of the transmitted field for different polarization excitation is
FE(∆θ) = cos(∆θ) [49]. Without losing any generality, we will refer the polarization along-
x-direction as ∆θ = 0. The imaginary part of the field-correlation function with respect to
polarization will be zero. Including the spatial freedom, the size of the transmission matrix
will be ∼ 2A
(λ/2)2
. To construct the transmission matrix, N/2 points are selected from each of
the polarizations.
2.2.4 Mesoscopic correlation and enhanced transmission fluctua-
tions
Though field-field correlation vanishes beyond certain characteristic length, intensity is
correlated well beyond that length. This non-local intensity correlation give rises to the
enhanced mesoscopic fluctuations of transmission [50–60]. For instance, one bright spot in the
transmitted speckle pattern could result in high transmission in all the speckle spots because
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of this non-local correlation, which leads to enhanced fluctuation of total transmission Ta.
Microwave measurement suggests, and diagrammatic calculations confirm, that the cumulant
correlation function of the normalized intensity can be expressed as the sum of three terms
in Q1D samples. Each term involves only the product or sum of the square of the field-field
correlation function normalized to the square root of the average intensity [49, 60]. This
gives,
CI = FinFout + A2(Fin + Fout) + A3(FinFout + Fin + Fout + 1). (2.5)
where Fin and Fout are the squares of the field correlation function with respect to change of
position or polarization of the source and detector, respectively. The cumulant correlation
function can further be expressed as the sum of multiplicative, additive and constant terms,
CI = (1 + A3)FinFout + (1 + A2)(Fin + Fout) + A3. (2.6)
For diffusive waves, the multiplicative, additive, and constant terms, which correspond to
short-, long-, and infinite-range contributions to CI , dominating fluctuations of intensity,
total transmission and transmittance [4]. A2 is of order 2/3g and A3 is of order 2/15g
2. In
Fig. 2.5, we show a spectrum of normalized intensity, total transmission and transmittance
for both localized and diffusive waves. The lack of self-averaging for localized waves is clearly
seen.
2.2.5 Generic speckle pattern
We have shown that non-local intensity in the transmitted speckle pattern leads to large
fluctuation in the speckle pattern, from which we could separate diffusive wave from localized
waves. Nonetheless, a single measurement of speckle pattern is generic in that their structure
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Figure 2.5: Spectra of normalized intensity sba = Tba/〈Tba〉, total transmission sa = Ta/〈Ta〉
and transmittance s = T/〈T 〉 for one sample realization for diffusive wave with g=6.9 and
localized wave with g=0.37.
and statistics are robust under perturbation and are governed by Gaussian field statistics.
The impact of mesoscopic correlation also vanishes when the field measured at every point
in the speckle pattern is normalized to the square root of the average transmission within
the speckle pattern. In this sense, sets of normalized speckle patterns are also generic since
it only reflects the Gaussian statistics [2, 61]. This is seen in Fig. 2.6, in which probability
distribution of Tba/Ta for a localized ensemble is plotted and seen to follow an exponential
function.
2.2.6 Some experimental details
In order to improve the statistics, the transmission matrix is always measured over a range
of frequencies. Thus, we have to remove the frequency response due to the experimental
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apparatus so that the statistics over the measured spectrum can be considered as equivalent.
To do this, we usually measure thousands of spectra of tba for antennas centered at both the
input and output surface and we obtain the average intensity over the spectrum, 〈Iba(ν)〉.
The measured spectrum is then divided by the square root of 〈Iba(ν)〉 to get rid of the
frequency response. We also find that due to the limit number of waveguide modes in the
measured frequency ranges and coupling efficiency of the antenna to the empty waveguides,
the ensemble averaged intensity patterns of the transmission matrix is not uniform. Near
the boundary of the waveguides, the coupling into the system is poor and the transmitted
intensity is low. Therefore, when constructing the transmission matrix, we should select
points where the average transmission is about the same. Because of the finite size of the
antenna, what we actually measured is the electric field integrated along the length of the
wire antenna and we found that there is some residual correlation between x and y polarized
excitation which should be zero in the ideal case.
2.3 Summary
In this chapter, we have discussed measurements of microwave transmission matrix on a
gird, in which the number of statistically independent points in the grid is about the same
as the number of free propagating waveguide modes allowed in the empty waveguide. In this
manner, the subtle mesoscopic intensity correlation is preserved in the measurement and
therefore the transmission matrix reflects the nature of wave propagation through random
systems. We have also introduced two ways of removing the impact of absorption on the
measured transmission matrix, which is crucial since absorption can dramatically change the
25
structure of the eigenvalues of the transmission matrix.
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Figure 2.6: Generic speckle pattern. The probability distribution of the intensity Tba nor-
malized by the total transmission within the speckle pattern Ta is a universal negative expo-
nential. Probability distribution of sba for a diffusive ensemble (a) and a localized ensembel
(b). P (sba) is fitted with a negative exponential function for the diffusive sample. When
normalized by the total transmission, P (sba/sa) is seen to follow an exponential function for
the localized ensemble.
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Chapter 3
Transmission eigenvalues in the
Anderson localization transition
3.1 Introduction
An experimentally important difference between classical and quantum transport is that
coherent propagation is the rule for classical waves such as sound, light and microwave
radiation in granular or imperfectly fabricated structures, whereas the electron waves are
only coherent at ultralow temperatures in micron-sized samples. For classical waves in static”
samples, the wavelength is typically long compared to the scale of thermal fluctuations so
that the wave remains temporally coherent within the sample even as its phase is random in
space. In contrast, mesoscopic features of transport in random systems are achieved only in
samples with dimensions of several microns at ultralow temperatures [14, 15]. Electrons are
typically multiply scattered within conducting samples so their dimensions are larger than
the electron mean free path, which is on the scale of or larger than the microscopic atomic
28
spacing and electron wavelength. At the same time, electronic samples are typically smaller
than the macroscopic scale on which the electrons are inelastically scattered so that the wave
function is no longer coherent. Thus mesoscopic electronic samples are intermediate in size
between the microscopic atomic scale and the macroscopic scale. In contrast, monochromatic
classical waves are generally temporally coherent over the average dwell time of the wave
within human-sized samples. It is therefore possible to explore the statistics of mesoscopic
phenomena with classical waves. Such studies may also be instructive regarding the statistics
of transport in electronic mesoscopic samples.
It was conjectured that statistics of transmission through random systems are determined
by the eigenvalues of large transmission matrices [33]. The field transmission matrix t con-
nects the transmitted wave in channel b to the incident wave in channel a, Eb =
∑
a tbaEa
[38, 62, 63]. Via a singular value decomposition, the field transmission t can be expressed as
t = UΛV †. Here, U and V are unitary matrices, of which the elements are complex Gaus-
sian random variables and Λ is a diagonal matrix with the singular value λ of the matrix
t along the diagonal [65]. Summing all the elements in the transmission matrix t gives the
transmittance T , T =
∑
a,b |tba|2. The ensemble average of the transmittance is equal to the
dimensionless conductance g , 〈T 〉 = g [16, 17]. The transmittance may as well be expressed
in terms of the eigenvalues τn of the matrix product tt
†, T =
∑
n τn. Random matrix theory
predicts that the transmission eigenvalues follow the bimodal distribution, ρ(τ) = g
2τ
√
1−τ
[64–67]. Most of the contribution to T comes from approximately g eigenvalues that are
larger than 1/e [33, 38, 63, 65, 66], while most of the eigenvalues are close to zero. The char-
acteristic of these “open” and“closed” channels were first discussed by Dorokhov [63] where
he considered the conduction of electrons in disordered conductors. For classical waves, the
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existence of the “open” channels indicates that even when the sample length L is much
greater than the mean free path `, near 100% transmission is possible when the incident
wave corresponds to the eigenvector associated with the highest transmission eigenvalues,
which is crucial in biomedical imaging where the samples are usually optically opaque.
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Figure 3.1: Speckle patterns of |Ex|2 and |Ey|2 measured for two perpendicular polarized
excitation along X and Y direction for one random diffusive sample of 61 cm.
We have discussed in Chapter 2 that the microwave transmission matrix is built upon
measurements of transmitted electric field, Ex and Ey for two perpendicular polarized excita-
tion. In Fig. 3.1 and 3.2, we present speckle patterns of |Ex|2 and |Ey|2 for a source antenna
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placed at the center of the incident surface for two polarizations at a single frequency for
both diffusive and localized waves with sample length of 61 cm. The Whittaker-Shannon
2-D sampling theorem is applied to obtain the speckle patterns. The transmission matrix is
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Figure 3.2: Speckle patterns of |Ex|2 and |Ey|2 measured for two perpendicular polarized
excitation X and Y for one random localized sample of 61 cm. For two orthogonal excitation
of the random sample, the transmitted intensity speckle patterns are similar.
constructed by selecting N/2 points from each of the polarization and images of the trans-
mission matrix corresponding to the configurations in Figs. 3.1 and 3.2 are shown in Fig.
3.3.
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Figure 3.3: Images of intensity within a single transmission matrix. The intensity in each
column represents the transmission of incident waves from one channel a on the input surface
with a specified polarization to all possible N output channels b including two orthogonal
polarization. The intensity within each column is normalized by its maximum value within
the column. The intensity patterns from different input channels a are similar for localized
waves.
3.2 Localization lengths of eigenchannels
In 1982, Dorokhov [62] calculated the conduction of electrons through N parallel disor-
dered chains with weak transverse coupling, where he showed that even for conductors, the
current in most channels would be exponentially small so that the conduction is dominated
by a number of high conducting channels with τn ≥ 1/e. Thus the number of such channels
will be close to the conductance g . These conducting channels were later termed as active
eigenchannels by Imry [33]. For localized samples , Dorokhov [62] proposed that there exist
N different localization lengths associated with each of the transmission eigenchannel with
the inverse of the localization length given by:
1
ξn
=
2n− 1
2N`
. (3.1)
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in which ` is the mean free path. The localization length of the isolated chain is of order `.
This suggests the spacing of the inverse localization lengths between neighboring eigenchan-
nels is equal to 1/N`. In analogy with the localization length for the disordered systems,
〈lnT 〉 = −L/ξ, we define the channel localization length via the relation 〈ln τn〉 = −L/ξn.
The spacing between neighboring values of 〈ln τn〉 will then be L/N`, which is equal to the
inverse of the bare conductance g0. The bare conductance is the conductance one would get
if wave interference were turned off. It is inversely proportional to the sample length even for
localized waves in which interference substantially suppresses transmission through random
media. In Fig. 3.4, we present the spectra of the optical conductance and underlying trans-
mission eigenvalues for random realizations drawn from random ensembles with values of
g=6.9 and 0.37. For diffusive waves, a number of eigenvalues contribute appreciably to the
conductance g and the highest transmission eigenvalues is of order of unity. It is therefore
possible to transmit nearly 100% of the radiation energy through a diffusive system when
coupling to the high transmitting eigenchannel. For localized waves, the highest transmission
eigenvalue is seen to dominate the conductance and it is typically much lower than unity.
We now consider the localization length for each of the transmission eigenchannels. The
variation of ln τn with respect to the channel index n is presented in Fig. 3.5 (a) and (b)
for localized and diffusive samples with different values of g , respectively. We find that for
localized waves, 〈ln τn〉 falls linearly on a straight line, indicating equal spacing of 〈ln τn〉 as
predicted by Dorokhov. We denote the inverse of the slope of the straight line by g′′ and
will identify it as the bare conductance for the localized samples. However, we find that for
diffusive waves, ln τn are also seen to be equally spaced.
The equal spacing of 〈ln τ〉 found for diffusive samples corresponds to a nearly uniform
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Figure 3.4: Spectra of the transmission eigenvalues and the transmittance for one sample
realization drawn from ensemble with g=6.9 and 0.37, respectively.
density of ln τ . The density of ln τn for the most diffusive sample of L=23 cm is shown in
Fig. 3.6.
The probability density P (ln τ) falls to 0 near ln τ ∼ 0, which reflects the restriction
τ1 ≤ 1. The nearly uniform density of ln τn corresponds to the probability density of trans-
mission eigenvalues, P (τ) = P (ln τ)d ln τ
dτ
= g/τ . This distribution has a single peak at low
values of τ in contrast to a later prediction of a bimodal distribution, which has a second
peak near unity. This may be due to the difference between measurement of transmission
matrix based on scattering between points on a grid as opposed to theoretical calculation
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Figure 3.5: Variation of 〈ln τn〉 with channel index n for localized waves (a) and diffusive
waves (b). Sample lengths are L = 23 (circle), 40 (square) and 61 (triangle) cm. The black
dash lines are the fit to the data.
based upon scattering between waveguide modes allowed in the sample leads. Since only a
fraction of energy transmitted through the disordered medium is captured when the TM is
measured on a grid of points, full information is not available and the measured distribu-
tion of transmission eigenvalues does not accurately represent the actual distribution in the
medium. In particular, the bimodal distribution of transmission eigenvalues is not observed.
In theoretical calculation in which scattering between waveguide modes is treated, all the
transmitted energy can be captured. The impact of loss of information in the measurement of
the transmission matrix upon the transmission eigenvalues has been calculated by Goetschy
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g=6.9.
and Stone [68], which we will discuss in details in section 3.3.
We expect that the bare conductance g0 should be influenced by wave interactions at the
sample interface, as is the case for transmission for a single incident channel [5, 69, 70]. The
impact of the interface on transmission can be found by considering the angular dependence
of transmission. Measurement of total transmission in diffusive samples are well described
by the expression,
T (θ) =
zp cos θ + zb
L+ 2zb
. (3.2)
in which θ is the angle between the normal and the wave as it penetrates into the sample.
This expression is obtained from a model in which the incident wave is replaced by an
isotropic source at a distance of travel from the interface, zp, at a depth into the sample of
zp cos θ, as illustrated in Fig. 3.7 [5].
Diffusion within the sample gives a constant gradient of intensity to the right and left of
the effective randomization depth zp cos θ, which extrapolates to zero at a length zb beyond
the sample boundary. The gradients of intensity at the input and output surfaces give
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Figure 3.7: Illustration of the photon diffusion model for the spatial variation of intensity
inside the random sample, I(z).
the reflection and transmission coefficients, which together with the condition T + R = 1,
gives the expression for T (θ) above. The linear falloff of intensity near the sample surface
boundaries should hold even for localized waves since the diffusion coefficient varies with
depth into the sample but is hardly renormalized near the sample boundaries [71–73]. Since
zb and zp are proportional to the mean free path `, averaging over all incident angles gives,
g0 =
ηN`
L+ 2zb
=
ξ
Leff
. (3.3)
Here, η is independent of L and includes the effects of reduced flux into the sample due to
external reflection of the incident waves at the interface and enhanced internal reflection.
These effects tend to cancel in transmission so that η ∼ 1. The values of zb of 6 cm for
localized samples are obtained by fitting the diffusion model to the measured time of flight
distribution [42]. After taking boundary effects into account, we found that the product of
g′′ and the effective sample length, Leff , gives constant values of 24 cm for localized samples.
We therefore identified this product with the localization length ξ and g′′ with g0, which is
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Figure 3.8: Identification of g′′ with the bare conductance g0. The constant products of
g′′Leff for three different lengths for the localized samples give the localization length ξ in
the corresponding frequency range.
demonstrated in Fig. 3.8.
The relative values of transmittance T for samples of different length and waves at dif-
ferent frequency are given by the ratio of the ensemble average of the sum of intensity for all
pairs of incident and output points and the same measured in a tube emptied of scatterers.
The absolute value of the transmittance T and of the underlying transmission eigenvalues
τn are obtained by equating g = C〈T 〉 for the most diffusive sample of length L = 23
cm, in which g is taken to be the inverse of the spacing between neighboring 〈ln τn〉. The
normalization factor C is used to determine the values of g in other samples.
3.3 Imperfect control of transmission channels
The impact of loss of information in the measurement of the transmission matrix upon the
transmission eigenvalues is called imperfect control of transmission channels (ICC). Goetschy
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and Stone [68] considered the case in which only M1(M2) channels can be determined on
the input (output) surfaces in a random system consisting of N channels. The full trans-
mission matrix t is then mapped to t′ = P2tP1, where P1 and P2 are N ×M1 and M2 × N
matrices. This eliminates N −M1 columns and N −M2 rows of the original random matrix
t. The density of transmission eigenvalues of t′ changes from a bimodal distribution to the
distribution characteristic of uncorrelated Gaussian random matrices as the degree of control
M1/N(M2/N) is reduced [36].
This has been confirmed in simulation for scalar wave propagation through 2D random
systems with perfectly reflecting transverse boundaries and semi-infinite leads attached to the
random scattering region. The wave equation O2E(x, y) + k20(x, y)E(x, y) = 0 is discretized
using a 2D tight-binding model on a square grid. The variation of the dielectric function
used in the simulation is sketched in Fig. 3.9.
ε(i,j)=ε  +δε(i,j)
ε
0
W
L
ε11
2
i
j
Figure 3.9: Sketch of the simulation scheme for scalar wave propagation through a random
waveguide. The dielectric constant at position (i, j) is given by (i, j) = 2 + δ().
The disordered medium is modeled by the position dependent dielectric constant (i, j) =
2 +δ(i, j), where 2 is a constant background and δ(i, j) is chosen from a random distribu-
tion. 1 represents the dielectric constant of the leads attached to the scattering sample. The
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Green’s function between grid points on the input and output surfaces, G(y, y′), is computed
via the recursive Green’s function method [74, 75]. The transmission coefficient between in-
coming transverse mode m and outgoing transverse mode n is obtained by projecting the
Green’s function onto the wavefunction of the transverse mode,
tm,n =
√
νm/νn
∫ W
0
dy
∫ W
0
dy′φm(y)φn(y′)G(y, y′). (3.4)
where νn is the group velocity of the mode n and φn(y) =
√
2
W
sin(npiy
W
) is the wavefunction
of the nth transverse mode in the lead. The number of propagating transverse modes N
depends upon the wave vector of the incident wave in the leads and the width of the sample.
Here, we employ this simulation method to study the impact of loss of full control in our
measurements of the TM i. In the simulation, we have chosen 1 = n
2
1 = 1, 2 = n
2
2 = 1.5
2.
The dimensions of the sample and the wavelength are measured in units of the grid size,
which is set to unity. The wavelength is 2pi so that the wave vector in the leads is unity.
The sample length is three times of its width of 200. δ is uniformly distributed between
[-0.55 0.55]. In this simulation, the number of propagation waveguide modes N is equal to
66 and the dimensionless conductance of the random sample is g=6.67, which is close the
value of g for the diffusive sample with L = 23 cm in our experiment. Simulations are made
for 10,000 random samples. We also consider the transmission matrix determined by the
transmission coefficient between points at the input and output surfaces in the simulation,
which is similar to the protocol in the experimental measurement. The field-field correlation
function, CE(∆r) = 〈E(r)E∗(r + ∆r)〉/
√〈I(r)〉〈I(r + ∆r)〉, is presented in Fig. 3.10. The
first zero of the real part of the field correlation function is at ∆r = 2.7 grid spacings and
iThe program for calculating transmission matrix through the 2D random system was kindly sent to us
by Arthur Goetschy and A. Douglas Stone.
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therefore the number of nearly independent points on the output surface in the simulation
is approximately 66.
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Figure 3.10: Spatial field-field correlation of the transmitted field at the output surface.
The first zero of the real part of the field-field correlation is ∼ λ/2. Beyond the first zero,
the correlation function oscillates around zero. The imaginary part of the field correlation
function is almost zero.
We now consider the changing of density of normalized singular values when the degree
of control M1/N is gradually reduced, ρ(λ
′
n) = λn/
√
(
∑M1
n=1 λ
2
n)/M1. When the number of
channels under control M1 is much smaller than the dimensionless conductance g , mesoscopic
correlation is not manifest in the measured transmission matrix and ρ(λ′) follows a quarter-
circle law, ρ(λ′) =
√
4−λ′2
pi
, which is the characteristic distribution for uncorrelated Gaussian
random matrices. This has been observed in in reflection in acoustics and in transmission
in optics. We now only consider the case in which the number of channels M1 controlled on
the input and output sides of the sample is the same. In Fig. 3.11, we show for M1 = 6 and
15 and find excellent agreement between measurements and simulations.
When the number of measured points M1 approaches the total number of channels N ,
the measured density ρ(λ′) deviates from the density of λ′ obtained from the transmission
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Figure 3.11: The density of normalized ρ(λ′) for M1 = 6 and 15 channels are measured in
a system consisting of N = 66 channels. In the simulations, singular values of transmission
matrix based on scattering between orthogonal waveguide modes in the lead and based on
scattering between arrays of points on the input and output surfaces are determined. The
measurements are performed for diffusive samples of L = 23 cm.
matrix based upon scattering between modes in the simulation. We also found that the
density of obtained from the two protocols in the simulation also differ. This discrepancy,
seen in Fig. 3.12, reflects the fundamental difference between measurement of transmission
matrix based upon on points and the theoretical calculations of the transmission matrix
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Figure 3.12: The density of normalized ρ(λ′) for M1 = 33 and 66 channels are measured in a
system consisting of N = 66 channels. The configuration setup is the same as in Fig. 3.11.
which is based upon the scattering between the waveguide modes in the sample leads. Fields
measured at points separated beyond the first zero of the field correlation function are
still weakly correlated since the field correlation oscillates as seen in Fig. 3.10 and does not
vanish. In contrast, transmission coefficient between different channels are independent. The
impact of this correlation is more pronounced when more points are included in the measured
transmission matrix and this leads to the difference observed between measurements and
simulation results. We notice that when M1 is close to N , the measured ρ(λ
′) deviates from
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the transmission matrix based on points. This may be a consequence of correlation between
measurements made in two polarizations, which is around 30% when measured at the same
point as discussed in Chapter 2.
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Figure 3.13: Probability distribution of the nearest spacing normalized to its ensemble av-
erage, P (s), compared with Wigner surmise for GOE and GUE.
The imperfect control of transmission channels also changes the repulsion between the
measured transmission eigenvalues, in which a quadratic repulsion expected for the random
systems without time-reversal symmetry is observed for systems with time-reversal symmetry
[68]. The change of interaction between transmission eigenvalues can be readily seen in the
statistics of the nearest spacing between xn, s = (xn+1 − xn)/(〈xn+1 − xn〉), where xn is
related to the transmission eigenvalues via the relation, τn = 1/ cosh
2(xn). The probability
distribution of s, P (s), follows Wigner surmise for GOE or GUE, in the presence or absence
of time-reversal symmetry, respectively [36]. The results are given in Fig. 3.13. In the
measurement, the transmission eigenvalues are normalized to the maximum value in the
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ensemble. When the degree of control of the transmission matrix is not perfect, the time-
reversal condition for the scattering matrix is not satisfied and this leads to the change of
the repulsion between the measured transmission eigenvalues.
The dependence of the probability density of the transmission eigenvalues on the degree
of control of the transmission matrix reflects the changing degree of intensity correlation
within the measured transmission matrix. The correlation in the measured transmission
matrix can be easily examined by considering the relation between the fluctuations of the
normalized total transmission sa and the number of measured channels M1. var(sa) can be
expressed by the intensity correlation function,
Cab,a′b′ = 〈Tab〉〈Ta′b′〉[δaa′δbb′ + 2
3g
(δaa′ + δbb′) +
2
15g2
(1 + δaa′δbb′ + δaa′ + δbb′)] (3.5)
var(Ta) =
M1∑
b6=b′=1
Cab,a′b′ = M1〈T 2ab〉+
2M21
3g
〈Tab〉2 + . . . (3.6)
var(sa) =
var(Ta)
〈Ta〉2 =
var(Ta)
M2〈Tab〉2 =
1
M1
+
2
3g
+ . . . (3.7)
When the full transmission matrix is obtained, M1 = N  g, the bimodal distribution
of transmission eigenvalues yields var(sa)=2/3g . In our experiment, we found ρ(τ) = g/τ ,
which will give var(sa)=1/2g . When the number of measured channels M1 is much smaller
than g , var(sa)=1/M1, indicating the mesoscopic intensity correlation between output chan-
nels b and b′ is not captured in the measurement. Therefore, the variance of normalized
total transmission is proportional to 1/M1, given by the central limit theorem for the sum
of M1 independent random variable. This expression may as well be exploited to extract
the value of the dimensionless conductance g in optical measurement. In optics, the number
of channels N is enormous and cannot be completely measured due to the finite numerical
aperture. By fitting the relation between var(sa) and 1/M1 to a straight line for small value
45
of M1, the value of g can be estimated from the interception of the straight line. This is
demonstrated in Fig. 3. 14 for the diffusive sample with L = 23 cm. By extrapolating the
line, we find the value of var(sa)=0.074, which corresponds to the value of g=2/3var(sa) of
approximately 9.
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Figure 3.14: Variation of the fluctuation of normalized total transmission vs. the inverse of
the number of measured channels M1 in the transmission matrix. The dashed black line is
a fit to the data for points with M−11 ≥ 0.2.
When wave localization occurs, the value of g falls below unity. Mesoscopic correlation is
stronger for localized waves compared with diffusive waves. Therefore, we expect the degree
of control in the measured transmission matrix for localized waves will be high. To explore
this, we have performed numerical simulation for a localized sample with N=16 and a value
of g which is equal to 0.35. In Fig. 3.15, we show ρ(λ′) for two simulation protocols of
determining transmission matrix on points and waveguide modes for this ensemble and they
are nearly indistinguishable.
This confirms that the degree of control is high for localized wave. In addition, the
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Figure 3.15: Probability distribution of λ′ for a localized sample with g=0.35. Number of
channels N in the simulation is 16.
nearest spacing, P (s), is found to follow a Wigner surmise for GOE, which also supports
the factor that we have a good control over the measured transmission matrix. This is also
observed in experiments for localized waves of g=0.37, which is shown in Fig. 3.16.
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Figure 3.16: Probability distribution of the nearest spacing normalized to its ensemble av-
erage, P (s), compared with Wigner surmise for GOE and GUE, for localized waves. In the
simulation, g=0.35 and N=16 and in the measurements, the value of g is 0.37 and N = 30.
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3.4 Summary
In this chapter, we have studied the eigenvalues of the transmission matrix in the An-
derson localization transition. For localized waves, the transmittance is dominated by the
highest transmission eigenvalue while for diffusive waves, approximately g transmission chan-
nels contribute appreciably to the transmittance T . The inverse of the measured localization
length is found to be equally spaced for localized waves as predicted by Dorokhov. Once
taking the wave interaction at the sample surface into account, the spacing is found to be
the inverse of the bare conductance for localized waves. For diffusive waves, the density of
the transmission eigenvalues is found to have a single peak at the low values in contrast to
the theoretical prediction of a bimodal distribution with a second peak at high transmission
close to unity. We explored the use of ICC to explain the disagreement between experiment
and theory. Good agreement is found with the theory when the size of the measured trans-
mission matrix is small relative to the total number of transmission channels. When M1
is close to N , the measured density of transmission matrix deviates from the calculation.
The discrepancy is due to the fundamental difference between measurement protocol and
theoretical calculation. We also observe the transition of interaction between eigenvalues
due to the loss of control of transmission channels and showed explicitly that the mesoscopic
correlation vanishes when M1  g. Due to the relative strong mesoscopic correlation for
localized waves, the degree of control of transmission matrix for localized wave is high.
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Chapter 4
Transmission statistics in single
disordered samples
4.1 Introduction
Enhanced fluctuations of conductance and transmission are the prominent feature of
transport of wave in mesoscopic samples, where the wave is temporary coherent throughout
the sample [4, 14, 15]. Because of these large sample-to-sample fluctuations, measurement in
individual samples has been considered to be of accidental rather than fundamental signifi-
cance. Conductance and transmission fluctuations relative to the corresponding average over
a random ensemble increase exponentially with sample length for localized waves [10, 11].
For diffusive waves, the lack of self-averaging in mesoscopic samples is observed in the uni-
versal conductance fluctuation [30–33]. In the diffusive limit, g 1, probability distribution
of conductance is a Gaussian with the variance approaching a universal value of order unity.
Thus, despite wide-ranging applications in communications, imaging and focusing in single
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samples or environments, studies of disordered systems have centered on the statistics in
hypothesized ensembles of statistically equivalent samples.
Studies of transport have shown that the statistics of propagation over a random en-
semble of mesoscopic samples may be characterized in terms of a single parameter, g , the
ensemble average of the conductance in units of the quantum of conductance e2/h [9, 12].
The similarity of key aspects of quantum and classical wave transport is seen in the equiv-
alence of the dimensionless conductance and the transmittance T, which is the sum of flux
transmission coefficients between the N incident and transmitted channels, a and b, respec-
tively, g = 〈T 〉 = 〈∑Na,b=1 Tba〉. The threshold of the Anderson transition between freely
diffusing and spatially localized waves in disordered media lies at g=1 [12].
In contrast to in-depth studies of random ensembles, critical aspects of the statistics of
transmission in single samples have not yet been explored. In this chapter, we will discuss
the transmission statistics in single disordered samples [76]. We treat the quasi-1D geometry
for which the length of reflecting sides greatly exceeds the sample width, L W . Examples
of quasi-1D samples are disordered wires and random waveguides, for which measurement
are presented here. It has been shown that when normalized by the total transmission in a
single speckle pattern, the long-range correlation vanished and the probability distribution of
relative intensity Tba/(
∑N
b Tba/N) is a negative exponential, P (NTba/Ta) = exp(−NTba/Ta).
Since the statistics of relative intensity are universal, the statistics of transmission in a sample
with transmittance T would be completely specified by the statistics of total transmission
Ta relative to its average T/N within the sample.
We report here the essential statistics of transmission in single transmission matrices.
We find the statistics of relative total transmission NTa/T and show it is determined by a
50
single parameter, the participation number of the eigenvalues τn, M ≡ (
∑N
n τn)
2/
∑N
n τ
2
n.
We find, in the limit of large N , M−1 is equal to the variance of NTa/T . The distribution
of relative total transmission changes from Gaussian to negative exponential over the range
in which M−1 changes from 0 to 1.
4.2 Statistics of single transmission matrices
We utilize the measurement of microwave transmission matrix and random matrix theory
calculation to study the statistics within the single transmission matrices. In Fig. 4.1, we
present the transmission statistics in the transmission matrix from one random configuration
drawn from ensemble with g=6.9 and 0.17 respectively. In Figs. 4.1(a) and 1(b), we show
intensity pattern within a single transmission matrix drawn from ensembles with g=6.9 and
0.17, respectively. Plots of the transmission eigenvalues determined from the transmission
matrices for the samples whose intensity patterns are shown in Figs. 4.1(a) and 1(b) are
presented below the corresponding patterns. Values of τn are seen to be substantial for
a number of channels and to fall nearly exponentially for the sample in which the wave
is diffusive. Since the transmitted speckle pattern for a source at any position a is the
sum of many orthogonal transmission eigenchannels, speckle patterns for different source
positions are weakly correlated yielding the motley intensity pattern for the transmission
matrix depicted in Fig. 4.1(a). In contrast, the first transmission eigenchannel for localized
waves dominates transmission in Fig. 4.1(d) so that the normalized speckle patterns for each
input are highly correlated and horizontal stripes appear in the Fig. 4.1(b). The probability
distributions of relative intensity, N2Tba/T , and total transmission, NTa/T , for the two
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Figure 4.1: Intensity normalized to the peak value in each speckle pattern generated by
sources at positions a are represented in the columns with index of detector position b for
all polarizations for (a) diffusive and (b) localized waves. (c,d) The transmission eigenvalues
are plotted under the corresponding intensity patterns. For localized waves (d), the deter-
mination of the third eigenvalue and higher eigenvalues are influenced by the noise level of
the measurements. Correlation between speckle patterns for different source positions are
clearly seen in (b) due to the small numbers of eigenchannels M contributing appreciably to
transmission. (e,f) Distributions of relative intensity P (N2Tba/T ) and relative total trans-
mission P (NTa/T ) for the two transmission matrices selected in this figure with M
−1=0.17
(green triangles) and M−1=0.99 (red circles).
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transmission matrices depicted in Fig. 4.1(a) and 1(b) are shown in Figs. 4.1(e) and 1(f).
It has been shown that propagation in random ensembles can be characterized via the
variance of the total transmission relative to its ensemble average, var(NTa/〈T 〉) [21–23].
This suggests that the statistics of single samples may be characterized via the variance of
relative total transmission in a single transmission matrix, varNTa/T . This can be calcu-
lated for a single instance of the transmission matrix with N  1 using the singular value
decomposition of the transmission matrix, t = UΛV †. Here, U and V are unitary matrices
with elements unb and vna, where n is the index of the eigenchannel and index a and b indi-
cate the input and output channels, respectively. The real and imaginary parts of unb and
vna are Gaussian random variables with zero mean and variance of 1/2N . Λ is a diagonal
matrix with elements
√
τn along its diagonal.
The total transmission from incident channel a, Ta =
∑N
b Tba, can be written as, Ta =∑N
n τn|vna|2, giving the relative total transmission, Ta/(T/N) =
∑N
n τn(N |vna|2)/T . The
second moment of NTa/T is,
∑
n
(τn/T )
2〈N2|vna|4〉a +
N∑
n6=n′
τnτ
′
n/T
2〈N2|vna|2|vn′a|2〉a. (4.1)
Here, 〈. . . 〉a is the average over all incident points a within a single transmission matrix. In
the limit N  1, 〈|vna|2〉 = 1/N and 〈|vna|2〉 = 2/N2. This yields,
〈(NTa
T
)2〉 =
∑2
n τ
2
n + (
∑N
n τn)
2
(
∑N
n τn)
2
. (4.2)
In a given transmission matrix, 〈NTa/T 〉 = 1. Thus, Eq. 4.2 gives,
var(NTa/T ) =
∑N
n τ
2
n
(
∑N
n τn)
2
. (4.3)
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This parameter is distinct from Neff , which had been introduced earlier by Imry [33] to
denote the number of eigenchannels with τn ≥ 1/e for diffusive waves. Whereas Nneff → 0 in
the localization limit, M approaches 1, indicating the transport through single transmission
eigenchannels.
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Figure 4.2: Plot of the var(NTa/T ) computed within single transmission matrices over a
subset of transmission matrices drawn from random ensembles with different values of g
with specified value of M−1. The straight line is a plot of var(NTa/T )=M−1. In the inset,
the variance of V/M−1 is plotted vs. M−1 , where V = var(NTa/T ).
In order to compare the calculations with measurements in samples of small value of N ,
we have grouped the samples with same value of M and compute the fluctuations of relative
total transmission in the subsets of transmission matrices. This will suppress the Gaussian
fluctuations due to limit statistics within single transmission matrix of small N . The results
are presented in Fig. 4.2 and an excellent agreement between the calculation and experiment
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is seen and therefore confirms the validity of the Eq. (4.3). var[var(NTa/T )/M
−1] is seen in
the insert of Fig. 4.2 to be proportional to 1/N indicating that fluctuations in the variance
over different subsets are Gaussian with a variance that vanishes as N increases.
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Figure 4.3: (a) P (NTa/T ) for subsets of transmission matrices with M
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from ensembles of samples with L=61 cm in two frequency ranges in which the wave is diffu-
sive (green circles) and localized (red filled circles). The curve is the theoretical probability
distribution of P (NTa/〈T 〉) in which var(NTa/T ) is replaced by M−1 in the expression for
P (NTa/T ) in Refs. 22 and 23. (b) P (NTa/T ) for M
−1 in the range 0.995± 0.005 computed
for localized waves in samples of two lengths: L=40 cm (black circles) and L=61 cm (red
filled circles). The straight line represents the exponential distribution, exp(−NTa/T ). (c,d)
The corresponding intensity distributions P (N2Tba/T ) are plotted under (a) and (b).
The central role played by M can be appreciated from the plots shown in Fig. 4.3 of
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the statistics for subsets of samples with identical values of M but drawn from ensembles
with different values of g . The distributions P (NTa/T ) obtained for samples with M
−1 in
the range 0.17 ± 0.01 selected from ensembles with g=3.9 and 0.17 are seen to coincide in
Fig. 4.3(a) and thus to depend only on M−1. The curve in Fig 4.3(a) is obtained from
an expression for P (Ta/〈Ta〉) for diffusive waves given in Ref. 22, in terms of the single
parameter g , which equals 2/3var(Ta/〈Ta〉) in the limit of large g , in which g is replaced
by 2/3M−1. The dependence of P (NTa/T ) on M−1 alone and its independence of T is also
demonstrated in Fig. 3(b) for M−1 over the range 0.995±0.005 in measurements in different
sample length with g=0.37 and 0.17. Since a single channel dominates transmission in the
limit M−1 → 1,we have, NTa/T = |v1a|2, where v1a is the element of the unitary matrix
V which couples the incident channel a to the highest transmission eigenchannel. The
Gaussian distribution of the elements of V leads to a negative exponential distribution for
the square amplitude of these elements and similarly to P (NTa/T ) = exp(−NTa/T ), which
is the curve plotted in Fig. 4.3(b). In Figs. 4.3(c) and 4.3(d), we plot the relative intensity
distributions P (N2Tba/T ) corresponding to the same collection of samples as in Figs. 4.3(a)
and 4.3(b), respectively. The curves plotted are the intensity distributions obtained by
mixing the distributions P (NTa/T ) shown in Figs. 4.3(a) and 4.3(b) with the universal
negative exponential function for P (NTba/Ta).
The departure of intensity and total transmission distributions within a transmission
matrix from negative exponential and Gaussian distributions, respectively, is a consequence
of mesoscopic intensity correlation [4]. The results above for the statistics over a subset
of samples with given M suggest an expression for the cumulant correlation function of
transmitted intensity relative to its average value for a single transmission matrix in the
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limit N  1 or for a subset of transmission matrices with a specified value of M ,
CMba,b′a′ = 〈[TbaTb′a′ − (T/N2)2]/(T/N2)2〉M . (4.4)
Because of the normalization by the T/N2, infinite-range correlation of relative intensity
between arbitrary incident and outgoing channels for transmission matrices with given M
vanishes. Such correlation in a random ensemble is known as C3 and is due to fluctuations
in T [50–52]. The values of unity and M−1 for the variances of relative intensity and total
transmission determines the sizes of the residual C1 and C2 terms, representing short- and
long-range intensity correlation within the matrix, respectively and gives,
CMba,b′a′ = δaa′δbb′ +M
−1(δaa′ + δbb′). (4.5)
This gives var(N2Tba/T ) = 1+2M
−1. This is confirmed by the close correspondence between
the measured variances of relative intensity for the two values of M−1 of 0.17 and 0.995 in
Fig. 4.3 of 1.38 and 3.04 with the calculated values of 1.34 and 3.
4.3 Summary
In this chapter, we explored the transmission statistics within single instance of transmis-
sion matrix and showed that the full statistics of transmission in single samples are deter-
mined by the eigenchannel participation number M . In particular, the variance of the total
transmission relative to the average value is equal to the inverse of M , var(NTa/T ) = M
−1.
The probability distribution of NTa/T , P (NTa/T ), changes from a Gaussian distribution
to a negative exponential function as M−1 ranges from 0 to 1. We show the distinct roles
of T and M in the statistics of transmission within single transmission matrix. While M
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governs the internal statistics in single transmission matrix, the transmittance T serves as
an overall normalization factor, yielding the average total transmission. In order to obtain
the full statistics in ensemble of random samples, the joint probability distribution of T and
M has to be considered. In the diffusive limit, 〈M〉 is proportional to the 〈T 〉 = g.
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Chapter 5
Fluctuations of “optical” conductance
5.1 Introduction
Correlation between flux in disordered mesoscopic conductors leads to large fluctuations
of conductance [14, 15]. The importance of fluctuations of temporally coherent waves in
disordered samples was first recognized in calculations of electronic conduction mediated
by localized states [77–79]. Subsequently, universal conductance fluctuations were observed
in diffusive mesoscopic resistors [31–33]. The non-local intensity correlation has also been
observed in reflection and transmission for classical waves, such as light, microwave and
ultrasound, which gives enhanced sample to sample fluctuations of transmission [50–60].
Such fluctuations make it insufficient to describe the transport through random systems
by the mean value of conductance [77]. However, probability distributions of conductance
over ensembles of statistically equivalent random configurations could provide a basis for
characterizing transport.
Based on a maximum entropy model for the random transfer matrices, Stone, Mello,
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Muttalib and Pichard [66] developed a unified treatment for quantum transport through
disordered Q1D conductors, in which they obtained UCF for diffusive samples and a log-
normal distribution of conductance for localized samples [66]. The dimensionless conductance
g is equal to the sum of the eigenvalues τn of the transmission matrix, which are closely related
to the eigenparameters of the transfer matrix λn or equivalent parameters xn, τn = 1/(1 +
λn) = 1/ cosh
2(xn). An intuitive Coulomb gas model originally proposed by Dyson [35] to
visualize the repulsion between eigenvalues of random Hamiltonian was extended to treat the
interaction between xn. Transmission eigenvalues τn are associated with positions of parallel
line charges at xn and their images at −xn of the same sign embedded in a compensating
continuous charge distribution. The logarithmic repulsion between two parallel lines of
charges with same sign, ln |xi−xj|, mimics the interaction between eigenvalues of the random
matrix, while the oppositely charged background provides an overall attractive potential that
holds the structure together. The repulsion between the first charge x1 associated with the
highest transmission eigenvalues τ1 and its image at -x1 naturally provides a ceiling for τ1 of
unity. The average spacing between neighboring lines of charge is L/ξ while the background
charge provides a screening length of
√
L/ξ, where ξ is the localization length. In the
diffusive limit ξ/L 1, the screening length √L/ξ is much larger than the average spacing
L/ξ between lines of charges. The repulsion between transmission eigenvalues are strong,
which leads to the phenomenon of universal conductance fluctuations as conjectured by Imry
[33]. On the other hand, for localized waves L ξ, the average spacing is much greater than
the screening length and the repulsion between transmission eigenvalues is weak. In addition,
when the spacing is large, the first transmission eigenvalue τ1 will be exponentially greater
than the rest and g will be dominated by τ1. The distribution of x1 follows a Gaussian
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distribution and this leads to a log-normal distribution of conductance, g ∼ exp(−2x1)
[66, 77].
Measurements of fluctuations of conductance have been carried out in single specimens
of ohmic samples as the applied voltage or magnetic fields are scanned [30, 80]. The most
extensive measurements of the statistics of propagation have been made for classical waves.
Probability distributions of transmitted intensity for a single coherent source, Tba and its
sum over the output surface, Ta =
∑N
b=1 Tba, the total transmission, as well as their rela-
tion to correlation between channels have been measured for diffusive and localized waves.
However, the most spatially averaged quantity, the transmittance T , known as the “optical”
conductance, has not been measured for classical waves. Optical measurements of the trans-
mission matrix have been carried out recently and exploited to focus light through strongly
scattering media [81]. But the degree of control of the measured matrix is too small for the
impact of mesoscopic correlation to be manifest on the probability distributions of transmit-
tance [68, 81]. In contrast, the degree of control of the measured microwave transmission
matrix is relatively high and thus holds the promise for observing the mesoscopic fluctuation
of transmittance T . The distribution of conductance in the crossover regime of g ∼ 1 was
first calculated by Muttalib and Wo¨ﬄe [82], in which a highly asymmetrical distribution
of ln g was found. The low values of P (g) is well fit by a log-normal distribution and a
Gaussian cutoff for the high values of g was found. It was later realized that the tail of P (g)
is essentially an exponential function for high values of g [83]. This anomalous distribution
of conductance has also been found in simulations [84–88].
In this chapter, we will discuss the correlation between the transmittance T and the
underlying transmission eigenvalues τn in the crossover to strong localization. Just beyond
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the localization threshold of g=1, we find a one-sided log-normal probability distribution of
T for g=0.37 and show that it is a consequence of the repulsion between charges and their
images in the charge model. For low values of g , distributions of T become log-normal with
variances approaching -〈lnT 〉 in accord with the single parameter scaling (SPS) hypothesis
of localization for one dimensional random systems. We demonstrated that significant in-
sight into the character of fluctuations of conductance and transmission can be gained by
considering the joint distribution of T and the participation number of transmission eigen-
values, M , P (T,M), rather than the more complex joint distribution of {τn}. We argue that
the distributions of intensity and total transmission may be calculated from P (T,M) and
demonstrate this for strongly localized waves in which transmission is dominated by single
transmission eigenchannel. We also report universal fluctuations of M for diffusive waves,
in which var(M) is found to be ∼ 0.3 independent of the mean value of 〈M〉 in analog with
UCF. We observe universal transmittance fluctuation for classical wave, but the universal
value is considerably larger than the predicted value of 2/15 for Q1D geometry with time-
reversal symmetry, in which ` L ξ = N` and g = N`/L 1. The statistical measure
of the rigidity of the energy levels in a random Hamiltonian developed by Dyson and Mehta,
∆3 statistics, is employed to describe the rigidity of the spectrum of ln τn and to uncover
the origin of UCF. The rigidity of the spectrum of ln τn is weakened as the wave becomes
localized in the random sample. As a result of the imperfect control of the measured TM,
the rigidity of ln τn for the diffusive samples deviates from the prediction for GOE. Instead,
it is found to follow the prediction for GUE, which is associated with a system with broken
time-reversal symmetry. The underlying repulsion between transmission eigenvalues which
is the cause of the rigidity is also explored via the distribution of nearest spacing between
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neighboring ln τn.
5.2 Probability distribution of “optical” conductance
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Figure 5.1: (a) Probability distribution of optical conductance for two random ensembles
with values of g = 0.37 and 0.045, respectively. P (lnT ) for g = 0.37 (red dots) and 0.045
(green asterisk). The solid black line is a Gaussian fit to the data. For g = 0.045, all the
data points are included, while for g = 0.37, only data to the left of the peak are used in the
fit. (b) P (T ) for the ensemble with g=0.37 in a semi-log plot. For high values of T > 1.1,
P (T ) falls exponentially.
Fig. 5.1 shows the measurements of the probability distribution of lnT , P (lnT ), for
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random ensembles with g = 0.37 and 0.045. P (lnT ) is seen to be Gaussian for g = 0.045
and highly asymmetrical for g = 0.37. The low transmission side of P (lnT ) is well fit by a
Gaussian distribution, but P (lnT ) falls sharply for high transmission. For T > 1.1, P (T )
falls exponentially with e−11T .
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Figure 5.2: Charge model of transmission eigenvalues and conductance. (a) Average posi-
tions of charges and their images with respect to different positions of the first charge x1
in the random ensemble with g = 0.37. The dashed lines show the average positions of the
charges for this ensemble. (b) Average positions of charges vs. lnT in the same ensemble.
The variation of the average positions of the charges as a function of the position of the
first charge x1 in the ensemble with g = 0.37 is plotted in Fig. 5.2a. The average spacing
between x1 and x2 increases as the value of x1 decreases. This is due to the repulsion of
the charge at x2 by the charge at x1 and the nearby images. At the same time, the spacing
between x2 and x3 and their average positions hardly change as x1 moves towards the origin.
This reflects the tendency to heal large fluctuations in charge positions for more remote
charges.
The source of the sharp cutoff in P (lnT ) can be seen by examining the spacing of the
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Figure 5.3: The joint probability distribution of T and M , P (T,M), for two random ensem-
bles of g=0.37 (left column) and 0.045 (right column). The average value of M vs. T for
the two ensemble are shown in 5.3(c) and (f).
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averages of xn for given value of lnT shown in Fig. 5.2b. A relatively high value of T can only
be achieved when the first charge is near the origin. This is an unlikely event because this
charge is strongly repelled by its image. P (T ) would be expected to fall especially rapidly
for values of T above unity since this would require two charges along with their images to
be close to the origin. This would correspond to large values for both τ1 and τ2. The number
of transmission eigenvalues contributing substantially to transmission for large values of T ,
〈M〉T>1 would approach 2. This is seen in the joint distribution of T and M , P (T,M) in
Figs. 5.3a and b and in the plot of 〈M〉T for g=0.37 in Fig. 5.3e.
The unusual nature of P (T,M) for g=0.37 can be appreciated in a comparison in Fig. 5.3
of the statistics of T and M for g=0.045. For both these ensembles, 〈M〉T is distinctly larger
than unity for T<g . This tendency is more striking in the more strongly localized sample
since 〈M〉T falls sharply and remains close to unity for high values of T. In contrast, 〈M〉T
falls gradually at first for g=0.37 but then rises above T ∼ 1 towards a value of 2. The in-
crease of 〈M〉T above unity for small T are associated with transmission at frequencies falling
between the central frequency of the electromagnetic modes of the medium, where several
weakly overlapping modes contribute to transmission. Spectra of T do not show a succession
of distinct Lorentzian lines even for g=0.045 for which L=102 cm ∼ 4ξ so that a number
of electromagnetic modes make some contribution to transmission even when T approaches
unity. Thus, the superposition of modes produces a single channel that dominates other
channels with 〈M〉T>0.4 ∼ 1.004. The reason for this is that spatially separated resonances
in deeply localized samples are hybridized into modes, which are linear combinations of these
resonances [89]. Such coupled modes in 1D are predicted to exhibit a succession of peaks
along the length of the sample, which are called necklace states [90]. The speckle patterns
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of these modes on the output surface should be similar since the field at the output will be
dominated by the resonance closest to the output. The speckle pattern of the dominating
transmission eigenchannel will be the same as for these quasi-normal modes.
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Figure 5.4: (a) The ratio between σ2 and −〈lnT 〉, 〈MT 〉/〈T 〉 and 〈M−1T 〉/〈T 〉 with respect
to L/ξ. The dashed line is the prediction of SPS for large L/ξ. (b). Exponential decay of
〈lnT 〉 vs. sample length length L for localized wave. The dashed black line is a linear fit to
the data.
In the localization limit, T ∼ τ1 ∼ 4 exp(−2x1) and x1 is hypothesized to follow a
Gaussian distribution. This leads to the log-normal distribution for T seen in Fig. 5.1a
for g = 0.045, as predicted by SPS theory of localization. SPS further predicts that in the
limit of small g, var(lnT ) ≡ σ2 = −〈lnT 〉, so that P (lnT ) depends only upon the single
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parameter −〈lnT 〉 = L/ξ. The ratio of σ2 and −〈lnT 〉 as well as the average of M weighted
by T , 〈MT 〉/〈T 〉, are plotted with respect to L/ξ in Fig. 5.4. These functions are seen to
approach unity for L ξ ∼ 24 cm with the distribution of T being log-normal, as predicted
by SPS hypothesis, precisely when 〈MT 〉/〈T 〉 approaches unity. At this point, the statistics
of T for the quasi-1D sample become one dimensional. We see in Fig. 5.4 that the weighted
average of M−1, 〈M−1T 〉/〈T 〉, follows the ratio of SPS. In a single configuration, M−1 is
equal to the variance of the total transmission relative to its average in that configuration,
M−1=var(NTa/T ). Thus SPS theory for fluctuations of T within a random ensemble of
1D samples applies to quasi-1D samples when the fluctuations of total transmission within
single samples arise from transmission through a single eigenchannel.
A full account of the statistics of transmission is given by the joint probability distribu-
tion of all the transmission eigenvalues, P ({τn}). We have seen that two functions of the set
of transmission eigenvalues {τn}, T and M , are key localization parameters and that their
joint distribution P (T,M) give insight into the approach to localization. Clearly, integrating
this distribution over M gives P (T ), but more significantly, P (T,M) also yields the second
order distributions of statistical optics. We have shown that the statistics of relative trans-
mission in a single transmission matrix depends only upon M , while the transmittance T
provides an overall normalization factor. The total transmission relative to its average in the
transmission matrix, NTa/T , has a variance of M
−1 and a distribution which changes from
Gaussian to negative exponential over the range in which M−1 changes from 0 to 1. An an-
alytical expression for P (NTa/T ;M) has not been obtained yet, but these distributions can
be found from measurements of the transmission matrix. The distribution of total transmis-
sion in an ensemble of given g can thus be expressed as
∫
P (NTa/T ;M)P (T,M ; g) dTdM .
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Figure 5.5: Statistics of transmittance, total transmission and intensity for the ensemble with
g=0.045. The calculation is made based upon the assumption of M = 1 in this ensemble.
Since the distribution of intensity in a single speckle pattern is a negative exponential,
exp(−NTba/Ta)/Ta, the distribution of Tba is obtained by mixing this function with P (Ta).
Thus the statistics of intensity, total transmission and transmittance can be obtained from
P (T,M ; g). These statistics are presented in Fig. 5.5 for the sample in which g=0.045 and
〈MT 〉/〈T 〉=1.02. The degree to which transmission is via a single channel can be appreci-
ated by comparing the measured P (Ta) to the calculation based on the assumption of M=1
for all values of T, where P (NTa/T ) = exp(−NTa/T )/(T/N). The tendency towards higher
values of M for small T seen in Fig. 5.3f leads to a small discrepancy at low values of Ta
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between the measurement and the calculation. This is readily repaired by more accurately
representing the full distribution of M for small values of T . The intensity distribution cal-
culated under the same assumption of M=1 is shown in Fig. 5.5c and seen to be in excellent
agreement with measurements.
We now investigate the statistics of M , since it plays a central role in the statistics of
transmission. Fig. 5.6 shows P (M−1) for both diffusive and localized waves.
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Figure 5.6: Probability distribution of M−1 for (a) three diffusive ensembles with L= 23, 40
and 61 cm and (b) localized waves with L=23 cm.
In order to improve statistics, we increase the number of matrices analyzed by picking
5 different random combinations of N/2 from the measurements to construct the transmis-
sion matrix at each frequency in a given sample configuration. For three diffusive samples,
P (M−1) is well fit by a Gaussian distribution with a decreasing value of variance as the
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Figure 5.7: Universal fluctuation of M for diffusive waves. (a) Probability distribution of
M for three diffusive samples of lengths L= 23, 40 and 61 cm. (b) P (M) for the localized
sample with L = 23 cm. (c) Var(M) vs. 〈M〉 for the four samples studied in (a) and (b).
mean value of M−1 falls. A rather surprising feature is seen when we plot the distribution
of M instead, which is shown in Fig. 5.7. P (M) for three diffusive samples with different
lengths follows a Gaussian distribution with nearly the same variance. This is reminiscent
of the phenomenon of universal conductance fluctuations. The fact that fluctuation of M−1
for diffusive samples is not universal is similar to earlier finding that the fluctuation of re-
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sistance of mesoscopic conductors is not universal whereas its inverse, conductance, has a
universal variance. The values of 〈M〉 and var(M) for corresponding samples are presented
in Fig. 5.7c. The scaling of 〈M〉 vs. 1/L for the three diffusive samples is explored and
demonstrated in Fig. 5.8a and we find that 〈M〉 is approximately inversely related to the
sample length L. The scaling is seen to be in accord with diffusive transport when 〈M〉 is
plotted with respect to the effective sample length Leff = L+ 2zb, in which zb=13 cm is the
extrapolation length found from the fit to the time of flight distribution. This is presented
in Fig. 5.8b where three data points more closely falls on a line.
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Figure 5.8: Scaling of 〈M〉 for the three diffusive samples as in Fig. 5.7c. with respect to
(a) the sample length L and (b) the effective sample length Leff .
Assuming a bimodal distribution of the transmission eigenvalues in a large transmission
matrix N  1, M is given by, 〈M〉 = g2∫ 1
0 τ
2ρ(τ)dτ
= 2
3g
. In contrast, ρ(τ) = g/τ will yield,
〈M〉 = 1/2g. The value of dimensionless conductance and the variance of T is presented in
Table 5.1, based on the relation of 〈T 〉 = g = 1/2〈M〉.
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Sample length L (cm) g=〈T 〉 var(T )
23 6.5 0.26
40 5.0 0.42
61 3.7 0.23
Table 5.1: The mean and variance of transmittance T for three diffusive sample of lengths
23, 40 and 61 cm.
The variance of T is found to be ∼ 0.3 and independent of the sample length L or the
mean value 〈T 〉 =g . We believe this is the first direct demonstration of universal conductance
fluctuation for classical waves. UCF was first observed in small metals rings in which the
fluctuation of conductance is of order unity independent of the size of the sample. The C3
correlation which is linked to UCF has been observed for classical waves. However, the value
of var(T) is considerably larger than the theoretical prediction for Q1D disordered random
media of 2/15. This could be a consequence of the wave interaction at the sample interface,
which gives the large value of the extrapolation length zb. The strong interaction at the
sample interface alters the value of fluctuation of transmittance, which is analogous to the
impact of tunnel barrier on the universal conductance fluctuations in disordered electronic
systems [91]. Some electrons will be instantaneously reflected by the tunnel barrier and
therefore cannot make any contribution to the measured conductance. This effect disappears
when the sample length L is much greater than `, as does the impact of zb on transmission
when L ` for classical waves. Recent supersymmetry calculations [92] have shown that the
interaction at the sample surfaces can substantially reduce the high transmission eigenvalues
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and therefore suppress the bimodal distribution. In addition, since the transmittance is
obtained by summing the transmitted intensity on arrays of discrete points on the input and
output surface, the lack of spatial averaging may give a larger fluctuation of T . The non-
negligible correlation between the two orthogonal polarization measurement also enhances
the fluctuation. The value of var(T )∼ 0.3 reported is obtained by equating g = 〈M〉/2. We
note that, when we take g = 2〈M〉/3, the variance of T is ∼ 0.5, but is still independent of
the sample size.
It is seen that the fluctuation of both M and T are universal for the diffusive samples
and 〈M〉 is proportional to 〈T 〉 in the limit of large g . However, M and T are two distinct
parameters in the statistics of transmission. To see this, the average value of M as a function
of the normalized transmittance s = T/〈T 〉 for the diffusive sample of length L = 23 cm is
plotted and no clear correlation between M and s is seen. Furthermore, if they were highly
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Figure 5.9: The average value of M for different value of s in the ensemble of diffusive
samples of length L = 23 cm.
correlated, var(M) will be much greater than var(T ), since 〈M〉 is larger than 〈T 〉. We
have also performed numerical simulations based on Recursive Green’s function method and
found that the variance of M and T is about the same for a diffusive sample with g ∼ 6.7. In
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Fig. 5.10, we show the correlation function of T and M with frequency shift ∆ν, defined as
C(∆ν) = 〈x(ν)x(ν+ ∆ν)〉− 〈x(ν)〉〈x(ν+ ∆ν)〉. The value of correlation function at ∆ν = 0
is equal to the variance.
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Figure 5.10: The correlation function of T and M with frequency shift ∆ν. The curves are
normalized by its maximum value in the figure to give the better comparison between the
two correlation function.
The charge model provides an intuitive explanation of UCF [66]. For diffusive samples,
there are approximately g charges packed in the interval of [0,1] with average spacing of
1/g. The position of the charges varies at different sample realization and this results in the
fluctuation of the measured conductance at different configurations. Due to the Coulomb in-
teraction, the position of the the charges are rigid and the vibration around their equilibrium
position is reduced. The distribution of the positions is a Gaussian for all the charges except
the first one x1. The distribution of x1 is different from the rest is because the repulsion by
its image. It is therefore expected to follow the Wigner surmise for the GOE [66]. Because
of the rigidity of the positions of the charges, the fluctuation of number of charges between
0 and 1 is small and therefore, the fluctuation of conductance is always of order of unity
irrespective of the number of charges within [0,1], which is the mean value of the conductance
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in the ensemble. The fluctuation is also independent of the total number of charges N , in
which N depends on the transverse size of the sample.
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Figure 5.11: The staircase counting function N(x) for one set of ln τn for diffusive sample
with L=23 cm. The step for x is 1/5 of the average nearest spacing between ln τn in the
random ensemble.
The strong repulsion between the charges tends to keep the charges at their equilibrium
positions and therefore main a long-range order of the charge positions. A measure of the
rigidity of the spectrum is called the ∆3 statistics, which was first proposed by Dyson and
Metha [93] to explain the spectra of energy levels obtained in the slow neutron scattering
experiments. The ∆3 statistics measures the deviation of a given energy sequence from a
perfect uniform sequence. For a given sequence of length S, in which S is measured in terms
of the nearest average spacing, ∆3(S) is defined as the least-squares deviation of the staircase
function N(x) from the best linear fit over the range of S,
∆3(S) =
1
S
min(
∫ S+α
α
(N(x)− Ax−B)2dx). (5.1)
Here, N(x) is the counting function, which increases by one when it moves across an energy
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level. We have found that spectrum of ln τn on average is rigid for both diffusive and localized
waves. We can now consider the rigidity of spectrum of ln τn using the ∆3 statistics. For
large n, logarithm of τn is close to the value of -2xn. One example of the counting function
for diffusive sample with length of 23 cm is given in Fig. 5.11. The straight line in the figure
is the best linear fit to the N(x).
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Figure 5.12: Measure of level rigidity, ∆3(S) statistics for diffusive (green squares) and
localized (blue dots) sample with length L = 23 cm. The red line is for the localization limit
in which there is not interaction between ln τn.
When averaging over all the sample configurations and different starting values of α,
the ∆3(S) for the diffusive and localized sample with L = 23 cm is presented in Fig. 5.12.
We see that for large value of S, ∆3(S) approaches the prediction for the GUE systems
in the diffusive limit. This suggests that the spectrum of ln τn is long-range ordered. The
agreement with GUE instead of GOE may be attributed to the degree of the control of the
measured transmission matrix discussed previously [68]. In contrast, the rigidity of ln τn
is substantially weakened for localized waves. In the localized limit, one would expect the
rigidity of ln τn follows the S/15 for a Poisson process, since there is no interaction between
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neighboring ln τn and the position of ln τn is independent of the positions of other charges. It
is worth noting that for localized waves, for small value of S, ∆3(S) agrees with prediction
for GOE systems. This could be due to the fact that we have better control of the measured
TM for localized waves.
The measure of the interaction between neighboring ln τn that leads to the rigidity of
ln τn will be the nearest spacing distribution of ln τn. The results are presented in Fig. 5.13.
It is seen that the nearest spacing distribution for diffusive waves agrees with the Wigner
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Figure 5.13: Probability distribution of the nearest spacing of ln τn, s =
ln τn−ln τn+1
〈ln τn−ln τn+1〉 , P (s)
for diffusive and localized sample of length L = 23 cm.
surmise for GUE systems and is close to the Wigner surmise for GOE system for moderately
localized sample. It could be the weak interaction that gives to the short-range order of the
spectrum logarithm of the transmission eigenvalues for localized waves as seen in Fig. 5.12.
It is indicative that the ∆3 statistics gives a better measure of closeness to localization than
does the statistics of the nearest spacing distribution.
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5.3 Summary
In this chapter, we present measurements of the distribution of the “optical” conductance
in the Anderson localization transition. The distribution of T changes from a Gaussian
to a log-normal distribution as the number of τn contributing to conductance appreciably
decreases. We have observed a one-sided log-normal distribution of transmittance in the
crossover to Anderson localization at L/ξ ∼ 1.63 and a log-normal distribution for deeply
localized waves at L/ξ ∼ 4. The impact of the joint distribution of transmission eigenvalues
upon these distributions is interpreted both in terms of a charge model including image
charges and in terms of P (T,M). We show that SPS is approached in a quasi-1D sample
as 〈M〉 → 1 with the statistics becoming one-dimensional in this limit. We show explicitly
that P (T,M) yields the statistics of intensity and total transmission for deeply localized
waves, but, since P (NTa/T ) in a single transmission matrix depends only on M , P (T,M)
determines the statistics of intensity, total transmission, and transmittance in any random
ensemble. These results illustrate the power of a unified approach to mesoscopic physics that
can treat integrated and local flux as arise in studies of electronic conductance and statistical
optics. We find that the fluctuation of M is universal for diffusive waves and report the first
direct observation of UCF for classical waves. The weakening of the rigidity of spectrum of
ln τn is observed when approaching wave localization.
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Chapter 6
Focusing through random media
6.1 Introduction
Waves, such as light, microwave, ultrasound and acoustic, are the ultimate tools for
non-invasive and contact free imaging. Tremendous efforts have been made to control wave
propagation in diverse media. For instance, optical elements, such as lens and mirrors, are
used to guide light propagation. A revolutionary invention in optical imaging is the opti-
cal microscope, which allows us to resolve images of size around few hundred nanometers
[94]. It was realized by Abbe [95] that there exists a fundamental limit for the lens based
optical microscope, which is known as the diffraction limit. This fundamental limit reflects
the inability of capturing the evanescent waves in the far field imaging process. Near field
microscope can reach a very high resolution since the information of the evanescent waves
are preserved in the near field measurement [96]. Some engineered materials, called Meta-
materials, can also be used to perform subwavelength imaging as demonstrated in superlens
[97], in which is the evanescent waves are amplified in the far field and in hyperlens [98, 99],
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where the evanescent waves are supported inside the medium with hyperbolic dispersion.
All of these imaging techniques are vulnerable to scattering, since the phase of the multi-
ply scattered wave is completely randomized. Recently, Vellekoop and Mosk [100–102] have
developed a wavefront shaping method to correct the spatial distortion due to scattering
of light in a turbid medium. The phase pattern of the incident wavefront is adjusted by a
spatial light modulator. Employing a learning algorithm with an intensity feedback from
a target spot on the back of the sample, they were able to focus light through the opaque
sample and enhance the intensity at the focal spot by 3 orders in magnitude [100]. They were
also able to increase the total transmitted light by 44% [101]. The ability of focusing wave
through inhomogeneous media was first demonstrated in acoustics by means of time-reversal
[103]. The signal transmitted through a scattering medium from a source is recorded in time
by arrays of transducers. The recorded time signals are played back in time and a pulse
emerges at the location of the source. Assume f(t) is the time-response to an incident pulse
from the source, the system response to the time-reversed pulse f ∗(−t), h(t) is given by the
convolution of f(t) and f ∗(−t),
f(t) =
∫ ∞
−∞
a(ω)e−iωtdω. (6.1)
h(t) = Conv(f(t), f∗(−t)) =
∫ ∞
−∞
e−iωt|a(ω)|2dω. (6.2)
Here, ∗ is the complex conjugation. Since all the frequency components of f(t) at t = 0 add
in phase, a focused pulse then emerges at t = 0.
Analogous to the method of time-reversal, wavefront shaping exploits the spatial degrees
of freedom of the incident wave to focus monochromatic radiation through random systems.
In order to focus at the output channel β, the phase of the incident wavefront has to be
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adjusted so that the transmitted electric field at β from different input channels a arrive
in phase and interfere constructively. Thus, to obtain the optimal focusing, the correct
wavefront will be the phase conjugation of the transmitted electric field tβa, t
∗
βa/
√∑
a |tβa|2
[101], where tβa is the transmission coefficient from input channel a to output channel β and√∑
a |tβa|2 is the normalization to set the incident power to be unity. With the information
of the transmission matrix of the disordered medium, it is possible to focus radiation at
any desired spot or simultaneously at several spots by phase conjugating the measured
transmission matrix. This has been demonstrated in microwave and optical measurements
of transmission matrices [76, 81, 104].
For a pulse impinging on a scattering medium, the temporal profile of the pulse is dis-
torted as is its spatial profile [42]. Because of the multiple scattering, the residence time of
wave inside the sample varies and this gives the so-called time flight distribution when the
time-varying intensity I(t) is averaged over a random ensemble. The width of the time of
flight distribution is significantly broadened as compared to the incident pulse. Recently, the
wavefront shaping technique has been extended to control the pulse transmission through
random media. Employing a generic learning algorithm with the intensity at a point at a
given time delay as a feedback or via feedback from nonlinear process such as two-photon
fluorescence, optical pulses have been focused through random media [105, 106].
In this chapter, we demonstrate focusing of monochromatic radiation through random
media via phase conjugation of microwave transmission matrix and relate the focusing to the
statistical parameters that characterizes the random medium. The phase conjugation was
applied numerically, since in our experiment, we cannot modify the incident wavefront to
achieve focusing experimentally. The spatial contrast between average intensity at the focus
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and the background is found to be equal to 1/(1/M − 1/N), in which M is the eigenchannel
participation number of the measured transmission matrix of size N [76]. We found that,
the contrast is given by the formula, even when N is smaller than the number of independent
channels in the medium. For a random medium with N  1 and in the diffusive limit g 1,
the focusing contrast is the same as the inverse of the long-range correlation κ. The spatial
profile of the focus can be expressed in terms of the square of the field-field correlation in
space and the long-range correlation κ of the random media. A time dependent transmission
matrix has also been exploited to focus a pulse transmitted through the random waveguide
at a point for a given time delay and the spatial contrast is given by 1/(1/M(t′) − 1/N),
where M(t′) is the eigenchannel participation number at time t′. The profile of the focused
pulse is equal to the square of the field-field correlation function in time and is the same as
the incident Gaussian pulse. The decreasing of M(t′) in time is closely linked to the number
of quasi-normal modes contributing appreciably to transmission at the time t′.
6.2 Focusing monochromatic radiation through ran-
dom waveguides
In Fig. 6.1, a speckle pattern produced by radiation from point a on the center of the
input surface for a diffusive sample of length L = 23 cm. The speckle pattern is measured for
single polarization and the intensity is normalized to the average value of the pattern. The
Whittaker-Shannon sampling theorem is used to obtain high-resolution patterns. To focus
the radiation at the center of the output surface β = (0, 0), the incident wavefront should be
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Figure 6.1: Intensity speckle pattern generated for L=23 cm for diffusive waves. The speckle
pattern is normalized to the average intensity within the speckle pattern. Focusing at the
center point via phase conjugation is shown in 6.1(b).
t∗βa/
√∑
a |tβa|2. The corresponding speckle pattern is given in Fig. 6.1(b) and a focal spot
emerge at target spot β = (0, 0). The intensity at the focal spot Iβ is equal to,
Iβ = |
tβat
∗
βa√∑
a |tβa|2
|2 =
∑
a
|tβa|2 = Tβ. (6.3)
The background intensity when phasing conjugating the transmission matrix is given by,
Ib 6=β =
|∑n τnunbu∗nβ|2
Tβ
=
∑
n,n′ τnτn′unbu
∗
nβu
∗
n′bun′β∑
n τn|unβ|2
. (6.4)
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The u matrix is obtained by the singular decomposition of the transmission matrix t, t =
UΛV †. We consider the ratio within a single sample realization between the average intensity
at the focus and the average intensity at the background as the focusing contrast,
µ =
〈Iβ〉β
〈Ib 6=β〉β . (6.5)
in which 〈. . . 〉 indicates averaging over all possible focusing points. The average intensity at
the focus is 〈Tβ〉β =
∑
n τn/N . The background intensity averaged over all possible b 6= β
and β is given by,
〈Ib〉b 6=β,β =
〈∑n τ 2n|u2nβ|/Tβ〉β
N − 1 −
〈Tβ〉β
N − 1 . (6.6)
We found that 〈∑n τ 2n|u2nβ|/Tβ〉β can be well approximated as the ratio between the average
of the numerator and of the denominator, 〈∑n τ 2n|u2nβ|〉β/〈Tβ〉β ∼ TMN . This yields the
average background intensity when focusing is achieved,
〈Ib〉b6=β,β ∼ T
MN
− T
N2
. (6.7)
Here, M =
(
∑
n τn)
2∑
n τ
2
n
is the eigenchannel participation number and N is the number of chan-
nels in the measured transmission matrix. The average intensity is equal to T/N2 and it is
clearly seen that the background intensity is enhanced by a factor of N/M when focusing is
achieved via phase conjugation. This is due to that more weight is given to high transmis-
sion eigenchannels when phase conjugation of the TM is applied. The contrast for optimal
focusing is,
µ =
〈Iβ〉β
〈Ib〉b6=β,β =
T/N
T
MN
− T
N2
=
1
(1/M − 1/N) . (6.8)
In the limit of a large transmission matrix N  1, the contrast is simply the eigenchannel
participation number M. Since for localized waves, the transmission is dominated by the first
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eigenchannel and therefore the value of M approaches 1. We then expect that focusing for
localized wave cannot be achieved by phase conjugation, since the background intensity is
also enhanced by a factor of N . This is confirmed in Fig. 6.2.
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Figure 6.2: Intensity speckle pattern generated for L=61 cm for localized waves. The speckle
pattern is normalized to the average intensity within the speckle pattern. Phase conjugation
is applied to focus at the center point shown in 6.2(b) and no focusing is obtained.
We now consider the situation where only N ′ channels can be measured instead of the
N channels and calculate the optical focusing contrast defined earlier. We found that the
formula is still valid when only a fraction of the TM can be determined experimentally, with
M and N replaced by M ′ and N ′. Here, M ′ is the eigenchannel participation number for
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the reduced transmission matrix of size N ′. This is demonstrated in Fig. 6.3. This can
be applied to optical measurements of the transmission matrix in which N ′ is much smaller
than N .
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Figure 6.3: Contrast in maximal focusing vs. eigenchannel participation number M. The
open circles and squares represent measurements from transmission matrices N = 30 and 66
channels, respectively. The filled triangles give results for N ′×N ′ matrices with N ′ = 30 for
points selected from a larger matrix with size N = 66. Phase conjugation is applied within
the reduced matrix to achieve optimal focusing. Eq. 6.8 is represented by the solid red and
dashed blue curves for N = 30 and 66, respectively. In the limit of N M , the contrast is
given by Eq. 6.8 is equal to M , which is shown in long-dashed black lines.
Since the variance of relative total transmission within large single transmission matrix is
equal to the inverse of M , var(sa/s) = 1/M . In the diffusive limit in which the fluctuation of s
is much smaller than fluctuation of sa, var(sa) can be estimated to be 1/M . At the same time,
since the long range correlation is linked to the fluctuation of normalized total transmission,
κ = var(sa). κ is also proportional to the inverse of the dimensionless conductance g . The
focusing contrast can therefore be expressed in terms of the fundamental parameter which
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characterize the wave propagation through the disordered media.
Significantly higher spatial resolution is achieved by focusing in disordered systems than
in free space since the resolution is not limited by the aperture of the emitting array. Instead,
the resolution is equal to the field correlation length, which is the inverse of the width of the
k-vector distribution of the scattered waves. The spatial variation of intensity in the focused
speckle pattern 〈Ifoc(∆r)〉 reflects the decay of the ensemble average of the coherent sum of
eigenchannels at the focus toward the average value of the incoherent sum. 〈Ifoc(∆r)〉 can
be expressed as a function of the degree of extended intensity correlation κ and the square of
the field-field correlation function F (∆(r)) = |〈E(r)E∗(r + ∆r)〉|2/[〈I(r)〉〈I(r + ∆r)〉]. The
average intensity in the focus pattern normalized to the average intensity at the focus is,
Ifoc(∆r)
N〈I〉 ∼
〈|∑n τnunbu∗nβ|2〉
〈|∑n τn|unβ|2|2〉 . (6.9)
The numerator on the right-hand side of the Eq. 6.9 is also written as
∑
n〈τ 2n〉〈unbu∗nβu∗nbunβ〉+∑
n
∑
n6=n′〈τnτn′〉〈unbu∗nβu∗nbun′β〉. Since the components of the singular vectors unb are
circular Gaussian variables, the average product 〈unbu∗nβu∗n′bunβ〉 can be broken into the
|〈unbu∗nβ|2 +〈|unb|2〉〈|u2nβ|〉. In this expression, |〈unbu∗nβ〉|2 is the square of the field correlation
function of the singular vectro unb, which can be approximated as |〈unbu∗nβ〉|2 = F (∆r)/N2.
This gives 〈unbu∗nβu∗nbunβ〉 = F (∆r)/N2 + 1/N2.
For n 6= n′, the singular vectors unb and un′b are uncorrelated so that 〈unbu∗nβu∗nbunβ〉 =
〈unbu∗nβ〉〈u∗n′bun′β〉 = F (∆r)/N2. Eq. 6.9 can then be written as,
Ifoc(∆r)
N〈I〉 =
F (∆r) + κ
1 + κ
. (6.10)
The ensemble average of the intensity in the focused patterns is shown in Fig. 6.4 and seen
to be in excellent agreement with Eq. 6.10 using measurement of the square of the field
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correlation function F (∆r) and κ. For localized waves, Eq. 6.10 no longer holds, but good
agreement with the focused pattern is obtained when κ in Eq. 6.10 is replaced with 1/(µ−1)
with µ obtained experimentally.
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Figure 6.4: The ensemble average of normalized intensity for focused radiation (blue circles)
is compared to Eq. 6.10 (blue solid line) for L = 61 cm, κ is replaced by 1/(µ−1) in Eq. 6.10.
F (∆r) (blue dots) is fit with the theoretical expression obtained from the Fourier transform
of specific intensity (dashed blue line). The field has been recorded along a line with a
spacing of 2 mm for 49 input points for L = 61 cm. The black dashed line is proportional
to 〈I〉/〈Ifoc(0)〉 = 1/N
6.3 Focusing pulse transmission through random waveg-
uides
In this section, we will discuss focusing pulse transmission through the random waveguides
in space and time by phase conjugating a time-dependent transmission matrix at a given time
delay t′ [107]. Spectra of transmission matrix for microwave propagation through random
89
waveguide with length L = 61 cm over the frequency range 14.7-15.7 GHz in 3200 steps.
The transmission matrix is measured for N ′ = 45 points on the input and output surfaces
for single polarization.
We obtain the time dependent transmission matrix from spectra of the transmitted field
between all points a and b, tba(ν). These spectra are multiplied by a Gaussian pulse centered
in the measured spectrum at ν0 =15.2 GHz with bandwidth σν =150 MHz and then Fourier
transformed into the time domain. This gives the time response at the detector to an
incident Gaussian pulse launched by a source antenna with bandwidth σt=1/2pi/σν . The
time variation Iba(t
′) of an incident pulse launched at the center of the input surface and
detected at the center of the output surface in a single realization of the random sample is
shown in Fig. 6.5(a). Individual peaks in intensity have widths comparable to the width of
the incident pulse. The average of the time of flight distribution 〈I(t′)〉 over transmission
coefficients for N ′2 pairs of points and 8 random configurations is also presented and seen to
be significantly broadened over the incident pulse.
The intensity that would be delivered to a point at the center of the output surface of the
waveguide β=(0,0) at a selected time t′ if the transmission matrix were phase conjugated at
time t′ is investigated. The results for t′= 33 ns and 40 ns are shown in Figs. 6.5(b) and
6.5(c), respectively. In both cases, a sharp pulse emerges at the selected time delay with
intensity peaked at β=(0,0).
The spatial profile of focusing for a monochromatic wave above an enhanced constant
background is equal to the square of the field correlation function in space. Similarly, the
temporal profile of the focused pulse is seen in Fig. 6.6 to correspond to the square of the
field correlation function in time, |F σE(∆t)|2, where F σE ≡ 〈Eσ(t′)E∗σ(t′ + ∆t)〉/(〈I(t′)〉〈I(t′ +
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Figure 6.5: Spatiotemporal control of wave propagation through a random waveguide. (a)
Typical response of Iba(t
′) and the time of flight distribution 〈I(t′)〉 found by averaging over
an ensemble of random samples. The incident pulse is sketched in the dashed blue curve.
(b) and (c), phase conjugation is applied numerically to the same configuration as in (a) to
focus at t′= 33 ns and 40 ns at the center of the output surface in (b) and (c), respectively.
The Whittaker-Shannon sampling theorem is used to obtain high-resolution spatial intensity
patterns shown in the inset of (b) and (c).
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∆t)〉)1/2. For an incident Gaussian pulse, the square of the field correlation function is equal
to the intensity profile of the incident pulse and is independent of delay time.
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Figure 6.6: Profile of the focused pulse compared with the square modulus of the field
correlation function in time and the profile of incident Gaussian pulse. The focused pulse in
Fig. 6.5(b) has been plotted relative to the time of the peak. All curves are normalized to
unity at ∆t=0 ns.
We have shown previously that in a large single transmission matrix in steady state,
µ = 1/(1/M − 1/N). Here, M is the eigenchannel participation number when the full
transmission matrix of size N is measured. Because the full transmission matrix is not
accessible in the experiment, the density of measured transmission eigenvalues differs from
theoretical prediction. Nonetheless, we find in steady state measurements that when part of
the transmission matrix is measured, the contrast in focusing via phase conjugation is given
by,
µ = 1/(1/M ′ − 1/N ′). (6.11)
where M ′ is the eigenvalue participation number of the measured transmission matrix of size
N ′. This is a property of random transmission matrices and therefore should apply as well
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to transmission matrices at different time delays provided the field within the transmission
matrix is randomized. In Fig. 6.7, we present the time evolution of 〈M ′〉 and 〈µ〉. Near
the arrival time of the ballistic wave, the value of M ′ is close to unity and the contrast is
not described by Eq. 6.11. This is because ballistic wave is associated with the propagating
waveguides modes with the highest speed and therefore the transmitted field is not random-
ized. Once the transmitted waves at the output have been multiply scattered, a random
speckle pattern develops and the measured contrast is in accord with Eq. 6.11.
20 40 60 80 100 120 140
0
10
20
 
 
<1/(1/M-1/N )>
<M >
<µ>
''
'
Time (ns)
Ti
m
e
 
va
ria
tio
n
 
o
f M
 a
n
d 
µ
 
Figure 6.7: Time evolution of 〈M ′〉 (lower solid curve) and the maximal focusing contrast
〈µ〉. µ is well described by Eq. 6.11 after the time of the ballistic arrival, t′ ∼ 21 ns. At
early times, the signal to noise ratio is too low to analyze the transmission matrix.
After the arrival of ballistic waves, the value of M ′ is seen in Fig. 6.7 to increase rapidly
before falling slowly. This reflects the distribution of lifetimes and the degree of correlation in
the speckle patterns of quasi-normal modes [47]. Just after the ballistic pulse, transmission is
dominated by the shortest-lived modes. These modes are especially short lived and strongly
transmitting because they are extended across the sample as a result of coupling between
resonant centers. Sets of extended modes that are close in frequency could be expected
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to have similar speckle patterns in transmission, so that a number of such modes might
then contribute to a single transmission channel. As a result, the number of independent
eigenchannels of the transmission matrix contributing substantially to transmission would
be relatively small at early times and M ′ would be low. At late times, only the long-lived
modes contribute appreciably to the transmission. Thus for intermediate times, modes with
wider distribution of lifetimes than at either early or late times contribute to transmission
and these modes are less strongly correlated than at early times so that M and the contrast
are peaked.
6.4 Summary
In this chapter, we have shown that it is possible to focus monochromatic and pulse trans-
mission through disordered random waveguides. The contrast µ of the focusing via phase
conjugation is related the eigenchannel participation number M of the measured transmis-
sion matrix of size N , µ = 1/(1/M − 1/N). The spatial and temporal profile of the focused
beam is the close to the square of the field correlation function in space and time for a diffu-
sive waves. The dynamics of the M in time is investigated and the initial rise and subsequent
falloff of the M is explained in terms of the decaying of the quasi-normal modes within the
random media.
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Chapter 7
Densities of states and intensity
profiles of transmission eigenchannels
inside opaque media
7.1 Introduction
A disordered medium fills with a fine-grained random interference pattern of intensity
when illuminated by a monochromatic wave. When the intensity is averaged over many
realizations of the disorder, however, all trace of the underlying wave is lost in the diffuse
profile of intensity which corresponds to the density of randomly scattered particles of the
wave such as photons or electrons. Nonetheless, coherence of the field is preserved in the
transmission values τ of the eigenchannels of TM which link the incident and transmitted
wave via a small number of strongly transmitting channels among mostly dark channels
[33, 63–65, 67]. This coherence should also modify the energy density inside the medium
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and the dynamics of transmission [108, 109]. But even the spatially averaged wave energy
within the sample, known as the density of states (DOS), which controls spontaneous and
stimulated emission [110] and wave localization [10], has not been measured. In this chapter,
we will show that microwave spectra of the TM yield the photon dwell time and DOS for
each eigenchannel and, in conjunction with computer simulations, provide the average of the
intensity profile inside the sample for each eigenchannel. The channel dwell time increases
dramatically with transmission and grows quadratically with sample length. Measurements
of the DOS from the sum over eigenchannels are in close correspondence with the sum of the
DOS over electromagnetic modes of the medium. The control of the energy density within
the sample demonstrated here may enable imaging and enhanced absorption within complex
system for applications such as medical diagnosis and therapy, energy harvesting and low
thresholds lasing in random media.
7.2 Dynamics of eigenchannels of TM
The power of the TM to mold the flow of waves through random samples has been demon-
strated in sharp focusing of sound, light and microwave radiation [81, 104] and by enhanced
transmission of specific eigenchannels [48, 111]. Similarly the excitation by eigenchannels
with a diversity of intensity profiles and photon dwell times inside the sample might be
controlled and exploited in numerous applications. For example, illuminating a sample with
wavefronts which excite channels with diverse spatial and temporal characteristics inside the
sample can be used to obtain a depth profile the optical absorption, emission or nonlinearity
within a sample. The possibility of depositing energy well below the surface would lengthen
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the residence time of emitted photons in active random systems and so could dramatically
lower the lasing threshold of amplifying diffusive media. In contrast, residence times of emit-
ted photons are relatively short because of the shallow penetration of the pump laser due to
multiple scattering so that lasing thresholds are high in traditional random lasers [112–114].
The DOS is the integral of the intensity Ia(z) over the sample volume for unit flux
summed over all 2N channels a of the incident wave on both sides of the sample,
ρ =
1
pi
2N∑
a
∫ L
0
Ia(z)dz. (7.1)
The DOS is also equal to the sum of delay times weighted by Iab over all (2N)
2 pairs of
incoming and outgoing propagation channels [115],
ρ(ω) =
1
pi
2N∑
b,a
Iba
dϕba
dω
. (7.2)
The phase derivative dϕba/dω is the single channel delay time for a narrow band pulse prop-
agating from channel a to b [116]. Because this expression involves the full scattering matrix
involving field transmission coefficient in both transmission and reflection for waves incident
on both sides of the sample, the DOS has not been measured previously for classical waves.
The TM may be expressed via the singular value decomposition as, t =
∑N
n
√
τnunv
†
n. For
a non-dissipative disordered system with time reversal symmetry, the DOS can alternatively
be expressed in terms of the transmission eigenchannels,
ρ(ω) =
1
pi
N∑
n
dθn
dω
. (7.3)
in which dθn
dω
= 1
i
(dv
∗
n
dω
.vn− du∗ndω .un) is the residence time of the energy of the wave for the nth
transmission eigenchannel. The contributions to the DOS from transmission and reflection
are ρt =
1
pi
∑N
n τn
dθn
dω
and ρr =
1
pi
∑N
n (1− τn)dθndω , respectively [117].
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Figure 7.1: Measured spectra of eigenchannel properties in a single realization of the ran-
dom sample. (a) Spectra of eigenvalues τn for n = 1, 5, 9, 13, 17, 21, 25. (b) Spectra of the
corresponding dθn/dω. (c) Spectra of τndθn/dω, and transmission component of the DOS,
ρt, found from the singular value decomposition of the TM (black line), 1/pi
∑
n dθn/dω,
and from the sum of the weighted channel delay times (red dashed line), 1/pi
∑
a,b Iabdϕ/dω,
(these last two curve overlap). (d) Spectra of the transmission DOS ρt (black line) that was
found in (c), reflection DOS ρr (green line) and their sum, which gives the DOS ρ = ρt + ρr
(blue line).
Spectra for τn and dθn/dω for a single random configuration drawn from an ensemble
of samples for which g=6.9 are shown in Figs. 7.1a and 7.1b. The contribution of each
channel to ρt as well as the sum over all channels is shown in Fig. 7.1c, while the sum
of ρt and ρr to give ρ is shown in Fig. 7.1d. The perfect overlap of ρt obtained from the
sum over channels with the spectrum of 1
pi
∑N
b,a Ibadϕ/dω confirms that the DOS can be
apportioned into reflection and transmission contributions and can be written as the sum of
the eigenchannel DOS (EDOS) dθn/dω.
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Figure 7.2: Scaling of eigenchannel dwell time. The experimental residence time of the
eigenchannels 〈dθn/dω〉 (EDOS) (a) and residence time normalized by the average delay
time, 〈dθn/dω〉/〈dϕ/dω〉, (b) are plotted with respect of the eigenvalues for L = 61 cm
(red dots), L = 40 cm (green triangles) and L = 23 cm (blue stars). (c) Simulations of
eigenchannel residence time and EDOS with different values of g . (d) Scaling of
√〈dθn/dω〉
for τn = 1 (blue dots) and τn = 0.1 (blue triangles), of
√〈dϕ/dω〉 (blue stars) showing that
the EDOS increases quadratically with L, while the DOS (red crosses) increases linearly.
The single eigenchannel delay time dθn/dω is seen in Fig. 7.2a to increase with τn and L
in measurements in three sample lengths. When normalized by the ensemble average of the
delay time in each ensemble, denoted by 〈dϕba
dω
〉, the curves collapse to a single curve, both
for measurements in Fig. 7.2b and recursive Greens function simulations used in Chapter
3 in Fig. 7.2c. These curves are not identical because internal reflection present in the
experimental sample is minimized in the simulated sample by index matching the sample
and background to create a sample in which universal features can more easily be discerned.
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Since 〈dϕba/dω〉 scales as L2 for diffusive waves as seen in Fig. 7.2d, the constant ratio of
the delay time 〈dθn/dω〉τn for a channel of fixed τn, to the average delay time for different
sample lengths indicates that the EDOS for a given value of τn will also scale as L
2. This is
confirmed in plots of the scaling of the EDOS for τ = 0.1 and 1 shown in Fig. 7.2d. Though
the EDOS scales as L2, the DOS is seen in Fig 7.2d to scale as L, as expected. The DOS is
linear in L since the number of open channels is proportional to g which falls inversely with
L, g = ξ/L.
To find an expression for the average of the longitudinal variation of the intensity inside
the sample for a given eigenchannel 〈In(z)〉 or given transmission eigenvalue 〈I(z; τn)〉, we
carry out recursive Green’s function simulations for scalar wave propagation in multichannel
random samples [118]. In the simulation, the sample leads are uniform with a refractive
index n0 = 1 while (x, y) in the scattering medium is given by, (x, y) = 1 + δ1(x, y), in
which 1 is equal to 1 and δ1(x, y) is selected from a uniform distribution with a standard
deviation equal to 0.4. The number of propagating waveguide modes in the leads N is
chosen to be 66 and the sample length is L = 0.07ξ. Simulations are made for 250 sample
configurations. We also carry out scattering matrix simulations in a system that presents
perhaps the simplest statistics: an electromagnetic plane wave normally incident upon a
layered system with fixed number of layers L with alternating indices of refraction between
n1 and n2 and with randomness of layer thickness drawn from a distribution that is much
greater than the average layer thickness. This is a 1D system with fixed number of internal
reflecting interfaces all with the same index mismatch, and hence with identical scattering
strength. The phase shift for the wave propagating between interfaces is consequently totally
random. The mean free path in this system is equal to the localization length ξ. Previous
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simulations carried out in the slab geometry noted that the peak in intensity moved towards
the incident face of the sample in channels with lower values of τn.
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Figure 7.3: Simulations of intensity inside sample. (a) and (b) Intensity inside the sample
for eigenchannels with τn = 1 (blue line), τn=0.75 (green line), τn=0.5 (red line), τn=0.1
(cyan line) and τn = 6× 10−6 (purple line) for L/ξ=0.07. The dashed black lines are the fit
of these intensities using Eq. (7.4). (c) The sum of the eigenchannels In(z/L) falls linearly
from 2−g/N to g/N as expected for diffusive waves. (d) Semilogarithmic plot of coefficients
f1(n) and 1 + f2(n) giving the best fit of Eq.(7.4) to 〈In(z/L)〉.
An expression for 〈In(z)〉 that will correspond to these simulations must satisfy a number
of conditions. Among these are that the expression for the transmitted flux must be the
analytic continuation of the intensity inside the sample, 〈In(z = L)〉 = τn. We consider the
case of an index matched sample so that additional nonuniversal parameters need not be
introduced. Since the sample is index matched, the angular distribution of diffusing particles
can be assumed to be the same inside and outside the sample for all channels. In addition,
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the local intensity is the sum of forward and backwards propagating particles of the wave.
As a result, the intensity at z = 0 is the sum of unit flux flowing to the right plus the
reflected flux (1 − τn) so that, 〈In(z = 0)〉 = 2 − τn. The average intensity distribution for
channels with τn = 1 is seen in Figs. 7.3a to be 1 + F1(z), where F1(z) is a symmetrical
function peaked at L/2 and vanishes at the boundaries. These considerations together with
the observed shift of the intensity peak to the front of the sample suggest the variation of
In(z)with τn is given by,
〈In(z)〉 = (1 + f1(n) exp(f2(n)z)F1(z))τn cosh((L− z)/ξn).
F1(z) = 〈I(z, τ = 1)〉 − 1 = M 4z(L− z)
L2
.
(7.4)
Here, ξn is related to τn via the relation τn = 1/ cosh
2(L/2ξn) and can be considered as the
localization length of the nth eigenchannel. The sum of intensity profiles over all channels in
Fig. 7.3c for the sample with N = 66 and L = 0.07ξ gives the linear decay of intensity within
the medium required by Fick’s law for diffusing particles. Plots of f1(n) and f2(n) which give
the best fit to 〈In(z)〉 as shown in Figs. 7.3d. f1(n) falls exponentially, f1(n) = exp(−αL/ξn),
while f2(n) increases as an exponential function, f2(n) = exp(βL/ξn) − 1. In addition, we
found that, when normalized by its maximum value, the function F1(z/L) for 1D and multi-
channel samples with different values of L/ξ collapse to a single curve, as long as L/ξ is
much smaller than unity. This shows that the shape of F1(z/L) is the same for diffusive
waves and this is demonstrated in Fig. 7.4.
We confirm the measurement of the DOS by comparing the sum of the EDOS to the
sum of the contributions to the DOS of electromagnetic modes of the medium. We carry
out the comparison for waves near the Anderson localization transition for which the degree
of modal overlap is appreciable but still not so large so that the full set of mode central
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frequencies ωn and linewidths Γn cannot be accurately determined. Normalizing the integral
of the Lorentzian line for each mode to unity, we obtain the DOS,
ρ(ω) =
∑
n
ρn(ω) =
1
pi
Γn/2
(Γn/2)2 + (ω − ωn)2 . (7.5)
The DOS obtained as the sum over channels and modes is shown in Figs. 7.5a and 7.5b,
respectively. The two approaches are seen in Fig. 7.4c to be in good agreement. Whereas
the mode approach can only be performed for localized waves, the determination of the DOS
using channel can also be applied for diffusive waves.
7.3 Summary
In this chapter, we explored the dynamics of transmission eigenchannels and relate the
dynamics to the DOS of the disordered medium and the intensity distribution inside for
different excitation of eigenchannels. The ability to sum the EDOS to obtain the DOS
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shows that wave propagation within random systems can be decomposed into the behavior
of individual channels. This is the basis of the usefulness of channels as a description of
transport and their great potential for controlling the flow of light inside random media.
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Figure 7.5: DOS determined from channels and modes. (a) For localized waves (L/ξ=1.7) in
which the eigenvalues decrease rapidly and only two eigenchannels (dashed lines) contribute
appreciably to the DOS (black line). (b) Contributions of the modes (dashed lines) from Eq.
(7.5) to the DOS (black line). (c) Comparison of the DOS retrieved from the TM (red line)
and the decomposition into modes (blue dashed line).
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Chapter 8
Conclusions
In this thesis, we have measured the microwave transmission matrix in the crossover to
Anderson localization. The correlation between T and the underlying transmission eigen-
values τn is found and used to explain the fluctuations of transmittance over the random
ensemble. Statistics of transmission relative to the average value of transmission in single
TM are found and expressed in terms of the eigenchannel participation number M . The
second order transmission statistics over a random ensemble is given by the joint probability
distribution of T and M . This represents a considerable simplification from the joint distri-
bution of the full set of transmission eigenvalues τn. We found that SPS is approached in
a multi-channel random system when M → 1. The power of transmission matrix to con-
trol wave transport is demonstrated by focusing in steady-state and pulsed transmission via
phase conjugation of TM. The spatial contrast of optical focusing is shown to be M for a
large TMs and the profile of the focus is directly related to the spatial and temporal corre-
lation function of the random media. The dynamics of transmission eigenchannel are seen
to give the density states of a disordered medium and to be closely related to the intensity
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profile of individual eigenchannel within the medium.
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Appendix A
Optimal focusing via phase
conjugation
In Section 6.2, we gave the contrast of focusing monochromatic radiation through random
waveguides in terms of the eigenchannel participation number M and the size N of the
measured transmission matrix, µ = 1/(1/M − 1/N). In this Appendix, we provide detailed
derivation of the formula.
Via singular value decomposition, the field transmission matrix t could be expressed as,
t = UΛV †, where U and V are unitary matrices and Λ is a diagonal matrix with
√
τn along
the main diagonal. The elements of U and V are, respectively, unb and vna, in which n
is the eigenchannel index and a and b are the input and output channels. The real and
imaginary part of unb and vna are Gaussian random variables with zero mean and variance
of 1/2N . The total transmission from incident channel a, Ta =
∑
b Tba, can be written as,
Ta =
∑
n τn|vna|2.
Maximal focusing through random media at a target spot β can be achieved by phase
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conjugating the field transmission coefficients between the target and incident points in the
input plane, so that all the fields from the incident points arrive in the target in phase and
interfere constructively. Therefore, the correct wavefront to focus at β is t∗βa/
√
Tβ, which
Tβ =
∑
a |tβa|2 is the normalization factor to normalize the incident power to be unity. In
this way, the intensity at the focal spot will be Iβ = (
∑
a t
∗
βatβa)
2/Tβ = Tβ. The focused
intensity Tβ is N times of the ensemble average transmission Tba, 〈Tβ〉 = N〈Tba〉.
However, the background intensity is enhanced relative to the ensemble average transmis-
sion when applying phase conjugation, since more weight is given to the high transmitting
eigenchannels. Therefore, the focusing contrast is not equal to the number of channels N.
When focusing is achieved via phase conjugation, the electric field at the background spot b
is given as,
Eba =
∑
a t
∗
βatba√
Tβ
=
∑
a(
∑
n
√
τnunbvna)(
∑
n′
√
τn′u
∗
n′bv
∗
n′a)√
Tβ
. (0.1)
Because
∑
a vnav
∗
n′a is equal to δnn′ , Eba can be written as,
Eba =
∑
n τnunbu
∗
nβ√
Tβ
. (0.2)
The intensity Iba is then given by,
Iba = |Eba|2 =
∑
n,n′ τnunbu
∗
nβτn′u
∗
n′bun′β
Tβ
(0.3)
Since the variance of total transmission Ta in a single transmission matrix is equal to 1/M ,
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in the diffusive limit, the fluctuation of Tβ can be neglected and this gives,
〈Ib〉 =
〈∑n,n′ τnunbu∗nβτn′u∗n′bun′β〉β,b 6=β
〈Tβ〉 (0.4)
=
∑
n,n′,β,b τnunbu
∗
nβτn′u
∗
n′bun′β
N(N−1) −
∑
n,n′,β τnτn′ |unβ |2|un′β |2
N(N−1)
〈Tβ〉 (0.5)
=
∑
n τ
2
n
N(N−1) −
〈T 2β 〉
N−1
〈Tβ〉 (0.6)
In a given TM, the average total transmission is 〈Tβ〉 = T/N and 〈T 2β 〉 = 〈Tβ〉2(1 + 1/M).
For N  1, the contrast µ is then,
µ =
∑
n τn/N
1
N−1
∑
n τ
2
n∑
n τn
−
∑
n τn
N(N−1) −
∑
n τn
MN(N−1)
(0.7)
= 1/(
1
M
− 1
N − 1) (0.8)
∼ 1/(1/M − 1/N) (0.9)
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