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Ammonia (NH3) is a precursor to ambient particulate matter (PM). PM is regulated to 
protect human health and visibility. Atmospheric deposition of NH3 and other reactive nitrogen 
compounds exacerbates surface water eutrophication, soil acidity and ecosystem damages. 
Accurate prediction of impacts of NH3 emissions on PM formation and reactive nitrogen 
deposition using chemical transport models (CTMs), require representative NH3 emission 
inventories that capture source specific spatial and temporal variability. Of particular interest are 
NH3 emissions from chemical fertilizer usage for agriculture that are highly uncertain due to 
dependence on local soil properties, weather conditions, farm-scale nitrogen management and 
other agricultural practices. The 2011 National Emission Inventory (NEI) has identified chemical 
fertilizer usage as the dominant source of anthropogenic NH3 emissions (> 40%) in the Midwest 
United States (Midwest).  
In this dissertation, a new approach to characterize NH3 emissions at high-spatial and 
high-temporal resolutions was developed and evaluated, as detailed in three objectives: First, a 
new hybrid emissions inventory was developed by combining a new spatial allocation method, 
called Improved Spatial Surrogate (ISS), combined with daily temporal allocation of emissions 
based on the biogeochemical Denitrification Decomposition (DNDC) model. In ISS, NH3 
emissions from chemical fertilizer usage are gridded at 4 km x 4 km and 12 km x 12 km 
resolutions, using detailed crop maps and crop specific nitrogen loading data. Daily variations in 
NH3 emissions, characterized by DNDC capture influences of local soil and weather conditions 
and crop management practices. The ISS-DNDC approach captured larger spatial heterogeneity 
of NH3 emissions at sub-county resolution and identified seasonal emission peaks corresponding 
to chemical fertilizer usage in early summer and late fall, for the Midwest, which are not 
identifiable in the typical CTM inputs developed using the 2011 and earlier NEI modeling 
platforms.  
Second, performance and sensitivity of the DNDC model to input parameters were 
evaluated and DNDC prediction uncertainty was estimated for NH3 fluxes. This study is the first 
to evaluate DNDC predictions of NH3 fluxes from chemical fertilizer usage, over a growing 
season of an intensively fertilized crop, by comparison to measurements using the relaxed eddy 
accumulation (REA) method. For conditions in Central Illinois (located in the Midwest), DNDC 
replicated REA measured NH3 fluxes, with greater accuracy for a time period of 33 days after 
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fertilizer usage (correlation coefficient (r) = 0.86 to 0.91), when NH3 fluxes were mostly from 
land to the atmosphere, in comparison to the entire growing season (r = 0.61 to 0.70), suggesting 
model deficiency in predicting depositional fluxes. Based on Monte Carlo simulations, predicted 
NH3 fluxes were identified to be sensitive to inputs of air temperature, precipitation, soil organic 
carbon, field capacity, soil pH, tilling date and nitrogen loading rate, timing and fertilizer 
application depth. By constraining variability of these inputs for observed conditions in Central 
Illinois, uncertainty in predicted NH3 fluxes was estimated between -87% to 61%, indicating 
need for denser measurements to cover the spatial heterogeneity of influential variables, and to 
support further model development, for regional upscaling of NH3 emissions.  
Third, the ISS-DNDC approach was evaluated for predictions of ambient NH3 and PM2.5 
(PM with diameter < 2.5 µm), concentrations, for the Midwest, in May 2011, using the 
Comprehensive Air Quality Model with Extensions (CAMx). CAMx predictions obtained using 
ISS-DNDC emissions were compared to predictions obtained using baseline emissions from 
2011 NEI modeling platform and evaluated for closure with ground-based observations. CAMx 
consistently underpredicted NH3 concentrations, potentially due to underestimates in NH3 
emissions based on fertilizer sales data, or from differences in time scales of removal of NH3 
through chemical reactions and deposition within CAMx and in the ambient environment. 
Implementation of ISS-DNDC emissions at 4 km x 4 km grid resolution, reduced bias in 
predictions of ambient NH3 concentrations by 33% compared to the baseline scenario. 
Implementation of ISS-DNDC emissions at 12 km x 12 km increased correlations with 
observations for PM2.5 by 24% compared to the baseline scenario. Resolving identified 
uncertainties in predictions of ambient NH3 and PM2.5 concentrations will further require: a) a 
combination of data and data assimilation methods to constrain total NH3 emissions based on 
ground-based, aerial and satellite observations and through implementation of biogeochemical 
models and b) closer investigation of CAMx behavior regarding NH3 consumption through 
chemical reaction and deposition; at different CTM grid resolutions.   
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CHAPTER 1: BACKGROUND AND MOTIVATION 
1.1 Reactive Nitrogen (Nr) in the Environment 
1.1.1 Natural fixation of nitrogen 
Nitrogen gas (N2) is the predominant constituent (78% by volume) of the atmosphere. N2 
is largely inert in elemental form, due to a strong triple bond, thereby limiting its availability to 
living organisms. Nitrogen is the fundamental building block for living organisms and exists in 
the form of proteins, amino acids and other organic compounds. A process called fixation makes 
inert N2 bioavailable to organisms. Nitrogen fixation also occurs naturally in soil through 
bacteria like Rhizobium and Azospirillum and in aquatic environments by Cyanobacteria 
[Newton, 2007]. Natural events such as lightning [Noxon, 1976] and forest fires [Raison, 1979] 
also fix nitrogen; by breaking the triple bond of the N2 molecule under high-temperatures. 
1.1.2 Nr cascade: A grand engineering challenge 
Since the industrial revolution, anthropogenic nitrogen inputs for food production and 
release of sequestered nitrogen through fossil fuel combustion [Vitousek, 1997], have added 
nearly twice as much Nr to terrestrial ecosystems compared to natural processes [Galloway and 
Cowling, 2002]. Products of nitrogen fixation including biologically, photochemically and 
radioactively active nitrogenous compounds are collectively called Nr [Galloway et al., 2003]. 
Once emitted, Nr can transfer between different environmental media and undergo chemical 
transformation. This results in multi-scale, multi-media environmental impacts [Vitousek, 1997]. 
The cycling of Nr and corresponding impacts on the environment, is termed as the Nr cascade 
[Galloway et al., 2003], as shown in Figure 1-1. The National Academy of Engineering has 
identified the management of Nr, for supporting global food and energy requirements, while 
simultaneously reducing adverse environmental impacts as a Grand Engineering Challenge of 
the 21st century [National Academy of Engineering, 2016]. 
1.1.2.1 Emission budgets of Nr  
Global Nr dramatically increased from 15 Tg-N  yr-1 in years 1850-1950 to, to 156 Tg-N 
yr-1 in year 1980 [Galloway et al., 2008]. In year 2005, nearly 187 Tg-N of Nr was introduced by 
anthropogenic sources related to global food production and fuel combustion, in addition to the 
100 Tg-N fixed by natural sources [Howarth et al., 2006; Galloway et al., 2008]. In the United 
States (U.S.) alone, 28.5 Tg-N (fixed) was introduced through anthropogenic sources in year 
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2002, a five-fold input compared to natural biological nitrogen fixation (BNF, 6.6Tg-N) [U.S. 
EPA, 2011a]. The single largest source of Nr in the U.S. is the use of fertilizers produced from 
the Haber-Bosch process (31%), followed by cultivation-induced BNF from intensive cultivation 
of soybeans, alfalfa and rice. (22%), fossil fuel combustion (17%) and industrial processes (12%) 
[U.S. EPA, 2011a].  
 
1.1.2.2 Impacts of Nr 
Nr once introduced to the environment, can be cycled through the atmosphere, biosphere, 
hydrosphere, geosphere. The atmosphere, and international trade redistribute Nr 
globally[Galloway, 1998]. Since Nr is composed of a wide variety of compounds with a wide 
range of lifetimes, resulting environmental impacts span local, regional and global scales.  
(i) Air quality impacts 
Air quality implications of Nr are related to emissions of nitrogen oxides (NOx), 
Figure 1-1: Schematic of the reactive nitrogen cascade [U.S. EPA, 2011a] 
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ammonia (NH3) and nitrous oxide (N2O). NOx and NH3 are precursors to ambient particulate 
matter (PM) that adversely impact human health [Pope et al., 2006] and decrease visibility. 
Aerosols impact global climate through direct and indirect effects on radiative forcing [Erisman 
et al., 2011; Pinder et al., 2012]. NOx is a precursor to tropospheric ozone (O3) and results in 
photochemical smog that impacts human health, damages crops and natural ecosystems and 
enhances global warming potential of the atmosphere [Galloway et al., 2003]. N2O has a long 
lifetime in the atmosphere (120 yr) and accelerates global warming due to high global warming 
potential of 310 [Robertson et al., 2000] and contributes to the destruction of stratospheric ozone 
[Ravishankara et al., 2009]. 
(ii) Ecosystem impacts 
Nr can be emitted directly to ecosystems or deposited via the atmosphere. Impacts of Nr 
deposition depend on amount and form of deposited Nr, duration of exposure, sensitivity of 
organisms, and acid neutralizing capacity of soil [Neff et al., 2002; Erisman et al., 2013]. Nr 
deposition has been linked to increase in mineralization, increased activity of nitrophilic and 
acid-resistant organisms that compete with other organisms, susceptibility to frost and fungi 
attacks, and modification of ecosystem productivity [Galloway et al., 2003; Ellis et al., 2013]. 
Interestingly, while NH3 is alkaline, it results in soil acidification and depletes soil base cations 
due to the production of H+ ions during nitrification [Horswill et al., 2008].  
(iii) Surface and ground water impacts 
Nr is mobile in soil and leaches into groundwater [Billen et al., 2013]. Agricultural runoff 
and leaching pose a risk to groundwater contamination in the form of nitrate pollution [Erisman 
et al., 2013]. Nitrate intake through drinking water causes methemoglobinemia or the blue baby 
syndrome [Wolfe and Patz, 2002]. Excess Nr leads to eutrophication in surface water, that causes 
depletion of dissolved oxygen and development of hypoxic zones in watersheds [Hong et al., 
2013] and regions like the Gulf of Mexico [Turner and Rabalais, 2003] and Chesapeake Bay 
[Zhou et al., 2014]; negatively impacting aquatic life and vegetation and human livelihoods 
[Wolfe and Patz, 2002; Erisman et al., 2013]. Potential health and environmental damages of Nr 
on surface and groundwater alone are estimated to total $210 billion yr−1 [Sobota et al., 2015]. 
1.1.3 Need for integrated regulations and policies for Nr cascade 
Historically, the Nr cascade has been regulated with focus on individual pollutants. As an 
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example, in the U.S., the Clean Air Act sets independent standards for ambient concentrations of 
precursor pollutants like NO2 and secondary pollutants such as PM and ozone [U.S. EPA, 2013]. 
Multi-national agreements like the Convention on Long Range Transboundary Air Pollution, 
require emission reductions of sulfur oxides, NOx, NH3 and volatile organic compounds, for the 
abatement of soil acidification, eutrophication and tropospheric ozone [Melillo and Cowling, 
2002; van Paul et al., 2009]. Other examples include continued efforts in tackling stratospheric 
ozone depletion (Vienna Convention for the Protection of the Ozone Layer) and climate change 
(United Framework Convention on Climate Change, UNFCCC) [Moomaw, 2002].  
This approach of single-media, single pollutant targeted regulations fails to capture 
complex interactions of the Nr cascade. First, regulations may not include compounds of interest. 
A key example is NH3 whose role as a precursor to PM is well-established, yet it is unregulated. 
Future air pollution control programs could be strengthened by considering pollutants like NH3 
[Pinder et al., 2007; U.S. EPA, 2011a, 2011b]. Second, existing regulations for criteria air 
pollutants in the U.S. are based on health impacts. Thresholds for NOy (includes NOx, nitric acid 
and organic nitrates) and NHx (gas-phase NH3 plus ammonium aerosol) based on ecological 
damage and impact that primary pollutants like NO2 have on formation of secondary pollutants 
like PM and ozone, have not been clearly identified [U.S. EPA, 2011a]. Another example, is the 
reduction of N2O emissions that offers the co-benefits of mitigating climate change and 
protecting the stratospheric ozone layer. While N2O is included as one of the six greenhouse 
gases under the UNFCCC, it is not included in the existing legal framework of the ozone regime 
(1985 Vienna Convention and Montreal Protocol).  
There is a need to develop policies to manage multi-media emissions and transport of Nr 
by prioritizing impacts related to environmental damage costs, health and mortality [van Paul et 
al., 2009; Birch et al., 2011; U.S. EPA, 2011a]. The Nr cascade also poses an additional 
challenge in developing future Farm Bills and balancing environmental concerns with public 
health and nutrition [Eshel, 2010; Bodirsky et al., 2014]. An accurate understanding of the 
different pathways in the Nr cascade, and amount of Nr exchanged and sequestered within 
different media is a prerequisite for the development of policy choices. Currently, substantial 
uncertainties (+/- 50%) exist in understanding trends in emissions and deposition of Nr 
compounds at different spatial and temporal scales [Sutton et al., 2007; Reis et al., 2009]. These 
uncertainties stem from limited accuracy in emission budgets of different Nr compounds such as 
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NH3 [U.S. EPA, 2011a], especially for sources related to land-use and nitrogen fertilizer 
application  [Sobota et al., 2013]. This dissertation seeks to address uncertainties in one aspect of 
Nr emissions by developing modeling approaches to characterize spatial and temporal 
distribution of NH3 from chemical fertilizer usage, and evaluate subsequent impacts on ambient 
air quality. An overview of the role of NH3 in the atmosphere is provided in Section 1.2, 
followed by a primer on current approaches to estimate NH3 emissions from chemical fertilizer 
usage (Section 1.3) and impacts on predictions of ambient air quality parameters (Section 1.4).  
1.2 Ammonia (NH3) and Air Quality 
1.2.1 Fate and transport of NH3 in the atmosphere 
NH3 is the most abundant alkaline trace gas in the atmosphere, with concentrations 
ranging from 0.1-30 ppbv, based on location and season [NADP, 2014a; Warner et al., 2016]. 
Residence time of gaseous NH3 is about 0.5-5 days [Baek et al., 2004] and typically removed 
through chemical reactions and deposition processes. NH3, undergoes conversion to PM-
ammonium (PM-NH4) that has a longer lifetime of 5–10 days [Seinfeld and Pandis, 2006]. NH3 
exhibits bidirectional exchange with plant canopies, depending on canopy properties and 
atmospheric concentration [Sutton et al., 1993, 1995b], as elaborated in Section 1.2.1.3.  
1.2.1.1 NH3: Precursor to ambient particulate matter 
NH3 regulates atmospheric acidity by neutralizing acids to form PM10 and PM2.5 (PM 
with diameters ≤ 10 µm and 2.5 µm, respectively). PM2.5 is formed through chemical reactions 
between NH3, NOx and sulfur oxides (SOx) and acids formed from these   precursors (Reaction 1-
1 to 1-8) and reactions with other inorganic and organic acids [Baek et al., 2004].  
(g) 3(g)(g) 2 SOhνOSO   (Reaction 1-1) 
 (Reaction 1-2) 
(g) 42(g)2(g) 3 SOHOHSO   (Reaction 1-3) 
(g) 2(g) 2(g) 3(g) ONOONO   (Reaction 1-4) 
MHNOMOHNO 3(g)(g) 2   (Reaction 1-5) 
(liq) 44(liq) 42(g) 3 HSONHSOHNH   (Reaction 1-6) 
(liq)or  (s) 424(liq) 42(g) 3 SO)(NHSOH2NH   (Reaction 1-7) 
(g) 2(g) 42(g)2(g) 2(g)(g)  2
HOSOHOHOOHSO 
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(liq)or  (s) 34(g) 3(g) 3 NONHHNONH   (Reaction 1-8) 
Gas to particle conversion occurs either by direct nucleation of precursor gases or via 
condensation that adds PM mass to the pre-existing aerosol [Baek et al., 2004]. Predominant 
secondary inorganic aerosols formed, include ammonium sulfate (NH4)2SO4, ammonium nitrate 
NH4NO3. Ambient atmospheric (NH4)2SO4 is non-volatile whereas NH4NO3 is semi-volatile 
[Bassett and Seinfeld, 1983; Seinfeld and Pandis, 2006]. Thermodynamically, the reaction of 
ammonia with H2SO4 and NH4HSO4 is favored over reaction with nitric acid [Lin and Cheng, 
2007; Behera et al., 2013b]. Significant amounts of NH4NO3 are formed in regions where 
emissions of NH3 and NOx are high, like in the Great Plains [Hand et al., 2012] and Great Lakes 
in the U.S. [Heald et al., 2012; Xing et al., 2015] or in the presence of lower temperatures 
(especially in winter) and high humidity [Stelson and Seinfeld, 1982]. Sensitivity of formation of 









                                                       (Equation 1-1) 
In several parts of the U.S., secondary organic aerosols have been observed to exceed 
PM-sulfate (PM-SO4), especially in summer [Zhang et al., 2007; Silvern et al., 2017], due to 
competitive uptake of NH3 and ammonium by organic acids [Liggio et al., 2011; Kim et al., 
2015]. Uptake of NH3 by adipic acid [Hallquist et al., 2009] and reaction of (NH4)2SO4 with 
glyoxal, methylglyoxal and aerosolized cis-pinonic acid [Na et al., 2007] are indicated in the 
formation of secondary organic aerosols [Trainic et al., 2011]. Ambient secondary organic 
aerosol formation can also be enhanced when air masses containing organic acids move into 
regions dominated by NH3 emissions [Na et al., 2007].  
1.2.1.2 Wet and dry deposition of NH3   
NH3 can be removed from the atmosphere through dry and wet deposition mechanisms. 
Deposition of NHx has the same impacts as other forms of Nr (Section 0) including soil 
acidification, surface water eutrophication and adverse ecosystem impacts. Redeposited NH3 to 
soils can also result in indirect N2O emissions [Del Grosso et al., 2008]. Typically, natural 
ecosystems are nitrogen deficient; excess nitrogen supplied through deposition initially increases 
vegetation growth but eventually reduces ecosystem productivity [Krupa, 2003]. For the same 
addition of nitrogen, gaseous NH3 could impact sensitive terrestrial habitats more adversely than 
wet deposited ammonium, due to direct foliar damage to plants [Dise et al., 2011]. Thresholds at 
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which NH3 and total Nr deposition (including NH3) impact different plants and habitats, have 
been estimated in the form of ‘‘critical levels’’ (for air concentrations) and ‘‘critical loads’’ (for 
total nitrogen deposition) [Sutton et al., 2008]. Critical loads are defined for different species and 
ecoregions and range between 1-39 kg N ha-1yr-1 for freshwater wetland ecosystems to 50-400 kg 
N ha-1yr-1 for coastal wetlands for the U.S. [Pardo et al., 2011]. 
Long term trends in wet deposition of inorganic nitrogen (ammonium + nitrate) provide 
valuable information for understanding environmental impacts of NHx deposition; especially in the U.S. 
which is a global hotspot  of high NH3 emissions and Nr deposition [Du et al., 2014]. Between 
1985-2012, inorganic nitrogen deposition decreased across the U.S. [Du et al., 2014]; primarily 
due to reductions in emissions of NOx. This has resulted in NH3/ammonium becoming the 
predominant form of Nr deposition [Ellis et al., 2013; Li et al., 2016]. While dry deposition is 
more important in regions with high NH3 emissions, relative contributions from dry and wet 
deposition depend on local variability of precipitation [Behera et al., 2013a].  
1.2.1.3 Bidirectional exchange of NH3 with the canopy 
Vegetation can act either as a source or a sink of atmospheric NH3. The direction and 
magnitude of exchange depends on the concentration gradient between the atmosphere and 
canopy [Sutton et al., 1995b]. Canopy compensation point is identified as the ambient NH3 
concentration at which the flux between the surface and the atmosphere switches from emission 
to deposition (or vice versa) [Farquhar et al., 1980]. NH3 exchange pathways in canopy include 
stomatal absorption via leaf tissue, dissolution in water on leaf surfaces, cuticular absorption, and 
leaf litter and soil [Sutton et al., 1995b]. Influential factors include availability of moisture, leaf 
area and atmospheric chemistry. A review by Massad et al. [2010] identified cuticular absorption 
as the main sink for NH3, through dissolution in leaf water. Stomatal exchange is typically 
bidirectional, depending on the concentration gradient of NH3 between the sub-stomatal cavity 
and the canopy air. Stomatal exchange is strongly dependent on landuse and plant growth stage. 
Bidirectional NH3 exchange has been modeled at the field-scale using resistance models (similar 
to electric circuits) with varying complexities. Examples include a “big-leaf” approach that 
considers a simple uni-directional cuticular and bidirectional stomatal exchange [Sutton et al., 
1998a], a two-layer approach that additionally models NH3 exchange with soil [Nemitz et al., 
2000]; and multi-layer approach where exchanges with additional canopy components are 
included [Wu et al., 2009].  
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1.2.2 Sources of NH3 emissions 
1.2.2.1 Global distribution of sources of NH3 emissions  
Anthropogenic contributions are nearly four times larger than natural sources (~10.7 Tg 
NH3-N) [Bouwman et al., 1997; Erisman et al., 2007]. Natural NH3 emissions sources include 
sea sprays, volcanoes, undisturbed soils and animal colonies like seals and penguins. Studies 
unequivocally identify animal waste management, production and use of nitrogen fertilizers, and 
biomass burning as the dominant NH3 emissions from anthropogenic sources [Bouwman et al., 
1997; Olivier et al., 1998; Behera et al., 2013a]. NH3 emissions from animal waste management 
result from bacterial decomposition of the ammoniacal content in the animal excreta and depend 
on the type of animal, amount and nitrogen content of feed, housing system, manure application 
process and weather conditions. NH3 emissions are estimated by combining animal specific 
emission factors with population [Dentener and Crutzen, 1994; Pinder et al., 2003]. NH3 
emissions from fertilizer application result from volatilization of NH3 to the atmosphere due to 
the inefficient nitrogen application and uptake by the crop [Cowling et al., 2001; Galloway et al., 
2003]. Emissions are dependent on fertilizer type, and fertilizer application, timing, amount and 
type of placement, and soil and weather properties. Higher emissions are observed in the 
presence of high temperature and wind speed, and low humidity [Sommer et al., 2004].  
Contributions from anthropogenic sources increased from 9 Tg NH3-N in 1890 [van 
Aardenne et al., 2001] to 27 Tg NH3-N in 1975 and nearly doubled to 48 Tg NH3-N in 2005 
[Behera et al., 2013a]. Global source contributions for NH3 emissions [Li and Philip, 2014] are 
shown in Figure 1-2. Major regional contributors include China (23%), India (11.5%), Africa 
(11.5%), South America (11%) and North America (10.4%) [Behera et al., 2013a]. Uncertainty 
in global NH3 emissions has been classified as “medium” (~50%) [Beusen et al., 2008]. These 
stem from data scarcity related to fertilizer usage and animal manure management [Reis et al., 
2009; Happe et al., 2011] or from upscaling emissions to the global scale using emission factors 
that are biased since they were developed for European and North American conditions 
[Flechard et al., 2013]. Estimates of NH3 from chemical fertilizer usage can vary by as much as 






1.2.2.2 NH3 emissions from anthropogenic sources in the U.S. 
NH3 emissions for the U.S. are available in the National Emissions Inventory (NEI), and 
most recently reported for years 2008, 2011 [U.S. EPA, 2017a] and 2014 [U.S. EPA, 2017b] . 
NEI emissions (2011 and prior), are typically estimated by multiplying an emission factor with a 
measure that identifies activity level. Such an approach is termed “top-down” as it uses macro-
economic data at state or county level and disaggregated to finer spatial resolutions [Coelho et 
al., 2014; U.S. EPA, 2014d]. Activity levels are source specific. Emission factors for fertilizer 
application are typically obtained from Battye et al. (1994) based on a compilation of 
measurement studies in Europe, and updated by Goebes et al. [2003]. Calculated emissions are 
reported annually at the county or state level. NEI emissions has been widely adopted as input to 
chemical transport models (CTMs) to understand impacts of NH3 emissions on air quality [Appel 
et al., 2009; Zhang et al., 2013; Schiferl et al., 2016]. Table 1-1 lists sources, activity data and 
emission factors as related to NH3 emissions. In addition, dairy cattle emissions are estimated 
using a mechanistic model combined with a national database of farming practices and climate 
data [Pinder et al., 2004]. Soil emissions are excluded due to large uncertainty in emission 
factors [Asman, 1992; Anderson et al., 2003], but typically range from 0.009-0.75 g NH3-N m
2 
yr-1 [Battye et al., 1994].  
 
Figure 1-2: Distribution of global NH3 emissions from different sources as estimated by 
Emission Database for Global Atmospheric Research (EDGARv4.2) model for the year 2005 
[Behera et al., 2013a]. Sea sprays, volcanoes, undisturbed soils and large scale colonies of wild 
animals like seals and penguins are not included. 
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Table 1-1: NH3 emissions from different sources as listed in the NEI 2011 
 
Figure 1-3 shows the anthropogenic source contributions of NH3 emissions for U.S., the 
Midwest and Illinois, for 2011. Major contributors are similar to global trends, with livestock 
waste management and fertilizer application contributing to 90% of NH3 emissions. Regional 
differences exist in the distribution of emission sources based on nature of agricultural 
management practices (Figure 1-3). The top down approach used in NEI to estimate NH3 
emissions introduces uncertainties as the existing emission factors do not capture spatial and 
temporal variations in emissions [Aneja et al., 2008b]. Emission estimates developed for one set 
of conditions do not readily translate to a different set of agricultural and climatic conditions  
[Pinder et al., 2006; Aneja et al., 2008b]. Resolving uncertainties and developing representative 
emission inventories is required to clarify the role of NH3 in the atmosphere. 




animal inventory  
Type and growth stage of animal [Battye et al., 
1994; Faulkner and Shaw, 2008] 
Fertilizer application 
Annual, county-level 
fertilizer sales  
Fertilizer type [Asman, 1992] 
Mobile sources 
Annual county-level 
data on vehicle miles 
Fuel type [Battye et al., 1994] 
Combustion sources 
Fuel usage in point 
sources 
Oil, gas and coal usage in utility, industrial boilers 
and commercial boilers [Battye et al., 1994]  
Humans Population data 
Human breath and perspiration [Battye et al., 
1994] 
Animals 
Domestic and wild 
animal inventory 
Animal type [Battye et al., 1994] 
Biomass burning State-level acres   Fuel loading [Battye et al., 1994] 
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1.2.3 Measurements of NH3 and NHx in the U.S. 
1.2.3.1 Measurements of NH3 emissions from livestock 
Extensive work in the U.S. and Europe have focused on measurement of NH3 emissions 
from livestock waste as related to livestock characteristics, housing, manure handling and land 
application [Faulkner and Shaw, 2008]. NH3 concentrations are typically measured at livestock 
housing facilities and combined with ventilation rates to estimate NH3 emissions [Lacey et al., 
2003; Calvet et al., 2013]. Examples in the U.S. include measurements at dairy cattle barns and 
feedlots in Idaho [Leytem et al., 2011], Wisconsin [Harper et al., 2009], Minnesota [Gay et al., 
2003] and California [Cassel et al., 2005] and from beef housing and feedlots in Texas [Todd et 
al., 2005; Flesch et al., 2007]. Extensive field monitoring exists for livestock housing across the 
U.S. [Ni et al., 2012] with studies in Illinois and Indiana [Heber et al., 2000], Minnesota [Gay et 
al., 2003], Texas [Redwine et al., 2002] and North Carolina [Doorn et al., 2002; Aneja et al., 
2008a; Blunden et al., 2008]. Measurements in poultry houses include Iowa [Liang et al., 2005], 
Pennsylvania [Gates et al., 2005; Liang et al., 2005] and California [Lin et al., 2012]. NH3 
emissions have also been measured from anaerobic waste lagoons [Bajwa et al., 2006].  
1.2.3.2 Measurements of NH3 emissions from vegetation 
NH3 fluxes from vegetation have been measured using several techniques including 
chamber measurements, flux-gradient methods, eddy covariance method, eddy accumulation 
Figure 1-3: NH3 emissions for (a) U.S. and (b) State of Illinois for year 2011. Emissions are 
reported as kg-NH3 emitted in 2011 [U.S. EPA, 2014a] for different spatial extents. 
(a)    U.S.                        (b)  State of Illinois                                                 
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method and relaxed eddy accumulation method [Bash et al., 2010]. Unlike measurements of NH3 
emissions from livestock in the U.S., emissions from soil and crop management are sparse, 
limited to a few regions and typically over short time periods. Studies include short-term flux 
measurements in North Carolina over a corn canopy [Bash et al., 2010; Walker et al., 2013], 
unfertilized soybean canopy [Walker et al., 2006; Myles et al., 2011], short grass [Phillips et al., 
2004], multiple crop and vegetable canopies in California [Potter et al., 2001] and more recently 
over a fertilized corn canopy at a controlled field site in Illinois over an entire growing season 
[Nelson et al., 2017]. Studies in North Carolina have been directed towards developing 
parametrizations for models elucidating dry deposition processes and bidirectional exchange of 
NH3 [Wu et al., 2009; Cooter et al., 2010]. There is a pressing need for additional flux 
measurements over root crops, leguminous crops and legume-rich grasslands to reduce existing 
uncertainty in NH3 emission estimates from fertilizer application and in-canopy and above 
canopy distribution of fluxes [Flechard et al., 2013]. The U.S. EPA Science Advisory Board has 
recommended “an increase in quality and spatial coverage of measurements of NH3 flux to the 
atmosphere from major sources especially agricultural practices” [U.S. EPA, 2011a].  
1.2.3.3 Satellite measurements of ambient NH3 concentrations 
Satellite measurements of NH3 concentrations by instruments such as Tropospheric 
Emissions Spectrometer (TES), Infrared Atmospheric Sounding Interferometer (IASI), Cross-
track Infrared Sounder (CrIS) and Atmospheric Infrared Sounder (AIRS) provide a unique 
opportunity in understanding global distribution of atmospheric NH3 and deriving NH3 emissions 
[Zhu et al., 2015b; Warner et al., 2016]. TES [Beer et al., 2008] and IASI [Clarisse et al., 2009] 
measure infrared radiation emitted by the Earth’s surface in the range of 940-969 cm-1 to measure 
total NH3 column. TES has a higher spectral range (0.06 cm
-1) and lower detection limit (1 ppbv) 
as compared to IASI (0.5 cm-1 and 2-5 ppbv, respectively). Higher spectral resolution in TES 
combined with a good signal to noise-ratio makes it more sensitive to NH3 mixing ratios 
[Shephard et al., 2011]. IASI has a larger viewing area of 12 km x 12 km, twice a day; compared 
to TES (5.3 km x 8.3 km) [Streets et al., 2013]. Mean IASI concentrations are biased, as low 
NH3 concentrations are filtered out, due to challenges in detection. Higher NH3 concentrations 
during summer are measured with higher confidence and hot, dry, and cloud-free conditions 
during summers provide ideal conditions for infrared retrievals [Schiferl et al., 2016]. TES 
observations have been successful in replicating spatial and temporal patterns in NH3 
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concentrations obtained from surface measurements especially near regions of high NH3 
emissions in North Carolina [Pinder et al., 2011]. Several studies have adopted inverse modeling 
using satellite data (see Section 1.3.2.3.) to constrain estimates in NH3 emissions. 
1.2.3.4 Measurements of concentrations and deposition of NHx  
Ambient NH3 concentration is not well-characterized in the U.S., due to sparse number of 
measurements, relatively short lifetime and inherent challenges in measurement of non-point 
source emissions; especially over agricultural land [U.S. EPA, 2011a]. The Ammonia Monitoring 
Network (AMoN) is the only network in the U.S. to provide long-term records of NH3 
concentrations; since 2007. Passive Radiello® samplers, are deployed in triplicates at 66 AMoN 
sites in rural locations over a two week period to measure NH3 concentrations [NADP, 2015a]. 
Average concentrations in 2013 ranged from 0.4-2.4 µg-NH3 m
-3 with higher concentrations (> 2 
µg m-3) observed in the Midwest, Texas, and California with peaks in summer and spring 
[NADP, 2014b]. Observations across 18 AMoN sites also indicate a 7% increase per year in NH3 
concentrations between 2008 and 2015 [Butler et al., 2016].  
In the absence of long-term NH3 monitoring, measured NHx concentrations and deposited 
ammonium has been identified as a robust indicator in evaluating NH3 emission inventories 
[Pinder et al., 2006]. Weekly integrated measurements of ambient PM-NH4, particulate nitrate 
(PM-NO3) and PM-SO4 are measured at 90 sites on a weekly basis by Clean Air Status and 
Trends Network (CASTNET), typically at rural sites [U.S. EPA, 2008]. CASTNET 
measurements in 2012 [U.S. EPA, 2014c] indicate a relatively uniform geographic distribution of 
PM-NH4 across Central and Eastern U.S.; but higher than average concentrations were observed 
at sites in Illinois, Indiana, Michigan, Ohio, Pennsylvania, and Kentucky [U.S. EPA, 2014c]. 
This observation is important as these sites are located in areas of minimal urban influence and 
often collocated with agricultural land [U.S. EPA, 2014c]. Dry deposition is modeled using the 
multi-layer models; based on ambient concentrations and dry deposition velocities [U.S. EPA, 
2008]. The Chemical Speciation Network (CSN) also monitors speciated PM2.5 at daily scale at 
200 sites, at urban locations for compliance purposes. Long-term observations of wet deposition 
of sulfate, nitrate and ammonium are available across 185 sites through the National Trends 
Networks (NTN) [NADP, 2015c]. NTN measurements indicate 28.5% increase in ammonium 
deposition in precipitation across the U.S, between 1984-2004 [Lehmann et al., 2007]. In the 
Midwest, between 1985 and 2012, total ammonium deposition increased by 49% and wet 
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ammonium deposition exceeded 3 kg-N ha-1yr-1 [Du et al., 2014]. Observations also suggest that 
wet deposition of ammonium account for over 70% of the total inorganic deposition [Li et al., 
2016]. Observations of NHx suggest a need to identify sources that contributed to elevated NH3, 
PM and PM precursors in the Midwest [Stanier et al., 2012; Kundu and Stone, 2014].  
1.3 NH3 emissions from Chemical Fertilizer Usage in the U.S. 
1.3.1 Chemical fertilizer usage in the U.S. 
Nitrogen consumption for crop production in the U.S. has increased nearly five times 
between 1960 and 2011 (Figure 1-4a) [NASS, 2014a]. Nearly 200 varieties of fertilizers are sold 
in the U.S., 13 of which account for 96% of all sales [AAPFCO and The Fertilizer Institute, 
2014]. Nitrogen is sold in the form of anhydrous ammonia, ammonium nitrate, ammonium 
sulfate, nitrogen solutions, urea and miscellaneous forms like aqueous ammonia and ammonium 
phosphates (Figure 1-4b). In 2011, sales of nitrogen solutions (mix of urea and ammonium 
nitrate; contains 28% to 32% N) dominated total sales. The Midwest, especially states of Iowa 
(10%) and Illinois (8%), dominates fertilizer sales (Figure 1-4c) due to intensive crop 
management practices in the Corn Belt [AAPFCO and The Fertilizer Institute, 2014].  
1.3.2 Approaches in developing NH3 emissions inventories for chemical fertilizer usage   
1.3.2.1 Emissions-factor approach 
Overview of emissions-factor approach 
An emissions factor is a representative value that relates average quantity of a pollutant 
released to the atmosphere with an activity associated with the release of that pollutant. These 
factors are usually expressed as the weight of pollutant normalized by either unit weight, volume, 
distance, or duration of the activity emitting the pollutant [U.S. EPA, 2016]. Emissions 
inventories such as the NEI for the U.S. and EDGAR [Li and Philip, 2014] are often developed 
using an emissions factor approach by combining the emissions factor with the an activity level 




×EF×AR=Emissions                                                       (Equation 1-2) 
Where, AR = activity rate; EF = emission factor and ER =overall emission reduction 
efficiency of control equipment/management practice (expressed as percentage). 
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Figure 1-4: Fertilizer sales in the U.S. in terms of (a) total nitrogen consumption (kg-N) for crop 
management between 1960-2011 [NASS, 2014a] (b) nitrogen fertilizers sales (kg-N) in 2011 
[AAPFCO and The Fertilizer Institute, 2014] and (c) leading 12 states in sales in the U.S. in 2011. 
Indicated values are percentages of the total nitrogen sold. A subset of states is indicated; thus 






NH3 emissions from chemical fertilizer usage, as reported in NEI [Goebes et al., 2003; 
U.S. EPA, 2014a], are estimated by multiplying county-level, annual fertilizer sales data 
[AAPFCO and The Fertilizer Institute, 2014] with fertilizer specific emission factors adopted 
from the European Environment Agency (EEA) [Asman, 1992]. Until 2004, AAPFCO reported 
bi-annual sales of 200 different fertilizer types, since then sales are reported annually for 13 
chemical fertilizers [AAPFCO and The Fertilizer Institute, 2014]. Emission factors represent the 
percentage of nitrogen in the fertilizer applied that volatilizes as NH3 to the atmosphere and vary 
based on fertilizer type; ranging from 1% for anhydrous ammonia to 15% for urea [Asman, 1992; 
Goebes et al., 2003]. In view of sparse emission measurements, EEA emission factors provide a 
suitable proxy to estimate top down NH3 emissions from chemical fertilizer usage. 
Modeling of spatial and temporal distribution in NH3 emissions 
Emissions derived using emission factors require further processing to obtain inputs 
compatible with spatial and temporal resolutions required by CTMs. One common approach is to 
use emissions processing models, such Sparse Matrix Operator Kernel Emissions (SMOKE) 
[CMAS, 2016a]. Spatial disaggregation of emissions from the coarser county (or state) resolution 
to the finer grid resolution is achieved using spatial surrogates. Spatial surrogates are proxy 
quantities characteristic of the location of the source and relevant to the pollutant emission 
intensity (such as occurrence of agricultural land). Similarly, disaggregation of annual emissions 
estimates to hourly or daily time scale are provided through temporal factors that identify 
percentage of annual emissions emitted in the time span under consideration.  
NEI inputs for NH3 emissions from chemical fertilizer usage are reported at annual and 
county (or in some cases state) resolutions. Currently, the National Land Cover Database 
(NLCD) [Vogelmann et al., 2001] is the spatial surrogate recommended by U.S. EPA [U.S. EPA, 
2005] to identify location and distribution of agricultural land receiving fertilizers. Spatial 
surrogate ratios (SSRs) are used to distribute emissions from chemical fertilizer usage from the 
county level to the CTM grid level; by estimating the ratio of agricultural area in each grid to the 
total agricultural area in the county [U.S. EPA, 2005]. SMOKE uses the NLCD for year 1992 to 
estimate the SSRs. NEI emissions up to year 2011, use SSRs based on NLCD for year 1992 to 
provide inputs to CTMs [Zhang et al., 2004; Queen and Zhang, 2008]. Temporal factors 
recommended by U.S EPA and implemented in SMOKE are based on crop schedules and 
nitrogen management data [U.S. EPA, 2002; Goebes et al., 2003] to disaggregate emissions from 
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the annual scale to the hourly scale. Temporal factors are first estimated seasonally using 
nitrogen management data for average nitrogen demand of the crop in the state and the 
percentage area of crop receiving nitrogen during different crop periods [USDA, 1997]. Crop 
periods are classified as “at planting”, “after planting”, “fall before planting” and “spring before 
planting”. Dates falling in these crop periods are categorized using crop planting and harvesting 
dates [NASS, 2010]. Data on planting and harvesting dates and timing of nitrogen application are 
available for different regions of U.S. for major crop types [USDA, 1997; NASS, 2010]. Monthly 
temporal factors are then estimated from averaged seasonal temporal factors based on the crop 
periods considered for each crop type. Finally, temporal factors are determined at the daily scale 
by disaggregating monthly emissions equally to each Julian day for that month and then to each 
hour of the month, resulting in hourly time-averaged emission estimates. The NEI-SMOKE 
approach has been widely implemented for providing inputs to CTMs [Queen and Zhang, 2008; 
Appel et al., 2011; Wang and Zhang, 2014; Schiferl et al., 2016].  
Alternate approaches also exist in developing spatial and temporal factors, for NH3 
emissions from chemical fertilizer usage. An example is a semi-empirical dynamical temporal 
parametrization developed in Europe, that distributes annual NH3 emissions to hourly scales 
based on hourly temperature and wind speed data [Gyldenkærne et al., 2005; Skjøth et al., 2011]. 
This parametrization was included in the Magnitude and Seasonality of Agricultural Emissions 
(MASAGE) model [Paulot et al., 2014]. MASAGE additionally considered global distribution of 
crop acreages and livestock to distribute regional emissions to a 0.5° x 0.5° grid. 
Advantages and challenges with the historical NEI-SMOKE approach  
The emissions factor approach provides a simple and scalable approach to estimate total 
emissions across a defined domain. Emission estimates can be further improved, if detailed 
emission factors are available, when classified by source type (e.g., fertilizer types), or by 
environmental conditions. An example of the latter are studies based in China that included 
corrections in emission factors based on field data that accounted for variations in soil pH, 
application rate, temperature and fertilizer application method to develop specific emission 
factors [Huang et al., 2012]. The EEA also provides different emission factors classified by soil 
pH and corrections to account for spatial distribution of soil pH within different climatic regions 
[EEA, 2013]. However, the emissions factor approach to develop emissions inventories 
intrinsically introduces errors in developing realistic emissions, especially for area sources. 
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Walker et al. [2012] established that top-down inventories often underestimate ammonia 
emissions due to homogenization of emissions across model grid cell and in effectively scaling 
low-biased measurements. In the case of chemical fertilizer usage, emissions are based on 
availability of annual, county-level fertilizer sales data. There is an inherent assumption that 
fertilizers sold in a county are also used for crop management in the same county [Goebes et al., 
2003]. While availability of farm specific chemical fertilizer usage practices can support an 
improved emissions inventory [Bouwman et al., 2002], such detail is unavailable for the U.S. 
Annual sales data do not provide information on the seasonal nature of nitrogen usage and 
practices such as side-dressing or multiple applications as related to different crops.  
Existing emission factors [Asman, 1992] based on chemical fertilizer use practices in 
Europe provide a proxy to estimate NH3 emissions for the U.S. A challenge in using these 
emissions factors, is the lack of validation for applicability in the U.S. An example of the 
difference of practices between Europe and the U.S. is the adjustment of emission factors for 
nitrogen solutions. Nitrogen solutions are used infrequently in Europe but form the bulk of the 
sales in the U.S. Emission factors for nitrogen solutions are estimated by averaging emission 
factors of its constituents; ammonium nitrate (1%) and urea (15%) resulting in an emission factor 
of 8% [Goebes et al., 2003]. This is a much higher value compared to the 2.5% reported for 
nitrogen solutions in Europe [Asman, 1992; Battye et al., 1994]. Additional uncertainty is 
introduced when using SMOKE for the spatial and temporal allocation of NH3 emissions to 
provide inputs to CTMs. Use of NLCD maps as a spatial surrogate currently does not account for 
differences in emissions arising from differential nature of chemical fertilizer usage, based on 
crop nitrogen demand and crop-rotation. Similarly, use of temporal factors in SMOKE results in 
time-averaged emissions, that are independent of variations in dates of chemical fertilizer usage, 
crop management practices and weather and soil conditions [Goebes et al., 2003]. As a result of 
these uncertainties, existing emissions inventories have been linked to bias in predictions of 
ambient concentrations of NH3 and PM and could introduce errors in modeling regional Nr 
deposition (elaborated in Section 1.4.3). These challenges can be resolved by using farm specific 
data on chemical fertilizer usage practices [Bouwman et al., 2002], which are lacking in the U.S., 
in view of the confidentiality of fertilizer usage data by farmers. The need for improved data 
specificity and regularity in data collection related to chemical fertilizer usage is echoed by the 
U.S. EPA advisory committee that calls for “developing databases related to timing of fertilizer 
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application for major agricultural crops as well as small scale application such as urban lawns 
and recreational turfs” which are currently unaccounted in the NEI [U.S. EPA, 2011a].  
1.3.2.2 Process-model approach 
Overview of process-model approach 
Processes in agricultural ecosystems can be simulated using biogeochemical models. 
These models take quantifiable input data that define the initial state and drivers of ecosystem 
processes, and estimate outputs such as reservoir strengths and input/ output fluxes of different 
species and crop growth and crop yield based on mathematical representations of physical, 
chemical and biological processes [Hellweger, 2008; Jørgensen, 2016] at various spatial and 
temporal scales [Brilli et al., 2017]. Biogeochemical models have been implemented to study 
trace gas fluxes including NH3 in agricultural ecosystems [Brilli et al., 2017]. An example is the 
Farm Emissions Model [Pinder et al., 2004] that combines a mechanistic model of NH3 
volatilization from a dairy farm with a national database on farming practices and climate data 
and extended to other livestock like beef cattle [Mcquilling and Adams, 2015]. Elaborate 
mechanistic models like Volt’Air [Génermont and Cellier, 1997] simulate influences of 
meteorology and slurry application on the transfer and equilibria of nitrogen flow in the soil and 
exchange between soil and atmosphere to estimate NH3 emissions post manure application 
[Génermont and Cellier, 1997; Li, 2000] and implemented within a CTM [Hamaoui-Laguel et 
al., 2012]. The Environmental Policy Integrated Climate (EPIC) terrestrial ecosystem model 
simulates biophysical processes influenced by climate, landscape, soil, and management 
conditions and predicts soil carbon and nitrogen pools, CO2 and N2O fluxes [Williams et al., 
2008]. EPIC has also been coupled with a CTM to predict timing of fertilizer application and soil 
ammonium pool, and then estimate NH3 emissions from chemical fertilizer usage [Cooter et al., 
2012]. Several other biogeochemical models additionally predict Nr fluxes by accounting for 
processes relevant to crop growth, nutrient uptake and crop-soil-atmosphere interactions. 
Examples of such models include AGRIN [Beuning et al., 2008], and DeNitrification 
DeComposition (DNDC) model [Li et al., 1992a; Li, 2000] that explicitly model nitrification, 




Advantages and challenges in process model approach  
Process-based biogeochemical models can be implemented as an alternate to the 
emission-factor approach because they advantageously capture variations in trace gas fluxes 
based on local variations in environmental parameters and crop management practices. Outputs 
from these models can be coupled either within CTMs (example: EPIC outputs of soil 
ammonium post fertilizer usage is coupled with CMAQ [Cooter et al., 2012]) or provided as 
offline inputs based on multiple simulations that account for region-specific variations in crop, 
soil and climate conditions [Balasubramanian et al., 2015]. Additionally, because these models 
are based on first principles, further improvements in model formulation can be advantageously 
implemented in refining emission inventories at high-spatial and high-temporal resolutions.  
Low accuracy of process-model predictions can result from errors due to uncertainty in 
model inputs or from model structure [Olander et al., 2011].One of the main challenges in 
implementing process models is the availability of high-quality input data at the site or regional 
scales. An example is farm scale nitrogen fertilizer application and timing that is limited to 
county-level and annual time scale in the U.S. In terms of model formulation, differences in 
detail of biogeochemical processes, model parametrization, and spatial and temporal resolution 
of application, outputs from state-of the-art biogeochemical models have been reported to 
diverge significantly [Brilli et al., 2017]. Thus prior to implementation, biogeochemical models 
require extensive evaluation through comparisons with field measurements or through model 
sensitivity analysis. Bennett et al. [2013] recommends a five stage iterative evaluation procedure, 
to assess if the model’s aim is appropriate for scope of study and relevant with respect to time 
scale and spatial resolution, availability of comparisons with field data, performance evaluations 
through graphical analysis, statistical evaluation and development and continued evaluation of 
additional model refinements.  
Overview of the DNDC model 
Amongst the multiple biogeochemical models, the DNDC model provides a promising 
approach to characterize NH3 emission inventories related to chemical fertilizer usage. DNDC 
was originally developed to simulate rain-even driven N2O and N2 fluxes from the soil, by 
modeling processes related to decomposition, denitrification and turnover of soil carbon and 
nitrogen  [Li et al., 1992b]. The model was later modified to additionally simulate other trace gas 
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fluxes, including NH3
 [Li, 2000]. DNDC has been widely employed to simulate magnitude and 
timing of trace gas fluxes at both site and regional scales based on inputs describing climate, 
crop growth and nitrogen management practices [Gilhespy et al., 2014]. These ecological drivers 
modify the soil properties (e.g., soil temperature, moisture, pH, redox potential, and substrate 
concentration), which then drives the activity of nitrifiers and denitrifiers in the soil [Li, 2000; 
Xu-Ri et al., 2003]. For example, at the site scale, DNDC has been employed to study impact of 
crop-rotation and tillage on crop yields [Farahbakhshazad et al., 2008], greenhouse gas fluxes 
such as N2O [Gopalakrishnan et al., 2012], nitrate leaching into water bodies [David et al., 
2009] and NH3 fluxes from fertilized cropland [Cui et al., 2014; Balasubramanian et al., 2015]. 
Within DNDC, NH3 emissions are estimated within the nitrification pathway that is simulated 
within the decomposition sub-model. Gas phase NH3 emissions to the atmosphere are regulated 
by soil ammonium concentration that is generated by the turnover of soil organic matter, soil pH 
and ambient temperature that govern the partitioning of NH3 between liquid phase in soil and 
gaseous phase in the soil pores. Volatilization of NH3 to the atmosphere from the soil pores is 
controlled by diffusion as a function of porosity and clay content [Li, 2000]. NH3 deposition 
from the atmosphere to the canopy is modeled based on a simple deposition velocity approach 
that considers atmospheric NH3 concentrations and deposition velocity adjusted for leaf area 
index, crop nitrogen and leaf surface moisture [Li, 2000].  
Implementation of DNDC at the site-scale is an attractive option to characterize timing of 
NH3 emissions from chemical fertilizer usage for multiple reasons: (1) Detailed algorithms 
account for decomposition and volatilization processes that influence NH3 fluxes (both emissions 
and deposition), (2) high temporal resolution of modeled fluxes (daily) in comparison with other 
biogeochemical models [Brilli et al., 2017], and (3) availability of a user-friendly graphical 
interface, library for crop growth parameters and ease of formatting inputs and obtaining 
comprehensive and detailed outputs [Gilhespy et al., 2014]. DNDC has also been implemented at 
the regional scale to develop annual, gridded emission inventories for greenhouse gases [Pathak 
et al., 2005; Smith et al., 2010]. With further improvement in model formulation and evaluation 
at the regional scale [Perlman et al., 2013], DNDC can be expanded to develop gridded 
emissions of NH3 from agricultural sources.   
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1.3.2.3 Inverse-model approach 
Overview of inverse-model approach 
Inverse modeling is described as an approach to estimate variables that drive the 
evolution of a system, by taking measurements of the observable parameters of that system, and 
then using physical understanding of the system to relate observations to the driving variables 
[Jacob, 2007]. In air quality, inverse modeling provides an approach to constrain model 
parameters such as retrieval of atmospheric concentrations from observed radiances and 
optimizing surface fluxes such as aerosol precursor emissions. This is achieved by developing an 
adjoint model that can efficiently optimize model inputs by calculating model sensitivity to 
numerous input model parameters. Inverse models can be used to refine overall magnitude and 
distributions of emissions, distinguish impacts of different sources, and quantify impact of model 
parameters such as chemistry parameters or initial conditions [Henze et al., 2009]. 
Implementation of inverse models is possible when large amounts of observational data is 
available, and there is detailed knowledge of the physical system. An overview of studies 
implementing inverse models to inform trends in NH3 emissions is provided in Section 1.4.2. 
1.4 Predicting Impacts of NH3 Emissions on Ambient Air Quality Parameters 
1.4.1 Overview of chemical transport models (CTMs) 
CTMs are 3-D numerical models that simulate physical and chemical processes in the 
atmosphere, to describe variability of chemical species concentrations in space and time. This is 
achieved by solving continuity equations for mass conservation in the atmosphere [Seinfeld and 
Pandis, 2006]. Contemporary CTMs have been implemented in a wide range of applications in 
atmospheric chemistry as related to visibility, human health and ecosystem damages. A 
simplified schematic of a CTM in shown in Figure 1-5. Commonly implemented CTMs, in the 
U.S., at regional scales, include Community Multi-Scale Air Quality Modeling System (CMAQ) 
[Byun and Schere, 2006] and Comprehensive Air Quality Model with Extensions (CAMx) 
[Ramboll ENVIRON, 2016], that simulate formation of species such as ozone and PM from 
precursor pollutants and removal through wet and dry deposition. More recently, the global 
GEOS-Chem model [Bey et al., 2001] has also been evaluated for regional scale air quality 
modeling. In order to derive meaningful CTM predictions, both CMAQ and CAMx require high-
quality gridded weather fields typically derived from weather models such as Weather Research 
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and Forecasting (WRF) model [Skamarock et al., 2008] and emissions inputs processed through 
emissions processors like SMOKE. Initial and boundary conditions are typically derived from 
either global models or prior predictions to define input conditions at the start of the simulation 
and at boundary cells of the spatial domain. Model predictions are typically evaluated by 
comparison to observational data using graphical and statistical methods [Emery et al., 2017].   
 
Figure 1-5: Simplified schematic of a CTM and associated inputs and outputs. 
1.4.2 Review of CTM studies linking NH3 emissions to regional air quality in the U.S. 
The CTM framework has been widely adopted to study trends in NH3 emissions and 
subsequent impacts on regional and global air quality. Studies can be broadly classified under 
four categories: (1) evaluation of CTMs in terms of accuracy of predictions of ambient air 
quality parameters; (2) characterizing trends in Nr deposition; (3) optimization of spatial and 
temporal trends in NH3 emissions to improve CTM predictions; through inverse models, 
optimizing model inputs or implementation of bidirectional NH3 exchange modules and (4) 
assessments related to reducing air pollution and assessing burden of ecosystem damage. It must 
be noted that studies in these categories, are not mutually exclusive, but interrelated in terms of 
implementation of methods, supporting data and analysis.  
1.4.2.1 Evaluation of CTM predictions of impacts of NH3 emissions on ambient air quality  
CTMs have been widely implemented to link NH3 emissions to air quality impacts 
[Zhang et al., 2004; Appel et al., 2011]. In areas of intensive agriculture, range of influence of a 
single grid’s emissions can range between 80 to 380 kilometers, [Dennis et al., 2010]. This 
evidence calls for evaluation of CTM performance at regional scales to study formation of 
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ambient PM2.5 and wet deposition of ammonium. Summary findings from CTM studies that 
implement CMAQ, CAMx and GEOS-Chem models (most commonly implemented for the U.S.) 
are presented as follows. Model configuration and choice of emissions and weather inputs vary 
widely in terms of modeling episodes, input data, and horizontal grid resolution (4 km x 4 km to 
36 km x 36 km) and vertical layer definitions. 
CMAQ model 
CMAQ is one of the most widely implemented and evaluated CTMs to study impacts of 
agricultural NH3 emissions to air quality. Emissions and weather inputs to CMAQ are typically 
provided at spatial resolutions of 4 km x 4 km and coarser. A number of CMAQ studies 
(summarized here) identify an overall underestimation of ambient NH3 and PM2.5 concentrations 
in summer and an overestimate in PM2.5 concentrations in winter. In an assessment of livestock 
NH3 contributions to PM formation in North Carolina [Wu et al., 2008], large underpredictions 
were identified for total PM2.5 (Normalized mean bias (NMB) = -31% to -45%) and PM-NH4 
(NMB = -18% to -35%) in August, but overprediction for total PM2.5 (NMB = 9% to 46%) and 
PM-NH4 (NMB = 30% to 5%) in December. Similar underpredictions in PM2.5 reported by Kelly 
et al.[ 2014], in agricultural areas, were attributed to limited spatial representation of NH3 
emissions in high emission grids. In a multi-year simulation, Appel et al. [2011], identified 
underpredictions in ammonium wet deposition (NMB = -21%) in the Eastern U.S. during spring, 
and poor reproduction of highest observed ammonium wet deposition in the Great Lakes and 
Midwest region. A comprehensive evaluation of annual predicted NH3 concentrations with 
ground and aircraft measurements identified large underpredictions (NMB = -63% to -67%) for 
the U.S. [Schiferl et al., 2016]. In a study in Colorado, observed ground concentrations of NH3 
exceeded predictions by a factor of 2.7 [Battye et al., 2016]. Similar findings have been reported 
by the European CALIOPE-EU modeling system during summer [Pay et al., 2012]. Efforts to 
improve CMAQ predictions have included constraining total emissions and temporal 
representations using inverse models and improving model formulation through implementation 
of bidirectional exchange modules (documented in Section 1.4.2.3).  
CAMx model 
CAMx has been widely used for fine-scale photochemical modeling [Baker and Scheff, 
2007]. In comparison to CMAQ, fewer CAMx studies exist for evaluation of agricultural NH3 
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emissions [Rodriguez et al., 2011]. An intercomparison study of agricultural impacts on air 
quality using CAMx and CMAQ, indicated underpredictions in ambient NH3 concentrations to 
similar extent in both models [Zhang et al., 2013]. CAMx performed better in terms of 
reproducing PM2.5 concentrations in southeast U.S. in July (correlation coefficient (r) = 0.3-0.7) 
at different measurement sites, as compared to CMAQ (r = 0.2-0.5). A series of studies were 
implemented CAMx to investigate sources and processes influencing atmospheric Nr in the 
Rocky Mountain National Park in the U.S. CAMx poorly reproduced observed NH3 
concentrations (correlation coefficient (r ) = 0.1-0.15); but underestimates in PM-NO3 and PM-
SO4
 in spring and summer were similar to findings from other CTM studies [Rodriguez et al., 
2011]. Improved temporal correlations were obtained at the weekly scale (r = 0.75) using a 
newer version of CAMx in a follow-up study by Thompson et al. [2015]. Annual concentrations 
of NH3 (r = 0.75, NMB = -55%), PM-NH4 (r = 0.71, NMB = -31%), PM-NO3 (r = 0.58, NMB = 
57%) and ammonium wet deposition (NMB = -22%) were satisfactorily replicated due to 
improvements in CAMx model parametrizations. Malm et al. [2016] reported that ratio of 
observed to predicted NH3 concentrations ranged from 1.09 in winter to 2.1 in summer. These 
findings indicate the need to evaluate CAMx predictions at high-temporal resolutions instead of 
reporting seasonal or annual aggregate statistics. Further improvements in CAMx predictions 
will require improved representations of a bidirectional exchange scheme for NH3, similar to 
CMAQ.  
GEOS-Chem model 
The global GEOS-Chem model has been implemented to link NH3 emissions to air 
quality and nitrogen deposition. In comparison to CMAQ and CAMx, spatial resolution of inputs 
are typically coarser (0.5° x 0.67°). A comprehensive evaluation of ambient NH3 concentrations 
identified underpredictions in global NH3 concentrations (NMB = -77% to 6%) but identified 
better correlations with IASI satellite columns (r = 0.6-0.8) and ground-based AMoN 
observations (r = 0.56-0.65) [Schiferl et al., 2016]. Overpredictions in ambient PM-NH4 and PM-
NO3 concentrations in the Midwest and in California [Walker et al., 2012] were attributed to 
errors in overall NH3 emissions and associated temporal scaling in these regions. Similar 
findings were reported by Heald et al. [2012], who attributed PM-NO3
 underestimation to limited 
representation of nighttime nitric acid (HNO3) formation. Pitchford et al. [2009] compared 
spatial patterns between NH3 emissions and PM-NO3 maps for the Midwest U.S., and attributed 
26 
the elevated PM-NO3 concentrations to availability of free NH3 in winter. The study highlighted 
the need to improve spatial and temporal representations of NH3 emissions from different 
sources and HNO3 production to improve understanding of winter PM-NO3 in the Midwest. 
Attempts to improve GEOS-Chem predictions include constraining NH3 emissions using inverse 
models and inclusion and testing of a global bidirectional exchange scheme (see Section 1.4.2.3). 
1.4.2.2 Characterizing trends in atmospheric Nr deposition using CTMs 
 CMAQ has been implemented to identify spatial patterns in Nr deposition [Dennis et al., 
2013]. CMAQ predictions have been combined with observations of wet deposition and 
estimates of dry deposition of Nr species, to develop maps at 12 km x 12 km grid resolution 
across the contiguous U.S. [Schwede and Lear, 2014]. Dennis et al. [2013] estimated that 59% of 
total Nr deposition in the U.S. in 2006, resulted from oxidized nitrogen species, and the rest from 
reduced nitrogen (65% wet deposition, 35% dry deposition). Zhang et al. [2012] implemented 
GEOS-Chem to assess source contributions and attributed Nr deposition in the U.S. to domestic 
NOx and NH3 emissions. Paulot et al. [2013] implemented the inverse GEOS-Chem adjoint 
model to identify sources and processes that control Nr deposition in global biodiversity hotspots 
and in two U.S. national parks. The study identified that nitrogen deposition impacts were 
typically observed within 1000 km of emissions hotspots. In similar implementation of GEOS-
Chem across Federal Class I areas, predicted dry and wet deposition of Nr species modestly 
correlated to ground observations (r ~0.7), but large variability was observed in emission sources 
and footprints [Lee et al., 2016]. The study called for implementation of higher-resolution inputs, 
to resolve emissions patterns especially of NH3 emissions at finer scales, identify areas of 
influence and capture influence of complex topography. Similarly, a study in the United 
Kingdom, identified large spatial heterogeneity at 1 km x 1 km grid resolution [Dore et al., 
2012]. Simulations of Nr deposition in the Rocky Mountain National Park region at high-spatial 
resolution (4 km x 4 km) using CAMx, identified that NHx deposition was dominated by wet 
deposition of PM-NH4
 (62%) and NH3 (11%), while NH3 dry deposition accounted for 23%. 
While emissions from within the same state (Colorado) were the single largest contributor (41%) 
[Malm et al., 2016], contributions were also observed from dominant agricultural NH3 emission 
sources located several hundreds of kilometers away [Thompson et al., 2015]. These findings 
identify the need to quantify impacts of long-range transport of NHx and evaluate representations 
of boundary conditions to CTMs, especially in fine-scale (≤ 12 km x 12 km) CTM studies. 
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1.4.2.3 Implementation of CTMs to optimize spatial and temporal trends in NH3 emissions 
Inverse modeling approach 
In conjunction with CTMs, inverse models (introduced in Section 1.3.2.3) have been 
implemented to optimize NH3 emissions using ground-based and satellite measurements. Inverse 
modeling was first demonstrated using observed wet deposition of ammonium along with 
CMAQ, to estimate monthly NH3 emissions for the Eastern U.S. [Gilliland et al., 2003] and then 
applied to the entire continental U.S. [Gilliland et al., 2006; Pinder et al., 2006]. These efforts 
identified a need to introduce seasonality in NH3 emissions, and capture enhanced NH3 
emissions in summer. Similarly, inverse modeling using the GEOS-Chem model were used to 
constrain total NH3 emissions and identify associated spatial distribution across the U.S. [Henze 
et al., 2009]. More recently, the GEOS-Chem model’s adjoint has been used along with multi-
year wet deposited ammonium to optimize NH3 emissions for the U.S., Europe and China 
[Paulot et al., 2014]. Paulot et al. [2014] highlighted the need to increase total NH3 emissions in 
California and the Midwest, and decrease in emissions in parts of the northeast and southeast 
U.S. Optimized NH3 emissions were identified to be 50% lower than the NEI reports for the year 
2008. The inverse modeling approach additionally highlighted errors in the seasonality of NH3 
emissions, particularly relating to fertilizer emissions in the Midwest [Appel et al., 2011]. 
Inclusion of NHx observations, instead of just wet deposited NH4 could improve optimization of 
NH3 emissions [Pinder et al., 2006; Henze et al., 2009], however sparse observations of NH3 
concentrations in the U.S. prior to 2008, have limited such efforts. Findings from inverse 
modeling efforts using satellite observations of NH3 columns are similar to those reported using 
ground-based measurements. NH3 profiles from TES applied to GEOS-Chem model predictions, 
identified large underestimates (35% to 112%) in a-priori NH3 emissions in California and the 
Western U.S., especially in spring and October [Zhu et al., 2013]. Similarly, as compared to 
GEOS-Chem simulated NH3 concentrations, IASI observations identified an underestimation in 
springtime NH3 emissions in the Midwest [Heald et al., 2012]. Integration of satellite data is 
currently limited due to continuing challenges with low sensitivity of TES and IASI to measure 
boundary layer NH3 concentrations, mismatch in model and satellite resolution, errors in 
representation of model processes and spatial gradients of surface-level NH3 concentrations at 
local scales [Streets et al., 2013; Zhu et al., 2015b].  
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Bidirectional exchange of NH3 in CTMs 
Efforts to improve representation of NH3 emissions at grid scale within CTMs have led to 
the inclusion of modules to represent bidirectional exchange of NH3 emissions between the crop 
canopy and the atmosphere. While there is widespread consensus that NH3 exchange is 
bidirectional, many CTMs including CAMx that operate at regional and continental scales use 
simple deposition schemes that are not coupled to emissions [Flechard et al., 2013]. Massad et 
al. [2010] suggested that such dry deposition schemes inadequately captures atmospheric 
processes within CTMs as related to NH3; and might overestimate NH3 emissions from a single 
cell by as much as a factor of 2 compared to bidirectional exchange [Dennis et al., 2013]. 
Examples of CTMs implemented with bidirectional exchange include the CMAQ, GEOS-Chem 
and LOTOS-EUROS models. CMAQ has been coupled with the process-based EPIC model 
[Cooter et al., 2010, 2012] to estimate fertilizer application timing and with a bidirectional 
resistance model to capture dry deposition [Bash et al., 2013; Pleim et al., 2013]. As a result, 
lower NH3 emissions in spring and fall, and enhanced emissions during July were obtained as 
compared to NEI 2002 emissions [Bash et al., 2013]. This finding were attributed to alteration of 
emission potential of soils, increased grid scale and temporal resolution of NH3 emissions and 
modeling of nitrification processes in the soil [Appel et al., 2011]. These inclusions also resulted 
in three-fold reduction in bias in predictions of annual ammonium wet deposition over the 
continental U.S. However, during summer time, bias in ammonium wet deposition, and PM-SO4 
and PM-NO3 showed only modest reductions in Eastern U.S. [Appel et al., 2011; Bash et al., 
2013]. Similarly, the LOTOS-EUROS model implemented over Europe, predicted higher 
modeled NH3 concentrations in grid cells coincident with agricultural areas due to increased 
emission potential of soils and increase in lifetime of NH3 in the atmosphere [Kruit et al., 2012]. 
A global analysis of bidirectional NH3 exchange was also conducted using GEOS-Chem at a 2° 
× 2.5° grid resolution [Zhu et al., 2015a]. The study reported a 7% increase in total annual global 
emissions but reduced NH3 emissions in the U.S. in October. While predictions of ammonium 
wet deposition remained unchanged, large underestimates were observed in predictions of NH3 
concentrations, especially in April and October by a factor of 2-5. As a result, a later study by 
Schiferl et al. [2016] did not include this bidirectional scheme in GEOS-Chem. While inclusion 
of bidirectional exchange schemes are representative of processes in the ambient environment, 
obtaining improvements in model predictions can be challenging for multiple reasons. First, such 
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an effort requires implementation of fine scale grid resolution to adequately capture bidirectional 
exchange especially over grids with high emission potential. Second, model parametrization is 
often based on a limited number of field observations and may not be applicable for other spatial 
regions [Flechard et al., 2013]. Third, inclusion of bidirectional exchange requires significant 
effort in updating model formulation and comprehensive evaluation of model outputs. While 
improvements in the form of bidirectional exchanges theoretically can improve emissions 
representations, currently, the improvements are modest and in the order of 10% as compared to 
unidirectional deposition flux approaches [Cooter et al., 2012; Schiferl et al., 2016]. 
Grid resolution of emissions 
It is anticipated that higher-spatial resolution inputs of emissions and meteorology will 
result in improved CTM predictions. However, evidence is inconclusive about this hypothesis. 
Use of finer spatial resolution is often limited by growth of small input errors into substantial 
prediction errors, as well as additional cost of computational time and resources [Valari and 
Menut, 2008]. A study using MM5-CMAQ over North Carolina concluded that higher spatial 
resolution did not always improve CTM predictions [Queen and Zhang, 2008]. Ammonium wet 
deposition was best simulated at 12 km x 12 km grid resolution (NMB = 4%) as compared to 4 
km x 4 km (NMB = 36%) and 36 km x 36 km (NMB = 35%) in August. However, nitrate wet 
deposition showed lesser underpredictions at 4 km x 4 km (NMB = -37%) as compared to 12 km 
x 12 km (NMB = -60%). Appel et al. [2011] identified no significant improvement in deposition 
of sulfate and ammonium for 12 km x 12 km grid resolution compared to 36 km x 36 km over 
Eastern U.S. On the contrary, a study in Texas in August, indicated slight improvements in PM2.5 
predictions using 4 km x 4 km grid resolution (NMB = -22%) as compared to 12 km x 12 km 
(NMB = -33%) [Misenis and Zhang, 2010]. CTM predictions using 36 km x 36 km and 12 km x 
12 km grids over Northeast U.S. and 36 km x 36 km and 4 km x 4 km grids over Western Europe 
indicated no statistically significant difference in predictions of PM2.5 for all grid resolutions, 
although better predictions were observed in winter, partly due to improved representation of 
emissions from metropolitan areas [Fountoukis et al., 2013]. These results indicate a need for 
sensitivity studies for different grid resolutions.  
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1.4.2.4 Other applications of CTMs as related to NH3 emissions 
CTMs can be implemented to study a wide range of applications as related to attainment 
of air quality standards, assessments of visibility and human health and extent and impacts of 
emissions sources on ecosystems. Studies indicate that reductions in NH3 emissions are expected 
to be most effective for PM reduction in the months of January and April and least effective in 
summer months [Pinder et al., 2007; Henze et al., 2009]. NH3 emissions control have been 
proposed as a potential cost-effective strategy for reducing winter PM2.5 with costs as low as 
$8000/ton-NH3 as compared to other precursors such as SOx and NOx [Pinder et al., 2007]. 
CMAQ simulations indicate that by 2020, significant portion of NH3 emissions will remain as 
free NH3 in the atmosphere and result in large increases in Nr deposition, thereby impacting 
ecosystems globally [Pinder et al., 2008]. Paulot et al. [2016] developed future projections in 
global anthropogenic NH3 emissions using the Representative Concentration Pathway 8.5 from 
2010 to 2050 and identified that formation of future PM-NO3 is limited by HNO3 rather than 
NH3; but constraining future PM-NO3 optical depth will require improved estimates of vertical 
distribution of NH3. CTMs also provide evidence for trends in Nr deposition. Evaluation of 
strategies to reduce Nr deposition impacts on sensitive ecosystems should specifically focus on 
identifying specific areas of interest and evaluate impacts of weather patterns, topography and 
nature and extent of emission sources specific to these areas [Lee et al., 2016].  
1.4.3 Implications of using current NH3 emission estimates as inputs to CTMs  
The following conclusions can be derived from the summary of the CTM studies 
presented in Section 1.4.2. First, CTM studies are highly varied in terms of choice of CTM and 
model configuration, definition of modeling domain and episode, choice of input emissions and 
weather data, spatial and temporal resolutions of inputs, choice of output variables, evaluation 
techniques and choice of statistical metrics. It is thus challenging to directly compare model 
performance given this wide range of input configurations and evaluation protocols. Second, 
evidence from these CTM studies (irrespective of model configuration) collectively identify 
large underpredictions in modeled ambient NH3 concentrations (factor of 2-5) especially in 
agricultural areas, in comparison to ground-based and satellite observations. Third, seasonal bias 
exists in the form of underpredictions in total and speciated PM during summer and 
overpredictions in winter for modeling studies in the U.S. Fourth, the largest underpredictions in 
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ambient NH3 and PM concentrations, and wet deposition of ammonium in the U.S. have been 
reported in the Midwest (region of intensive agricultural practices). 
There are several sources of error related to inputs and model formulation in the CTM 
modeling system that can result in underpredictions in ambient NH3 and PM especially during 
spring and summer. Emissions are an integral part of running CTMs and need careful evaluation. 
Inverse modeling studies have identified an overall underestimate in total NH3 emissions for the 
Midwest U.S. developed using the emissions factor approach [Schiferl et al., 2016]. This 
suggests an inherent limitation in using fertilizer sales data and fertilizer-specific emission 
factors to capture region-specific patterns in NH3 emissions (documented in 1.3.2.1). In addition 
implementing empirical methods to allocate emissions to CTM grid scales often fails to 
reproduce (1) spatial extents of elevated ambient NH3 and PM concentrations, indicating limited 
or erroneous representation of elevated NH3 emissions at grid scale [Bray et al., 2017] and (2) 
timing of NH3 emissions that is related to episodic activities such as fertilizer usage [Appel et al., 
2011]. The need to introduce region-specific seasonality in NH3 emissions in particular has been 
widely documented [Pinder et al., 2006; Battye et al., 2016]. A comparison of temporal factors 
reported in literature by Balasubramanian et al. [2015], indicated that the DNDC and MASAGE 
models captured variability in NH3 emissions during the planting season (April–June) and post-
harvest (October–November) in the Midwest U.S, but identified magnitude and timing of 
emission peaks did not coincide with estimates developed through inverse modeling by Gilliland 
et al. [2006]. Underestimation of ammonium and nitrate wet deposition in spring was attributed 
to the poor spatial and temporal representation of NH3 emissions related to chemical fertilizer 
usage and bidirectional exchange, in a study using CMAQ [Appel et al., 2011]. Lack or limited 
representations of bidirectional exchange schemes within CTMs have also been attributed to 
underpredictions of ambient NH3 concentrations [Cooter et al., 2012; Battye et al., 2016]. Thus, 
further research is recommended in improving total estimates of NH3 emissions from chemical 
fertilizer usage and representations at spatial and temporal scales relevant to CTMs to capture 
regional ambient air quality parameters.   
1.5 Research Objectives and Significance 
1.5.1 Overarching goal 
The role of NH3 in buffering atmospheric acidity and formation of PM2.5, a criteria air 
pollutant, has been widely established. However, unlike other PM2.5 precursors (NOx and SO2), 
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NH3 is not considered a criteria air pollutant or regulated in the U.S. [U.S. EPA, 2011a]. Further 
emission reductions of SO2 and NOx for attainment of National Ambient Air Quality Standards 
for PM2.5 are expected to be costly [U.S. EPA, 2003]. Reduction in NH3 emissions from 
agricultural sources has been proposed as a cost-effective alternative for PM2.5 attainment 
[Pinder et al., 2007]. Furthermore, future reductions of SO2 and NOx are expected to result in an 
increase of gaseous NH3 concentrations [Pinder et al., 2008], alter PM2.5 composition to less 
acidic particles [Pinder et al., 2008] and shift nitrogen deposition closer to emission sources 
[Saylor et al., 2014]. Reductions in NH3 emissions (20% from chemical fertilizer usage and 30% 
from livestock) through best management practices have been recommended by the EPA 
Advisory Board towards a reduction of 25% in Nr emissions to the atmosphere in the U.S. [U.S. 
EPA, 2011a]. Implementation of this recommendation depends on the knowledge of Nr emission 
sources and inherent spatial and temporal trends. As compared to other PM2.5 precursors, there 
are large uncertainties in NH3 emissions (> 50%) at the global scale and even higher 
uncertainties at regional and local scales [U.S. EPA, 2011a; Sutton et al., 2013].There is a 
pressing need for of an emission inventory that captures the spatial and temporal distribution of 
NH3 emissions from different sources to obtain reliable CTM predictions to predict ambient PM 
formation and Nr deposition. This is particularly important for a source like chemical fertilizer 
usage that exhibits strong seasonality and spatial trends, as it is tied to growing season of crops 
and local soil and meteorological parameters [Appel et al., 2011; Paulot et al., 2014]. Limited 
availability of field measurement of NH3 fluxes from agricultural land post chemical fertilizer 
usage have limited efforts in developing regional scale emission inventories. Modeling 
approaches have been widely adopted to characterize spatial and temporal distributions of NH3 
emissions. However, current emission estimates have been linked to large underpredictions in 
ambient NH3 and PM concentrations especially during spring and summer months in the 
Midwest U.S.  
In response to these challenges, the overarching goal of this dissertation is to improve 
representations of NH3 emissions from chemical fertilizer usage to support CTM modeling of 
ambient NH3 and atmospheric PM formation. The focal study domain is the Midwest U.S. that 
accounts for 58% of nitrogen fertilizer sales [AAPFCO and The Fertilizer Institute, 2014] and 
represents a region of high ambient NH3 concentrations (> 1.8 µg m
-3) [NADP, 2014a] and high 
ammonium wet deposition (> 3 kg-NH4
+ ha-1 yr-1) [Li et al., 2016]. Due to the absence of farm 
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scale fertilizer sales data, current county scale NH3 emissions from the emission-factor approach 
provide the best available estimate. Given the paucity in nitrogen management data, improved 
spatial and temporal allocation of NH3 emissions could potentially improve CTM predictions. 
While inverse models have been widely implemented to constrain NH3 emissions, capabilities of 
process models have not been similarly exploited. Process models such as DNDC can be readily 
implemented to predict temporal trends in NH3 fluxes by advantageously accounting for 
influences of soil and weather conditions at the site-scale. In this dissertation first, a spatially and 
temporally resolved emissions inventory for NH3 from chemical fertilizer usage has been 
developed using a hybrid method that combines the emission factor approach with a new spatial 
allocation model called Improved Spatial Surrogate (ISS) and the process model DNDC. 
Updated high-spatial resolution crop maps and regional nitrogen management data have been 
implemented for this purpose. Second, in order to ascertain the applicability of DNDC for such 
an application, predicted daily NH3 fluxes post chemical fertilizer usage have been evaluated in 
comparison to field measurements, at a research site in Central Illinois.  
A recent U.S. EPA memorandum recommends spatial resolutions finer than 4 km x 4 km 
for CTMs for regions with complex meteorology and terrain, strong emissions gradients and in 
non-attainment areas [U.S. EPA, 2014e]. This recommendation is of importance to the Midwest 
U.S. that has dominant contributions from NH3 from chemical fertilizer usage that exhibit 
emission hotspots (localized elevated emissions) and strong seasonality. A persisting question in 
literature is about the impact of increasing horizontal resolution on CTM performance. High-
spatial resolution modeling (≤ 4 km x 4 km) is crucial to determine occurrence and magnitude of 
exceedances in Nr critical loads [Dore et al., 2012]. Existing studies have identified no benefit in 
increasing spatial resolution finer than 12 km x 12 km for improving predictions of PM2.5 and 
wet deposition of ammonium [Appel et al., 2011], due to limited representations of NH3 
emissions. In this regard, this dissertation additionally evaluates the newly developed ISS-DNDC 
NH3 emissions inventory that captures grid scale variability and seasonality especially in early 
summer for the Midwest U.S. for capability to predict regional air quality parameters, at two grid 
resolutions (12 km x 12 km and 4 km x 4 km. The CAMx CTM has been implemented to 
develop hourly predictions of ambient NH3 and total and speciated PM2.5 and evaluated with 
ground-based observations. Sensitivity to horizontal grid spacing to input emissions and gridded 
weather fields has also been assessed.  
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1.5.2 Specific objectives 
This dissertation is organized into three objectives aimed at improving understanding of 
trends in NH3 emissions from chemical fertilizer usage and subsequent impacts on air quality 
parameters and listed as follows: 
Objective 1: Develop a representative inventory for NH3 emissions from chemical fertilizer 
usage for the Midwest 
Objective 1 presents a newly-developed hybrid approach that combines the emissions 
factor approach and a process-based biogeochemical model to develop an emission inventory for 
NH3 emissions from chemical fertilizer usage at high spatial (4 km x 4 km and 12 km x 12 km) 
and temporal (daily) scales for the Midwest U.S. Specific sub-objectives include:   
 Objective 1a: Develop a method to generate a high-spatial resolution emission inventory at 4 
km x 4 km grid resolution based on available regional crop management data. 
 Objective 1b: Develop a method to quantify temporal trends in NH3 emissions from chemical 
fertilizer usage using a process based biogeochemical model at daily time step. 
Methods and findings from Objective 1 are presented in Chapter 2.  
 
Objective 2: Evaluate modeled temporal variations in NH3 emissions from chemical fertilizer 
usage with measurements from an intensive field campaign. 
Objective 2 evaluates temporal distribution of DNDC predictions of NH3 fluxes, with 
season-long measurements of NH3 emissions over an intensively managed cropland; to assess 
suitability for developing emissions inventories. Specific sub-objectives include: 
 Objective 2a: Evaluate closure between DNDC predictions and field measurements of NH3 
fluxes over an intensively-managed corn canopy, over an entire growing season, in Central 
Illinois (located in the Midwest U.S.). 
 Objective 2b: Quantify uncertainty in DNDC predictions of NH3 emissions through a 
comprehensive, two-step sensitivity analysis followed by uncertainty analysis.  




Objective 3: Evaluate the proposed emissions inventory in predicting regional air quality using 
CAMx.  
Objective 3 focuses on evaluating the developed emission inventory in Objective 1, for 
predicting ambient concentrations of gaseous NH3 and total and speciated PM2.5 (PM-NH4, PM-
SO4 and PM-NO3) for the Midwest U.S. Specific sub-objectives include: 
 Objective 3a: Evaluate improvements in CAMx predictions of NH3, total PM2.5 and speciated 
PM2.5 (PM-NH4, PM-SO4 and PM-NO3) concentrations over the Midwest U.S. using the 
developed NH3 emission inventory from chemical fertilizer usage.  
 Objective 3b: Evaluate sensitivity of CAMx model performance to horizontal spatial 
resolution. 
Methods and findings from Objective 3 are presented in Chapter 4.  
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CHAPTER 2: HIGH-SPATIAL AND TEMPORAL RESOLUTION NH3 
EMISSIONS INVENTORY FROM CHEMICAL FERTILIZER USAGE 
2.1 Motivation for Objective 1  
Studies have demonstrated the need for developing methods to generate high-spatial and 
high-temporal resolution emission inventories for NH3 emissions from chemical fertilizer usage 
to accurately predict air quality. First, observational data indicate increased wet deposition of 
ammonium in the Midwest [NADP, 2015c] and enhancement of PM2.5 (particulate matter (PM)  
≤ 2.5 µm) wintertime concentrations in U.S. Great Lakes region [Stanier et al., 2012]. Modeling 
linkages between NH3 emissions with PM2.5 concentration requires improved spatial 
representations of NH3 emissions as related to chemical fertilizer usage and soils [Appel et al., 
2011]. Subsequently, these efforts can be used for decision making to identify impact of 
reductions in NH3 emissions from agriculture [Makar et al., 2009]. Second, emission inventories 
with resolution of a few kilometers is required to adequately capture spatial heterogeneity in Nr 
deposition that has been observed at scales finer than one square kilometer [Sutton et al., 1998b],  
and identify locations of exceedances of critical loads [Dore et al., 2012]. Third, a spatial 
resolutions finer than 4 km x 4 km for CTMs is appropriate for regions with strong gradients in 
emissions sources [U.S. EPA, 2014e]. This recommendation could be of potential importance to 
a region with NH3 emissions from sources like chemical fertilizer usage that are strongly 
influenced by regional crop management practices and local environmental conditions [Battye et 
al., 2003; Sommer et al., 2004]; necessitating efforts towards quantifying trends for different 
climatic and agricultural regions.  
Based on these motivations, this study presents the development of a new hybrid method 
to characterize NH3 emissions from chemical fertilizer usage at high-spatial and temporal 
resolutions1. Objective 1a presents development of method called the Improved Spatial Surrogate 
(ISS) to quantify NH3 emissions from chemical fertilizer usage at high-spatial resolutions (12 km 
x 12 km and 4 km x 4 km) based on regional crop management data. Objective 1b characterizes 
daily temporal trends in NH3 emissions using the process-based DNDC model. 
 
1Reproduced in part with permissions from Balasubramanian, S., S. Koloutsou-Vakakis, D. M. 
McFarland, and M. J. Rood (2015), Reconsidering emissions of ammonia from chemical fertilizer usage 
in Midwest USA, J. Geophys. Res.  Atmos., 120, 1–15.  
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2.2 Description of the Study Domain 
The Midwest is the largest consumer of chemical nitrogen fertilizers in the U.S. States of 
Illinois, Iowa and Indiana alone accounted for 26% of the total U.S. sales, in 2012 [NASS, 
2014a]; providing an ideal geographical domain to study impact on air quality from chemical 
fertilizer usage. A test domain was first chosen in central Illinois Figure 2-1a for method 
development, and then expanded to a larger domain over the Midwest U.S. Figure 2-1b that 
includes the states of Illinois, Indiana, and Missouri and parts of Iowa, Kansas, Kentucky, 
Michigan, Nebraska, Oklahoma, Ohio and Tennessee. A field site where NH3 fluxes from a corn 
canopy were measured [Myles et al., 2014; Nelson et al., 2017] was located centrally in this 
domain to facilitate comparisons with this modeling study, as further elaborated in Chapter 3.  
Expanded domain: Midwest U.S. 
Grid resolution: 4 km x 4 km  
Origin: (48000 m, -348000 m) 





Test domain: Central Illinois 
Grid resolution: 4 km x 4 km  
Origin: (584000 m, -144000 m) 
Grid: 72 rows x 90 columns 
Figure 2-1: (a) Location of the test domain relative to contiguous U.S. and the state of Illinois 
chosen to demonstrate the ISS method. Also shown are 13 weather stations of interest for Objective 
1b (b) Extended domain over the Midwest. The location of the domain is indicated relative to 
contiguous U.S. Grid parameters are listed for both the test domain and expanded domain. 
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2.3 Methods 
2.3.1 Objective 1a: Development of a high-spatial resolution NH3 emissions inventory  
2.3.1.1 Formulation of the Improved Spatial Surrogate (ISS) method  
Spatial allocation of NH3 emissions from chemical fertilizer usage from county to CTM 
grid resolution, currently employed in SMOKE, is based on NLCD maps for the year 1992 
[Vogelmann et al., 2001]. Spatial Surrogate Ratios (SSRs) are used to allocate emissions from 
the county to CTM grid resolution. SSRs are calculated as the ratio of agricultural area in each 
grid to the total agricultural area in the county [U.S. EPA, 2005]. In this study, the new ISS 
method was developed for spatial allocation of NEI NH3 emissions to the CTM grid resolution. 
The ISS method was first developed for a test domain for the year 2002 [Balasubramanian et al., 
2013] and then expanded to the Midwest at 4 km x 4 km and the contiguous U.S. at 12 km x 12 
km for year 2011. Cropland Data Layer (CDL) maps [NASS, 2014b] are chosen as the spatial 
surrogate in the ISS method to replace NLCD maps. CDL maps are advantageous for identifying 
location and extent of 108 crop types at high spatial resolution (1 km x 1 km) for the U.S. A new 
SSR formulation was developed, to account for the differential nature of crop nitrogen demands 
[USDA, 2003]. Comparison of the SSRs used in SMOKE (Equation 2-1) and the ISS method 
(Equation 2-2) are shown in Table 2-1. ISS method SSRs are estimated by weighing crop area in 
each grid with crop-specific nitrogen demand. CDL crop areas in each 30 m x 30 m grid was 
added to estimate crop area within each 4 km x 4 km grid cell. Additional details of the inputs to 
the ISS method are provided in Section 2.1.2.2 and the step-by-step procedure used in the 
database is provided in Appendix A. ArcGIS 10.2 [ESRI, 2016] and MS Access [Microsoft, 
2013] were used to manage, analyze and visualize spatial data. 
2.3.1.2 Description of inputs to the ISS method 
(i) Fertilizer sales data 
Fertilizer sales data [AAPFCO and The Fertilizer Institute, 2014] is a required input to 
estimate emissions at the county level. Amounts of 39 fertilizer types were reported prior to year 
2005 but only 13 major fertilizer types are reported since then. These 13 fertilizer varieties 
represent 96% of all nitrogen based fertilizer usage in the U.S. [Goebes et al., 2003]. Amounts 
are either estimated based on income inspection fees or reported amounts from a previous year. 
In 2011, 29 states reported sales at the county level and the rest at state level. 
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Table 2-1: Comparison of spatial surrogates for estimating NH3 emissions from chemical 
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(Equation 2-2) 
z = grid, j = crop type, q = county of interest 
(ii) Emission factors 
Emission factors are typically expressed as the percentage of applied nitrogen in the 
fertilizer that volatilizes as NH3 [Asman, 1992; Battye et al., 1994]. These factors are averaged 
based on measurement studies and exclude the effect of environmental factors like temperature, 
wind speed and soil pH. Emissions from NEI are based on values reported by EEA [Asman, 
1992]; however emission factors for nitrogen solutions are amended [Goebes et al., 2003] to 
reflect the average emission factors of its constituents (i.e., anhydrous ammonia and urea).  
(iii) Cropland data  
Cropland maps are the spatial surrogate of choice in the proposed ISS method. Data on 
crop type and location are available through crop maps obtained from the Cropland Data Layer 
[NASS, 2014b]. These raster maps report location of 108 crop types at a spatial resolution of 30 
m x 30 m for contiguous U.S. CDL maps are generated using satellite imagery from the Landsat 
8 OLI/TIRS sensor, Landsat 7 ETM+ sensor, and the Disaster Monitoring Constellation (DMC) 
DEIMOS-1 and UK2 sensors collected during the current growing season. Some states used 
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additional satellite imagery and ancillary inputs to supplement and improve CDL maps. Reported 
accuracy of these maps is 95.6% [NASS, 2014b].  
(iv) Nitrogen loading for crops 
Nitrogen loading is defined as the annual average amount of nitrogen applied per unit 
area. These data are available at the state level and typically reported for years when census data 
are available [NASS, 2014a]. Nitrogen loading is a composite of the average amount of nitrogen 
applied per unit area and the number of applications in the reported year. Nitrogen loading is 
considered as a proxy for the relative intensity of fertilizer usage for different crop types. In this 
research, these data are included for the spatial allocation of NH3 emissions from chemical 
fertilizer usage.  
2.3.1.3 Applying ISS method for an extended spatial domain and spatial resolution 
The ISS method was applied to develop NH3 emission estimates from chemical fertilizer 
usage for an: (a) extended domain over the Midwest at 4 km x 4 km and (b) different spatial 
resolution of 12 km x 12 km over the contiguous U.S. for the year 2011. Additional effort was 
required to assimilate data for state and crop specific nitrogen usage and manage differences in 
data availability for different states in U.S. For the calculation of SSRs, the state and county that 
each grid cell was located in and the crops located within it were identified using county 
boundary GIS shapefiles obtained from the U.S. Census Bureau [2011]. The ISS method was 
developed to allocate emissions from the county level to the CTM grid level. However, 18 states 
reported fertilizer sales at the state level; thereby requiring a modification in the ISS method by 
modifying SSRs that were recalculated by considering crop extent across the entire state instead 
of the county level. In several states where sales were reported for select counties, reported 
surplus sales were reallocated to counties with missing sales in proportion to the area of available 
cropland. SSRs estimated in the ISS method depend on the inclusion of nitrogen loading data 
specific to the crop and the state it is located in. Additional effort was required for gap-filling 
missing data. Where missing, crop nitrogen demands were gap filled with data obtained either 
from the: (a) neighboring state, (b) state at similar latitude or (c) state with available data, in that 
order. When such data were unavailable, historical year for the year closest to 2011 was chosen. 
To ensure correct retrieval of information within the database, a unique crop state identification 
code (CSID) comprising of the crop IDs from CDL and state ID was generated.  
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2.3.2 Objective 1b: Characterizing NH3 emissions at daily scale using the DNDC model  
2.3.2.1 Overview of DNDC model and rationale for choice 
An overview of the DNDC model version 95 [Li et al., 1992] was provided in Section 
1.3.2.2. In this study, DNDC has been implemented to obtain temporal variation of NH3 
emissions at the daily scale. NH3 emission predictions from DNDC and subsequent validation 
using field measurements, following urea and ammonium bicarbonate application to two rice 
fields, in China, indicated that DNDC was able to simulate measured total emissions and 
temporal variations under various farming conditions [Li, 2000]. More recently the DNDC model 
was evaluated for predictive ability to estimate daily variations in NH3 emissions at a field site in 
Central Illinois, over an entire growing season [Balasubramanian et al., 2017a]. The availability 
of detailed algorithms capturing nitrogen mass transfer between the soil, crop and atmosphere 
and defining denitrification, nitrification and decomposition processes coupled with simplicity in 
model initialization and execution, and low run times, made DNDC an attractive model to 
implement in this study.  
2.3.2.2 Development of inputs at site scale for DNDC  
(i) Weather parameters 
DNDC requires inputs of daily maximum and minimum temperature, precipitation, wind 
speed, solar radiation and relative humidity. Data for these parameters were obtained from 
meteorological stations operated by the Water and Atmospheric Resources Monitoring Program 
[ISWS, 2015b]. 19 such stations are operating in Illinois. Additionally, nitrogen concentration in 
precipitation was obtained from the NTN network that monitors deposition of inorganic nitrogen 
as ammonium from the atmosphere [NADP, 2015c]. 
(ii) Soil parameters 
DNDC input requirements include knowledge of land use type, soil texture, soil pH, bulk 
density, porosity, organic carbon and clay content at depths between 0-5 cm. Data were obtained 
from the Web Soil Survey [USDA, 2015b]. These data are available at a resolution of 30 m x 30 
m and GIS was used to identify site level information. Soil field capacity and wilting point were 
obtained from the Illinois Climate Network [ISWS, 2015a].   
(iii) Crop and crop management data 
DNDC input requirements include parameters of crop type, crop growth parameters and 
crop management practices. Data on crop location and areal extent of crops around the weather 
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stations are determined based on the crop maps [NASS, 2014b] as explained in Section 2.3.1.2. 
The planting and harvesting dates for each crop were obtained from historical records available 
for different states in U.S. [NASS, 2010]. These dates indicate the periods in which the crops are 
planted and harvested in most years based on 20 years of historical crop progress estimates, as 
well as the knowledge of industry specialists. Crop residue cover and tillage practices were 
obtained from the Illinois Agronomy Handbook [Simmons and Nafziger, 2014].  
Nitrogen management data are required for inputs related to fertilizer usage. Relevant 
data include typical annual nitrogen loading for crops that are reported for different states [NASS, 
2014a] and identifying percentage of fields receiving nitrogen fertilizers in different crop periods 
[USDA, 1997]. Such data are available for four crop periods and for major crops for Illinois. 
Crop periods are classified as “at planting”, “after planting”, “fall before planting” and “spring 
before planting”. Dates falling in these crop periods are categorized using crop planting and 
harvesting dates [NASS, 2010]. Crop types are corn, soybeans, cotton and winter wheat. Specific 
details on timing and amount of fertilizer usage are not available and hence a method was 
developed to estimate these details based on nutrient management data. Manure usage was not 
considered, as this research focuses on impacts of chemical fertilizers. Rain was considered as 
the source of water for crops.  
2.3.2.3 Method adopted to provide site-level inputs to DNDC 
To demonstrate the approach used in this study, 13 sites were chosen within the test 
domain of Central Illinois (Figure 2-1a). Chosen study sites correspond to 4 km x 4 km grids co-
located with the 13 meteorological stations [ISWS, 2015b]. Modeling runs were conducted for 
years 2002-2011. The goal is to use these sites to obtain temporal trends in NH3 emissions 
applicable to typical Midwest agricultural activities. In the absence of farm specific data on 
timing and amount of fertilizer usage for different crops, an approach was developed to estimate 
these parameters. The developed modeling scheme is shown Figure 2-2. 
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(i) Identifying amount of fertilizer usage 
DNDC requires site level inputs of daily nitrogen loading for specific fertilizer varieties. 
The ISS method was applied on the fertilizer sales data to develop estimates of fertilizer loading 
for each crop. This enabled the identification of the relative amounts of fertilizers that were sold 
at the 4 km x 4 km grid level and served as a proxy for the site level input of the daily nitrogen 
loading for specific fertilizer varieties. Contributions from anhydrous ammonia, urea, nitrogen 
solutions (mix of ammonium nitrate and urea), ammonium nitrate, ammonium sulfate and 
ammonium phosphates are considered and the form and depth of chemical fertilizer usage was 
derived from the Illinois Agronomy Handbook [Fernández et al., 2014].  
(ii) Identifying timing of fertilizer usage 
Historic planting and harvesting dates [NASS, 2010] were adopted to identify chemical 
fertilizer usage dates as input to DNDC. Four planting dates were chosen from the crop schedule 
data at equal intervals within the crop season in Illinois. Two harvesting dates were chosen from 
Identify dates when 
fertilizer was 
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 Figure 2-2: Modeling scheme adopted in this study to estimate temporal factors using DNDC. 
Comparisons of the existing approach in SMOKE and the contributions from this study are indicated. 
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the middle and the end of the harvest season [NASS, 2010]. This approach resulted in eight 
combinations of planting and harvesting dates for each crop as inputs to DNDC. An example in 
estimating timing and amount of chemical fertilizer usage to corn is illustrated in Appendix B. 
Trends in nitrogen loading for corn and soybeans and timing of chemical fertilizer usage for corn 
and soybeans were corroborated by personal communication with Gary Letterly (August 2013) 
and Emerson Nafziger (September 2013), at the University of Illinois at Urbana-Champaign and 
University of Illinois Extension Program. 
2.3.2.4 Developing estimates of emission factors 
Emission factors were estimated for urea, anhydrous ammonia and nitrogen solutions 
based on estimates from DNDC. For each fertilizer, DNDC runs were initiated separately for 
each crop type, for the 13 sites, by assuming state-specific crop nitrogen demands.  
2.4 Results and Discussion 
2.4.1 Objective 1a: Results from implementation of the ISS method 
2.4.1.1 Results from the ISS method for the test domain in Central Illinois 
Figure 2-3a and Figure 2-3b identify the distributions of agricultural land area receiving 
chemical fertilizer usage accounted by the spatial surrogates within SMOKE and ISS methods 
respectively, for Central Illinois for the year 2002. Based on NLCD maps used in SMOKE, 
agricultural land receiving fertilizers covered 76,446 km2 (73% of the study domain). Similar 
analysis with the new surrogate of CDL in the ISS method identified an area of 36,387 km2 (48% 
of the area receiving fertilizers originally accounted within SMOKE) (Figure 2-3b). This 
difference results from ISS method including only cropland area receiving chemical fertilizers, 
while excluding land categories such as pastures, fallow land and crops with zero nitrogen 
loading. SSRs for SMOKE and ISS methods are shown in Figure 2-4c and Figure 2-4d 
respectively. 50% of grid cells used in the ISS method differ greater than ±20% when compared 
to SSRs calculated by SMOKE. SSRs for SMOKE and ISS methods as calculated from Table 
2-1 are shown in Figure 2-4a and Figure 2-4b, respectively. A visual comparison highlights 
additional heterogeneity SSR determined by ISS method as compared to SMOKE. 50% of all 
grid cells in ISS method indicate differences greater than ±20% when compared to SSRs 

































































(a)                                                                   (b) 
Figure 2-4: Comparison of SSR values estimated by (a) SMOKE and (b) ISS methods. SSR is 
defined as the ratio of emissions in the grid compared to the emissions in the county that the grid is 
present in. 
































































Figure 2-3: Allocation of cropland in (a) SMOKE and (b) ISS methods. 
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NH3 emissions estimated by SMOKE and ISS methods at 4 km x 4 km are shown in 
Figure 2-5a and Figure 2-5b, respectively. Figure 2-5c represents the percent difference in 
emissions between SMOKE and ISS methods, at the grid level. This difference results from 
differentiated accounting for agricultural land distribution between SMOKE and ISS methods 
and differentiated crop-nitrogen demands, in ISS method. Reduced fertilized area in ISS method 
results in reallocation of emissions in the ISS method. Positive values indicate a higher estimate 
of emissions in SMOKE method as compared to ISS method. Grid-level differences in emissions 
are summarized in Figure 2-5d. While a median difference of 0% is observed, the large error bar 
is indicative of spatial differences in emissions estimated by the ISS method compared to 
SMOKE. 58% of the grid cells exhibited more than ± 10% difference in emissions between the 
two methods. Larger differences in emissions appear in grid cells located in regions with a larger 
heterogeneous mix of cropland or in grid cells where a smaller area of the grid is cropland with 
high nitrogen demand like a corn field. Chemical fertilizer usage for production of corn was the 
predominant contributor (95%) of NH3 emissions in the Central Illinois domain, as expected due 
to the high nitrogen loading and widespread coverage of the crop in the domain in 2002.  
2.4.1.2 Emissions for an extended spatial domain and spatial resolution 
The ISS method was employed to quantify NH3 emissions at 4 km x 4 km resolution for a 
the Midwest as shown in Figure 2-6a. Emission hotspots are observed across the domain and 
correspond to the presence of the Corn Belt in the States of Iowa to the west, Illinois in the center 
and Indiana in the eastern part of the domain. Additional hotspots are observed south of the 
domain and correspond to corn and cotton farms in the eastern part of Missouri. Figure 2-6b 
shows the percent differences in emissions calculated by SMOKE and the ISS method and 
summarized in the box plot in Figure 2-6c. Differences in emissions between SMOKE and ISS 
methods, at the grid level, range from –423% to 99.7%, due to spatial reallocation of emissions. 
Differences in emissions between SMOKE and the ISS methods are greater than ±15% in 57% 
of the grid cells. The ISS method also provides the additional flexibility of identifying NH3 
emissions from chemical fertilizer usage for specific crops. It is noteworthy that corn cultivation 
in the Midwest occupies 51% of the total agricultural land but contributes to 89% of NH3 
emissions from chemical fertilizer usage. This is similar with trends reported for the smaller 
Central Illinois domain for 2002, where corn occupied 22% of the study domain and 55% of total 
agricultural land but contributed to 95% of emissions of NH3 from chemical fertilizer usage. 
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 (c)                                                      (d) 
 (a)                                                   (b) 
Figure 2-5: NH3 emissions (1000 kg-NH3) emitted from chemical fertilizer usage from each 4 km x 4 
km grid cell for the test domain over Central Illinois estimated by (a) SMOKE and (b) ISS method. 
Percentage differences in NH3 emissions between SMOKE and ISS methods represented at (c) the 
grid level and (d) ) as a box plot that represents the distribution percent difference in NH3 emissions 
from chemical fertilizer usage between SMOKE and ISS methods where positive values indicate 
emissions estimated by SMOKE method was greater than ISS method. 
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Figure 2-6: (a) NH3 emissions (1000 kg-NH3) from chemical fertilizer usage per 4 km x 4 km 
grid estimated using the ISS method, for the year 2011, for the Midwest. Bottom figures 
represent the percentage differences in NH3 emissions between SMOKE and ISS methods 
represented at the (b) grid level and (c) as a box plot that represents the distribution percent 
difference in NH3 emissions from chemical fertilizer usage between SMOKE and ISS methods, 
Positive values indicate emissions estimated by SMOKE method was greater than ISS method. 
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2.4.1.3 Comparison of the proposed emissions inventory with existing studies 
NH3 emission estimates used for the comparison between the ISS and SMOKE methods 
in this study are based on county-level fertilizer sales data for the year 2011. NEI for year 2011, 
however, reports NH3 emissions from chemical fertilizer usage using forecasted sales data, based 
on the rate of increase in sales between the years 2002 and 2007 [U.S. EPA, 2015]. Approach in 
this study, indicates state level emission totals are within ± 3% of NEI for all the states under 
consideration in the larger Midwest domain for year 2011. With regard to other NH3 emission 
estimates from chemical fertilizer usage, qualitative analysis of the observed spatial trends in 
emissions, in the Midwest domain, for 2011, using the ISS method showed consistency with the 
MASAGE model (spatial resolution 0.5° x 0.5°, years 2002-2005) [Paulot et al., 2014]. Both 
methods identify emission hotspots over the Corn Belt in Iowa and Illinois. Estimates by 
MASAGE range between 910-1215 kg NH3 km
-2
 yr
-1 for Iowa and 604-911 kg km-2yr-1 for 
Illinois. Our approach indicates emissions between 500-1233 kg NH3 km
-2 yr-1 for Iowa and 304-
2376 kg NH3 km
-2 yr-1 for Illinois, partly due to the improved spatial heterogeneity represented 
by the ISS method. A quantitative comparison of emissions at county scale or grid scale was not 
possible with the MASAGE model due to differences in spatial resolution. 
2.4.2 Objective 1b: Characterizing daily trends in NH3 emissions estimated using DNDC 
2.4.2.1 Daily variations in modeled NH3 emissions over a ten year period 
Temporal NH3 emission factors were estimated on a daily basis using DNDC. Average 
DNDC-modeled NH3 emissions and daily variability arising from the assumption of multiple 
dates of fertilizer usage at 13 sites, for the years 2002, 2005, 2008 and 2011, within the study 
domain are shown in Figure 2-7a. These years correspond to years when NEI is reported. Results 
are reported as percentage cumulative emissions for each Julian day averaged as the arithmetic 
mean over 13 sites. Chemical fertilizer usage input for each site was derived from year 2002 and 
held constant in terms of fertilizer type and amount for all years. Model runs included eight 
combinations of planting and harvesting dates as described in Section 2.3.2.2. The observed 
variations in NH3 emissions arise from daily variations in meteorological conditions (i.e., 
temperature, wind speed and rainfall), crop growth parameters and the resulting changes in soil 




   
Figure 2-7: Variations in NH3 emissions averaged over 13 sites. (a) Comparison of the mean 
temporal factor profile for the years reported in NEI (2002, 2005, 2008, 2011) (b) Temporal 
factors for NH3 emissions from chemical  fertilizer usage, averaged over 13 sites and 10 yr. 








Daily temporal factors averaged across these four years vary by 1.18% ± 1.52%. There is 
a marked difference in the timing and strength of emission peaks. Emissions are first observed a 
month before planting of corn and soybeans between the third and last week of March due to 
fertilizer usage before planting. Large inter-annual variability (20%) is observed around the 
planting of corn and soybeans between the last week of April and first week of June. Emission 
peaks occur earlier in 2011 with 60% of cumulative emissions observed on day 100 as compared 
to days 110-125 for the other three years. Additional fertilizer usage a month after planting (day 
150), results in an addition of 10% of the total emissions in 2011 and about 18% of total 
emissions in 2008. Remaining 20% of the emissions are observed around the harvest of corn and 
soybeans and planting of winter wheat in late October to early November. 
2.4.2.2 Comparison of the proposed temporal factors with existing studies  
DNDC estimates appear to be consistent with reported measurement and modeling 
studies. In Figure 2-7b, DNDC averaged results are shown, among multiple chemical fertilizer 
usage events during the planting season. Resulting emissions last between 2-8 days following 
individual chemical fertilizer usage events. A review of the literature supports that NH3 
volatilization depends on fertilizer type and method of application, as well as environmental 
conditions. For fertilizers such as anhydrous ammonia applied to the surface, it occurs within a 
few hours after surface application, with 70-90% decline in emissions observed in the first 24 
hours, whereas for urea, which needs to hydrolyze to release nitrogen, it can occur after days 
depending on the presence of water in the soil. Declining levels of nitrogen volatilization 
continue for a further 5-10 days, after the initial emission peak [Sharpe and Harper, 1995; 
Sommer et al., 2004; Rochette et al., 2009; Ferrara et al., 2014]. Comparison with the temporal 
trends reported in the literature supports the ability of DNDC to provide temporal profiles of 
NH3 emissions given local parameters for weather, soil physical properties, and crop 
management practices. However, in view of the sparse measurement data in most locations, the 
absolute magnitude of NH3 emissions is hard to verify.  
Comparison of the average temporal factors (% NH3 emitted per day) proposed in this 
study for the time period 2002-2011 using DNDC with the factors currently used in SMOKE are 
shown in Figure 2-8, for the considered Midwest domain. Emission peaks identified by DNDC 
are unaccounted by the averaged temporal factors currently used in SMOKE. Ratio of temporal 
factors estimated on a daily scale between SMOKE and DNDC methods is 0.54 ± 2.35, 
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indicating that on average, temporal factors used in SMOKE are about half the value of factors 
suggested by this study. 
 
 
The large standard deviation stems from the large emission peaks observed on some days 
in the year but low to zero emissions on other days within the same period. Emission peaks 
identified by this study occur 15 days or earlier compared to the temporal factors in SMOKE. 
Impacts related to NH3 emissions such as PM2.5 enhancement are typically episodic [Stanier et 
al., 2012]; an understanding of underlying temporal trends in NH3 emissions are invaluable for 
choosing time periods for CTM modeling studies to assess these impacts. Figure 2-8 additionally 
includes temporal trends estimated by the semi-empirical, process-based approach used in the 
MASAGE model [Paulot et al., 2014] and the inverse modeling approach [Gilliland et al., 
2006], on a monthly basis. Process-based approaches in the DNDC method and MASAGE 
 (b) Figure 2-8: Comparison of temporal factors for NH3 emissions from chemical fertilizer usage 
presented in this study using DNDC for years 2002-2011 with literature values. These factors are 
reported at the daily scale for Central IL for DNDC and SMOKE methods. Temporal factors for NH3 
emissions resulting from chemical fertilizer usage are reported at the monthly scale for the 
MASAGE model [Paulot et al., 2014] for the Midwest and Gilliland et al. [2006] for the  U.S. 
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model capture variability in NH3 emissions, especially in months of chemical fertilizer usage 
during planting (April-June) and post-harvest (October-November) in The Midwest. Emission 
peaks are similarly identified in the months of March, April and May by Gilliland et al. [2006], 
although magnitude and timing of emission peaks do not always coincide. 
2.4.2.3 Estimating emission factors for three commonly used fertilizers 
The emission factors estimated in this study and those currently used in the NEI are 
shown in Table 2-2. The large standard deviation in modeled NH3 emissions suggests that a 
single value for emission factor does not sufficiently characterize the variability in volatilization 
patterns. The mean NH3 emission factor estimated by DNDC for urea is 14.2% as compared to 
18% used in NEI. These mean emission factors fall within observed in-situ measurements that 
range from 2.7% to 24% over a winter wheat canopy [Ni et al., 2014] and 19% to 20% for no-till 
soils amended with urea but are much higher than the 4 to 5% reported for mold-board plowed 
soils [Rochette et al., 2009]. Losses of nitrogen from urea have been reported in the range of 
10% to 48% with a mean of 31% using micrometeorological methods in semi-arid conditions 
[Sanz-Cobena et al., 2011].  
For anhydrous ammonia, the mean emission factor modeled by DNDC is 0.7% as 
compared to the larger value used in NEI (1%). However, EEA reports a higher emission factor 
of 4% for anhydrous ammonia [EEA, 2002]. This indicates the need for better understanding of 
emission trends from anhydrous ammonia, which is a dominant form (34%) of nitrogen sales in 
the U.S. [AAPFCO and The Fertilizer Institute, 2014].  Similarly, the mean emission factor for 
nitrogen solutions is estimated as 3.17% with a standard deviation of 4.17% as compared to 8% 
currently used in NEI. Emission factors currently used for nitrogen solutions, in NEI, are 
estimated by averaging the factors obtained for urea and ammonium nitrate from EEA [Goebes 
et al., 2003]. Our results (3.17%) are similar to emission factors measured (3.8%) over a corn 









Table 2-2: Comparison of emission factors for urea, anhydrous ammonia and nitrogen solutions 
estimated in this study using DNDC with the values used in NEI. Estimates from this study are 
reported as mean ± standard deviation and 95% confidence interval for 3120 modeling runs 
2.5 Summary and Conclusions 
This study responds to the need to further develop emission inventories of precursor air 
pollutants, to support modeling efforts to improve predictions of regional particulate matter (PM) 
distribution and deposition of reactive nitrogen to ecosystems using chemical transport models. 
Our focus is on ammonia (NH3) emissions from chemical fertilizer usage, which is the dominant 
source of NH3 emissions in the Midwest United States (Midwest). This study presents an 
alternate approach in developing an emission inventory at a high spatial resolution of 4 km x 4 
km with a temporal resolution at daily scale, by incorporating available knowledge of regional 
crop management practices, weather conditions and soil properties. A new spatial allocation 
method called Improved Spatial Surrogate (ISS) was developed to allocate NH3 emissions to 
areas receiving fertilizers at the higher spatial resolution of 4 km x 4 km and 12 km x 12 km by 
incorporating detailed spatial information on crop location and crop-specific nitrogen demands. 
For the Midwest in 2011, 57% of all grid cells estimated by ISS method indicated ±15% 
variability in NH3 emissions from chemical fertilizer usage as compared to spatial allocation of 
NH3 emissions using the existing National Emissions Inventory (NEI) 2011 modeling platform 
and the Sparse Matrix Operator Kernel Emissions (SMOKE) model. The ISS method was 
demonstrated to be scalable to (1) larger spatial extents covering all of the U.S. based on the 
aforementioned data sources, although gap filling was necessary to supply state-specific missing 
data and (2) scalable for different spatial resolutions that are either equal to or coarser than the 
spatial resolution of the crop maps. The ISS method can be applied to other geographical regions 
Fertilizer 
Emission factors (reported in %N) 
This study 
mean ± standard deviation [95% confidence 
interval] 
NEI 
[Goebes et al., 2003] 
Urea 14.2 ± 8.6 [13.9, 14.5] 18 
Anhydrous Ammonia 0.7 ± 1.76 [0.6, 0.8] 1 
Nitrogen Solutions 3.17 ± 4.37 [3.0, 3.3] 8 
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in the world by implementing any available land use maps and regional and nitrogen 
management datasets. Recommended datasets include the National Land Cover Database 
[Vogelmann et al., 2001] that distinguish agricultural and non-agricultural land, global Agro-
MAPS [FAO, 2018] that identify major cash crops globally, and global crop-specific fertilizer 
usage data from the Food and Agriculture Organization [FAO, 2017].  
 Daily temporal variations in NH3 emissions from chemical fertilizer usage were 
characterized by employing the process-based Denitrification Decomposition (DNDC) model. 
This study is a significant contribution in view of the limited number of measurements of NH3 
emissions at time scales longer than a few days. Multi-year simulations indicate that daily 
variations in NH3 emissions are highly influenced by soil conditions, fertilizer type and crop 
planting and harvesting dates. NH3 emissions peak around the planting of corn and soybeans in 
the Midwest, during early summer. A smaller emission peak is also captured in late fall, around 
the harvest of these crops and planting of winter wheat. Intensive fertilizer usage for cultivation 
of corn, contributed to 89% of NH3 emissions from chemical fertilizer usage in the Midwest. The 
study additionally demonstrates that the use of a single emission factor for urea, anhydrous 
ammonia and nitrogen solutions as used in the NEI may introduce uncertainties in estimating 
emissions as it does not account for influences of crop management practices and weather and 
soil conditions. Further efforts were directed towards evaluation of the newly developed 
emissions inventory using measurements over a corn canopy for an entire growing season, in 
Illinois. Findings from the evaluation are presented in Chapter 3. The spatially and temporally 
resolved emissions inventory was also used to replace the current NEI emissions that correspond 
to chemical fertilizer usage, as input to a chemical transport model (see Chapter 4) to study the 
impact of chemical fertilizer usage on ambient NH3 and PM concentrations in the Midwest. 
2.6 Availability of model code and outputs 
The procedure to setup the ISS method and implement resulting outputs within DNDC is 
provided in Appendix A and B. The outputs for spatial surrogate ratios and temporal factors 
developed are sequestered within the Illinois Digital Environment for Access to Learning and 
Scholarship (IDEALS) platform (Weblink: https://www.ideals.illinois.edu/handle/2142/91047, 
last accessed April 5, 2018).   
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CHAPTER 3: EVALUATION OF THE DENITRIFICATION 
DECOMPOSITION MODEL FOR ESTIMATING NH3 FLUXES FROM 
CHEMICAL FERTILIZER USAGE 
3.1 Motivation for Objective 2 
Process-based models can be advantageously employed in characterizing Nr fluxes, 
including NH3 from agriculture, since they account for the complex physical, chemical and 
biological interactions between the soil, crop and atmosphere [Cuddington et al., 2013]. DNDC) 
is a widely used process model, for estimating magnitude and timing of trace gas fluxes based on 
inputs of soil and weather parameters, and crop management practices [Gilhespy et al., 2014]. 
DNDC provides an attractive option to implement for several reasons: (1) detailed algorithms 
defining decomposition and volatilization processes to model NH3 fluxes, (2) time resolution of 
modeled fluxes (daily), and (3) availability of a user-friendly graphical interface, library for crop 
growth parameters and ease of formatting inputs. While DNDC model performance has been 
widely evaluated for prediction of greenhouse gases [Giltrap et al., 2010; Gilhespy et al., 2014], 
evaluation for predictions of NH3 fluxes from chemical fertilizer usage is limited. DNDC 
performance for NH3 fluxes has been evaluated, in China, over a nine day period following 
application of urea and ammonium bicarbonate in a rice field [Li, 2000] and more recently, for a 
wheat-corn rotation system in China, for an 11 day period following urea application [Cui et al., 
2014]. Since models such as DNDC parameterize pathways of evolution for trace gas fluxes with 
different degrees of detail, it is important to evaluate the model for each of the trace gases under 
different environmental conditions, crops and management practices [Bennett et al., 2013].  
With these research motivations, this study presents the following: Objective 2a focuses 
 
1 Reproduced in part with permissions from Balasubramanian, S., A. Nelson, S. Koloutsou-Vakakis, J. 
Lin, M. J. Rood, L. T. Myles, and C. Bernacchi (2017), Evaluation of DeNitrification DeComposition 
model for estimating ammonia fluxes from chemical fertilizer application, Agric. For. Meteorol., 237–
238, 123–134 
2 Reproduced in part with permissions from Nelson, A. J., S. Koloutsou-Vakakis, M. J. Rood, L. Myles, C. 
Lehmann, C. Bernacchi, S. Balasubramanian, E. Joo, M. Heuer, M. Vieira-Filho and J. Lin (2017), 
Season-long ammonia flux measurements above fertilized corn in central Illinois, USA, using relaxed 
eddy accumulation, Agric. For. Meteorol., 239, 202–212 
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on evaluating closure between DNDC modeled NH3 fluxes with measurements over a corn 
canopy in Central Illinois (located in the Midwest), for an entire growing season. Objective 2b 
presents evaluation of DNDC model sensitivity to identify impact of different environmental and 
nitrogen management inputs on modeled NH3 fluxes; and estimation of uncertainty in modeled 
NH3 fluxes at the measurement site. These results can guide future improvements in DNDC and 
NH3 flux measurements, which is a valuable tool to assist in: (1) the development of NH3 
emission inventories with increased temporal resolution (daily to 4 hour) as demonstrated by 
[Balasubramanian et al., 2015] and (2) upscaling emissions from site to regional scale.  
3.2 Brief Overview of the Measurement Campaign  
Measurements of NH3 fluxes were obtained at a measurement site located at the Energy 
Farm in Urbana, Illinois, part of the Energy Biosciences Institute (EBI) at the University of 
Illinois (40° 3' 46.209"  N, 88° 11' 46.0212" W, 220 m above sea level) during crop growing 
season of 2014 [Zeri et al., 2011]. Rationale for selection of this site is described by [Nelson et 
al., 2017]. Plots were planted with corn (plot 1), miscanthus (plot 2), switchgrass (plot 3); and a 
mix of 28 native prairie species (plot 4) during the 2014 growing season. Privately owned corn 
(plot 5) fields were located to the south and southwest and alfalfa (plot 6) fields were located 
south southeast of the Energy Farm.  
Figure 3-1: Layout of the Energy Farm in Urbana, Illinois (plots 1-4). REA measurements 
occurred in corn plot 1. Adjoining plots were planted with miscanthus (plot 2), switchgrass (plot 
3), mix of 28 native prairie grass (plot 4). To the south of the Energy Farm, crops included corn 
(plot 5) and alfafa (plot 6).  
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NH3 fluxes were measured at the Energy Farm corn plot (plot 1) during the 2014 corn-
growing season (Day of year 115-272) using the relaxed eddy accumulation (REA) method. 
Experimental methods and findings are presented in Nelson et al. (2017). Flux footprints for the 
measurement campaign were calculated using the EddyPro software package (Version 5.1.1, LI-
COR: Lincoln, NE), according to the methods by [Kormann and Meixner, 2001; Kljun et al., 
2004]. REA method is based on conditional measurement of concentrations based on the vertical 
motions of air parcels. Trace gas flux, F, is determined by:  
F = β σw (cu − cd)                                          (Equation 3-1) 
where β is an empirical constant particular to the measurement system; 𝜎𝑤 is the standard 
deviation of vertical wind velocity, w, and 𝑐𝑢 𝑎𝑛𝑑𝑐𝑑 are the average concentrations of the NH3 
gas determined with denuders that alternately sample ambient air for upward and downward 
eddies. Gas sampling occurs at the same height of the sonic anemometer sensor. Measurements 
using the REA approach are integrated over a four hour period and two measurements, one in the 
morning and the other in the afternoon. NH3 fluxes were additionally measured using the flux 
gradient method for above-canopy measurement of NH3 emissions [Myles et al., 2014]. This 
second technique, provided by NOAA, includes continuous real-time measurements of NH3 at 
two different heights using a cavity-ring down spectrometer [Nelson et al., 2018]. 
3.3 Methods 
3.3.1 Objective 2a: Evaluation of DNDC for predictions of NH3 fluxes 
3.3.1.1 Developing DNDC modeling scheme and calibration with field data 
For the measurement-model comparison study, the 90% footprint of the REA tower, at 
the measurement site was considered. The footprint describes the probability of an area source 
emitting a passive scalar (such as NH3) to contribute to the turbulent flux measured at the 
receptor location [Kljun et al., 2004]. The 90% footprint, calculated as distance, represents the 
radius of the area that contributes 90% to the flux measured at the REA tower. For the cases 
when the 90% REA footprint extended beyond the boundary of plot 1, and depending on the 
dominant wind direction, contributions from the surrounding crops (plots 2-6) were also 
estimated by running DNDC with the parameters of the respective ‘sites’.  
For each crop plot, input data were first obtained from field records or where unavailable, 
from regional databases or literature. Baseline inputs were obtained as follows: Daily ambient 
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temperature, wind speed, precipitation, solar radiation and humidity were obtained from the 
Illinois Climate Network (ICN) site located at Bondville (15 km west of plot 1), for years 1999-
2014 [ISWS, 2015b]. Local site measurements of temperature and wind speed, substituted the 
ICN data, when available for time period between April and October 2014. Ambient NH3 
concentration [NADP, 2015a] and ammonium wet deposition data were obtained from 
observations at Bondville [NADP, 2015c]. Soil pH, bulk density and soil organic carbon (SOC) 
were obtained from Energy Farm records (communication with EBI Energy Farm manager 
Timothy Mies and field research specialist Michael Masters). These data resulted from analysis 
of bulk soil, with 5 cores taken at each plot, in April 2014, at depths of 0-10 cm and 10-30 cm. 
Soil texture (loam), clay content and porosity were obtained from the Web Soil Survey [USDA, 
2015b]. Field capacity and wilting point were obtained from measurements reported by the ICN 
for the Bondville site [ISWS, 2015b].  
In terms of crop parameters, default values from DNDC’s crop library were considered 
for corn and soybeans, except for growing degree days which were obtained for the Bondville 
site [ISWS, 2015b]. Crop parameters for switchgrass and miscanthus were added to the DNDC 
crop library based on [Heaton et al., 2008]. Harvest for these two crops was assumed to occur 
the year after planting. Default values from DNDC’s crop library were used for prairie grass and 
alfalfa. A corn-soybean rotation was considered for years 1999-2005 and fertilizer management 
practices were developed following seasonal nitrogen management data [Balasubramanian et al., 
2015]. Turnover of cropland to establish the Energy Farm in years 2006-2007 was modeled as 
fallow land. For years 2008-2014, planting and harvest dates, fertilizer type, application amount 
and timing and tillage dates were obtained from Energy Farm records for all plots (personal 
communication with EBI Energy Farm manager, Timothy Mies).  Baseline inputs (Table 3-1) 
were used to initialize independent DNDC model runs for crop plots 1-6 to model daily NH3 
fluxes for the year 2014.  To minimize impact of initial conditions, a spin up period of 15 years 
was used, that lies within the literature recommended range of 10-20 years [Fumoto et al., 2008; 
Perlman et al., 2013]. In order to make modeled and measured NH3 fluxes comparable, methods 
were developed to account for fluxes from surrounding crops for time periods when the REA 
footprint extended outside the measurement site and for the difference in the time resolution 
between model predictions (daily) and measurements (4 hr). 
 
60 
Table 3-1: Baseline input values chosen to initialize DNDC model runs for year 2014. Default values 
from DNDC libraries were chosen for inputs not listed in this table 
Parameter Baseline input   Parameter Baseline input 




Plot 1 (Corn) 
Wind speed Fertilizer usage 





Conventional on 6-May and 
25-Nov 
Solar radiation Planting date 6-May 
Humidity Harvest date 6-Nov 
CO2 concentration 390 ppm Plot 2 (Miscanthus) 
NH3 concentration 1.2 µg/m
3 Fertilizer usage 56 kg-N/ha of urea on 12-Apr 
N in rainfall 1.39 ppm Planting date 24-May* 
Soil Harvest date 22-Nov* 
Soil texture Silt loam Plot 3 (Switchgrass) 
Density 1.35 Fertilizer usage 56 kg-N/ha of urea on 12-Apr 
pH 5.16 Planting date 19-Mar* 
SOC 0.035 Harvest date 28-Nov* 
Clay fraction 0.22 Plot 4 (Restored prairie grass) 
Field capacity 0.36 Planting date 29-May* 
Wilting point 0.14 Harvest date 20-Nov* 
Hydroconductivity 0.02502 Plot 5 (Commercial corn) 
Soil porosity 0.451 Fertilizer usage 
180 kg-N/ha of 28% UAN on 
27-Mar 
Crop Tillage Conventional on 23-Apr*** 
Thermal degree days 3150 Planting date 23-Apr 
Crop residue 0.3325 Harvest date 6-Nov** 
 
Plot 6 (Alfalfa) 
Planting date 23-Apr** 
*Derived from Energy Farm records for year 2008-2009 instead of year 2014 
**Pla  nting date same as fertilizer application date. Harvest date chosen as the center of the 
window based on historical harvest dates for corn in Illinois (USDA, 2010).  
***Tillage assumed as same day as planting if information unavailable.  
3.3.1.2 Development of methods for closure evaluation 
Accounting for external fluxes within DNDC using REA footprints 
The 90% REA footprint was first calculated for each measurement period. If the 90% 
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footprint was less than 100 m (minimum distance from REA tower to edge of plot 1), measured 
NH3 flux was assumed to include contributions only from plot 1; in all other cases, fluxes from 
plots 2-6 were also accounted. For measurement periods with 90% REA footprints exceeding 
100 m, the 30%, 50% and 70% footprints were additionally calculated and interpolated to 
identify the percentage of REA footprint at 100 m. Prevailing wind direction was determined 
using wind roses for each measurement period and was used to identify which contributing plots 
to consider. Frequency of wind from identified directions was used to adjust the modeled flux at 
the measurement site, by weighing the contributing fluxes relative to the REA footprints. Sample 
calculation is provided in Appendix C.  
Bridging temporal resolution between DNDC modeled and REA measured fluxes 
Differences in temporal scales between modeled and measured NH3 fluxes were bridged 
using concurrent continuous NH3 flux measurements from a flux gradient system operated at the 
measurement site that used cavity ring-down spectroscopy (CRDS) [Meyers and Baldocchi, 
2005; Nelson et al., 2018]. Aggregated NH3 flux profile is presented as a function of time in 
Figure 3-2. Using the CRDS data, the hourly percent flux was first calculated for each day. Then, 
the mean and standard deviation of these hourly percent fluxes were calculated for the entire 
measurement period that the flux gradient system was operated (day of year (DOY) 129 -269, in 
year 2014). Resulting mean hourly temporal profile was used to scale modeled NH3 fluxes from 


























Hour (data reported at the start of the hour)
Figure 3-2: Distribution of mean hourly NH3 flux and standard deviation based on CRDS 
measurement data [Nelson et al., 2018] Fluxes are averaged at an hourly scale and reported at the 
start of the hour. 
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3.3.1.3 Statistical evaluation of closure between modeled and measured NH3 fluxes 
Four scenarios were considered to obtain NH3 flux outputs from DNDC: (a) ‘baseline’, 
only fluxes from plot 1 were considered, (b) ‘baseline_spatial’, baseline NH3 fluxes from plot 1 
were adjusted with REA footprint correction, (c) ‘baseline_temporal’, baseline NH3 fluxes from 
plot 1 were scaled from day to the hour scale, and (d) ‘baseline_spatial_temporal’, baseline NH3 
fluxes from plot 1 adjusted using both REA footprint and temporal corrections. Closure was 
evaluated using analysis of association (how well trends in modeled and measured NH3 fluxes 
are replicated) and analysis of coincidence (estimates the differences in magnitude of modeled 
and measured NH3 fluxes) [Smith and Smith, 2007]. Association was analyzed using the sample 
correlation coefficient (ra, Equation 3-2) where ra = 1 indicates positive association of trends 
between measured and modeled values, while ra = -1 indicates negative association. ra
2 value of 
0.8 or higher is typically identified as significant association [Smith and Smith, 2007]. 
Coincidence was analyzed using the root mean square error (RMSE, Equation 3-3) and Student’s 
t-test (t, Equation 3-4) to identify if differences in modeled and measured fluxes were 
statistically significant at 5% significance level [Smith and Smith, 2007]. 
                                                  (Equation 3-2) 
   




                         (Equation 3-4) 
 
 
where, Oi = ith observation, O̅ = mean of i observations, Pi = ith prediction, P̅ = mean of i 
predictions and n = number of samples. 
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3.3.2 Objective 2b: Estimation of uncertainty in DNDC predictions of NH3 fluxes 
3.3.2.1 Identifying influential DNDC inputs using sensitivity analysis 
To estimate the resulting uncertainty in modeled NH3 fluxes, a model sensitivity analysis 
was performed followed by uncertainty analysis. Sensitivity analysis was first performed to 
identify input parameters that have the most influence on the modeled NH3 fluxes, using the 
built-in Monte Carlo function in DNDC [Li et al., 2004], by changing one parameter at a time. 
Then, the range of the identified most influential inputs was constrained for conditions in Central 
Illinois, and used as input to DNDC to estimate uncertainty in NH3 fluxes. One previous DNDC 
sensitivity analysis study for NH3 fluxes was identified that assessed inputs related to alternate 
nutrient management practices [Cui et al., 2014]. In this study, we have included a larger number 
of inputs, assessing 26 input variables related to weather, soil, crop growth and management 
practices using Monte Carlo simulations. For this purpose, inputs for plot 1 for the year 2014 
were considered (baseline_montecarlo, Table 3-1). Inputs were varied, one at a time, over 3000 
iterations, keeping other inputs constant at baseline_montecarlo values. Since wind speed was 
unavailable within the built-in Monte Carlo function, it was evaluated separately by changing 
daily wind speed in increments of 0.5 m/s over a range of ± 10 m/s (excluding negative values).  
The relative deviation ratio (RDR, Equation 3-5) was used to identify inputs to which 
modeled NH3 fluxes were most sensitive [Hamby, 1994]. RDR > 1 indicates high sensitivity to 
the input, since the uncertainty propagated through the model is increased due to the formulation 
of the model. An RDR = 1 indicates that all input uncertainty is passed through the model and 
appears as output uncertainty, while RDR < 1 indicates that the model is less sensitive to the 
parameter, thereby the parameter is contributing to output uncertainty to a lesser degree (Hamby, 
1994). The sensitivity index (SI, Equation 3-6) was used to evaluate qualitative inputs of  
fertilizer and tillage timing [Hamby, 1994]. Higher SI implies higher sensitivity of model outputs 
to the input parameter. For this study, inputs with RDR > 0.2 or SI > 0.2 were identified as the 
ones that contribute most to the modeled NH3 flux uncertainty. 
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                                                       (Equation 3-5) 
                                                                           (Equation 3-6) 
where, Pmax = maximum of all Pi, Pmin = minimum of all Pi 
3.3.2.2 Estimating uncertainty in modeled NH3 fluxes at measurement site 
Once the influential inputs were identified for the DNDC modeled NH3 fluxes, variability 
in these inputs were used to estimate uncertainty in modeled fluxes. Observed ranges in values of 
key inputs for Central Illinois were constrained using measurement site records and regional 
databases (Table 3-2). Minimum and maximum input values were considered in the modeling 
scheme provided in Section 3.3.1 for the corn in plot 1 and plot 5. While inputs for biofuel crops 
(plots 2, 3, 4, 6) were not varied due to the small contributions of their fluxes, their flux 
contributions were accounted by making the spatial adjustments described in Section 3.3.1.2. 
The uncertainty band was estimated by considering the maximum and minimum modeled NH3 
fluxes resulting from this approach.  
 
 
Table 3-2: Range of input values observed in Central Illinois. For each input parameter, the minimum 
and maximum values were used in the modeling scheme provided in Section 2.2.1 to characterize 
uncertainty in modeled NH3 fluxes at the measurement site for the year 2014  
Parameter Baseline 
Minimum-maximum values 
observed in Central Illinois 
Air temperature (°C) (annual average) 9.44 
Comparing measurements at the 
Energy Farm and Bondville and 
Willard weather stationsa  
Precipitation (cm) (annual average) 0.3 
Comparing measurements at the 
Energy Farm and Bondville and 






















Table 3-2 continued. 
Parameter Baseline 
Minimum-maximum values 
observed in Central Illinois 
Field capacity 0.36 0.33b - 0.44a 
pH 5.16 4.42c – 6.7d 
Soil organic carbon (kg-C/kg -soil) 0.035 0.015e – 0.045d  
Tilling date 5th May 4th May – 6th May 
Tilling depth (cm) 10 10f – 15g 
Fertilizer application date 5th May 21st Aprh – 23rd Mayh 
Fertilizer application depth (cm) 15 10f – 15g 
Fertilizer application amount (kg-N/ha) 168 160i – 220i 
aIllinois State Water Survey [2015b]; bHollinger [1995]; cEnergy Farm records; dUSDA [2015]; 
eGopalakrishnan et al. [2012]; f DNDC default value for chisel tillage; g Simmons and Nafziger [2014]; 
hUSDA [2010]; iObserved values (1999-2014), USDA [2015]. 
 
3.4 Results and Discussion 
3.4.1 Objective 2a: Evaluation of DNDC model performance through closure analysis 
3.4.1.1 DNDC modeled NH3 fluxes at measurement site 
Ambient temperature and modeled NH3 fluxes for crops in plots 1-6 are shown in Figure 
3-3a and Figure 3-3b respectively, for the year 2014. Largest modeled NH3 fluxes occurred after 
fertilizer application for corn in plot 1 (7.13 kg-N ha-1yr-1) and plot 5 (9.22 kg-N ha-1yr-1). In 
contrast, NH3 fluxes from miscanthus (plot 2, 0.79 kg-N ha
-1yr-1) and switchgrass (plot 3, 0.57 
kg-N ha-1yr-1) were considerably lower, while modeled NH3 fluxes were zero for prairie grass 
(plot 4) and alfalfa (plot 6). These differences are attributed to the differences in amount, timing 
and type of fertilizer application. Plot 1 was planted and fertilized on May 6th with 28% urea 
ammonium nitrate (UAN), while plot 5 was fertilized on March 26th with 28% UAN (33 kg-
N/ha) and 82% anhydrous ammonia (168 kg-N/ha)  and planted on April 23rd (personal 
communication with EBI Energy Farm manager, Timothy Mies). Use of anhydrous ammonia in 
plot 5, resulted in a spike in fluxes within a day that is consistent with previous observations 
[Sommer and Christensen, 1992; Sommer et al., 2004] and NH3 fluxes continued for a period of 
55 days. Similarly, NH3 peak fluxes in plot 1 where observed shortly after application but they 
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continued over a shorter period of 35 days. These results are consistent with previous 
measurement studies that indicate largest initial NH3 fluxes were correlated with higher 
temperatures on and following the day of application [Fenn and Hossner, 1985; Sharpe and 
Harper, 1995]. The fluxes following UAN application in plot 1 are of the same order of 
magnitude and display similar temporal trends to those reported by Jantalia et al. [2012], with 
peak flus observed 6 to10 days following application. 
 
3.4.1.2 Estimate of closure between DNDC modeled NH3 fluxes and REA measurements 
Comparison of modeled NH3 fluxes with REA measurements is shown in Figure 3-4. 
DNDC overall underestimated NH3 fluxes compared to measurements, except for the baseline 
Figure 3-3: (a) Daily ambient air temperature [ISWS, 2015b] and (b) modeled NH3 fluxes for crops 
located in plots 1-6, for year 2014. Date and type of fertilizer applied in plots 1, 2, 3 and 5 are 
indicated with arrows, using same color as legend. No fertilizer was applied to plots 3 and 6 in 




DOY (year 2014) 
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case (Table 3-3). Modeled fluxes after day 178 were zero for all cases. However, measurements 
indicated fluxes of smaller magnitudes (< 0.20 µg-NH3 m
-2 s-1) in the same time period. No 
negative fluxes were captured by DNDC during the entire measurement period, indicating a 
limitation of the model in capturing depositional fluxes for the year 2014. Modeled NH3 fluxes 
were evaluated for closure using coincidence and association statistics (Table 3-3) over two time 
frames: (1) for the entire time period for which REA measurements were available (days 115-
272, 36 samples) and (2) a shorter time period characterized by highest positive fluxes recorded 




Figure 3-4: Comparison modeled and measured NH3 fluxes. Four modeled scenarios are shown: 
‘baseline’ = NH3 fluxes from plot 1, ‘baseline_spatial’ = baseline adjusted with external flux 
contributions, ‘baseline_temporal’ = baseline adjusted with day to hour conversion profile, 
‘baseline_spatial_temporal’ = baseline adjusted with both external flux contributions and day to hour 
temporal conversion. REA measurements reported over growing season (DOY 115-172). Fertilizer 
application occurred on DOY 126. 
DOY (year 2014) 
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Table 3-3: Coincidence and association statistics for evaluating closure between modeled and 
measured NH3 fluxes. Two time frames were considered: entire measurement period (all days = 115-
272) and days characterized by high positive NH3 fluxes following fertilizer application in plot 1 
(days = 126-159)  
+ indicates significant difference at 5% significance level 
 
RMSE for the baseline case was higher for the entire measurement period (168.8%) 
compared to days 126-159, characterized by higher measured positive fluxes (114.6%). RMSE 
also reduced from 168.8% to a lowest value of 123.8% for the entire measurement period and 
from 114.6% to lowest value of 58.1% for days 126-159, when considering alternative scenarios. 
A two-tailed t-test (Table 3-3), showed no significant differences between modeled and 
measured NH3 fluxes for days 126-159, while two scenarios (baseline_temporal and 
baseline_spatial_temporal) resulted in significant differences when considering the entire 
measurement period. Association statistics (ra
2 = 0.38-0.52) indicated poor correlation between 
measurements and modeled results for the entire growing season. However, ra
2 values were 
considerably higher (0.74-0.83), for days 126-159, while ra
2 values improved when external flux 
contributions were accounted (baseline_spatial) and when the day to hour conversion was 
applied (baseline_temporal and baseline_spatial_temporal). 
Scenario 












RMSE (%) 168.8 114.6 





RMSE (%) 123.8 58.1 





RMSE (%) 145.7 76.6 





RMSE (%) 156.1 102.3 





These results suggest that DNDC has poorer agreement with the REA measurements 
when there are depositional fluxes to the corn canopy. Estimated RMSE’s for all four modeled 
cases and time frames were higher compared to RMSE reported by Cui et al. [2014] (77.4%) and 
Li [2000] (39%). These studies considered shorter time scales (< 11 days) compared to the time 
scales of analysis in this study. This could be one reason for the higher RMSE’s observed in our 
study. Improved RMSE for days 126-159, for all four modeled cases, indicate that modeled NH3 
fluxes were more representative of the physico-chemical processes governing soil-atmosphere 
exchange of NH3 as compared to the entire time period of days 115-272. Since, REA 
measurements indicate higher depositional fluxes after DOY 159, this is indicative of possible 
limitations of the DNDC depositional algorithm for NH3. Addition of flux contributions from 
adjacent fields when the REA footprint was exceeding the 90% footprint limit, and adjustment to 
match the measurement and simulation time scales resulted in improved model-measurement 
agreement for the time period when fluxes were to the atmosphere.  
3.4.2 Objective 2b: Estimation of uncertainty in DNDC predictions of NH3 fluxes 
3.4.2.1 DNDC model sensitivity analysis 
Results from sensitivity analysis using Monte Carlo simulations are presented in Table 
3-4. DNDC modeled NH3 fluxes were most sensitive (RDR > 0.2 or SI > 0.2) to changes in daily 
air temperature, precipitation, soil properties of field capacity, pH and SOC content and nutrient 
management practices of tillage date and fertilizer amount, timing and depth of placement. 
Changes in soil porosity resulted in a smaller but measurable (RDR > 0.1) impact on NH3 fluxes. 
Crop parameter inputs and wind speed had little (RDR < 0.1) impact; while average annual 
atmospheric nitrogen concentrations and wet deposition had no detectable impact on DNDC 
modeled NH3 fluxes. Wind speed was not identified as an influential input. Sharpe and Harper 
[1995] reported that NH3 fluxes increase under higher wind speeds due to rapid transport of NH3 
away from the soil surface. Gyldenkærne et al. [2005] also assumed wind speed as an influential 
input and developed an empirical model using hourly wind speed data to estimate temporal 
variations in NH3 fluxes. However, other studies have reported wind speed as an influential 
factor only in the presence of high NH3 fluxes over a relatively short period of time [Sommer et 
al., 2004]. Such results suggest that the temporal resolution of the REA method (4 hr) may not be 
sufficient to resolve the impact of wind speed on NH3 flux.  
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Table 3-4:  Baseline and range of input parameters chosen for sensitivity analysis to identify most 
influential input parameters for predicted NH3 fluxes. Influential inputs, highlighted in grey, are 
considered when RDR > 0.2 and SI > 0.2 







Wind speed (m/s)+ 2.69 ± 10 0.004  
Air temperature (°C) 9.44 ± 4 0.48  
Precipitation (cm) 0.3 ± 75% 0.55  
Atm. CO2 concentration (ppmv) 380 ± 20% 0.02  
Atm. NH3 concentration (ppmv) 1.28 ± 100% 0.00  





Soil clay ++ 0.22 ± 20% 0.06  
Bulk density (g/cm3) 1.36 ± 40% 0.00  
Hydro conductivity (m/hr) 
0.0250
2 
± 40% 0.03  
Field capacity ++ 0.36 ± 50% 0.57  
Wilting point ++ 0.14 ± 40% 0.00  
Porosity ++ 0.451 ± 40% 0.14  
pH 5.16 ± 75% 0.98  
Soil organic carbon (kg-C/kg-soil) 0.035 ± 75% 0.57  
Initial nitrate in soil (mg-N/kg-soil) 0.5 ± 75% 0.00  






Maximum yield (kg-C/ha) 4123.6 ± 30% 0.06  
Plant C/N ratio 50 ± 30% 0.06  
Water requirement (g-water/g-dry matter) 150 ± 50% 0.06  



















Crop residue ++ 0.3325 ± 35% 0.00 
Tilling date 5 May ± 15 days  0.38 
Tilling depth (cm) 10 ± 100% 0.03  
Fertilizer application date 5 May ± 15 days  0.93 
Fertilizer application depth (cm) 15 ± 100% 0.33 
 
Fertilizer application amount (kg-N/ha) 168 ± 100% 1.39 
*Larger values implies higher sensitivity of model output to input and vice-versa **SI applies to 
qualitative inputs only +Wind speed is not an input option in the Monte Carlo function in DNDC. 
Sensitivity to wind speed was estimated by varying wind speed within a range of ±10 m/s in increments 
of ±0.5 m/s (no negative values) in repeated DNDC runs. ++ Reported as a fraction (0-1). 
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Similarly, DNDC exhibited no sensitivity to background NH3 concentrations. Since NH3 
is bidirectionally exchanged between the crop canopy and the atmosphere, higher background 
NH3 concentrations could potentially enhance nitrogen deposition to the crop [Sutton et al., 
1995a]. The lack of sensitivity to background NH3 concentrations could be due to either much 
higher fluxes to the atmosphere resulting from fertilizer application or the current representation 
of NH3 deposition to the crop within DNDC. Response in modeled NH3 fluxes (% change with 
respect to baseline_montecarlo) with changes in influential input parameters (% change of input 
with respect to baseline_montecarlo) is presented in Figure 3-5. To estimate trace gas fluxes and 
nitrogen pools in the soil, DNDC uses empirical “climate reduction factors” to model impact of 
air temperature and water content on nitrification and denitrification rates [Li et al., 1992a]. 
Results (Figure 3-5a) were consistent with observations of enhanced NH3 volatilization due to 
higher ambient temperatures [Sharpe and Harper, 1995] but reduced microbial activity in 
presence of higher soil temperatures [Fenn and Hossner, 1985]. Inhibition of NH3 fluxes during 
higher precipitation (Figure 3-5b) was consistent with observations, since a rain event would 
typically enhance urea dissolution and infiltration into the soil [Black et al., 1987; Sommer et al., 
2004]. Field capacity refers to the amount of water held by the soil before draining and is 
typically estimated using soil moisture data [Richards and Weaver, 1944]. Increasing field 
capacity values lowered NH3 fluxes (Figure 3-5c); since higher moisture content lowered 
ammoniacal nitrogen concentration and reduced NH3 volatilization [Haynes and Sherlock, 1982]. 
Soil pH plays an important role in NH3 volatilization. Modeled trends (Figure 3-5d) were 
consistent with enhanced NH3 fluxes from alkaline soils with pH > 7 [Sommer et al., 2004]. Soil 
organic carbon (Figure 3-5e) is linked to the potential for denitrification [Sommer et al., 2004] 
and influences the amount of ammonium available in soil water after decomposition processes 
are accounted for [Li, 2000].  
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Figure 3-5: Results from sensitivity analysis using Monte Carlo function in DNDC. x-axis indicates variations in inputs with respect to the 
baseline_montecarlo  (see Table 3-4 for values) for (a) air temperature, (b) precipitation, (c) field capacity, (d) pH, (e) soil organic carbon, 
(f) tillage date, (g) fertilizer application depth, (h) fertilizer application amount and (i) fertilizer application date. y-axis indicates 























Modeled NH3 fluxes are highly sensitive to tillage and fertilizer practices as indicated in 
Table 3-4. The impact of changing tillage dates (Figure 3-5f) should be interpreted in 
conjunction with the fertilizer application date. As indicated in Figure 3-5f, tilling before 
fertilizer application (indicated by negative date on the x-axis) has virtually no impact on NH3 
fluxes, since very little nitrogen is available in the soil water to volatilize. Cui et al. [2014] 
modeled trace gas fluxes by considering tillage one day after fertilizer application, to ensure 
DNDC can model this process. When the tillage occurs 1-10 days after fertilizer application, 
NH3 volatilization is reduced, due to the incorporation of applied nitrogen in the soil [Fernández 
et al., 2014]. While NH3 fluxes were not sensitive to tillage depth within DNDC, depth of 
fertilizer application is an influential input. From Figure 3-5g, it is evident that increasing depth 
of fertilizer incorporation (negative depths) reduces NH3 volatilization. However, it is unclear 
why DNDC Monte Carlo simulation resulted in highest NH3 fluxes at baseline of 15 cm depth 
compared to surface application (100%  increase with respect to baseline_montecarlo). This 
point is important to examine during future investigations of DNDC. Studies indicate that surface 
application of fertilizers enhances NH3 fluxes in comparison with injection [Sommer et al., 2004; 
Nyord et al., 2008] while injection of fertilizers especially urea deeper than 7.5 cm in the soil 
reduces NH3 fluxes [Rochette et al., 2013; Liu et al., 2015]. Response of modeled NH3 fluxes to 
nitrogen loading (Figure 3-5h) was consistent with several studies [Haynes and Sherlock, 1982; 
Sommer et al., 2004]. Influence of change in fertilizer application date (Figure 3-5i) could be 
linked to change in temperature with time and the lag between fertilizer application and planting 
date. Applying fertilizers ahead of planting increases NH3 fluxes since the time for nitrification 
and loss to the atmosphere before crop uptake is increased [Fernández et al., 2014]. 
3.4.2.2 Uncertainty in NH3 fluxes at REA modeling site 
Uncertainty in modeled NH3 fluxes for plot 1 is presented in Figure 3-6, for the varying 
range of input conditions characteristic of Central Illinois (Table 3-2). Only input parameters that 
were most influential on the sensitivity of modeled NH3 fluxes are included in Figure 3-6. The 
typical nitrogen loading rates ranged from 160 kg-N/ha [USDA, 2015a] to 220 kg-N ha-1 
[Fernández et al., 2014], the resulting uncertainty in modeled NH3 fluxes was estimated as –14% 
to 42%. Uncertainty from UAN injection depth (baseline value of 15 cm and 10 cm as reported 
by Simmons and Nafziger [2014]) was -11%. Similarly, if fertilizer application date was varied 
between the earliest and latest reported planting dates of corn [USDA, 2010], uncertainty in 
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modeled NH3 fluxes were as high as 28%. Tillage was varied to occur either on or a day after 
fertilizer application as recommended by Cui et al. [2014], resulting in a smaller variability of 
8% in modeled NH3 fluxes. Variations in reported values of soil field capacity and pH  resulted 
in variabilities in NH3 fluxes between -16% to 7% and 6% to -1%, respectively, while varying 
soil organic carbon resulted in a larger variability (-50% to 7%) in NH3 fluxes. By varying daily 
minimum and maximum air temperature, uncertainty in NH3 fluxes was estimated in the range of 
-9 to -13%. Similarly, varying daily precipitation introduced uncertainty in the range of -7% to 
23%. These results support that among the influential parameters fertilizer application rate and 
timing, field capacity, SOC and precipitation are the ones that most contribute to the uncertainty 
of DNDC predicted NH3 fluxes.  
 
Figure 3-6: Uncertainty in modeled NH3 fluxes (% change with respect to baseline_montecarlo) 
caused by varying select inputs between minimum and maximum values as observed in Central 
Illinois. Baseline and range in input values used for analysis are listed in Table 3-2. 
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 Overall uncertainty in modeled NH3 fluxes based on variability of aforementioned 
influential inputs are presented on a daily scale, as a green band, in Figure 3-7 and includes REA 
measurements. At the daily scale, the uncertainty varied between 0% and 70% with highest 
uncertainty between DOY 88-116. REA measurements on days 115-116 and after day 159 lay 
outside the uncertainty band in modeled NH3 fluxes. Since, plot 1 was fertilized only on day 126, 




3.5 Summary and Conclusions 
The DeNitrification DeComposition (DNDC) model is widely used to predict fluxes of 
greenhouse and trace gases to the atmosphere. While model performance for predicting 
greenhouse gas fluxes has been evaluated in many studies, assessment of ammonia (NH3) fluxes 
following chemical fertilizer usage is reported only in two studies in China, for periods of a few 
days [Li, 2000; Cui et al., 2014]. In this study, DNDC’s ability to model NH3 fluxes following 
fertilizer application at a typically managed site, in the Midwest United States, over an entire 
growing season of corn was evaluated. Modeled NH3 fluxes were compared with measurements 
Figure 3-7: DNDC modeled NH3 fluxes (baseline_spatial scenario) and associated uncertainty 
(shaded window) for year 2014 compared to REA measurements. Uncertainty was estimated by 
considering variability of influential inputs observed in Central Illinois. Influential inputs that 
were not measured at the measurement site were only considered. 
DOY (year 2014) 
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obtained using the relaxed eddy accumulation (REA) method, at a measurement site in Central 
Illinois (located in the Midwest) in year 2014 (Objective 2a), and associated uncertainty was 
estimated (Objective 2b). Practical issues in evaluating closure were also addressed.  
First, a field site in DNDC is conceptualized with uniform nitrogen management and 
environmental parameters. Similarly, REA towers are ideally capturing fluxes from uniform 
environments. However, such ideal conditions are rarely realized because of natural variability in 
environmental parameters and from variability in farm management practices. To make model-
measurement inter comparison possible, all measurements were considered for comparisons 
regardless of the REA footprint. A method was devised to account for spatial heterogeneity by 
apportioning fluxes to plots surrounding the measurement plot and to scale down daily DNDC 
predictions to the 4-hr duration of the REA measurements. To evaluate closure between modeled 
and measured fluxes, four scenario were developed, where different scenarios accounted for 
spatial inhomogeneity and temporal resolution differences. Overall, DNDC underpredicted 
fluxes in comparison to REA measurements. However, DNDC fluxes were in better agreement 
with REA measured fluxes during the first 33 days post fertilizer application and during periods 
of high positive fluxes rather than periods of observed negative fluxes, as demonstrated in 
Objective 2a. These findings indicate a need for improvement of the NH3 deposition algorithm. 
Second, measurements as well as model outputs include uncertainties. Measurement uncertainty 
is not easy to quantify for a micrometeorological method because there is no standard method to 
compare to. With regard to DNDC, uncertainty is introduced either due to the representation of 
physical, chemical and biological processes or from variability of input parameters. Uncertainty 
due to model formulation was identified by consistent underprediction of fluxes, especially in the 
time period corresponding to depositional (negative) fluxes. In this study, uncertainty was 
quantified based on variability in inputs that DNDC modeled NH3 fluxes were most sensitive to, 
as demonstrated in Objective 2b. Sensitivity analysis indicated that, DNDC modeled NH3 fluxes 
were most sensitive to the environmental inputs of air temperature, precipitation, soil organic 
carbon, pH and field capacity and nutrient management practices of tillage date, fertilizer 
application depth and fertilizer loading. By constraining the range of these inputs excluding 
fertilizer application rate and timing (that were well defined for our measurement site), an 
uncertainty band was estimated around modeled fluxes that enabled us to qualitatively evaluate if 
the measurement values fall within or outside the uncertainty band. 
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It is important that commonly used models are evaluated for their intended application 
and limitations are well understood. Based on findings, the following directions are 
recommended to improve DNDC predictions of NH3 fluxes following chemical fertilizer usage: 
a) improvement of the NH3 deposition algorithm; b) flux output at time scales relevant to 
chemical transport models (hourly); c) further evaluation/closure studies at the site mode; and d) 
investigations of DNDC use for upscaling fluxes from the site to the regional scale. While, a 
regional mode of DNDC is available; representations of site-scale inputs are limited and model 
outputs are obtained at the annual scale; resulting in large discrepancies in comparison to the site 
mode [Perlman et al., 2013]. Therefore, in the absence of a clear distinction between the 
descriptions of site and regional modes (Perlman et al., 2013), methods from this study, can help 
constrain model uncertainties and assist in future model improvements.   
3.6 Availability of model code and outputs 
DNDC is available for download at: http://www.dndc.sr.unh.edu/model/DNDC95.zip. 
DNDC input files and outputs related to model performance and model behavior will be 
available on request from the Nitrogen Group at UIUC. Efforts are in progress to sequester these 
files at the Illinois Data Bank.     
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CHAPTER 4: IMPACT OF ISS-DNDC NH3 EMISSIONS INVENTORY ON 
AIR QUALITY PREDICTIONS IN THE MIDWEST  
4.1 Motivation for Objective 3 
State-of-art chemical transport models (CTMs) have been widely implemented to study 
impacts of ammonia (NH3) emissions on air quality [Dennis et al., 2013]. Accuracy in CTMs 
predictions of PM2.5 (particulate matter (PM) with diameters < 2.5 µm) concentrations depends 
on accurate representations of spatial and temporal trends of precursor emissions and inputs 
related to weather, photolysis rates and initial and boundary conditions. As compared to other 
PM2.5 precursors, there are large uncertainties in NH3 emissions (> 50%) at the global scale and 
even higher uncertainties at regional and local scales [U.S. EPA, 2011a; Sutton et al., 2013]. 
Current CTM predictions are limited by: (1) errors in grid scale representation of agricultural 
NH3 emissions [Bray et al., 2017], (2) errors in representations of seasonality of NH3 emissions 
from chemical fertilizer usage [Appel et al., 2011; Paulot et al., 2014], or (3) lack or limited 
representations of bidirectional NH3 exchange within CTMs [Cooter et al., 2012; Battye et al., 
2016; Schiferl et al., 2016]. A recent U.S. EPA regulatory modeling guidance document 
recommended implementation of CTMs at spatial resolutions finer than 4 km x 4 km for regions 
with strong emission gradients [U.S. EPA, 2014e]. This recommendation is of importance to 
regions such as the Midwest, with dominant contributions from NH3 from chemical fertilizers. 
Region-specific CTM studies linking agricultural NH3 emissions to air quality have been 
conducted over the Eastern U.S. using Community Multiscale Air Quality model (CMAQ) 
[Zhang et al., 2008, 2013; Appel et al., 2011] and Comprehensive Air Quality Model with 
Extensions (CAMx) [Zhang et al., 2013], in California using CMAQ [Bray et al., 2017; 
Lonsdale et al., 2017], and Colorado using CMAQ [Battye et al., 2016] and CAMx [Rodriguez et 
al., 2011; Thompson et al., 2015]. However, fewer studies been conducted exclusively for the 
Midwest, with focus on the modeling wintertime PM formation using CMAQ [Spak et al., 2012; 
Kim et al., 2014] and CAMx [Spak et al., 2012].  
This study demonstrates the integration of a hybrid NH3 emissions inventory developed 
using the ISS spatial allocation method and the process model DNDC [Balasubramanian et al., 
2015] with a CTM (off-line), with the goal of supporting improvements in predictions of ambient 
NH3 and PM2.5 concentrations; with focus on an active period of chemical fertilizer usage in late 
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spring in the Midwest. Objective 3a focuses on (a) implementation of the hybrid higher spatial 
and temporal resolution NH3 emissions inventory developed using the ISS-DNDC approach as 
input to CAMx; and (b) evaluation of resulting predictions of ambient NH3 and total and 
speciated PM2.5, respectively in comparison to ground-based observations. Objective 3b focuses 
on evaluation of the sensitivity of CAMx predictions to spatial resolution.  
4.2 Methods for Objectives 3a and 3b 
4.2.1 Description of the CAMx modeling system 
A schematic of CAMx, associated input data, input models and pre- and post-processing 
tools are represented in Figure 4-1. Inputs to CAMx include: (1) National Emissions Inventory 
(NEI) 2011v6.2 modeling platform [U.S. EPA, 2017a] to provide emissions and processed 
through the Sparse Matrix Operator Kernel Emissions model (SMOKE v3.7) [CMAS, 2016a], (2) 
Weather Research and Forecasting (WRFv3.5.1) model to develop weather fields [Skamarock et 
al., 2008], (3) Model for Ozone and related chemical tracers (MOZART-4) model to generate 
initial and boundary conditions [NCAR, 2017] and (4) photolysis rates generated using ozone 
column data [NASA, 2017]. Outputs from CAMx were mapped using the Visualization 
Environment for Rich Data Interpolation (VERDIv1.5) tool [CMAS, 2014] and a custom 
program MATLAB (version R2017a) [The MathWorks Inc., 2017] was developed to pair 
predictions with observations in space and time, for statistical evaluation (see Section 4.2.3).  
4.2.1.1 Overview of CAMx (version 6.4) 
CAMx [Ramboll ENVIRON, 2016] is a three-dimensional, Eulerian photochemical model 
that predicts ambient concentrations of gaseous and PM air quality parameters at local to 
continental scales. CAMx simulates transport, transformation and removal processes in the 
troposphere by solving the continuity equation for each chemical species on a system of nested 
three-dimensional grids. Notable features include provision of two way nesting for feedback 
between parent and nested grids, multiple options for parametrizations of gas phase chemistry, 
multi-sectional approach to model PM and plume in grid evolution of emissions for select point 
sources. In addition to studies listed in Section 1.4.2.1, CAMx has also been implemented for 
photochemical modeling of ozone in Texas [Kemball-cook et al., 2009], PM formation over 
Eastern U.S. [Tesche et al., 2006], source apportionment of PM2.5 over Eastern U.S. [Burr and 
Zhang, 2011] and modeling gaseous criteria air pollutants in U.S. [Ferreira et al., 2012].  
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Figure 4-1: Schematic of CAMx and supporting models implemented in this study. Text in italics indicates methods developed in this 
dissertation. 
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4.2.1.2 Overview of the 2011 NEI emissions modeling platform (version 6.2) 
NEI is a comprehensive repository of emission estimates of criteria air pollutants and 
precursors, and hazardous air pollutants [U.S. EPA, 2014a] from different emission sectors. Non-
point sources include emissions from area sources. Point sources include emissions for sources 
located at a fixed, stationary location. Onroad sources include emissions from onroad vehicles 
and off-road sources that use gasoline, diesel, and other fuels. Event sources include fires that are 
reported in a day-specific format for wildfires and prescribed burns. NEI is released every three 
years, with the most recent year of reporting for 2014. U.S. EPA has developed year-specific 
emissions modeling platforms, that includes NEI data, ancillary data such as spatial surrogates 
and temporal factors, and scripts to implement within the SMOKE emissions processor, to 
support air quality modeling efforts [U.S. EPA, 2017a], with the most complete data available for 
year 2011.    
4.2.1.3 Overview of SMOKE (version 3.7)  
SMOKE is an emissions processing system, for preparing inputs for both criteria 
pollutants and toxic species to CTMs [CMAS, 2014a]. In addition to emission inventories, 
ancillary data related to spatial and temporal allocation, source classification information and 
chemical speciation are required as inputs. For North America, SMOKE processes air and point 
source emissions using inputs from the NEI. Emissions from mobile and biogenic sources are 
estimated inline by accounting for the influence of meteorology using the Motor Vehicle 
Emissions Simulator (MOVES) and Biogenic Emission Inventory System (BEIS) models, 
respectively [CMAS, 2014a]. Further details on implementation of SMOKE are provided in 
Section 4.2.2.3. 
4.2.1.4 Overview of WRF (version 3.5.1)  
WRF is a mesoscale weather model that has been used for numerical weather prediction 
and for providing inputs to support atmospheric research [Skamarock et al., 2008]. WRF has 
been implemented over a wide range of modeling scales ranging from a few meters to several 
thousands of kilometers. It features a data assimilation system, two dynamical cores and 
sophisticated software architecture to facilitate parallel computing and flexibility in system 
extensibility. Of relevance to this study, is the Advanced Research WRF (ARW) that is Eulerian, 
non-hydrostatic and fully compressible in formulation. Within ARW, vertical coordinates are 
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defined using terrain-following hydrostatic-pressure coordinates and horizontal coordinates are 
defined on a Arakawa staggered C-grid formation where model parameters are evaluated on the 
faces of the three-dimensional grid. ARW has advanced physics parametrizations providing users 
multiple options for schemes related to land-surface interactions, planetary boundary layer, and 
cloud microphysics and cumulus parametrizations and shortwave and longwave radiation. WRF 
outputs are provided in compatible formats as inputs to CAMx and SMOKE by implementing 
the wrf2camx [Ramboll ENVIRON, 2017] and MCIP [Otte and Pleim, 2010] programs, 
respectively. Implementation of WRF to provide gridded weather fields for CAMx, is detailed in 
Fu [2016] and summarized in Section 4.2.2.4. 
4.2.2 Overview of CAMx configuration and inputs  
4.2.2.1 Study region and time period 
The focus study region is the Midwest. A nested domain surrounding the State of Illinois 
with 4 km x 4 km grid resolution, within a parent (surrounding) domain for the contiguous U.S. 
with 12 km x 12 km grid resolution (Figure 4-2). The U.S. Corn Belt in the Midwest represents a 
region of high chemical fertilizer sales in the U.S. (60%) [AAPFCO and The Fertilizer Institute, 
2014]; high observed concentrations of ambient NH3 (> 1.8 µg m
-3) [Puchalski et al., 2015]; and 
high wet deposition of ammonium (> 3 kg-N ha-1yr-1) [Lehmann et al., 2007; Li et al., 2016]. 
This study is focused on May 2011, as it represents a time period of active planting and fertilizer 
usage dates for corn [USDA, 2010], that accounts for 89% of NH3 emissions from chemical 
fertilizers in the Midwest [Balasubramanian et al., 2015] and as a result, includes period of peak 
NH3 fluxes from chemical fertilizers, as verified by field measurements [Nelson et al., 2017]. 
Year 2011 represents the year with the most recent and updated NEI data [U.S. EPA, 2015] when 
this study was initiated. CAMx was initialized over May 2011, with three day spin up starting 
May 1. First, a nested domain with 4 km x 4 km grid resolution was considered over the 
Midwest, to account for impacts from chemical fertilizers on air quality; surrounded by a parent 
domain over the contiguous U.S. with 12 km x 12 km grid resolution, to account for feedback 
with regions surrounding the Midwest. To investigate sensitivity of CAMx predictions to grid 
resolution, over the Midwest, CAMx was then run again by considering a uniform 12 km x 12 




4.2.2.2 Choice of CAMx parametrization 
CAMx has been implemented for a limited number of CTM studies that focus on 
agriculture and air quality modeling as listed in Section 1.4.2. In this study, CAMx was 
configured based on parametrizations recommended by Zhang et al. [2013] (Table 4-1). 
    
Table 4-1: CAMx model configuration implemented in this study  
Attribute Scheme used in CAMx6.4 
Horizontal advection Piecewise parabolic method 
Horizontal diffusion Explicit simultaneous 2-D solver 
Vertical advection Implicit backward-Euler centred solver 
Vertical diffusion Implicit backward-Euler centred solver 
Chemistry solver Euler-backward iterative solver 
Gas-phase chemistry Carbon bond chemistry (CB6) 
Chemistry parametrization CAMx6.4.chemparam.2_CF 
Inorganic aqueous-phase chemistry RADM-AQ 
Inorganic gas-aerosol portioning ISORROPIA 1.6 
Nested domain: Midwest U.S. 
Projection: Lambert Conformal 
Grid resolution: 4 km x 4 km 
Origin: (52000m, -344000m) 
Grids: 176 rows x 248 columns 
Parent domain: Contiguous U.S. 
Projection: Lambert Conformal 
Grid resolution: 12 km x 12 km 
Origin: (-2412000m, -1620000m) 
Grids: 246 rows x 396 columns 
Figure 4-2: Spatial domains and details of grids covering the contiguous U.S. and the Midwest. 
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Table 4-1 continued  
Attribute Scheme used in CAMx6.4 
Secondary organic aerosol formation SOAP 
PM size representation Static two-mode coarse/fine scheme 
Dry deposition Zhang resistance model (ZHANG03) 
Wet deposition Scavenging model for gases and aerosols   
Number of output species 20 
4.2.2.3 Implementation of NEI modeling platform and SMOKE  
Developing sector-specific emissions using NEIv6.2 modeling platform 
Emissions for onroad, nonroad, point and nonpoint sectors (including agricultural 
sources) were processed individually, using data and scripts obtained from NEIv6.2 modeling 
platform [U.S. EPA, 2017a] combined with programs obtained from SMOKEv3.7 [CMAS, 
2016a] for the domains presented in Figure 4-2. In the case of biogenics, gridded spatial 
surrogates were obtained using the Spatial Allocator toolv4.1 [CMAS, 2016b] and BEISv3.6 was 
implemented to generate gridded emissions for the 12 km x 12 km contiguous U.S. and 4 km x 4 
km Midwest domains. The Spatial Allocator tool was also implemented to develop gridded 
estimates of the fraction of dust exported over contiguous U.S., for the fugitive dust sector. 
Inputs and scripts were obtained from the more recent NEIv6.3 modeling platform to generate 
gridded emissions for the point electric generating units and fire sectors. In addition to these 
modifications, the emissions inventory developed in Objective 1, was integrated in the NEIv6.2 
modeling platform by modifying existing spatial surrogates and temporal factors.   
Integrating spatial surrogates developed using ISS method in NEIv6.2 modeling platform 
The NH3 emissions inventory generated using the ISS-DNDC approach 
[Balasubramanian et al., 2015] and focus of this study was integrated into the NEIv6.2 modeling 
platform and SMOKEv3.7 setup. Spatial surrogates developed using the ISS method were 
integrated using three specific files. The existing surrogate description file was updated to 
include a reference to the cropland data layer maps using new surrogate code (314) in place of 
the old surrogate code (310). A new file was created to reference grid-specific spatial surrogate 
ratios and linked to the new 314 surrogate code. These two files were then linked to the existing 
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surrogate reference file and references were added to link to source classification categories 
corresponding to fertilizer usage. These updates ensure that the newly developed spatial 
surrogates were applied only to NH3 emissions from fertilizer usage, but across the entire spatial 
domains of interest.  
Integrating temporal factors developed using DNDC model in NEIv6.2 modeling platform  
Temporal factors developed using the DNDC model were integrated in the NEIv6.2 
modeling platform using three temporal profile files. These temporal profile files control how 
emissions are allocated from the annual scale to the hourly scale. A temporal reference file 
relates the temporal profile files to the source that uses these profiles using the source 
classification category codes. Of the three temporal profile files, the first “monthly” file is used 
to convert emissions from annual to the monthly scale by use of 12 monthly values that indicate 
relative monthly emissions in comparison to annual emissions.  The monthly file was updated to 
include the monthly temporal profile estimated using DNDC. The second “weekly” temporal 
profile typically contains 7 values that allocate relative emissions for each day of the week, with 
each week of the month being identical. In place of the “weekly” temporal profile file, a new 
monthly to daily file was developed to estimate relative daily emissions for each month of the 
year. The third “hourly” temporal profile file finally allocates emissions from the daily scale to 
the hourly scale, and remains unchanged. The temporal reference file was also updated to reflect 
the newly added monthly to daily temporal profile file and to ensure that the newly developed 
temporal factors were applied only to NH3 emissions from fertilizer usage for the Midwest. 
Developing gridded emissions to provide inputs to CAMx 
Four scenarios of emission inputs to CAMx were developed (Table 4-2) to investigate if 
the hybrid ISS-DNDC approach improves CAMx predictions of air pollutant concentrations, and 
evaluate improvements with finer grid resolution. Baseline emissions based on NEI-SMOKE 
approach were first established using NEI 2011 emissions and allocated using spatial surrogates 
and temporal factors available within the NEIv6.2 platform. Then, ISS-DNDC gridded emission 
inputs (focus of this study) were developed, wherein emissions for all sectors were identical to 
the baseline, with the exception of NH3 emissions from chemical fertilizers that were spatially 
and temporally allocated using the ISS-DNDC approach. In order to study sensitivity to spatial 
resolution, both baseline and hybrid ISS-DNDC emissions were processed for the Midwest at 
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two spatial resolutions: (1) as a nested 4 km x 4 km grid, and (2) uniform12 km x 12 km grid. 
Emissions from each of the four scenarios listed in Table 4-2 were merged with emissions from 
other sectors, and converted to CAMx ready format, using conversion scripts provided within 
NEIv6.3 modeling platform. As a caveat, impact of temporal allocation of NH3 emissions using 
DNDC on predictions of air pollutant concentrations has not been isolated in this study. 
Table 4-2: Emission scenarios used as inputs to CAMx in this study 
Emissions Description 





NEI 2011 emissions 
processed using NEIv6.2 
platform and SMOKEv3.7 
Nested 4 km x 4 km 
Midwest + parent 12 km x 
12 km contiguous U.S.  
4 km x 4 km over 
Midwest 
Baseline-2 12 km x 12 km contiguous 
U.S.  
12 km x 12 km 
over Midwest 
ISS-DNDC-1  Baseline emissions with 
modifications for NH3 
emissions from chemical 
fertilizers using ISS-DNDC 
approach 
Nested 4 km x 4 km 
Midwest + parent 12 km x 
12 km contiguous U.S. 
4 km x 4 km over 
Midwest 
ISS-DNDC-2 12 km x 12 km contiguous 
U.S.  
12 km x 12 km 
over Midwest 
4.2.2.4 Development and evaluation of gridded weather fields using WRF  
WRFv3.5.1 model was implemented to provide gridded meteorological fields of 
temperature, wind speed and direction, relative humidity and planetary boundary layer height. 
WRF runs were initally conducted over four days in May 2011 and model performance was 
evaluated for closure with meteorological observations (DS337.0, METAR data, and the Water 
and Atmospheric Resources Monitoring Network) [Fu, 2016]. A sensitivity analysis of 17 model 
runs was conducted to establish an optimized configuration of WRF in six categories - cumulus 
parametrization, land-surface layer interactions, cloud microphysics, planetary boundary layer, 
and longwave/shortwave radiation, for the Midwest Identified configuration of physics 
parametrizations were then implemented for the entire year of 2011. For the chosen physics 
options, WRF predictions were considered satisfactory based on Index of Agreement (IOA) 
values: temperature (0.99), pressure (0.99), relative humidity (0.93), wind speed (0.85), and wind 
direction (IOA = 0.97) [Fu, 2016; Zheng et al., 2017]. WRF vertical outputs were kept constant 
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as inputs to SMOKE and CAMx, and processed through the wrf2camx [Ramboll ENVIRON, 
2017] and MCIPv4.2 [Otte and Pleim, 2010] programs. 
4.2.2.5 Developing initial and boundary conditions using MOZART-4 
MOZART-4 is global 3-dimensional CTM for simulation of tropospheric chemistry 
[Emmons et al., 2010] that has been widely implemented to provide initial and boundary 
conditions inputs. The mozart2camx program bi-linearly interpolates MOZART-4 data 
horizontally onto CAMx grids, and uses pressure levels defined within CAMx compatible 
meteorological fields for vertical interpolation. A speciation profile is used to identify chemical 
tracers in CAMx compatible format. MOZART-4 outputs were obtained from [NCAR, 2017]. 
4.2.2.6 Developing photolysis rates using total ozone column data 
The O3MAP program was used to prepare ozone column files for CAMx and gap-fill 
day-specific ozone column data, and to provide inputs to the TUV model [Ramboll ENVIRON, 
2016]. Ozone column data were obtained as input to O3MAP [NASA, 2017]. TUV is a radiative 
transfer and photolysis model that provides CAMx with a multi‐dimensional lookup table of 
clear‐sky photolysis rates to support photochemical mechanisms. TUV program uses surface 
albedo, surface heights, altitudes, solar zenith angles and atmospheric ozone column data 
generated by the O3MAP program [Ramboll ENVIRON, 2016].    
4.2.3 Evaluation of CAMx predictions  
Operational evaluation of CTM predictions using graphical techniques and statistical 
evaluation in comparison with available observational data [U.S. EPA, 2014e]. CAMx predicted 
hourly concentrations of ambient NH3, total PM2.5, PM-ammonium (PM-NH4), PM-sulfate (PM-
SO4) and PM-nitrate (PM-NO3) were evaluated graphically for all four emissions scenarios 
(Table 4-2), using VERDIv1.5 [CMAS, 2014]. Observations were mapped using ArcGIS 10.4.1 
[ESRI, 2016]. A custom program in MATLAB (vR2017a) [The MathWorks Inc., 2017] was 
developed to pair CAMx predictions with observations in space and time, for statistical 
evaluation. CAMx predictions were evaluated with ground-based observations as follows. 
Observations of ambient NH3 concentrations were obtained from the Ammonia Monitoring 
Network (AMoN), that reports ground-level NH3 concentrations measured using Radiello® 
passive samplers and integrated over two-week sampling periods [NADP, 2015a]. Predicted NH3 
concentrations were matched to the time frame of AMoN observations at each station, and 
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averaged as recommended by Schiferl et al. [2016]. CAMx predicted NH3 concentrations were 
converted from parts per million by volume (ppmv) to µg m
-3 using average surface temperature 
and pressure for the Midwest obtained from ISWS [2015]. Error introduced by using this 
standard conversion factor was < 5%, when accounting for the range in observed maximum and 
minimum temperature and pressure values during May 2011, at the Midwest observation sites 
[ISWS, 2015b]. Ground-level, integrated, 24-hour observations of total and speciated PM2.5 were 
obtained from the Air Quality System (AQS) Data Mart [U.S. EPA, 2014b]. Total and speciated 
PM2.5 predictions were averaged to the observation time frame of AQS observations. In all cases, 
observation stations located in the boundary grid cells of the 4 km x 4 km Midwest domain were 
removed from analysis, to minimize impacts of boundary conditions. Closure between CAMx 
predictions and ground-based observations were evaluated using statistical metrics listed in 
Table 4-3. CAMx performance was also assessed with CTM performance evaluation benchmarks 
recommended by Emery et al. [2017] (Table 4-4) and was compared to literature findings.  
Table 4-3: Metrics for statistical evaluation of CAMx model performance  
Metric Definition 
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n = Number of pairs of data at specific time and location ‘i’, P = CAMx prediction, O = Observation, 




Table 4-4: Benchmarks for CTM performance evaluation proposed by Emery et al. [2017]* 
Species 
(24-hr total) 
NMB NME r 
Goal Criteria Goal Criteria Goal Criteria 
PM2.5, PM-NH4, PM-SO4 < ±10% < ±30% < 35% < 50% > 0.70 > 0.40 
PM-NO3 < ±15% < ±65% < 65% < 115% None None 
* As per Emery et al. [2017], “goals” indicate best achievable CTM performance and refer to 
values that top one-third of CTM studies have met for listed statistical metrics. “Criteria” refer 
to current operational performance that two-third of CTM studies have met. 
 
4.3 Results and Discussion 
4.3.1 Objective 3a: Evaluation of CAMx predictions of ambient NH3 and total and speciated 
PM2.5 
4.3.1.1 Evaluation of CAMx predictions of ambient NH3 concentrations for the Midwest 
Spatial distribution of ambient NH3 predictions are shown in Figure 4-3a and 4-3b (4 km 
x 4 km baseline-1 and ISS-DNDC-1 scenarios, respectively) and Figure 4-3e and 4-3f (12 km x 
12 km baseline-2 and ISS-DNDC-2 scenarios, respectively). In all scenarios, predicted NH3 
concentrations ranged between 0.1 to 5 µg m-3. However, highest NH3 concentrations were 
predicted in the 4 km x 4 km ISS-DNDC-1 scenario, with concentrations > 2 µg m-3 in the west 
and east part of the Midwest and in smaller spatial extents in the south. Identified regions with 
high predictions potentially arise from areas of high NH3 emissions resulting from intensive 
fertilizer usage in corn and cotton farms, as identified by Balasubramanian et al. [2015]. 
Percentage differences of predictions between 4 km x 4 km baseline-1 and ISS-DNDC-1 
scenarios at grid-scale were mapped (Figure 4-3c) and summarized as a box plot (Figure 4-3d). 
Large differences in NH3 concentration predictions (-100% to 500%) were identified between the 
4 km x 4 km baseline-1 and ISS-DNDC-1 scenarios (Figure 4-3c); similar to differences in NH3 
emissions estimated for the baseline-1 and ISS-DNDC-1 scenarios in Balasubramanian et al. 
[2015]. Since NH3 has a short lifetime (order of hours) [Adams et al., 1999; Aneja, 2001], spatial 
patterns in NH3 emissions [Balasubramanian et al., 2015] and predicted NH3 concentrations 
were anticipated to be similar, however these patterns are not identical due to influence of 
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transport of NH3 across the domain. In comparison, larger differences were identified at the grid-
scale for NH3 concentrations between the 12 km x 12 km baseline-2 and ISS-DNDC-2 scenarios 
(-450% to 0%, average = -69%)  (Figure 4-3g and Figure 4-3h), potentially resulting from 
homogenization of NH3 emissions and removal of finer emissions peaks at the grid scale.  
At AMoN observation stations, observed NH3 concentrations ranged from 1.98 to 10.11 
µg m-3 (Figure 4-3i). However, predicted concentrations (0.32 to 2.1 µg m-3) at the locations of 
these stations did not reproduce observed high NH3 concentrations (>2.1 µg m
-3) (Appendix D, 
Figure D-1). Statistical evaluation for closure between predictions and observations is presented 
in Table 4-5. While CAMx under-predicted NH3 concentrations in comparison to observations, 
in all four scenarios, least underpredictions were obtained for the 4 km x 4 km ISS-DNDC 1 
scenario (O/P = 3.5, NMB = -63%). The 4 km x 4 km ISS-DNDC1 scenario reduced bias in 
predictions of NH3 concentrations as compared to the 12 km x 12 km ISS-DNDC-2 scenario 
(O/P = 14.5, NMB = -93%), potentially due to improved representation of elevated NH3 
emissions at the finer grid resolutions [Bray et al., 2017]. Overall, while the 4 km x 4 km ISS-
DNDC approach seems promising in improving predictions of ambient NH3 concentrations, 
reported evaluation is indicative of model performance rather than being conclusive. Due to the 
sparse coverage of AMoN stations, there were only 5 prediction-observation pairs available for 
statistical evaluation, over one integrated time period of 14 days, in May 2011, resulting in high 
uncertainty in comparison metrics. It should be noted that AMoN stations are located in areas 
with high agricultural NH3 emissions from fertilizers, in the considered month.  
Identified underpredictions may result from  a number of causes: (1) Chemical reaction 
and deposition processes might consume NH3 at a faster rate within CAMx, than in the ambient 
atmosphere, over these agricultural areas;  (2) total NH3 emissions may be underestimated in the 
modeling domain; (3) localized peaks are homogenized even in the 4 km x 4 km finer resolution. 
With regard to the latter, it is noticeable that in the case of the 4 km x 4 km, ISS-DNDC-1 
scenario, reduced bias was obtained for NH3 concentration predictions. Studies have identified 
that regions with peak emissions can induce large concentration gradients downwind from the 
source [Walker et al., 2008; Vogt et al., 2013]. This effect can be obscured as grid resolution 
becomes coarser and spatial homogenization of NH3 emissions can result in larger 
underpredictions of ambient NH3 concentrations.
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Figure 4-3: Spatial trends in (a) NH3 predictions (µg m
-3) for the 4 km x 4 km baseline-1 and (b) 
ISS-DNDC-1 scenarios, (c) grid-scale difference (%) between ISS-DNDC-1 and baseline-1 
scenarios and (d) box plots of grid-scale difference (%) between ISS-DNDC-1 and baseline-1 
scenarios estimating NH3 emissions (Balasubramanian et al., 2015) and subsequent NH3 
concentration predictions. Similarly, spatial trends in NH3 predictions (µg m
-3) for the 12 km x 
12 km (e) baseline-2 and (f) ISS-DNDC-2 scenarios, (g) grid-scale difference (%) between ISS-
DNDC-2 and baseline-2 scenarios and (h) box plots of grid-scale difference (%) between ISS-
DNDC-2 and baseline-2 scenarios estimating NH3 emissions (Balasubramanian et al., 2015) and 
subsequent NH3 concentration predictions. (i) Observed AMoN NH3 concentrations (µg m
-3) 
(colors matched with graduated scale used for predictions). 
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Table 4-5: Comparison of CAMx predictions of NH3 with AMoN observations 
Statistical metrics 
Emissions scenarios 
Baseline-1 ISS-DNDC-1 Baseline-2 ISS-DNDC-2 
Average O (standard deviation) 3.88 (2.96) 
Average P (standard deviation) 0.68 (0.51) 1.27 (0.93) 0.99 (0.17) 0.32 (0.37) 
 
n 5 
average O/P 5.6 3.5 5.0 14.5 
NMB (%) -80.0 -62.7 -79.5 -93.3 
NME (%) 80.0 62.7 79.5 93.4 
RMSE (%) 101.4 91.7 100.3 112.0 
r* 0.33 -0.17 0.45 0.57 
*Estimated r is not interpreted further in this study due to the reported small n (minimum n = 8 
required to obtain r = 0.5 at significance level = 5% and power = 0.2 [Schönbrodt and Perugini, 2013]) 
4.3.1.2 Comparison of CAMx bias of ambient NH3 concentrations with literature findings 
Comparison of statistical evaluation metrics of ambient NH3 concentration predictions in 
this study, with findings from other studies are presented in Table 4-6. Consistent 
underpredictions in NH3 concentrations, by a factor of 2 or higher, have been reported by studies 
implementing CAMx [Thompson et al., 2015; Malm et al., 2016], CMAQ [Battye et al., 2016], 
European CALIOPE-EU [Pay et al., 2012] and GEOS-Chem [Schiferl et al., 2016]. Largest 
underpredictions were identified near agricultural sites that were characterized by high ambient 
NH3 concentrations [Kruit et al., 2012; Butler et al., 2015]. In comparison, we identified larger 
underpredictions (O/P = 3.5 to 14.4), and poorer NMB (-93% to -63%), similar to Bray et al. 
[2017], where CMAQ underpredicted NH3 concentrations by a factor of 4.5 in comparison with 
satellite observations. One explanation is the smaller source contributions of NH3 from chemical 
fertilizers in cited studies, as compared to this study. In studies over Eastern U.S. and Colorado, 
fertilizer usage accounted for 20% or less of anthropogenic NH3 emissions, whereas in the 
Midwest, the contribution is as high as 55% [U.S. EPA, 2015]. Identified underpredictions in 
NH3 concentrations could result from potential errors in total NH3 emissions developed using the 
emission-factor approach for the Midwest, a case supported by comparisons with satellite 
measurements [Clarisse et al., 2009] and inverse modeling efforts [Paulot et al., 2014]. There is 
a further need for development and evaluation of alternative methods to estimate total NH3 
emissions used as inputs to CTMs, supported by a denser monitoring network for both NH3 
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fluxes and concentrations. Examples in this direction include U.S. EPA’s use of EPIC [Williams 
et al., 1983, 1984] in compilation of the latest available NEI 2014 [U.S. EPA, 2017b] and efforts 
to evaluate the DNDC model with field measurements [Balasubramanian et al., 2017a].  
Another source of error could result from representation of NH3 deposition within 
CAMx. CAMx currently does not model bidirectional exchange of NH3, unlike other CTMs that 
account for canopy compensation points to predict ambient NH3 concentrations [Flechard et al., 
2013]. Integration of EPIC model with bidirectional exchange in CMAQ increased ambient NH3 
concentrations by 14% across U.S. [Bash et al., 2013]. However, a similar implementation in 
GEOS-Chem identified large underestimates (factor 2-5) in predicted NH3 concentrations in 
April [Zhu et al., 2015a], resulting from underestimates in total NH3 emissions that the 
bidirectional scheme did not correct. Subsequently, Schiferl et al. [2016] did not include the 
bidirectional scheme, and recommended an increase in model grid resolution. In comparison, 
introduction of bidirectional exchange in the LOTOS-EUROS model increased predictions of 
NH3 concentrations by 30-40% over agricultural areas due to increase in NH3 lifetime and 
transport distance [Kruit et al., 2012]. Unidirectional exchange can overestimate NH3 emissions 
by a factor of two in comparison with bidirectional exchange [Massad et al., 2010; Dennis et al., 
2013]. Hence, implementation of a bidirectional exchange scheme within CAMx, at high-spatial 
resolutions of (≤ 12 km x 12 km) is recommended, as it could reduce identified underpredictions 
by extending time period of NH3 volatilization to the atmosphere and lifetime in the atmosphere.    
 
Table 4-6: Comparison of NMB metric for evaluation of predictions of NH3 concentrations in this 
study with other studies* 
Metric 














4 km x 4 km 
4 km x 4 km 
12 km x 12 km 





-80% to -24% [Zhang et al., 2013] 
-55%        [Thompson et al., 2015]      
-67% to -53% [Battye et al., 2016] 
-77% to -58% [Bray et al., 2017] 
*Reported r metrics from other studies are presented in Appendix D, Table D-1 
**Values in parentheses indicate the calculated statistical metric for the best emission scenario in this 
study. NMB values are reported as % 
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4.3.1.3 Evaluation of CAMx predictions of total and speciated PM2.5 for the Midwest  
Spatial distribution of average predictions of total PM2.5 concentrations in the Midwest, 
under the four emission scenarios are shown in Figure 4-4a and Figure 4-4b (4 km x 4 km 
baseline-1 and ISS-DNDC-1 scenarios, respectively) and Figure 4-4e and 4-4f (12 km x 12 km 
baseline-2 and ISS-DNDC-2 scenarios, respectively). Predicted PM2.5 concentrations range 
between 0.5 to 35 µg m-3, for the Midwest. The 4 km x 4 km baseline-1 and 12 km x 12 km 
baseline-2 scenarios produced higher concentrations (> 12 µg m-3) in the north-east part of the 
domain and over Lake Michigan compared to the corresponding ISS-DNDC scenarios. To 
compare differences in spatial trends, grid-scale percentage differences in PM2.5 predictions were 
mapped and summarized as a box plot. Spatial distribution of PM2.5 concentrations exhibited 
larger grid-scale differences (-30% to 0%, average = -13%, Figure 4-4c and 4-4d), between the 4 
km x 4 km baseline-1 and ISS-DNDC-1 scenarios, as compared to grid-scale differences 
between the 12 km x 12 km baseline-2 and ISS-DNDC-2 scenarios  (-15% to 0%, average = -
4%, Figure 4-4g and 4-4h).  
Observed PM2.5 concentrations ranged from 5.1 to 17.2 µg m
-3 (Figure 4-4i) in 
comparison to predicted concentrations (6.67 to 8.35 µg m-3), at the AQS stations (Appendix D, 
Table D-2). Statistical evaluation of closure between PM2.5 predictions and observations are 
presented in Table 4-7. CAMx overall under-predicted PM2.5 concentrations, in all scenarios 
(O/P = 1.57 to 1.84, NMB = -40% to -25%). However, extent of PM2.5 under-predictions were 
much smaller, compared to NH3 underpredictions. PM2.5 concentration predictions showed 
modest correlations (r = 0.47 to 0.57) with AQS observations. Comparable performance was 
identified between the baseline and ISS-DNDC approaches, for both the 4 km x 4 km and 12 km 
x 12 km grid resolutions. Least bias was identified for the baseline-1 and baseline-2 scenarios 
(NMB = -26% to -24%), while highest correlation was identified for the ISS-DNDC-1 and ISS-
DNDC-2 scenarios (r = 0.55 to 0.57) with observations. Based on recommended benchmarks 
[Emery et al., 2017], criteria CTM performance was met for predictions obtained using ISS-
DNDC approaches at both 4 km x 4 km and 12 km x 12 km grid resolutions in regards to NME 
(< ±50%) and r (> 0.4) metrics. 
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Figure 4-4: Spatial trends in (a) PM2.5 concentration predictions (µg m
-3) for the 4 km x 4 km 
baseline-1 and (b) ISS-DNDC-1 scenarios, (c) grid-scale difference (%) between ISS-DNDC-1 
and baseline-1 scenarios and summarized difference as a (d) box plot. Similarly, spatial trends in 
(e) PM2.5 concentration predictions (µg m
-3) for the 12 km x 12 km baseline-2 and (f) ISS-
DNDC-2 scenarios, (g) grid-scale difference (%) between ISS-DNDC-2 and baseline-2 scenarios 
and summarized difference as a (h) box plot. (i) Observed AQS PM2.5 concentrations (µg m
-3) 
(colors matched with graduated scale used for predictions). 
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Table 4-7: Comparison of CAMx predictions of total and speciated PM2.5 with AQS observations  
Ambient total PM2.5 
Statistical metrics 
Emissions scenario 
Baseline-1 ISS-DNDC-1 Baseline-2 ISS-DNDC-2 
Average O (standard deviation) 11.10 (6.10) 
Average P (standard deviation) 8.12 (4.63) 7.08 (3.93) 8.35 (4.81) 6.67 (3.40) 
 
n 2861 
average O/P 1.6 1.8 1.6 1.8 
NMB (%) -27** -36 -25** -40 
NME (%) 41** 43** 42** 45** 
RMSE (%) 57 59 58 60 
r 0.47** 0.55** 0.46** 0.57** 
Ambient PM-NH4 
Statistical metrics Baseline-1 ISS-DNDC-1 Baseline-2 ISS-DNDC-2 
Average O (standard deviation) 0.98 (0.75) 
Average P (standard deviation) 0.42 (0.41) 0.39 (0.36) 1.45 (0.94) 1.04 (0.60) 
 
n 98 
average O/P 6.1 6.3 0.7 0.9 
NMB (%) -57 -61 47 6* 
NME (%) 77 76 51 27 
RMSE (%) 98 98 69 36 
r 0.19 0.21 0.85* 0.88* 
Ambient PM-SO4 
Statistical metrics Baseline-1 ISS-DNDC-1 Baseline-2 ISS-DNDC-2 
Average O (standard deviation) 2.46 (1.64) 
Average P (standard deviation) 1.47 (1.12) 1.46 (1.12) 3.09 (2.03) 3.03 (2.01) 
 
n 189 
average O/P 3.5 3.5 0.9 0.9 
NMB (%) -40 -41 25** 23** 
NME (%) 68 67 43** 42** 
RMSE (%) 85 85 64 63 
r 0.15 0.15 0.70* 0.71* 
Ambient PM-NO3 
Statistical metrics Baseline-1 ISS-DNDC-1 Baseline-2 ISS-DNDC-2 
Average O (standard deviation) 0.85 (0.76) 
Average P (standard deviation) 0.18 (0.19) 0.13 (0.14) 1.17 (1.32) 0.39 (0.48) 
 
n 168 
average O/P 11.9 12.9 1.4 3.8 
NMB (%) -79 -84 38 -54 
NME (%) 83 86 80 63 
RMSE (%) 120 123 126 94 
r 0.12 0.10 0.64** 0.52** 
* value met CTM “goal” performance    **value met CTM “criteria” performance 
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Spatial distribution of average predictions of PM-NH4 concentrations, under the four 
emissions scenarios are shown in Figure 4-5a and 4-5b (4 km x 4 km baseline-1 and ISS-DNDC-
1 scenarios, respectively) and Figure 4-5e and 4-5f (12 km x 12 km baseline-2 and ISS-DNDC-2 
scenarios, respectively). Average predicted PM-NH4 concentrations ranged between 0.1 to 3.6 
µg m-3 across the Midwest. Baseline-1 and baseline-2 scenarios exhibited larger spatial 
variability and predicted higher concentrations (> 2.2 µg m-3) in the eastern part of the Midwest 
that were not identified in the corresponding ISS-DNDC scenarios. Grid-scale differences 
between PM-NH4 concentrations for the 4 km x 4 km baseline-1 and ISS-DNDC-1 scenarios (-
45% to 0%, average = -22%, Figure 4-5c and 4-5d) exhibited similar distribution with grid-scale 
differences between the 12 km x 12 km baseline-2 and ISS-DNDC-2 scenarios (-55% to 0%, 
average = -26%, Figure 4-5g and 4-5h). Observed PM-NH4 concentrations ranged from 0.2 to 
1.6 µg m-3 (Figure 4-5i) in comparison to predicted concentrations (0.4 to 2.7 µg m-3), at the 
AQS stations (Appendix D, Table D-3). Statistical evaluation of closure between PM-NH4 
predictions and observations is presented in Table 4-7. In terms of emissions inventory 
performance, CAMx under-predicted PM-NH4 concentrations for the 4 km x 4 km baseline-1 
and ISS-DNDC-1 scenarios (O/P = 6.1 to 6.3, NMB = -57% to -61%), and showed poor 
correlation with AQS observations (r = 0.2). In comparison, significant improvements in 
predictions were obtained by implementing the 12 km x 12 km ISS-DNDC-2 scenario (O/P = 
0.9, NMB = 6%, r = 0.88) and met benchmarks for goal CTM performance (NMB < ±10%, 
NME < ±35%, r > 0.7) [Emery et al., 2017]. 
Spatial distribution of average predictions of PM-SO4 concentrations, under the four 
emissions scenarios are shown in Figure 4-6a and 4-6b (4 km x 4 km baseline-1 and ISS-DNDC-
1 scenarios, respectively) and Figure 4-6e and 4-6f (12 km x 12 km baseline-2 and ISS-DNDC-2 
scenarios, respectively). Average predicted PM-SO4 concentrations ranged between 0.8 to 7.2 µg 
m-3, across the Midwest, with all four scenarios exhibiting higher concentrations of PM-SO4 (> 4 
µg m-3) in the eastern part of the domain. Spatial distribution of grid-scale differences between 
PM-SO4 concentrations for the 4 km x 4 km baseline-1 and ISS-DNDC-1 scenarios (-10% to 
12%, average = -0.7%, Figure 4-6c and 4-6d) were similar to grid-scale percentage differences 
between the 12 km x 12 km baseline-2 and ISS-DNDC-2 scenarios (-7.5% to 0%, average = -
0.6%, Figure 4-6g and 4-6h). Observed PM-SO4 concentrations in the Midwest ranged from 0.8 
to 4.1 µg m-3 (Figure 4-6i) in comparison to predictions at the AQS stations (1.4 to 3.1 µg m-3) 
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(Appendix D, Table D-4). Statistical evaluation of closure between PM-SO4 predictions and 
observations at AQS stations are presented in Table 4-7. In terms of emissions inventory 
performance, CAMx under-predicted ambient PM-SO4 concentrations, for both the 4 km x 4 km 
baseline-1 and ISS-DNDC-1 scenarios (O/P = 3.5, NMB = -40%) and showed poor correlation 
with observations (r = 0.15). In comparison, significant improvements in CAMx predictions 
were obtained when implementing the 12 km x 12 km ISS-DNDC-2 scenario (O/P = 0.9, NMB =  
23%, r = 0.71) that met benchmarks for criteria CTM performance for coincidence metrics 
(NMB < ±30%, NME < ±50%) and goal CTM performance for association metrics (r > 0.7) 
[Emery et al., 2017]. 
Spatial distribution of average predictions of PM-NO3 concentrations, under the four 
emissions scenarios are shown in Figure 4-7a and 4-7b (4 km x 4 km baseline-1 and ISS-DNDC-
1 scenarios, respectively) and Figure 4-7e and 4-7f (12 km x 12 km baseline and ISS-DNDC 
scenarios, respectively), and range between 0.07 to 3.8 µg m-3, across the Midwest. Compared to 
the ISS-DNDC scenarios, baseline-1 and baseline-2 scenarios predicted higher concentrations (> 
1.0 µg m-3) in the north-east part of the Midwest, where colder temperatures were observed in 
comparison with the rest of the Midwest [ISWS, 2015b]. Grid-scale differences between PM-NO3 
concentrations for the 4 km x 4 km baseline-1 and ISS-DNDC-1 scenarios (-65% to 30%, 
average = -21%, Figure 4-7c and 4-7d), differed in comparison to grid-scale differences between 
the 12 km x 12 km baseline-2 and ISS-DNDC-2 scenarios (-95% to -15%, average = -66%, 
Figure 4-7g and 4-7h). Observed PM-NO3 concentrations ranged from 0.09 to 1.6 µg m
-3 (Figure 
4-7i), in comparison to predicted concentrations (0.13 to 4 µg m-3) at the AQS stations 
(Appendix D, Table D-5). Statistical evaluation of closure between PM-NO3 predictions and 
observations are presented in Table 4-7. In terms of emissions inventory performance, CAMx 
under-predicted ambient PM-NO3, for both the 4 km x 4 km baseline-1 and ISS-DNDC-1 
scenarios (O/P = 11.9 to 12.9, NMB = -84% to -79%, r = 0.1-0.12). In comparison, reduced bias 
and improved correlation with observations was identified for the 12 km x 12 km ISS-DNDC-2 
scenario (O/P = 3.83, NMB = -54% and r = 0.52) and criteria CTM performance was met based 
on recommended benchmarks (NMB < ± 65%, NME < ± 115%) [Emery et al., 2017]. However, 
in terms of emissions inventory performance, the best performance was identified for the 12 km 
x 12 km baseline-2 scenario (O/P = 1.3, NMB = 38%, r = 0.64).  
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Figure 4-5: Spatial trends in (a) PM-NH4 concentration predictions (µg m
-3) for the 4 km x 4 
km baseline-1 and (b) ISS-DNDC-1 scenarios, (c) grid-scale difference (%) between ISS-
DNDC-1 and baseline-1 scenarios and summarized difference in a (d) box plot. Similarly, 
spatial trends in (e) PM-NH4 concentration predictions (µg m
-3) for 12 km x 12 km baseline-
2 and (f) ISS-DNDC-2 scenarios, (g) grid-scale difference (%) between ISS-DNDC-2 and 
baseline-2 scenarios and summarized difference in a (h) box plot. (i) Observed AQS PM-
NH4 concentrations (µg m
-3) (colors matched with graduated scale used for predictions). 
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Figure 4-6: Spatial trends in (a) PM-SO4 concentration predictions (µg m
-3) for the 4 km x 4 
km baseline-1 and (b) ISS-DNDC-1 scenarios, (c) grid-scale difference (%) between ISS-
DNDC-1 and baseline-1 scenarios and summarized difference in a (d) box plot. Similarly, 
spatial trends in (e) PM-SO4 concentration predictions (µg m
-3) for the 12 km x 12 km 
baseline-2 and (f) ISS-DNDC 2 scenarios, (g) grid-scale difference (%) between ISS-DNDC 
2 and baseline-2 scenarios and summarized difference in a (h) box plot. (i) Observed AQS 
PM-SO4 concentrations (µg m
-3) (colors matched with graduated scale used for predictions). 
101 
Figure 4-7: Spatial trends in (a) PM-NO3 concentration predictions (µg m
-3) for the 4 km x 4 
km baseline-1 and (b) ISS-DNDC-1 scenarios, (c) grid-scale difference (%) between ISS-
DNDC-1 and baseline-1 scenarios and summarized difference in a (d) box plot. Similarly, 
spatial trends in (e) PM-NO3 concentration predictions (µg m
-3) for the 12 km x 12 km 
baseline-2 and (f) ISS-DNDC 2 scenarios, (g) grid-scale difference (%) between ISS-DNDC 
2 and baseline-2 scenarios and summarized difference as a (h) box plot. (i) Observed AQS 
PM-NO3 concentrations (µg m
-3) (colors matched with graduated scale used for predictions). 
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4.3.1.4 Comparison of CAMx model bias of total and speciated PM2.5 concentrations with 
literature findings 
Statistical evaluation results for predictions of total and speciated PM2.5 concentrations in 
this study are compared with other studies in Table 4-8. Estimated NMB and r metrics for total 
PM2.5 and speciated PM-SO4 and PM-NO3 are in the reported range from other CTM studies. 
Speciated PM-NH4 exhibited improved performance than most CTM studies, especially for the 
12 km x 12 km ISS-DNDC-2 scenario. In a comparative model performance study, CAMx 
exhibited better performance in predicting PM2.5 in the southeast U.S. (r = 0.31 to 0.7), as 
compared to CMAQ (r = 0.22 to 0.5) [Zhang et al., 2013]. Thompson et al. [2015] demonstrated 
that CAMx satisfactorily reproduced annual predictions of PM-NH4 (NMB = - 31%, r = 0.71), 
PM-SO4 (NMB = 9%, r = 0.78) and PM-NO3 (NMB = 57%, r = 0.58) over the Rocky Mountain 
National Park in the U.S. However, PM2.5 underpredictions were identified in summer when 
implementing CMAQ (NMB = -30% to -45%) at the 12 km x 12 km grid resolution using 
CMAQ [Appel et al., 2011], similar to our findings (NMB = -40% to -25%). This finding 
highlights the need to evaluate influence of NH3 emission variation on CAMx predictions of 
PM2.5 concentrations. The extent of spatial domain under analysis is also important. An example 
is presented by Rodriguez et al. [2011], where improved correlation for PM2.5 (r = 0.40) was 
observed for the entire U.S., in comparison with the Rocky Mountain National Park region (r = 
0.15), indicating strong dependence of predictions on regional emission sources. These findings 
support recommendations by Emery et al. [2017], to limit evaluation of CTM predictions of 
PM2.5 to domains not exceeding 1000 km x 1000 km to capture regional source contributions, 
and over temporal scales of a month (but no more than three months), to account for seasonal 
differences. Similarly impact of timing of NH3 emissions on ambient speciated PM2.5 at the sub-
daily scale deserves further study to resolve the identified poor correlation (r) as indicated in 
Table 4. While winter PM formation has not been addressed in this study, other studies have 
underlined the need to better characterize variability in NH3 emissions to reduce wintertime 
PM2.5 overpredictions in the Midwest [Pitchford et al., 2009; Kim et al., 2014]. By extension, 
low nighttime temperatures during May 2011 (4°C to 15°C, across the Midwest [ISWS, 2015b]) 
could result in enhancements of nighttime PM-NO3. Identified poor closure metrics for PM-NO3 
could be attributed to larger underpredictions during nighttime in the Midwest and deserves 
further investigation. 
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Table 4-8: Comparison of statistical evaluation metrics (NMB and r) of total and speciated PM2.5 predictions reported in this study with 
values reported from other studies 
 
Metric 
This study Findings from other studies 
Reported values Best scenario* Grid resolution CTM Reported values 
Ambient total PM2.5 
NMB 
(%) 
-40% to -25% 
12 km x 12 km 
Baseline-2  
(-25%) 
4 km x 4 km  CMAQ -45% to -32% [Wu et al., 2008] 
4 km x 4 km  CAMx -58% to -17% [Zhang et al., 2013] 
r 0.46 to 0.57 
12 km x 12 km 
ISS-DNDC-2 
(0.57) 
12 km x 12 km 
4 km x 4 km  
CAMx 
CAMx 
0.30 to 0.57 
0.22 to 0.70 
[Spak et al., 2012] 
[Zhang et al., 2013] 




-61% to 6% 
12 km x 12 km 
ISS-DNDC-2 
(6%) 
4 km x 4 km  CMAQ -35% to -29% [Wu et al., 2008] 
4 km x 4 km  CAMx -40% [Rodriguez et al., 2011] 
2° x 2.5° GEOS-Chem -48% to 40% [Walker et al., 2012] 
4 km x 4 km  CAMx -40% to -33% [Zhang et al., 2013] 
4 km x 4 km  CMAQ -57% to -11% [Kelly et al., 2014] 
4 km x 4 km  CAMx -31% [Thompson et al., 2015] 
12 km x 12 km  CMAQ 18% [Battye et al., 2016] 
r 0.19 to 0.88 
12 km x 12 km 
ISS-DNDC-2 
(0.88) 
4 km x 4 km  CAMx 0.21 to 0.28 [Rodriguez et al., 2011] 
12 km x 12 km  CAMx 0.36 to 0.65 [Spak et al., 2012] 
4 km x 4 km  CAMx 0.20 to 0.90 [Zhang et al., 2013] 
4 km x 4 km  CMAQ 0.02 to 0.83 [Kelly et al., 2014] 
12 km x 12 km  CMAQ 0.60 to 0.65 [Kim et al., 2014] 
4 km x 4 km  CAMx 0.71 [Thompson et al., 2015] 









-41% to 23% 
12 km x 12 km  
ISS-DNDC-2 
(23%) 
4 km x 4 km  CMAQ -17% [Wu et al., 2008] 
4 km x 4 km  CAMx -11% to 11% [Rodriguez et al., 2011] 
2° x 2.5° GEOS-Chem -14% to 17% [Walker et al., 2012] 
4 km x 4 km  CAMx -39% to 1% [Zhang et al., 2013] 
4 km x 4 km  CMAQ -16% to 37% [Kelly et al., 2014] 
4 km x 4 km  CAMx 9% [Thompson et al., 2015] 
r 0.15 to 0.71 
12 km x 12 km 
ISS-DNDC-2 
(0.71) 
4 km x 4 km  CAMx 0.13 to 0.18 [Rodriguez et al., 2011] 
12 km x 12 km  CAMx 0.38 to 0.55 [Spak et al., 2012] 
4 km x 4 km  CAMx 0.10 to 0.80 [Zhang et al., 2013] 
4 km x 4 km  CMAQ -0.26 to 0.42 [Kelly et al., 2014] 
12 km x 12 km  CMAQ 0.36 to 0.68 [Kim et al., 2014] 
4 km x 4 km  CAMx 0.78 [Thompson et al., 2015] 
Ambient PM-NO3   
NMB 
(%) 
-84% to 38% 
12 km x 12 km 
Baseline-2  
(38%) 
4 km x 4 km  CMAQ -41% to -20% [Wu et al., 2008] 
4 km x 4 km  CAMx -90% to -50% [Rodriguez et al., 2011] 
2° x 2.5° GEOS-Chem -65% to 80% [Walker et al., 2012] 
4 km x 4 km  CAMx -93% to -57% [Zhang et al., 2013] 
4 km x 4 km  CMAQ -40% to 2% [Kelly et al., 2014] 
4 km x 4 km  CAMx 57% [Thompson et al., 2015] 
r 0.10 to 0.64 
12 km x 12 km 
Baseline-2 
(0.64) 
4 km x 4 km  CAMx 0.10 to 0.15 [Rodriguez et al., 2011] 
12 km x 12 km  CAMx 0.47 to 0.66 [Spak et al., 2012] 
4 km x 4 km  CAMx 0.03 to 0.30 [Zhang et al., 2013] 
4 km x 4 km  CMAQ 0.15 to 0.48 [Kelly et al., 2014] 
12 km x 12 km  CMAQ 0.53 to 0.64 [Kim et al., 2014] 
4 km x 4 km  CAMx 0.58 [Thompson et al., 2015] 
*Values in parantheses indicate the calculated statistical metric for the best emission scenario in this study. 
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4.3.2 Objective 3b: Sensitivity of CAMx predictions to spatial resolution  
Results from evaluation of 4 km x 4 km and 12 km x 12 km emission inventories for 
predictions of ambient NH3 (Table 4-5), total and speciated PM2.5 (Table 4-7), using both 
baseline and ISS-approaches was presented earlier in Section 4.3.1. In summary, increasing 
spatial resolution using ISS-DNDC approach to 4 km x 4 km reduced bias in ambient NH3 
concentrations predictions (NMB = -63%) as compared to the 12 km x 12 km spatial resolution 
(NMB = -93%). However in case of total PM2.5, increasing spatial resolution to 4 km x 4 km 
(NMB = -36%, r = 0.55) showed comparable performance to compared to 12 km x 12 km (NMB 
= -39%, r =0.57). In case of speciated PM2.5, implementation of the coarser 12 km x 12 km grid 
resolution reduced bias and improved correlation with observations for predicted ambient PM-
NH4 (NMB = 6%, r =0.88, versus NMB = -60% , r = 0.21 for 4 km x 4 km), PM-SO4 (NMB = 
23%, r = 0.71, versus NMB= -40%, r = 0.15 for 4 km x 4 km) and PM-NO3 (NMB = -53%, r = 
0.52, versus NMB = -84%, r = 0.1 for 4 km x 4 km) concentrations.  
While it was anticipated that higher-spatial resolution emissions and meteorology inputs 
will improve predictions of PM2.5, implementation of the 4 km x 4 km grid resolution did not 
improve model performance in comparison to the 12 km x 12 km grid resolution. A study over 
North Carolina similarly concluded that increasing spatial resolution did not improve PM 
predictions [Queen and Zhang, 2008]. Slight improvements in PM2.5 predictions using 4 km x 4 
km grid over Texas (NMB = -22%) were observed as compared to 12 km x 12 km (NMB = -
33%) [Misenis and Zhang, 2010]. While, a multi-CTM evaluation in Europe identified 
significant improvement in PM10 predictions at urban areas when reducing grid size from 50 km 
x 50 km to 14 km x 14 km; finer resolutions (< 14 km x 14 km) did not show further 
improvements [Schaap et al., 2015]. A comparison of PM2.5 predictions at 36 km x 36 km, 12 
km x 12 km and 4 km x 4 km grid resolutions over Northeast U.S. and western Europe, indicated 
no statistically significant difference; except in winter for the finer 4 km x 4 km grid resolution, 
due to improved emissions representation from urban areas [Fountoukis et al., 2013]. Similarly, 
no significant improvements were identified for health assessments as related to PM2.5, when 
implementing finer 4 km x 4 km grid spacing [Thompson et al., 2014]. It is evident that for 
current CTM formulations, 12 km x 12 km is a suitable grid resolution for PM2.5
 predictions 
[Appel et al., 2011; Schaap et al., 2015]. It represents an optimum trade-off between emissions 
representation within CTMs and growth of errors in finer resolution emission and meteorological 
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inputs that can increase and propagate non-linearly within CTM modeling algorithms [Valari 
and Menut, 2008; Schaap et al., 2015]. Implementation of the 12 km x 12 km grid resolution 
also reduces computational time and resources for generating predictions and output data 
management [Gan et al., 2016]. However, finer spatial resolutions are desirable for assessments 
related to reactive nitrogen deposition with 1 km x 1 km grid resolution identified as necessary 
for assessment of ecosystem damages [Dore et al., 2012], especially near agricultural sources 
[Butler et al., 2015]. Therefore, the discussion about optimum spatial resolution appears to be far 
from closed. 
4.4 Summary and Conclusions 
We used a new method (ISS-DNDC ) to estimate and allocate NH3 emissions from 
chemical fertilizer usage, based on a hybrid approach using the spatial allocation Improved 
Spatial Surrogate (ISS) method with the process-based DeNitrification DeComposition (DNDC) 
model [Balasubramanian et al., 2015]. These emissions were used as input to the 
Comprehensive Air Quality Model with Extensions (CAMx). We evaluated resulting CAMx 
predictions of ambient NH3 and PM2.5 concentrations by comparison to ground-based 
observations, and investigated sensitivity of CAMx predictions to allocation of emission 
inventory to CTM grid scales, and spatial resolution of inputs. This study is focused on the 
Midwest United States that represents a region with dominant contributions of NH3 emissions 
from chemical fertilizer usage, and during the active fertilizer usage period of May 2011.  
In summary, consistent underpredictions were identified for ambient NH3 concentrations 
for all emission scenarios, with least bias for the 4 km x 4 km ISS-DNDC approach. With regard 
to PM2.5, the 12 km x 12 km ISS-DNDC approach (Tables 4 and 5) resulted in: (1) comparable 
performance in coincidence and association metrics for total PM2.5 to the 12 km x 12 km 
SMOKE approach, (2) reduced bias and improved correlation with observations for speciated 
PM-NH4 and PM-SO4, and (3) had poorer performance for PM-NO3. The magnitude of 
identified underpredictions of NH3 concentrations warrant two directions for future investigation: 
(1) alternative methods to estimate NH3 emissions in comparison to the emission-factor 
approach, and (2) examination of CAMx model performance regarding lifetime of gaseous NH3 
over fertilized cropland, with focus on bidirectional exchange representations. Increasing grid 
resolution from 12 km x 12 km grid resolution to 4 km x 4 km grid resolution did not improve 
closure between predictions and observations of PM2.5 concentrations. These findings concur 
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with other evidence for predictions of secondary PM2.5 concentrations [Queen and Zhang, 2008; 
Fountoukis et al., 2013; Schaap et al., 2015] and highlight the need to carefully consider spatial 
resolution for emission and meteorological inputs. Overall, the comparison of the ISS-DNDC 
approach with the baseline approach demonstrated that allocation of NH3 emissions for CTMs, 
had significant impact on the total magnitude and spatial distribution of resulting predictions of 
ambient NH3 and PM2.5. The largest effect was identified for predicted PM-NH4 and PM-NO3
 
concentrations, while impact on predicted PM-SO4 and total PM2.5 concentrations was less 
pronounced. This finding has implications for identifying geographical areas of concern for 
human and ecosystem health and deserves further study.  
Assessing the potential of process-based models and evaluating new approaches such as 
the ISS-DNDC method or the integration of the EPIC model in the latest NEI 2014 [U.S. EPA, 
2017b] require further research and development. Our study further highlights (1) the need for a 
denser monitoring network for NH3 fluxes and concentrations to support further model 
development and evaluation. Such network can support increased coverage and time resolution 
in NH3 flux measurements from fertilized fields, to improve total NH3 emissions estimates and 
capture temporal occurrence of distinct emission peaks observed in the field [Walker et al., 2013; 
Nelson et al., 2017]. It can also support further method development to exploit aerial and satellite 
observations to enable comparisons over large spatial extents [Zhu et al., 2015b]; (2) the need to 
reassess methods to estimate total NH3 emissions accounted within a modeling domain. 
Reducing the apparent underestimate of total emissions will require increased specificity and 
regularity of data collection related to fertilizer type and mode of application [U.S. EPA, 2011a]; 
and (3) with continued research on improving emission representation at higher spatial 
resolutions and in CTM formulations, the impact of CTM spatial resolution on ambient NH3, 
PM2.5 and reactive nitrogen deposition should be revisited. Our findings suggest that 
understanding uncertainties introduced by spatial and temporal allocation of NH3 emissions, are 
important to improve CTM predictions of ambient air quality parameters for human and 
ecosystem health assessments. While it is highly desirable to couple capabilities of process 
models to estimate NH3 fluxes inline within CTM, such efforts are limited by complexities in 
model formulation and increased computational and data requirements. An alternate approach, as 
demonstrated in this study, that uses process-models to develop off-line spatial and temporal 
factors can be used to prepare inputs for different CTMs. Proposed methods can be further 
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extended to develop such factors for different climatic scenarios and integrated into CTMs using 
lookup tables, pending evaluation against field measurements.    
4.5 Availability of model code and outputs 
Emission inputs from the 2011 NEI modeling platform [U.S. EPA, 2017a] and the CAMx 
model [Ramboll ENVIRON, 2016] can be downloaded from the cited webpages. The custom 
MATLAB programs developed for pairing observation and predictions is provided in Appendix 
V. MATLAB programs, CAMx job scripts, and processed outputs will be available on request 
from the Nitrogen Group at UIUC. Efforts are in progress to sequester these files at the Illinois 
Data Bank.    
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CHAPTER 5: SUMMARY AND FUTURE DIRECTIONS 
5.1 Research Summary 
Accuracy in air quality forecasting using chemical transport models (CTMs) depends on 
accuracy in model formulations that represent atmospheric processes, and in model inputs at 
relevant spatial and temporal scales. Since emissions are an integral part of running CTMs, these 
inputs require careful evaluation. As compared to other PM2.5 precursors (PM with diameter ≤ 
2.5 µm), large uncertainties exist for NH3 emissions (> 50%) at the global scale and even higher 
uncertainties at regional and local scales [U.S. EPA, 2011a; Sutton et al., 2013]. The overarching 
goal of this dissertation was to develop a high-spatial and high-temporal scale ammonia (NH3) 
emission inventory for chemical fertilizer usage to support improvements in predictions of 
ambient air quality parameters. The Midwest U.S. was considered as the focus study domain, as 
it represents a region of with dominant nitrogen fertilizer sales and elevated ambient NH3 
concentrations. Methods and findings from the three objectives developed towards this goal, are 
reported in Chapters 2-4, and summarized below. 
 
Objective 1: Develop a representative ammonia (NH3) emissions inventory for chemical 
fertilizer usage at high-spatial and temporal resolutions 
The National Emissions Inventory (NEI) provides annual estimates for NH3 emissions 
from chemical fertilizer usage at the county scale using the emission factor approach. In this 
dissertation, an alternate hybrid modeling approach was developed to grid these emissions at 
high-spatial and high-temporal resolutions as inputs to CTMs [Balasubramanian et al., 2015]. 
First, a new spatial allocation method called Improved Spatial Surrogate (ISS) was developed 
using detailed, high-spatial resolution (30 m x 30 m) crop maps, and crop-specific nitrogen 
management data to grid emissions at 4 km x 4 km and 12 km x 12 km resolutions. The ISS 
method advantageously captured spatial heterogeneity in NH3 emissions resulting from 
differential crop nitrogen management and captured local emission hotspots (regions of elevated 
NH3 emissions). The method was demonstrated to be scalable to different geographical domains 
and to multiple spatial resolutions. Second, process models such as the biogeochemical 
DeNitrification DeComposition (DNDC) model can be advantageously used to predict NH3 
emissions by accounting for influences of soil and weather parameters, and crop management 
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practices. While it would be ideal to couple these models inline with CTMs, data and computing 
resource requirements, and need for extensive modifications to model formulation and testing, 
require continuing future efforts. In this study, NH3 emission outputs from DNDC were 
implemented to temporally allocate gridded ISS NH3 emissions to the daily scale. This was 
achieved by developing multi-site, multi-year simulations to predict daily variations in NH3 
emissions based on environmental conditions and crop management practices for the Midwest 
U.S. Emission peaks were identified at the daily scale during early summer, and late fall by 
accounting for variability in climate, soil and crop management conditions, in the Midwest 
United States (U.S.). Additionally, this study also highlighted that use of a single fertilizer-
specific emission factor in the NEI, is insufficient to capture the total loss of nitrogen from 
fertilizers as volatilized NH3. Overall, methods and findings from Objective 1 identified that the 
ISS-DNDC approach: (1) could be used to develop spatial surrogates and temporal factors, that 
is compatible for integration into emission processors such as the Sparse Matrix Operator Kernel 
Emissions (SMOKE) model to provide inputs to CTMs, and (2) demonstrated a method to 
capture influences of environmental conditions and crop management practices, that are 
currently unaccounted in the commonly adopted emission-factor and inverse modeling 
approaches. 
 
Objective 2: Evaluate modeled temporal variations in NH3 emissions from chemical fertilizer 
usage with measurements from an intensive field campaign 
Process-based biogeochemical models like DNDC can be advantageously employed to 
characterize temporal trends in NH3 emissions by accounting for the complex physical, chemical 
and biological interactions between the soil, crop and atmosphere. This study was the first to 
evaluate the predictive capability of DNDC to model NH3 fluxes over an entire growing season 
of an intensively fertilized crop and estimate associated uncertainty, at the site scale. DNDC 
predicted NH3 fluxes were evaluated by comparison to high-temporal resolution measurements 
obtained using the relaxed eddy accumulation (REA) method, at a typically managed agricultural 
site in the Midwest. Practical issues in examining closure between DNDC predictions and REA 
measurements were identified. Methods were developed to address underlying assumptions of 
homogeneous spatial unit in DNDC and differences in temporal resolution between REA 
measurements and DNDC predictions. Model behavior was established through a sensitivity 
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analysis using Monte Carlo simulations. Findings from Objective 2 were: (1) DNDC 
satisfactorily captured magnitude and timing of NH3 emission peaks for a time period of 33 days 
following chemical fertilizer usage (correlation coefficient (r) = 0.86 to 0.91) when NH3 fluxes 
were primarily from land to the atmosphere. In comparison, poorer correlation for the entire 
growing season (r = 0.61 to 0.70), suggested model deficiency in predicting depositional fluxes, 
(2) key influential variables that contributed to the highest model output uncertainty, were air 
temperature, precipitation, soil field capacity, soil organic carbon and pH and nitrogen 
application timing, amount and depth, and (3) by constraining these inputs for conditions in 
Central Illinois, prediction uncertainty was estimated between -85% to 61% . These findings 
support future efforts towards improving DNDC for predictions of reactive nitrogen fluxes such 
as NH3 and for developing regional-scale emission inventories to support CTM studies.  
 
Objective 3: Evaluate predictions of ambient NH3 and total and speciated PM2.5 concentrations 
developed using the ISS-DNDC NH3 emissions inventory for the Midwest 
The ISS-DNDC approach was developed with a goal of supporting improvements in 
predictions of ambient air quality parameters such as ambient NH3 and PM2.5 concentrations. 
Gridded and temporally resolved NH3 emissions developed using the ISS-DNDC approach 
developed in Objective 1 were implemented within the Comprehensive Air Quality Model with 
Extensions (CAMx). Two spatial resolutions of 4 km x 4 km and 12 km x 12 km were 
considered. Resulting predictions of ambient NH3 and total and speciated PM2.5 concentrations 
over the Midwest, were evaluated in comparison to baseline gridded emissions developed using 
the NEI 2011 modeling platform and evaluated for closure with ground-based observations. 
Findings from Objective 3 indicated that: (1) for all considered emission scenarios, CAMx 
consistently underpredicted ambient NH3 concentrations, in comparison to ground-based 
observations. These underpredictions can be attributed to either underestimates in total NH3 
emissions from chemical fertilizers accounted within the NEI or due to differences in time scales 
of NH3 losses through chemical reactions or deposition within CAMx compared to the ambient 
atmosphere, (2) implementation of ISS-DNDC emissions at 4 km x 4 km grid resolution reduced 
bias by 33% in predictions of NH3 concentrations as compared to baseline emissions, (3) 
implementation of ISS-DNDC emissions at 12 km x 12 km grid resolution exhibited higher 
correlations for predictions of PM2.5 (correlation coefficient (r) = 0.57), PM-ammonium (r = 
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0.88) and PM-sulfate (r = 0.71) with ground-based measurements as compared to baseline 
emissions and, (4) implementation of the 12 km x 12 km grid resolution consistently showed 
improved closure with observations of PM2.5 in comparison to the 4 km x 4 km grid resolution. 
While the ISS-DNDC approach modestly improved predictions of ambient NH3 and PM2.5 
concentrations in comparison to the baseline NEI approach, the choice of spatial resolution for 
CTM modeling requires further investigation. It is highly desirable to couple capabilities of 
process models to estimate NH3 fluxes inline within CTM. However, such efforts require 
continuing future effort due to complexities in model formulation and increased computational 
and data requirements. An approach that uses process-models to develop spatial and temporal 
factors, as demonstrated in this study, can be integrated as inputs to different CTMs. Proposed 
methods can be further extended to develop such factors under different climatic scenarios and 
integrated into CTMs using lookup tables, pending evaluation against field measurements.  
5.2 Recommendations for Future Research 
The ISS-DNDC approach was developed as an alternate modeling approach to grid NH3 
emissions at high spatial (<=12 km x 12 km) and temporal (daily) resolutions. While this 
approach advantageously incorporates crop nitrogen application data for spatial allocation and 
captures temporal trends using a process-based model, further evaluation is required to 
recommend this approach for preparing NH3 emissions, as inputs to CTMs. Several research 
directions have been thus identified, to improve representations of NH3 emissions within CTMs.  
Further evaluation of the ISS-DNDC approach  
In Objective 3, a time period over May 2011 was used to evaluate the ISS-DNDC 
approach. Evaluation was also limited by availability of measurement data, and spatial clustering 
of air quality monitors, with NH3 monitors located in rural areas and PM monitors clustered in 
urban areas. Thus, reported findings are more indicative than conclusive of model performance. 
Further evaluation of the ISS-DNDC approach is recommended as follows: 
 Extended evaluation of ISS-DNDC approach: Methods adopted in this study can be 
readily extended over a longer time duration to: (a) identify if the ISS-DNDC approach 
can improve predictions of observed peaks in ambient NH3 and PM2.5 concentrations over 
growing seasons of intensively-fertilized crops, and (b) separately evaluate if such 
improvements result from the ISS spatial allocation method or from implementation of 
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the DNDC model for temporal allocation of NH3 emissions. In addition to these methods, 
two further directions should be considered (a) Inclusion of spatial statistics such as 
variogram and associativity analysis to compare spatial patterns in emissions and air 
quality predictions derived using different approaches [Solazzo et al., 2017], and (b) 
analysis of vertical distribution of predictions of NH3 and PM2.5 concentrations in 
comparison with satellite observations that have become available in recent years [Zhu et 
al., 2015b].  
 Assimilation of additional observations for evaluation: Ground-based observation data is 
limited to a few point locations, for the region studied here, thereby limiting efforts to 
evaluate CAMx predictions of ambient NH3 concentrations. Improvements in 
assessments of regional distributions of NH3 emissions will benefit from integrating 
observations from ground-based, aircraft and satellite instruments with associated CTM 
efforts. Data from aerial and satellite platforms can enable comparisons with CTM 
predictions over large spatial extents [Zhu et al., 2015b]. Such effort necessitates 
additional method development to address mismatch in spatial resolution and retrieving 
surface concentration data from vertical column from satellite observations. This 
recommendation follows recent efforts by the NASA Air Quality Applied Sciences Team 
(see: http://acmh.seas.harvard.edu/aqas.html, last accessed March 15, 2018). Additional 
ground-based observations of weekly-integrated PM2.5 concentrations from the Clean Air 
Status and Trends Network (CASTNET) [U.S. EPA, 2014c] should be considered to 
account for observations at rural sites.  
 Exploiting capabilities of CAMx to predict air quality parameters: Methods in this 
dissertation can be extended for a comprehensive analysis of fate and transport of NH3 in 
the atmosphere as follows: (a) Evaluation of CAMx predictions of wet and dry deposition 
of reactive nitrogen species to intensively managed and sensitive ecosystems in 
comparison with ground-based observations from CASTNET, and (b) establish source 
contributions from agricultural sources within and outside the Midwest by using probing 





Need for more extensive NH3 flux and ambient NH3 concentration measurements 
Efforts towards emission inventory development and improvements in CTM predictions 
of ambient air quality parameters needs further support in the form of additional observation data 
and improvements in model formulation. There is a pressing need for field measurements of NH3 
emission fluxes and denser network of ambient NH3 concentrations to support assessment of 
atmospheric reactive nitrogen and CTM studies. In this regard:  
 NH3 flux measurements: Additional field measurements of NH3 emissions and deposition 
fluxes from cropland treated with chemical fertilizers is required under different climate 
conditions and agricultural practices. This will require method development and 
deployment of instruments that can capture NH3 fluxes at high-temporal resolution (<= 1 
hour). Such measurements will: (a) provide corrections for apparent underestimates in 
total NH3 emissions, (b) capture temporal occurrence of observed emission peaks in the 
field as reported by Walker et al. [2013] and Nelson et al. [2017], (c) evaluate process 
biogeochemical models such as DNDC [Balasubramanian et al., 2017b] and (d) support 
parametrization of bidirectional exchange schemes within CTMs [Bash et al., 2013].  
 Ambient NH3 concentrations: Long-term observations of ambient NH3 concentrations, 
similar to U.S. EPA’s Air Quality System (AQS) data for PM2.5 [U.S. EPA, 2014b], are 
required for assessments of atmospheric reactive nitrogen. Currently, Ammonia 
Monitoring Network (AMoN) reports observations of ambient NH3 concentrations, are 
spatially sparse, typically located at rural sites; and integrated over 14 days [NADP, 
2015b]. Since ambient NH3 concentrations exhibit large spatial and temporal variability 
especially near emission sources [Walker et al., 2008; Vogt et al., 2013], there is a need 
to: (a) expand capability of the AMoN network in the U.S., to spatially capture 
distribution of ambient NH3 concentrations over both agricultural and non-agricultural 
areas, and (b) deploy robust and low-cost methods to measure NH3 concentrations at 
higher temporal resolution (daily or hourly).  
Continued improvements in model formulation and implementation 
Further improvements in model input data and model formulation is required to support 
the development of regional scale, temporally resolved NH3 emission inventories and improve 
CTM predictions. In this regard: 
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 Improvements in process models: Capabilities of process models should be further 
exploited for the development of regional-scale NH3 emission inventories. This 
recommendation is complementary to U.S. EPA’s recent efforts in implementing the 
Environmental Policy Integrated Climate (EPIC) model [Williams et al., 1983, 1984] in 
developing the latest NEI for year 2014 [U.S. EPA, 2017b]. Based on findings in this 
study, the following improvements are recommended for DNDC: (a) increase in temporal 
resolution of NH3 flux outputs from the daily to hourly scale that is relevant for CTMs; 
(b) further evaluation of the DNDC site mode under different climate conditions and 
agricultural practices; and (c) upscaling DNDC predicted fluxes to the regional scale. 
While a regional mode of DNDC is available and promising for upscaling fluxes [Pathak 
et al., 2005; Neufeldt et al., 2006], current challenges include limited representation of 
local variability of inputs within the modeling region and limited temporal resolution of 
outputs (annual) [Perlman et al., 2013]. In the absence of a clear distinction between 
descriptions of site and regional modes, comparisons of DNDC modeled fluxes with 
measurements as presented in Objective 2, are now available to inform future efforts to 
constrain model uncertainties and assist in model improvements. 
 Representation of agricultural practices: Agencies such as U.S. Department of 
Agriculture should consider increasing specificity and regularity of data collection related 
to farm scale agricultural practices such as fertilizer usage to improve emission-factor 
based NH3 emission estimates [U.S. EPA, 2011a]. Due to considerations of 
confidentiality, records of farm-scale nitrogen management are currently unavailable in 
the U.S. Gaps in farm scale data can be supplemented through modeling approaches: (a) 
The ISS spatial allocation method can be implemented to approximate fertilizer 
application amounts, given the availability of maps identifying agricultural cropland and 
nitrogen management data. Recommended datasets include the National Land Cover 
Database [Vogelmann et al., 2001] that distinguish agricultural and non-agricultural land, 
global Agro-MAPS that identify major cash crops globally [FAO, 2018], and global 
fertilizer usage data from the Food and Agriculture Organization [FAO, 2017], (b) Agent 
based models have gained increasing popularity in modeling human and natural system 
interactions as in the case of agricultural management [Liu et al., 2007]. Process models 
can be coupled with agent based models in predicting nitrogen management practices 
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[Daloǧlu et al., 2014], pending performance evaluation prior to implementation [Filatova 
et al., 2013]; (c) Corrections can be applied to current fertilizer-specific emission-factors 
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APPENDIX A: PROCEDURE FOR THE ISS METHOD 
Figure A-1 is a flowchart of the procedure to process the ISS method, and the structure to 
develop the MS Access database. Seven steps were defined as a part of the ISS method. 
Figure A-1: Schematic of the ISS method to develop gridded NH3 emissions from chemical fertilizer 
usage 
Procedure used in the MS Access database is detailed as follows:  
(i) NH3 emissions (kg) at county level for fertilizer type = (Fertilizer sales (kg)) x 
(emission factor) x 17/14  
(ii) Total NH3 emissions (kg) county level is estimated by adding NH3 emissions from each 
fertilizer type (Estimated in step i) sold in the county.   
(iii) The crop state unique identification code (CSID) is defined as a four digit code. The 
first two numbers indicate the crop code and the last two indicates the state FIPS code. 
CSID ensures that spatial surrogate ratios (SSRs) are calculated correctly for each state. 
(iv) Calculation of fertilized cropland = (Crop area in grid) x (annual average nitrogen 
demand of crop (referenced using CSID)) x (% area fertilized cropland (referenced 
using CSID)) 
(v) SSRs for ISS method = ratio of area of fertilized cropland (calculated in step 4) in the 
grid to the area of fertilized cropland in the county (calculated by summing the values 
in step 4). SSRs calculated in this step is for the ISS method (see Equation 2-2) 
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Emission factor (%N in 
fertilizer volatilized as 
NH3) 
NH3 emissions (Eq, kg-
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Crop-specific nitrogen 
loading (Ri, kg km
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(vi) SSRs for SMOKE method = ratio of area of cropland in the grid to the area of cropland 
for the county. SSRs calculated in this step is for the SMOKE method (see Equation 2-
1) 
(vii) NH3 emissions at the grid level are calculated for the ISS method by multiplying results 
from step 2 and step 5. NH3 emissions at the grid level are calculated for the SMOKE 




APPENDIX B: ESTIMATING TIMING AND AMOUNT OF NITROGEN APPLIED TO CROPS 
Table B-1: Example calculation for estimating timing and amount of nitrogen applied to corn in the State of Illinois 
Crop area a 




Seasonal contribution of 




















FBP AP AFP SBP FBP AP AFP SBP PD g HD g PD HD 



















a Data obtained from [NASS, 2003] 
b Percentage area receiving nitrogen in four different crop periods. Total is ≥100% due to multiple applications [USDA, 1997] 
c Nitrogen loading in different crop period (kg/acre) [USDA, 1997]. 1 acre corresponds to 0.004047 km2 
d Calculated as the percentage of nitrogen loading in each crop period compared to the annual nitrogen loading of the particular crop 
type.  
Nitrogen loading in crop period = planted areaa x nitrogen treated areaa x % area receiving nitrogen in the crop periodb x nitrogen 
loading in the crop periodc 
e Typical planting and harvesting dates are based on chemical fertilizer usage dates reported over a 20 year period [NASS, 2010] 
f Chosen planting and harvesting dates in this study as explained in Section 2.3.2.2  
g Crop periods: FBP = Fall before planting, AP = at planting, AFP = after planting, SBP = spring before planting, PD = planting date, 
HD = harvesting dates
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APPENDIX C: FLUX CONTRIBUTIONS FROM PLOTS 2-5 BASED ON REA 
FOOTPRINTS 
For measurement periods when 90% REA footprints exceeded 100 m, several steps were 
taken to account for flux contributions from within plot 1 and outside (plots 2-5). Equation C-1 
summarizes the model developed for this purpose.  
 
  (Equation C-1) 
 
NH3 flux at the measurement site (FNH3,total) comprises of contributions from plot 1 and 
outside plot 1 ( i.e. plots 2, 3, 4, 5). (FNH3)P1 represents the modeled NH3 fluxes using DNDC for 
plot 1. Similarly, (FNH3)i refers to modeled fluxes using DNDC for plots i={2,3,4,5}. Flux 
contributions from outside plots were weighed using the fraction fP1 and wdi. The fraction fP1 
was estimated as follows: For measurement periods when REA footprint was smaller than 100m, 
fP1=1. When REA footprint > 100m, fP1 was reduced by first estimating 10%, 30%, 50% and 
70% REA footprints, then applying an interpolation to estimate the percentage REA footprint at 
100m. For example, if REA footprint at 100 m was calculated as 60%, then fP1 was considered to 
be 0.6.; i.e. 60% of the fluxes came from plot 1 and 40% came from outside plot 1. The next step 
was to identify what plots contributed to the measurement. For this purpose, wind roses were 
developed for each measurement period to estimate prevailing wind directions to identify 
contributing crop plots. If there was only one contributing crop plot, then wdi was set at 1. 
However, if prevailing wind directions picked up fluxes from two or more crop plots, then wdi 
was estimated by considering the frequency of wind speeds and direction. For example, if 80% 
of the time the wind blew from the south (plot 5) and 20% from the east (plot 3), then wdi for 

























Outside crop contribution 
FP1 
 1 – fP1 
115-1 290.2 318 0.34 0.66 Plot 5 
115-2 293.1 290 0.34 0.66 Plot 5 
116-1 294.4 245 0.36 0.64 Plot 5 
116-2 276.4 70 0.38 0.62 Plot 5 
127-1 181.8 203 0.58 0.42 Plot 5 
127-2 184.1 180 0.58 0.42 Plot 5 
128-1 182.4 200 0.58 0.42 Plot 5 
128-2 184.3 188 0.58 0.42 Plot 5 
129-1 182.8 234 0.58 0.42 Plot 2 and Plot 5 
130-2 190.4 270 0.56 0.44 Plot 2 
131-2 180.3 186 0.59 0.41 Plot 5 
132-2 170.4 190 0.62 0.38 Plot 5 
3-1 168.0 282 0.63 0.37 Plot 2 and Plot 3 
138-2 142.9 159 0.73 0.27 Plot 2, Plot 3 and Plot 5 
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APPENDIX D: COMPARISON OF CAMX PREDICTED AIR QUALITY 
PARAMETERS WITH OBSERVATIONS 
Table D-1: Comparison of correlation metrics (r) for predictions of ambient NH3 concentrations with 
other CTM studies. Due to the reported small sample size (n=5), predicted r in this study is 
inconclusive, and provided comparisons are only indicative.  
Metric 
















4 km x 4 km CAMx 0.10 to 0.15 
[Rodriguez et al., 
2011] 
4 km x 4 km CAMx 
-0.04 to 
0.23 
[Zhang et al., 2013] 
4 km x 4 km CMAQ 0.15 to 0.48 [Kelly et al., 2014] 
4 km x 4 km CAMx 0.75 
[Thompson et al., 
2015] 
12 km x 12 km CMAQ 0.52 to 0.97 [Battye et al., 2016] 
2° x 2.5° GEOS-Chem 0.6 to 0.8 
[Schiferl et al., 
2016] 
12 km x 12 km CMAQ 0.28 to 0.34 [Bray et al., 2017] 
 
Figure D-1: CAMx predictions (y-axis) of ambient NH3 concentrations plotted against AMoN 
observations (x-axis). The dotted 1:1 line indicates where observations would be paired if perfectly 






























Figure D-2: CAMx predictions (y-axis) of total PM2.5 concentrations plotted against AQS 
observations (x-axis) for (a) 4 km x 4 km scenarios and (b) 12 km x 12 km scenarios. The dotted 





(a)                                      (b) 
Figure D-3: CAMx predictions (y-axis) of total PM-NH4 concentrations plotted against AQS 
observations (x-axis) for (a) 4 km x 4 km scenarios and (b) 12 km x 12 km scenarios. The dotted 











Figure D-4: CAMx predictions (y-axis) of total PM-SO4 concentrations plotted against AQS 
observations (x-axis) for (a) 4 km x 4 km scenarios and (b) 12 km x 12 km scenarios. The 





(a)                                      (b) 
Figure D-5: CAMx predictions (y-axis) of total PM-NO3 concentrations plotted against AQS 
observations (x-axis) for (a) 4 km x 4 km scenarios and (b) 12 km x 12 km scenarios. The dotted 





(a)                                      (b) 
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APPENDIX E: MATLAB PROGRAMS FOR PAIRING CAMX PREDICTIONS WITH 
OBSERVATIONS 
Program I: Loading CAMx predictions into MATLAB 
function[fid2]= camx2matrix(filepath, min_map, max_map) 
% camx2matrix ('20110501.avrg.grd01_example', 0, 30.1); 
% Arguments needed are filepath, min and max values from VERDI maps 
% Return arguments are not needed. It is only for debugging 
fprintf('Program to convert camx data to matrix form started at %s \n', datestr(now)); 
tstart=tic; 
fid = fopen(filepath, 'rt'); 
[pathstr,name,ext] = fileparts(filepath); 
fprintf('Started scanning the file \n'); 
s1 = textscan(fid, '%s', 'delimiter', '\n'); 
fprintf('File scanned successfully\n'); 
fclose(fid); 
fprintf('Replacing multiple white spaces with single white space\n'); 
s{1}=regexprep(s1{1},'\s+',' ');  % multiple white spaces are replaced by single whitespace 
fprintf('Multiple white spaces replaced by single white space successfully \n'); 
clearvars s1; 
% Getting the metadata of the file 
datedata = cell2mat(textscan(s{1}{2}, '%f')); 
startdate_julian = datedata(3); 
enddate_julian = datedata(5); 
starthour = datedata(4); 
endhour = datedata(6); 
 
% Getting the pollutant name which is here referred to as pollutant 
pollutant = s{1}{7}; 
readings_per_day = 24; 
total_hours = readings_per_day*(enddate_julian-startdate_julian+1); 
 
griddata = cell2mat(textscan(s{1}{4}, '%f')); 
total_grid_rows = griddata(4); 
total_grid_cols = griddata(3); 
total_grids     = total_grid_rows*total_grid_cols; 
 
idx1 =  find(strcmp(s{1}, pollutant), total_hours, 'first'); 
write_filename= strcat(name, '.txt'); 
asciirows = idx1(2)-idx1(1)-2; %  after pollutant name, actual data starts from next row, and repeats 
before next occurrence of pollutant 
predmat =zeros(total_grids,total_hours); % Matrix = grid cells x hours  
 
% Coverting the values to number format and storing in matrix form 
fprintf('Converting ascii to numeric values for %s started at %s \n', pollutant, datestr(now)); 
t1 = tic; 
for j = 1:numel(idx1) 
    str_pollutant = s{1}(idx1(j)+1:idx1(j)+asciirows); 
    str_pollutant2 = strcat(str_pollutant{1:asciirows}); 
 clearvars str_pollutant; 
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    num_pollutant = textscan(str_pollutant2, '%13.9f'); 
 clearvars str_pollutant2; 
    col_data = num_pollutant{1}; 
 clearvars num_pollutant;  
    predmat(:,j)=col_data(1:total_grids); 
    clearvars col_data; 
end 
 
fprintf('Conversion completed at %s \n', datestr(now)); 
toc(t1) 
% Writing section 
fid2 = fopen( write_filename, 'wt' ); 
fprintf('\nFile %s opened for writing data \n',write_filename); 
juliandate_array = zeros(1, total_hours); 
hour_array = zeros(1, total_hours); 
Headers = {'GridNo', 'GridRow', 'GridCol'}; 
fprintf('Writing headers\n'); 
% Writing header 
for k =1:3 
    for i = 1:size(Headers,2) 
        if k ==1 
            fprintf(fid2, '%9s\t', Headers{i}); 
        else 
            fprintf(fid2, '%9s\t', ' '); 
        end 
    end 
    if k >1 
        for j =1:total_hours 
            if k ==2 
            fprintf(fid2, '%14d\t', startdate_julian+floor((j-1)/24)); 
            juliandate_array(j) = startdate_julian+floor((j-1)/24); 
            elseif k ==3 
                hour = mod(j-1, 24)+1; 
                fprintf(fid2, '%14d\t', hour); 
                hour_array(j) = hour; 
            end 
        end 
    end 
    fprintf(fid2, '\n'); 
end 
fprintf('Completed writing headers\n'); 
 
%Generating grid array 
gridno_array = (1:total_grids)'; 
gridrow_array = ceil(gridno_array/total_grid_cols); 
gridcol_array = mod(gridno_array-1, total_grid_cols)+1; 
grid_metadata = [gridno_array gridrow_array gridcol_array predmat]'; 
grid_string = '%9d\t %9d\t %9d\t'; 
data_string = '%8.8e\t'; 
data_string_array = data_string; 
for i= 1:total_hours-1 
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    data_string_array = strcat(data_string_array, data_string); 
end 
format_string = strcat(grid_string, data_string_array, '\n'); 
mat_filename = strcat(name, '.mat'); 
save(mat_filename, 'predmat', 'pollutant','startdate_julian','enddate_julian','total_grid_cols', 
'total_grid_rows','gridno_array', 'gridrow_array', 'gridcol_array', 'juliandate_array', 'hour_array'); 
min_output = min(min(predmat)); 
max_output = max(max(predmat)); 
if min_output>=0.9*min_map && max_output <= 1.1*max_map 
 fprintf('Min value in converted matrix is %13.9f, max value is %13.9f. If values are the min and max 
range supplied by the user. Hence deemed plausible \n', min_output, max_output); 
else 
 fprintf('Min value in converted matrix is %13.9f, max value is %13.9f. The values are outside the min 





% Writing the data values 
fprintf('Writing values for %s started at %s \n', pollutant, datestr(now)); 
t2 = tic;     
fprintf(fid2, format_string, grid_metadata); 
fclose(fid2); 
fprintf('Writing completed at %s \n', datestr(now)); 
toc(t2) 
 
fprintf('For entire computation, '); 
toc(tstart) 
 
Program 2: Pairing observation and predictions in space and time 
function [  ] = extractPredictionData(mastermatfilepath, stationfilepath, observationfilepath) 
%Writes 2 files: an excel which  augments the observation file with 2 
%Columns- prediction mean and prediction std deviation and text file %which is for reference-contains 
temporal values for the grids 
 
fprintf('Program to extract observation file based data from camx matrix output from program 1 started at 
%s \n', datestr(now)); 
tstart=tic; 
%% File Reading Section 
fprintf('Loading camx matrix from mat file started \n'); 
load(mastermatfilepath); 
camxDataMat = predmat; 
fprintf('Loaded the camx matrix successfully \n'); 
[numSiteMat, textSiteCell, rawSiteCell] = xlsread(stationfilepath); 
fprintf('Loaded the station file successfully \n'); 
[numObsMat, textObsCell, rawObsCell] = xlsread(observationfilepath); 
fprintf('Loaded the observation file successfully \n'); 
 
%% Meta Data Read and Assignment 
maxgridno = total_grid_cols*total_grid_rows; 
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siteidCell = rawSiteCell(2:end,2); 
sitenoArray = numSiteMat(:,4); 
 
% julien date format is YYDDD 
julienstartdateObs = (mod(numObsMat(:,1), 2000))*1000+ numObsMat(:,3);  
julienstarttimeObs = numObsMat(:,4); % time format is from 1 to 24 
julienenddateObs = (mod(numObsMat(:,1), 2000))*1000+ numObsMat(:,5); 
julienendtimeObs = numObsMat(:,6); 
minstartdate = startdate_julian; % this is the date on which the camx predictions begin 
maxenddate = enddate_julian; % this is the date on which the camx predictions end 
 
%% Extract prediction values for given times and stations in observation file 
outputCell = rawObsCell(1:numel(julienstartdateObs)+1,:); % the cell for the output excel file 
obscolno = size(rawObsCell,2); 
outputCell{1,obscolno+1} = 'PREDICTION_MEAN'; 
outputCell{1,obscolno+2} = 'PREDICTION_STD'; 
outputCell{1,obscolno+3} = 'PREDICTION_SUM'; % extracted time series 
outputCell(2:numel(julienstartdateObs)+1, obscolno+1:obscolno+3)={0};  
 
% mean and dev initialised with 0 
fprintf('Extracting prediction data for stations in the observation file for the range of time required by the 
observations \n'); 
for i = 1:numel(julienstartdateObs) 
    if (julienstartdateObs(i) >= minstartdate && julienenddateObs(i)<= maxenddate)  % checks if the 
observation dates are within the global range of dates in CAMX file 
        index=find( strcmp(rawObsCell{i+1,1}, siteidCell)); % finds the index of the siteid by comparing 
the siteid string in the observation file to the set of site ids in station file 
        gridno = sitenoArray(index); % using the index, finds the grid no of the site id 
        fprintf('Dates within range and gridno. %d \n', gridno); 
        if(gridno <= maxgridno) % checks if the gridno for the observation is within the range of the max 
grid in the camx pred output 
        fprintf('Gridnos within range\n') 
%extracts entire time series for grid 
        siteData = camxDataMat(gridno, 1:end);  
        colstart = (julienstartdateObs(i)- minstartdate)*24 + julienstarttimeObs(i); % finds start col for 
specified time 
        colend = (julienenddateObs(i)- minstartdate)*24 + julienendtimeObs(i);  % finds end col for the 
specified time 
       preddataseries = siteData(colstart:colend); %timeseries 
       predcell{i}= preddataseries; % store extracted timeseries 
       predmean=mean(preddataseries); % mean of extracted time series  
       predstd= std(preddataseries); %std deviation of the time series 
        
% Prints output 
fprintf('predmean = %f, preddev = %f\n', predmean, predstd); 
outputCell{i+1, obscolno+1}= predmean; % writes mean to output cell 
outputCell{i+1, obscolno+2} = predstd; % writes the corr std dev 
outputCell{i+1, obscolno+3} = sum(preddataseries); % writes corr sum 
else 





    else 
        fprintf('Dates not within range\n') 
    end 
end 
fprintf('Extracted observation data  successfully\n'); 
 
%% Writing the extracted prediction values to excel file 
[pathstr,name,ext] = fileparts(observationfilepath); 
fprintf('Writing observation data augmented with prediction values started \n'); 
write_filename = strcat(name, '_with_prediction_values.xls'); 
mat_filename = strcat(name, '_with_prediction_values.mat'); 
xlswrite(write_filename, outputCell); % write excel file for observations with prediction mean and std dev 
fprintf('Observation data augmented with prediction values written into excel file successfully \n'); 
 
%% Extracting the complete time series for the stations in the station file 
fprintf('Extracting prediction data for all stations for the full range of time in the camx file \n'); 
camxDataforSiteID = zeros(numel(sitenoArray), size(camxDataMat,2)+1); 
for i = 1:numel(sitenoArray) 
    if (sitenoArray(i) <= maxgridno) 
        camxDataforSiteID(i,1)= sitenoArray(i); 
        camxDataforSiteID(i, 2:end)= camxDataMat(sitenoArray(i), 1:end); 
    else 
        %fprintf('Grid no. %d of site with ID %s exceeds current CAMX Prediction data file range \n', 
sitenoArray(i), siteidCell{i}); 
    end 
end 
fprintf('Extracted station file data successfully \n'); 
 
%% Writing station file based time series of predictions to text file 
[pathstr,sitename,ext] = fileparts(stationfilepath); 
site_filename = strcat(sitename, '_withCAMx.txt'); 
fprintf('Writing prediction vales for  all stations started \n'); 
fid = fopen( site_filename, 'wt' );  % open file to write station prediction date for all time 
data_string = '%8.8e\t'; 
data_string_array = '%6d\t'; 
for i= 1:size(camxDataforSiteID,2)-1 
    data_string_array = strcat(data_string_array, data_string); 
end 
format_string = strcat(data_string_array, '\n'); 
fprintf(fid, format_string, camxDataforSiteID'); 
fclose(fid); 
fprintf('Prediction vales for  all stations written successfully \n'); 
save(mat_filename, 'camxDataforSiteID', 'outputCell', 'julienstartdateObs', 'julienstarttimeObs', 
'julienenddateObs','julienendtimeObs', 'predcell'); % added predcell for extracted time series 
fprintf('For entire computation, '); 
toc(tstart) 
end 
