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a b s t r a c t
Wepropose a novel approach to the problem ofmulti-degree reduction of Bézier triangular
patches with prescribed boundary control points. We observe that the solution can be
given in terms of bivariate dual discrete Bernstein polynomials. The algorithm is very
efficient thanks to using the recursive properties of these polynomials. The complexity
of the method is O(n2m2), n and m being the degrees of the input and output Bézier
surfaces, respectively. If the approximation—with appropriate boundary constraints—is
performed for each patch of several smoothly joined triangular Bézier surfaces, the result
is a composite surface of global C r continuity with a prescribed order r . Some illustrative
examples are given.
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1. Introduction
Degree reduction of a Bézier curve or surface is one of the important problems in computer aided geometric design.
Degree reduction facilitates data transfer and exchange between design systems also results in data compression. As for
Bézier curves, many papers dealing with degree reduction have been published in the last 30 years. For the references, see
our recent paper [1], in which we have proposed a novel approach of the least complexity among existing algorithms.
Smoothly joined triangular Bézier patches provide a uniform description of a surface on any topologymesh [2–4]. Degree
reduction of triangular Bézier surfaces has been recently considered in several articles. In [5] (see also [6] for corrections),
some theoretical results were given on the best constrained degree reduction of a polynomial over a simplex domain. In
papers [7–9], one-degree reduction methods were proposed. Less time-consuming multi-degree reduction methods with
constraints were given in [10–12]; see also [13] for the variant without constraints. However, all these methods have
a serious drawback, namely, if one starts with a patchwork of smoothly joined Bézier triangles and applies the degree
reduction to each patch, one does not obtain C1 continuity of the composite surface.
In this paper, a novel approach to the problem of multi-degree reduction of triangular Bézier patches is proposed, with
a subset of control points being prescribed. Remember that continuity conditions for any two adjacent patches are given in
terms of several rows of control points ‘‘parallel’’ to their common boundary control polygon (see, e.g., [3, Section 18.7]).
Thus the newalgorithm can be used tomeet the C r -consistent requirementwith r ≥ 0. It isworth noting that the complexity
of the method is O(n2m2), n andm being the degrees of the input and output Bézier surfaces, respectively.
The outline of this paper is as follows. Section 2 contains definitions and notation; in Section 2.3, the constrained bivariate
dual Bernstein basis polynomials are introduced, and their relation to the unconstrained dual Bernstein basis polynomials
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is underlined. Section 3 brings a complete solution to the problem of the constrained multi-degree reduction of Bézier
triangular surfaces (see Theorem 3.1). A detailed description of the algorithmic implementation of the proposed method is
given in Section 4. The main result of this section is given in Lemma 4.1; the proof is postponed to Appendix B. In Section 5,
some examples are given showing the efficiency of themethod. In Appendix A, some known and new results on the bivariate
dual Bernstein basis polynomials are collected; also, we introduce the bivariate dual discrete Bernstein polynomials and
show that they play an important role in the proposed algorithm for constrainedmulti-degree reduction of triangular Bézier
patches.
2. Preliminaries
2.1. Notation
The symbolΠn denotes the space of all univariate polynomials of degree≤n, whileΠ2n — the space of all the polynomials
of two variables, of total degree at most n. For a vector y = (y1, y2, y3) ∈ R3, we denote |y| = y1 + y2 + y3. Let em
(m = 1, 2, 3) be the unit coordinate vectors, and e := (1, 1, 1). The binomial and trinomial coefficients are given as usual
by (n
i
)
:= n!
i!(n− i)! ,
(
n
i, j
)
:= n!
i!j!(n− i− j)! .
The shifted factorial is defined for any c ∈ C by
(c)0 := 1, (c)k := c(c + 1) · · · (c + k− 1) (k ≥ 1).
2.2. Bivariate Bernstein and dual Bernstein bases
The Bernstein polynomial basis inΠ2n (n ∈ N) is given by (see, e.g., [3, Section 18.4]),
Bnij(x, y) :=
(
n
i, j
)
xiyj(1− x− y)n−i−j (0 ≤ i+ j ≤ n). (2.1)
The bivariate dual Bernstein basis polynomials [14],
Dnij(x, y;α) ∈ Π2n (0 ≤ i+ j ≤ n), (2.2)
are defined so that〈
Dnij(·, ·;α), Bnpq
〉
α
= δipδjq (0 ≤ i+ j, p+ q ≤ n).
Here δuv equals 1 if u = v and 0 otherwise, while the inner product is defined by
〈f , g〉α := Aα
∫∫
T
xα1−
1
2 yα2−
1
2 (1− x− y)α3− 12 f (x, y) g(x, y) dx dy, (2.3)
where α := (α1, α2, α3), αi > − 12 (i = 1, 2, 3), T := {(x, y) : x, y ≥ 0, 1−x−y ≥ 0}, and Aα is a constant. For properties
of the polynomials Bnij(x, y) and D
n
ij(x, y;α), see Appendix A.2.
2.3. Constrained bivariate dual Bernstein polynomials
Form ∈ N and c = (c1, c2, c3) ∈ N3 such that |c| < m, define the following sets (cf. Fig. 1):
Θm := {(i, j) ∈ N2 : i+ j ≤ m},
Ωcm := {(i, j) ∈ N2 : i ≥ c1, j ≥ c2, i+ j ≤ m− c3},
Γ cm := Θm \Ωcm.
 (2.4)
In the sequel, for m, n ∈ N, c = (c1, c2, c3) ∈ N3, α ∈ R3, (i, j) ∈ Ωcm, and (p, q) ∈ Θn, we use the following shorthand
notation:
nc := n− |c|, mc := m− |c|, αc = (αc,1, αc,2, αc,3) := α+ 2c − 12e,
ic := i− c1, jc := j− c2, kc := mc − ic − jc,
pc := p− c1, qc := q− c2, rc := nc − pc − qc .
 . (2.5)
Let us introduce the constrained bivariate polynomial space
Π c, 2m =
{
P ∈ Π2m | P(s, t) = sc1 tc2(1− s− t)c3 · Q (s, t), where Q ∈ Π2mc
}
.
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Fig. 1. Examples of sets (2.4) (m = 11). Points of the set Ωcm are marked by white discs, while the points of the set Γ cm , by black discs. Obviously,
Θm = Ωcm ∪ Γ cm .
Obviously, the bivariate Bernstein polynomialsBmij with (i, j) ∈ Ωcm formabasis in this space. Let the bivariate dual constrained
Bernstein basis polynomials,
D(m,c)ij (s, t;α) ∈ Π c, 2m , (i, j) ∈ Ωcm, (2.6)
be defined so that〈
D(m,c)ij , B
m
pq
〉
α
= δipδjq for (i, j), (p, q) ∈ Ωcm,
where the notation of (2.3) is used. In Lemma A.5 (see Appendix A), we show that the latter polynomials can be expressed
in terms of the unconstrained bivariate dual Bernstein polynomials (cf. (2.2)) with shifted degree and parameters.
3. Multi-degree reduction of Bézier surfaces with constraints
3.1. Multi-degree reduction of bivariate polynomials with constraints
Let n,m ∈ N, m < n, and let c = (c1, c2, c3) ∈ N3 be such that |c| < m. In the sequel, the notation introduced in (2.4)
and (2.5) is used. Given the polynomial Pn ∈ Π2n ,
Pn(s, t) :=
∑
(i,j)∈Θn
aij Bnij(s, t), (3.1)
and quantities
gij for (i, j) ∈ Γ cm, (3.2)
find a polynomial Qm of total degree at mostm,
Qm(s, t) :=
∑
(i,j)∈Θm
eij Bmij (s, t), (3.3)
satisfying the conditions
eij = gij for (i, j) ∈ Γ cm, (3.4)
which gives minimum value of the weighted squared norm
‖Pn − Qm‖2L2 := 〈Pn − Qm, Pn − Qm〉α, (3.5)
the notation used being that of Section 2.2.
Theorem 3.1. Given the coefficients aij of the polynomial (3.1), the coefficients eij of the polynomial (3.3) with the prescribed
values (3.4), obtained by the optimal multi-degree reduction, are given by
eij =
∑
(p,q)∈Θn
a∗pqΦ
ij
pq for (i, j) ∈ Ωcm, (3.6)
where
Φ ijpq ≡ Φ ijpq(n,m,α, c) :=
〈
D(m,c)ij , B
n
pq
〉
α
for (i, j) ∈ Ωcm, (p, q) ∈ Θn, (3.7)
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the notation used being that of (2.6) and a∗ij are given by
a∗ij := aij −
∑
(u,v)∈Θn−m
Euv(i− u, j− v) gi−u,j−v (3.8)
with
Euv(i, j) :=
(
n−m
u, v
)(
m
i, j
)(
n
i+ u, j+ v
)−1
. (3.9)
We adopt the convention that gij = 0 for (i, j) 6∈ Γ cm.
The error of the solution Qm is given by
εα2 := ‖Pn − Qm‖L2 =
√
Inn(A, A)+ Imm(E, E)− 2Inm(A, E), (3.10)
where A = {aij} and E = {eij} are matrices of the coefficients of Pn and Qm, respectively. Here we use the notation
IMN(U, V ) := 1(|α| + 32 )M+N
∑
(i,j)∈ΘM
∑
(p,q)∈ΘN
(
M
i, j
)(
N
p, q
)
×
(
α1 + 12
)
i+p
(
α2 + 12
)
j+q
(
α3 + 12
)
N+M−i−j−p−q
upq vij (3.11)
with M,N ∈ N, U = {upq}(p,q)∈ΘN and V = {vij}(i,j)∈ΘM .
Proof. Let us write
Qm = Sm + Tm,
where
Sm :=
∑
(i,j)∈Ωcm
eij Bmij , Tm :=
∑
(i,j)∈Γ cm
eij Bmij .
Using the degree elevation formula,
Bmij =
∑
(u,v)∈Θn−m
Euv(i, j) Bni+u,j+v,
the notation used being that of (3.9), we write
Tm =
∑
(i,j)∈Θn
g∗ij B
n
ij,
where
g∗ij :=
∑
(u,v)∈Θn−m
Euv(i− u, j− v) gi−u,j−v.
Now, observe that
‖Pn − Qm‖2L2 = ‖Rn − Sm‖2L2 ,
where
Rn := Pn − Tm =
∑
(i,j)∈Θn
a∗ij B
n
ij
with a∗ij := aij − g∗ij . Thus, we are looking for the best approximation polynomial for Rn in the space Π c,2m . Obviously, the
solution is the polynomial Sm with
eij = 〈Rn, D(m,c)ij 〉α =
∑
(p,q)∈Θn
a∗pqΦ
ij
pq for (i, j) ∈ Ωcm.
To prove (3.10), observe that(
εα2
)2 = ‖Pn − Qm‖2L2 = ‖Pn‖2L2 + ‖Qm‖2L2 − 2〈Pn,Qm〉α.
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Using the formula (cf. (2.1), and (2.3))
〈Bnpq, Bmij 〉α = Aα
(
m
i, j
)(
n
p, q
) ∫∫
T
xα1−
1
2+i+pyα2−
1
2+j+q(1− x− y)α3− 12+n+m−i−j−p−q dx dy
=
(
m
i, j
)(
n
p, q
) (
α1 + 12
)
i+p
(
α2 + 12
)
j+q
(
α3 + 12
)
n+m−i−j−p−q(|α| + 32 )m+n ,
it is easy to see that
〈Pn,Qm〉α =
∑
(i,j)∈Θm
∑
(p,q)∈Θn
(
m
i, j
)(
n
p, q
) (
α1 + 12
)
i+p
(
α2 + 12
)
j+q
(
α3 + 12
)
n+m−i−j−p−q(|α| + 32 )m+n apq eij
= Inm(A, E),
the notation being that of (3.11). Similarly we show that
‖Pn‖2L2 = Inn(A, A), ‖Qm‖2L2 = Imm(E, E). 
3.2. Multi-degree reduction of triangular Bézier surfaces with constraints
Let the Bézier surface of degree n be given by
Pn(s, t) :=
∑
(i,j)∈Θn
aij Bnij(s, t), (3.12)
over the triangular domain T := {(x, y) : x, y ≥ 0, 1− x− y ≥ 0}, where aij = (axij, ayij, azij) ∈ R3 are the control points.
The constrained multi-degree reduction of the above surface is to find a triangular Bézier surface of degreem (m < n) with
the control points eij = (exij, eyij, ezij) ∈ R3,
Qm(s, t) :=
∑
(i,j)∈Θm
eij Bmij (s, t), (3.13)
satisfying the conditions
eij = gij for (i, j) ∈ Γ cm, (3.14)
gij = (gxij, gyij, gzij) ∈ R3 being prescribed control points and c = (c1, c2, c3) ∈ N3 being a given vector (|c| < m) such that
the distance between these two surfaces,
d2(Pn,Qm) := Aα
∫∫
T
xα1−
1
2 yα2−
1
2 (1− x− y)α3− 12 ‖Pn(x, y)− Qm(x, y)‖2 dx dy,
reaches the minimum. Here the notation used is that of Section 2.2, and ‖v‖ =
√
v21 + v22 + v23 is the Euclidean norm of the
vector v = (v1, v2, v3).
Now, the above multi-degree reduction problem has the solution
Qm(s, t) = (Q xm(s, t), Q ym(s, t), Q zm(s, t)),
where the degreem polynomial Qwm (s, t),
Qwm (s, t) :=
∑
(i,j)∈Θm
ewij B
m
ij (s, t) (w = x, y, z),
satisfying the conditions
ewij = gwij for (i, j) ∈ Γ cm,
is obtained by applying Theorem 3.1 to the polynomial of degree n,
Pwn (s, t) =
∑
(i,j)∈Θn
awij B
n
ij(s, t).
This is a novel approach to the problem of multi-degree reduction of triangular Bézier patches, with a subset of control
points being prescribed. Remember that continuity conditions for any two adjacent triangular surfaces are given in terms
of several rows of control points ‘‘parallel’’ to their common boundary control polygon (see, e.g., [3, Section 18.7]). Thus
the new algorithm can be used to meet the C r -consistent requirement with r ≥ 0. In Section 4, we show that computing
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Table 1
Block triangular matrix Ψ .
Ψ c1,c2+mc
Ψ c1,c2+mc−1 Ψ c1+1,c2+mc−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Ψ c1,c2+1 Ψ c1+1,c2+1 . . . Ψ c1+mc−1,c2+1
Ψ c1,c2 Ψ c1+1,c2 . . . Ψ c1+mc−1,c2 Ψ c1+mc ,c2
Table 2
Matrix Ψ ij .
Ψ
ij
0n
Ψ
ij
0,n−1 Ψ
ij
1,n−1
. . . . . . . . . . . . . . . . . . . . . . .
Ψ
ij
01 Ψ
ij
11 . . . Ψ
ij
n−1,1
Ψ
ij
00 Ψ
ij
10 . . . Ψ
ij
n−1,0 Ψ
ij
n0
quantities Φ ijpq may be done very efficiently, using recursive properties of the related quantities Ψ
ij
pq (cf. (4.2)). As a result,
the complexity of the method is O(n2m2), n and m being the degrees of the input and output Bézier surfaces, respectively
(cf. Algorithm 4.7).
Some aspects of practical use of our method in degree reduction of Bézier surfaces are illustrated by examples given in
Section 5.
4. Implementation of the method
In this section, we give an algorithmic formulation of the method of constrained multi-degree reduction of Bézier
polynomials, described in Section 3.1 (see Theorem 3.1). In order to obtain the reduced form coefficients (3.6), we have
to compute all the quantitiesΦ ijpq with (i, j) ∈ Ωcm, and (p, q) ∈ Θn, defined in (3.7).
The following lemma brings an important observation that Φ ijpq can be expressed in terms of the bivariate dual discrete
Bernstein polynomials (cf. Appendix A.4).
Lemma 4.1. For (i, j) ∈ Ωcm and (p, q) ∈ Θn, where n > m, we have
Φ ijpq(n,m,α, c) =
(
mc
ic, jc
)(
m
i, j
)−1 ( n
p, q
)
×
(
α1 + c1 + 12
)
p
(
α2 + c2 + 12
)
q
(
α3 + c3 + 12
)
n−p−q(
α1 + c1 + 12
)
c1
(
α2 + c2 + 12
)
c2
(
α3 + c3 + 12
)
c3
(
α1 + 2c1 + 12
)
nc
Ψ ijpq, (4.1)
where
Ψ ijpq ≡ Ψ ijpq(n,m,α, c) := dmcjc ,kc (qc, rc;αc, nc) (4.2)
and we use the notation (A.26) for bivariate dual discrete Bernstein polynomials.
Proof. See Appendix B. 
In Sections 4.1–4.3, the properties of the latter quantities are discussed, while Section 4.4 contains a detailed formulation of
the algorithm of multi-degree reduction of triangular Bézier patches.
4.1. Recursive properties of Ψ ijpq
AsΦ ijpq aremultiples ofΨ
ij
pq (see (4.1)), all we have to do is to compute all the quantitiesΨ
ij
pq for (i, j) ∈ Ωcm and (p, q) ∈ Θn,
which can be arranged in a block triangular table Ψ = [Ψ ij](i,j)∈Ωcm (see Table 1), each block Ψ ij = [Ψ ijpq](p,q)∈Θn being a
triangular matrix (see Table 2).
Lemma 4.2. Quantities (4.2) satisfy the following recurrence relation:∑
h,l=−1,0,1
|h+l|≤1
ωhl(qc, rc;αc, nc)Ψ ijp−h−l,q+h −
∑
h,l=−1,0,1
|h+l|≤1
ωhl(jc, kc;αc,mc)Ψ i−h−l,j+hpq = 0 (4.3)
for (i, j) ∈ Ωcm and p, q ≥ 1, p+ q < n, where the coefficientsωhl(. . .) are defined according to (A.13). We adopt the convention
that Ψ ijpq = 0 for (i, j) 6∈ Ωcm.
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Proof. Eq. (4.3) can be obtained by using formula (4.2) and the recurrence (A.35) for the bivariate dual discrete Bernstein
polynomials. 
Recurrence (4.3) relates the seven blocks shown in the following diagram:
Ψ i−1,j+1 Ψ i,j+1
Ψ i−1,j Ψ ij Ψ i+1,j
Ψ i,j−1 Ψ i+1,j−1
Now, to obtain a complete algorithm for computing all the quantities (4.2), based on the recurrence (4.3),we need efficient
methods to compute
1° the values of Ψ ijpq with p = 0, or q = 0, or p+ q = n, lying on the sides of any triangle Ψ ij with i > c1;
2° all the elements of the following boundary blocks of the matrix Ψ (cf. Table 1):
Ψ c1,c2 , Ψ c1,c2+1, . . . ,Ψ c1,c2+mc .
The following two subsections contain a discussion of such methods.
4.2. Computing the boundary elements in blocks
An efficient way of computing the quantities
Ψ ijpq with p = 0, or q = 0, or p+ q = n,
which lie on the sides of any triangle Ψ ij with i > c1, is given in the following lemma; we have used it in Algorithm 4.5 (see
Section 4.4.1).
Lemma 4.3. For (i, j) ∈ Ωcm and (p, q) ∈ Θn, we have
Ψ ijpq =
mc−ic∑
u=0
Gαu(mc, ic, nc) hu(jc;αc,2, αc,3,mc − ic) hu(qc;αc,2, αc,3, nc − pc)
×
ic∑
l=0
(−1)l(−ic)l(−|αc | −mc − nc − 2)l
× hmc−u−l(nc − pc − u; ϑ + 2u, αc,1 + l+ 1, nc − u− l− 1), (4.4)
where ϑ := αc,2 + αc,3 + 1,
Gαu(mc, ic, nc) :=
(−1)ic (αc,1 + ic + 1)nc−ic (mc + |αc | + 3)u(ϑ + 2u)
mc !u!(mc + |αc | + 3)nc (αc,2 + 1)u(αc,3 + 1)u(u+ ϑ)mc+1−ic
(4.5)
and where the notation hv(x; a, b,M) (v ≥ 0) is used for the univariate Hahn polynomials (cf. (A.7)).
Proof. By (4.2) and Corollary A.7, we have
Ψ ijpq =
mc−ic∑
u=0
Bˆu hu(qc;αc,2, αc,3, nc − pc) dmc−umc−u−ic (nc − pc − u;ϑ + 2u, αc,1, nc − u),
where the notation (A.29) is used and
Bˆu := (−1)u (αc,1 + 1)nchu(jc;αc,2, αc,3,mc − ic)
(nc − u)!u!(−mc)u(αc,2 + 1)u(αc,3 + 1)u(u+ ϑ)u .
The result follows by using the expansion (cf. [1, (A.12), and (A.11)])
dnn−v(x;α, β,N) = (−1)v
N!
n!(n+ σ + 1)N(β + 1)v(α + 1)n−v
×
v∑
l=0
(−1)l(−v)l(−n− σ − N)l hn−l(x;α, β + l+ 1,N − l− 1),
where σ := α + β + 1, and doing some algebra. 
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Remark 1. Observe that the inner sum in (4.4) is a linear combination of polynomials of the type
Wv(x) ≡ hv(x; a, b− v,N + v)
= (−1)v(a+ 1)v(N + 1)v3F2
(−v, a+ b+ 1,−x
a+ 1,−N − v
∣∣∣∣ 1) (v ≥ 0),
which, by a result on contiguous 3F2(1) functions (see [15]), satisfy the recurrence relation
Wv+1(x)+ v(a+ v)(a+ b+ 1+ v + N)(v + N − x)Wv−1(x)
+ [vN + (v + N + 1)(a+ 1+ v)+ (v − x)(a+ b+ 1+ v)]Wv(x) = 0, (4.6)
where v = 1, 2, . . ., with the starting values W0(x) = 1, W1(x) = (a + b + 1)x − (a + 1)(N + 1). Two other sets of
Hahn polynomial evaluations, present in (4.4), can be computed by the three-term recurrence relation satisfied by these
polynomials (cf. (A.8)).
4.3. Computing the boundary blocks
An efficient method to compute all the elements of the following boundary blocks of the matrix Ψ (cf. Table 1):
Ψ c1,c2 ,Ψ c1,c2+1, . . . ,Ψ c1,c2+mc ,
is given in the next lemma and implemented in Algorithm 4.6 (see Section 4.4.2).
Lemma 4.4. For c2 ≤ j ≤ c2 +mc , and 0 ≤ p+ q ≤ n, we have the formula
Ψ c1,jpq =
mc∑
l=0
El(jc, pc) hl(qc;αc,2, αc,3, nc − pc), (4.7)
where
El(jc, pc) := (αc,1 + 1)nc (2l+ ϑ)(mc + ω)lmc !(mc + ω)nc l!(αc,2 + 1)l(αc,3 + 1)l(l+ ϑ)mc+1
× hl(jc;αc,2, αc,3,mc) hmc−l(nc − pc − l;ϑ + 2l, αc,1 + 1, nc − 1− l)
with ϑ := αc,2 + αc,3 + 1 and ω := |αc | + 3.
Proof. Observe that by (4.2),
Ψ c1,jpq = dmcjc ,mc−jc (qc, rc;αc, nc).
Hence, by Corollary A.8, we obtain the formula
Ψ c1,jpq =
mc∑
l=0
B˜αcl (mc, jc, nc)Hmc ,l(qc, rc;αc + e1, nc − 1),
where
B˜αcl (mc, jc, nc) :=
(αc,1 + 1)nc
mc !(mc + ω)nc
(2l+ ϑ)(mc + ω)l hl(jc;αc,2, αc,3,mc)
l!(αc,2 + 1)l(αc,3 + 1)l(l+ ϑ)mc+1
.
By the definition (A.6),
Hmc ,l(qc, rc;αc + e1, nc − 1) = hmc−l(nc − pc − l;ϑ + 2l, αc,1 + 1, nc − 1− l)hl(qc;αc,2, αc,3, nc − pc).
Hence follows the result. 
4.4. Algorithm for multi-degree reduction
4.4.1. Computing the boundary elements in blocks
In every block Ψ ij with i > c1, the boundary elements
Ψ ijpq with p = 0, or q = 0, or p+ q = n,
should be computed separately using the following algorithm which is an implementation of the result given in
Lemma 4.3.
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Algorithm 4.5 (Computing Ψ ijpq for p = 0, or q = 0, or p+ q = n).
Step I. For (i, j) ∈ Ωcm with i > c1, compute
Ul(i, j) := hl(jc;αc,2, αc,3,mc − ic) (l = 0, 1, . . . ,mc − ic)
using recursion (A.8) with properly adjusted parameters.
Step II. For p = 0 and q = 0, 1, . . . , n, or q = 0 and p = 0, 1, . . . , n, or p = 0, 1, . . . , n and p+ q = n compute
Vu(p, q) := hu(qc;αc,2, αc,3, nc − pc) (u = 0, 1, . . . ,mc)
using recursion (A.8) with properly adjusted parameters.
Step III. For p = 0, 1, . . . , n compute
Wl(u, p) := hl(nc − pc − u;ϑ + 2u, αc,1 +mc + 1− u− l, nc −mc − 1+ l)
(u = 0, 1, . . . ,mc; l = 0, 1, . . . ,mc − u)
using the recurrence (4.6) for x := nc − pc − u, a := ϑ + 2u, b := αc,1 +mc + 1− u, and N := nc −mc − 1, where
ϑ := αc,2 + αc,3 + 1.
Step IV. For i = c1, c1 + 1, . . . , c1 +mc , p = 0, 1, . . . , n, and u = 0, 1, . . . ,mc − ic , compute
Su(i, p) := (−1)ic (ϑ + 2u)(mc + |αc | + 3)uu!(αc,2 + 1)u(αc,3 + 1)u(u+ ϑ)mc+1−ic
×
ic∑
l=0
(−1)l(−ic)l (−|αc | −mc − nc − 2)lWmc−u−l(u, p).
Step V. For (i, j) ∈ Ωcm, and 1o p = 0, 1, . . . , n and q = 0, n− p, and 2o p = 0 and q = 1, 2, . . . , n, compute
Ψ ijpq =
(αc,1 + ic + 1)nc−ic
mc !(mc + |αc | + 3)nc
mc−ic∑
u=0
Uu(i, j) Vu(p, q) Su(i, p).
4.4.2. Computing the boundary blocks
The following algorithm can be used to compute all the elements of the boundary blocks of the matrix Ψ (cf. Table 1):
Ψ c1,c2 , Ψ c1,c2+1, . . . ,Ψ c1,c2+mc .
Algorithm 4.6 (Computing Ψ c1,jpq for c2 ≤ j ≤ c2 +mc , and 0 ≤ p+ q ≤ n).
I. Introductory Part. For l = 0, 1, . . . ,mc ,
1. compute
wl := (αc,1 + 1)ncmc !(mc + |αc | + 3)nc
(2l+ ϑ)(mc + |αc | + 3)l
l!(αc,2 + 1)l(αc,3 + 1)l(l+ ϑ)mc+1
,
with ϑ := αc,2 + αc,3 + 1;
2. for p = 0, 1, . . . , n, compute
vl(pc) := wl hmc−l(nc − pc − l;ϑ + 2l, αc,1 + 1, nc − l− 1).
II. Main Part. For j = c2, c2 + 1, . . . , c2 +mc , perform the following two steps.
Step 1. Compute u0(jc) = 1, u1(jc), . . . , umc (jc) from the recurrence relation
ul+1(jc) = Al(jc,mc) ul(jc)+ Bl(mc) ul−1(jc) (l = 0, 1, . . . ,mc − 1; u−1(jc) ≡ 0)
with
Al(x,M) := (2l+ ϑ)2l+ ϑ x− (l+ αc,2 + 1)(M − l)−
l(l+M + ϑ)(l+ αc,3)(2l+ ϑ + 1)
(l+ ϑ)(2l+ ϑ − 1) ,
Bl(M) := − l(l+ αc,2)(l+ αc,3)(l+ ϑ +M)(M − l+ 1)(2l+ ϑ + 1)
(l+ ϑ)(2l+ ϑ − 1) .
Step 2. For p = 0, 1, . . . , n,
1° for l = 0, 1, . . .mc , compute El(jc, pc) := ul(jc) vl(pc);
2° for q = 0, 1, . . . , n− p, compute the sequence Zk (k = 0, 1, . . . ,mc + 2) from
Zmc+1 := Zmc+2 := 0,
Zk := Ek(jc, pc)+ Ak(qc,N)Zk+1 + Bk+1(N) Zk+2 (k = mc,mc − 1, . . . , 0),
with N := nc − pc . Output: Ψ c1,jpq = Z0.
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Proof. The algorithm is an implementation of the result given in Lemma 4.4. Now, for any fixed values of p and q, the sum
on the right-hand side of (4.7) is the linear combination of the Hahn polynomial evaluations hl(qc;αc,2, αc,3, nc−pc),which
satisfy the recurrence (A.8) with a = αc,2, b = αc,3, M = nc − pc , and x = qc , hence it can be computed using the well-
known Clenshaw algorithm (see, e.g., [16, Section 10.2.1]); this algorithm is implemented in Step 2 of the Main Part of the
Algorithm. 
4.4.3. Main algorithm
The method presented in this paper is summarized in the following algorithm.
Algorithm 4.7 (Constrained Multi-Degree Reduction of Bézier Polynomials). Given the coefficients aij for (i, j) ∈ Θn of the
polynomial (3.1), and the quantities gij for (i, j) ∈ Γ cm (m < n), the coefficients eij for (i, j) ∈ Ωcm of themulti-degree reduced
polynomial (3.3), satisfying the condition (3.4), can be computed in the following way.
Step 1. For i = c1 + 1, c1 + 2, . . . , c1 +mc − 1,
j = c2, c2 + 1, . . . ,mc − ic + c2 − 1,
p = 0, 1, . . . , n, q = 0, n− p, and p = 0, q = 1, 2, . . . , n,
compute Ψ ijpq by the Algorithm 4.5.
Step 2. For j = c2, c2 + 1, . . . , c2 +mc ,
p = 0, 1, . . . , n,
q = 0, 1, . . . , n− p,
compute Ψ c1,jpq by the Algorithm 4.6.
Step 3. For i = c1, c1 + 1, . . . , c1 +mc − 1,
j = c2, c2 + 1, . . . ,mc − ic + c2 − 1,
p = 1, 2, . . . , n− 1,
q = 1, 2, . . . , n− 1− p,
compute Ψ i+1,jpq by the recurrence (4.3).
Step 4. For i = c1, c1 + 1, . . . , c1 +mc ,
j = c2, c2 + 1, . . . ,mc − ic + c2,
compute eij by (3.6).
Remark 2. A MapleTM implementation of the Algorithm 4.7 is available on the Web page
http://www.ii.uni.wroc.pl/~pwo/programs.html.
5. Examples
In this section, we present several examples of multi-degree reduction of Bézier surfaces with constraints, described in
Section 3.2. Notice that a MapleTM worksheet containing the illustrative material of this section (see Figs. 2–8, below) is
available on the Web page http://www.ii.uni.wroc.pl/~pwo/programs.html.
5.1. Unconstrained degree reduction
Let a degree 7 triangular Bézier surface be given by
P7(s, t) :=
∑
(i,j)∈Θ7
aij B7ij(s, t) (5.1)
the control points aij ∈ R3 being listed in Table 3. See Fig. 2. Fig. 3 demonstrates the efficiency of the unconstrained reduction
of the triangular Bézier surface (5.1) from degree 7 to degree 5. Here, as well as in other examples below, we plot the error
function
E(s, t) := ‖Pn(s, t)− Qm(s, t)‖.
Let us note that no theoretical justification is known for the best choice of the parameter α occurring in the error functional
(see (3.10)). Numerical experiments show that taking α = (0, 0, 0) leads to results which are slightly better than the ones
obtained for other ‘‘natural’’ choices of parameters, including α = ( 12 , 12 , 12 ), which is preferred in literature. See Fig. 3. For
this reason, in all the examples except the first one we have taken α = (0, 0, 0).
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Table 3
Control points aij of the surface (5.1).
i \ j 0 1 2 3 4 5 6 7
0 (5, 45, 10) (10, 45, 45) (25, 50, 40) (35, 15, 40) (55, 20, 30) (55, 55, 10) (75, 55, 45) (85, 50, 40)
1 (15, 30, 0) (15, 35, 25) (25, 10, 25) (40, 15, 20) (60, 45, 15) (60, 45, 40) (80, 40, 25)
2 (20, 20, 10) (20, 5, 20) (35, 10, 35) (65, 30, 20) (70, 40, 30) (75, 30, 15)
3 (15, 10, 15) (30, 10, 20) (65, 60, 30) (65, 35, 25) (95, 30, 15)
4 (25, 25,−5) (60, 40, 25) (55, 30, 15) (80, 15, 10)
5 (35, 30, 10) (60, 25, 10) (70, 20, 0)
6 (50, 35, 5) (65, 15, 0)
7 (70, 5,−5)
Fig. 2. Triangular Bézier surface of degree 7.
5.2. Reduction with prescribed boundary control polygons
Now we show the efficiency of constrained degree reduction applied to the triangular Bézier surface (5.1). We let
c = (1, 1, 1), and construct the degree 5 surface
Q5(s, t) :=
∑
(i,j)∈Θ5
eij B5ij(s, t),
under the restriction
eij = gij for i = 0, or j = 0, for i+ j = 5,
the points gi0, g0i, and gi,5−i (i = 0, 1, . . . , 5) being control points of three Bézier curves of degree 5 obtained by the
constrained degree reduction of the degree 7 Bézier curves forming the boundary of the surface, using the method given
by [1] (with α = β = − 12 , and k = l = 2). The results are shown in Fig. 4.
5.3. Constrained degree reduction with subdivision
To improve the approximation effect, we subdivide the domain triangle into four subtriangles:
T1 :=
{
(s, t) : s, t ≥ 0, s+ t ≤ 1
2
}
, T2 :=
{
(s, t) : s ≥ 1
2
, t ≥ 0, s+ t ≤ 1
}
,
T3 :=
{
(s, t) : s ≥ 0, t ≥ 1
2
, s+ t ≤ 1
}
, T4 :=
{
(s, t) : 0 ≤ s, t ≤ 1
2
, s+ t ≥ 1
2
}
.
As a result, we obtain four degree 7 sub-surfaces (see Fig. 5). We show the effects of the degree-reduction of the four sub-
surfaces, from degree 7 to degree 3.
1. First, we perform the unconstrained reduction of the middle patch (corresponding to T4), with c = (0, 0, 0).
2. In the next three steps, we reduce to 3 the degree of the remaining three sub-patches, with c = (1, 0, 0), (0, 1, 0), and
(0, 0, 1), respectively.
In each case, we prescribe the control points of the common boundary curve of the two adjacent surfaces. The result is shown
on Fig. 6.
796 P. Woźny, S. Lewanowicz / Journal of Computational and Applied Mathematics 235 (2010) 785–804
Fig. 3. Unconstrained reduction of the triangular Bézier surface fromdegree 7 to degree 5. Reduced surface of degree 5 and the error plot with c = (0, 0, 0)
and α = (0, 0, 0) (top). The error plots corresponding to other choices of parameters: α = ( 12 , 12 , 12 ), α = (1, 1, 1) (middle), α = (1, 12 , 1), α = ( 12 , 0, 12 )
(bottom). The maximum errors are 1.427, 4.141, 7.596, 4.626 and 2.934, respectively.
Fig. 4. Constrained reduction of the triangular Bézier surface from degree 7 to degree 5, with the corresponding error plot. The original surface is shown
in Fig. 2. Reduced surface of degree 5, with c = (1, 1, 1). Notice that the original surface and the reduced surface agree at the corner points.
5.4. Degree reduction of the composed surface, with C1 continuity
Let us divide the surface (5.1) into two parts corresponding to
T1 := {(s, t) : s ≥ t ≥ 0, s+ t ≤ 1} , T2 := {(s, t) : t ≥ s ≥ 0, s+ t ≤ 1} ,
each being a triangular patch of degree 7. See Fig. 7. Now, we perform the constrained degree reduction of the lower part
(marked in red on Fig. 7) to degree 5, with c = (1, 0, 0). The prescribed points gij ∈ Γ c5 are the control points of the degree
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Fig. 5. A subdivision of a triangular Bézier surface of degree 7.
Fig. 6. Constrained degree reduction of each of four triangular Bézier sub-surfaces from degree 7 to degree 3, with the corresponding error plot. Here
c = (0, 0, 0), (1, 0, 0), (0, 1, 0) and (0, 0, 1), respectively. The resulting composite surface is C0 continuous. The original surface is shown in Fig. 5.
5 Bézier curve obtained as a result of the constrained degree reduction of the degree 7 curve, being the common boundary
of the two patches, using the method given in [1], with n = 7, m = 5, α = β = − 12 , and k = l = 2. Let rij ((i, j) ∈ Θ5)
be the control points of the resulting patch of degree 5. Next, the degree of the second patch was reduced to 5, too, with
c = (0, 2, 0), and points gij ∈ Γ c5 chosen so that C1-continuity is obtained. More precisely, we put (cf. [3, Section 18.7])
gi0 := r0i (i = 0, 1, . . . , 5),
gi1 := v1r1i + v2r0i + v3r0,i+1 (i = 0, 1, . . . , 4),
where (v1, v2, v3) := (−1, 0, 2). The results are shown on Fig. 8.
6. Conclusions
In this paper, we propose a novel approach to the problem of multi-degree reduction of Bézier triangular patches, with
a subset of control points being prescribed. The continuity conditions for any two adjacent patches are given in terms of
control points close to their common boundary control polygon, thus we can meet the C r -consistent requirement with
r ≥ 0. Notice that such a result cannot be obtained without some additional effort, using any of the existing methods.
It is worth noting that the complexity of the method is O(n2m2), n and m being degree of the input and output Bézier
surface, respectively. This result is obtained by exploiting recursive properties of certain bivariate polynomials, namely
orthogonal Hahn polynomials and dual discrete Bernstein polynomials.
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Fig. 7. Two triangular Bézier surfaces of degree 7, joined smoothly.
Fig. 8. Constrained reduction of two smoothly joined triangular Bézier surfaces from degree 7 to degree 5, with the corresponding error plot. Original
surfaces are shown in Fig. 7. The resulting composite surface is C1 continuous.
Appendix A. Dual bivariate Bernstein bases
A.1. Bivariate orthogonal polynomials
The notation
rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣ z) := ∞∑
k=0
(a1)k · · · (ar)k
k!(b1)k · · · (bs)k z
k
is used for the generalized hypergeometric series (see, e.g., [17, Section 2.1]); here r, s ∈ Z+, z, a1, . . . , ar , b1, . . . , bs ∈ C,
and (c)k is the shifted factorial, defined for any c ∈ C by (c)k := c(c + 1) · · · (c + k− 1).
Recall that two-variable Jacobi polynomials Pαnk(x, y) (n ∈ N; k = 0, 1, . . . , n) are defined by ([18]; see also [19, p. 86])
Pαnk(x, y) := (λnk)−1 R(2k+α2+α3,α1−
1
2 )
n−k (x) (1− x)k R(α3−
1
2 ,α2− 12 )
k
(
y(1− x)−1) , (A.1)
where α := (α1, α2, α3), αi > − 12 (i = 1, 2, 3),
R(µ,ν)m (t) :=
(µ+ 1)m
m! 2F1
(−m,m+ µ+ ν + 1
µ+ 1
∣∣∣∣ 1− t) (A.2)
is themth shifted Jacobi polynomial in one variable [20, Section 1.8], and
(λnk)
2 ≡ [λαnk]2 :=
(
α1 + 12
)
n−k
(
α2 + 12
)
k
(
α3 + 12
)
k (k+ η)n+1
k!(n− k)!(2k+ η)(2n/σ + 1)(σ )n+k (A.3)
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with η := |α| − α1, σ := |α| + 12 . Polynomials (A.1) have the orthonormality property,
〈Pαml, Pαnk〉α = δmnδlk,
where
〈f , g〉α := Aα
∫∫
T
xα1−
1
2 yα2−
1
2 (1− x− y)α3− 12 f (x, y) g(x, y) dx dy, (A.4)
T := {(x, y) : x, y ≥ 0, 1− x− y ≥ 0}, and
Aα := Γ
(|α| + 32 )
Γ
(
α1 + 12
)
Γ
(
α2 + 12
)
Γ
(
α3 + 12
) . (A.5)
Bivariate Hahn polynomials are defined by [21]
Hnk(s, t;µ,N) := hk(s;µ2, µ3, s+ t) hn−k(s+ t − k;µ2 + µ3 + 2k+ 1, µ1,N − k), (A.6)
where 0 ≤ k ≤ n ≤ N , N ∈ N, µ := (µ1, µ2 µ3), µi > −1 (i = 1, 2, 3) and
hl(x; a, b,M) := (a+ 1)l(−M)l 3F2
(−l, l+ a+ b+ 1,−x
a+ 1,−M
∣∣∣∣ 1) (A.7)
are the univariate Hahn polynomials. Let us recall that polynomials (A.7) satisfy the recurrence
hl+1(x) = Al(x,M) hl(x)+ Bl(M) hl−1(x) (l ≥ 0; h0(x) ≡ 1; h−1(x) ≡ 0), (A.8)
where hl(x) ≡ hl(x; a, b,M),
Al(x,M) := Cl (2l+ σ − 1)2 x− Dl − El, Bl(M) := −Dl El−1, (A.9)
with σ := a+ b+ 1, Cl := (2l+ σ + 1)/[(l+ σ)(2l+ σ − 1)], Dl := Cl l(l+M + σ)(l+ b), and El := (l+ a+ 1)(M − l)
(see, e.g., [20, Section 1.5]).
Polynomials Hnk(s, t) ≡ Hnk(s, t;µ,N) satisfy the following orthogonality relation:
〈Hnk, Hml〉µ,N = Λµ,Nnk δnm δkl,
whereΛµ,Nnk > 0, and
〈F , G〉µ,N :=
N∑
s=0
N−s∑
t=0
(µ2 + 1)s(µ3 + 1)t(−N)s+t
s!t!(−µ1 − N)s+t F(s, t)G(s, t). (A.10)
Lemma A.1 ([22]; See Also [23]). Bivariate Hahn polynomial Hnk (s, t;µ,N) (0 ≤ k ≤ n ≤ N) satisfies the partial difference
equation
LNs,t Hnk (s, t;µ,N) = n(n+ |µ| + 2)Hnk (s, t;µ,N) , (A.11)
where the operator LNs,t is given by
LNs,t F(s, t) :=
∑
i,j=−1,0,1
|i+j|≤1
ωij(s, t;µ,N) F(s+ i, t + j), (A.12)
with the coefficients
ω−1,1(s, t;µ,N) := −s(t + µ3 + 1), ω1,−1(s, t;µ,N) := −t(s+ µ2 + 1),
ω−1,0(s, t;µ,N) := −s(u+ µ1 + 1), ω0,−1(s, t;µ,N) := −t(u+ µ1 + 1),
ω01(s, t;µ,N) := −u(t + µ3 + 1), ω10(s, t;µ,N) := −u(s+ µ2 + 1),
ω00(s, t;µ,N) := (s+ µ2 + 1)(t + u)+ (t + µ3 + 1)(s+ u)+ (u+ µ1 + 1)(s+ t).
(A.13)
Here we denote u := N − s− t.
Lemma A.2 ([14]). For any i, j, n ∈ N such that i+ j ≤ n, we have the expansion
Bnij(x, y) =
∑
0≤k≤m≤n
cαmk(n, i, j) P
α
mk(x, y), (A.14)
where
cαmk(n, i, j) = (−1)m−k
(
n
i, j
)(m
k
) (α1 + 12 )i (α2 + 12 )j (α3 + 12 )n−i−j
λαmkm!(σ + 1)n+m
Hmk
(
j, n− i− j;α− 1
2
e, n
)
. (A.15)
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A.2. Bivariate dual Bernstein polynomials
Bivariate dual Bernstein polynomials of degree n ∈ N [14],
Dnij(x, y;α) ∈ Π2n (0 ≤ i+ j ≤ n)
are defined so that 〈Bnij, Dnlm〉α = δilδjm,where we use the notation (A.4). Obviously, for any qn ∈ Π2n , we have
qn(x, y) =
∑
0≤i+j≤n
〈
qn, Dnij
〉
α
Bnij(x, y).
Lemma A.3 ([14]). Bivariate dual Bernstein polynomials have the following representation:
Dnij(x, y;α) =
∑
0≤k≤m≤n
bαmk(n, i, j) P
α
mk(x, y) (i = 0, 1, . . . n; j = 0, 1, . . . , n− i), (A.16)
where
bαmk(n, i, j) =
(m
k
) (−1)kHmk (j, n− i− j;α− 12e, n)
m!(−n)m λαmk
. (A.17)
Lemma A.4 ([14]). For any k,m, n ∈ N such that 0 ≤ k ≤ m ≤ n, we have
Pαmk(x, y) =
∑
0≤i+j≤n
eαij(n,m, k)D
n
ij(x, y;α), (A.18)
where eαij(n,m, k) = cαmk(n, i, j), the notation used being that of (A.15).
A.3. Constrained bivariate dual Bernstein polynomials
Form ∈ N, and c = (c1, c2, c3) ∈ N3 such that |c| < m, define the set
Ωcm := {(i, j) ∈ N2 : i ≥ c1, j ≥ c2, i+ j ≤ m− c3}. (A.19)
In the sequel, form, n ∈ N, c = (c1, c2, c3) ∈ N3, α ∈ R3, (i, j) ∈ Ωcm we will use the following shorthand notation:
nc := n− |c|, mc := m− |c|, αc = (αc,1, αc,2, αc,3) := α+ 2c − 12e,
ic := i− c1, jc := j− c2, kc := mc − ic − jc .
}
. (A.20)
Let us define the polynomial zc ∈ Π2|c| by zc(s, t) := sc1 tc2(1− s− t)c3 , and introduce the constrained bivariate polynomial
spaceΠ c, 2m by
Π c, 2m =
{
P ∈ Π2m | P = zc · Q , where Q ∈ Π2mc
}
. (A.21)
Obviously, the bivariate Bernstein polynomialsBmij with (i, j) ∈ Ωcm formabasis in this space. Let the bivariate dual constrained
Bernstein basis polynomials,
D(m,c)ij (s, t;α) ∈ Π c, 2m , (i, j) ∈ Ωcm,
be defined so that〈
D(m,c)ij (·, ·;α), Bmpq
〉
α
= δipδjq for (i, j), (p, q) ∈ Ωcm, (A.22)
where we use the notation of (A.4).
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In the following lemma, we show that the latter polynomials can be expressed in terms of the unconstrained bivariate
dual Bernstein polynomials (cf. (2.2)), with shifted degree and parameters.
Lemma A.5. For (i, j) ∈ Ωcm,
D(m,c)ij (s, t;α) = Vij zc(s, t)Dmcic ,jc (s, t;α+ 2c), (A.23)
where
Vij ≡ Vij(m,α, c) :=
(
mc
ic, jc
)(
m
i, j
)−1 Aα+2c
Aα
=
(
mc
ic ,jc
) (
m
i,j
)−1 (|α| + 32 )2|c|(
α1 + 12
)
2c1
(
α2 + 12
)
2c2
(
α3 + 12
)
2c3
, (A.24)
and we use the notation of (2.2) and (A.5).
Proof. Observe that the polynomials (A.23) obviously belong to Π c, 2m and are linearly independent. Now, for
(i, j), (p, q) ∈ Ωcm we have〈
D(m,c)ij (·, ·;α), Bmpq
〉
α
= Vij
〈
zc D
mc
ic ,jc (·, ·;α+ 2c), Bmpq
〉
α
= Vij
(
m
p, q
)(
mc
pc, qc
)−1 〈
zc D
mc
ic ,jc (·, ·;α+ 2c), zc Bmcpc ,qc
〉
α
= Vij AαAα+2c
(
m
p, q
)(
mc
pc, qc
)−1 〈
Dmcic ,jc (·, ·;α+ 2c), Bmcpc ,qc
〉
α+2c
= Vij V−1pq δic ,pc δjc ,qc = δipδjq,
where we used the equation Bmpq(s, t) =
(
m
p, q
) (
mc
pc , qc
)−1
zc(s, t) Bmcpc ,qc (s, t). This completes the proof. 
A.4. Bivariate discrete Bernstein and dual discrete Bernstein basis polynomials
Bivariate discrete Bernstein polynomials of degree n are defined for N ∈ N by ([24,25]; see also [26])
βnkl(s, t;N) :=
1
(−N)n
(
n
k, l
)
(−s)k(−t)l(s+ t − N)n−k−l (0 ≤ k+ l ≤ n ≤ N). (A.25)
Bivariate dual discrete Bernstein polynomials of degree n ∈ N,
dnkl(s, t;µ,N) ∈ Π2n (0 ≤ k+ l ≤ n ≤ N), (A.26)
are defined so that 〈βnij (·, ·;N), dnkl(·, ·;µ,N)〉µ,N = δik δjl,where we use the notation of (A.10).
Lemma A.6. Bivariate dual discrete Bernstein polynomials (A.26) have the following representation in terms of the bivariate
Hahn polynomials (A.6):
dnkl(s, t;µ,N) =
n∑
i=0
min(i,k+l)∑
j=0
Bµij (n, k, l,N)Hij(s, t;µ,N) (0 ≤ k+ l ≤ n ≤ N), (A.27)
where
Bµij (n, k, l,N) :=
(−1)i
(
i
j
)
(µ1 + 1)N(2i+$)(2j+ ϑ)Hij(k, l;µ, n)
i!(−n)i(i+ j+$)N+1−j(µ1 + 1)i−j(µ2 + 1)j(µ3 + 1)j(j+ ϑ)i+1 , (A.28)
with ϑ := |µ| − µ1 + 2,$ := |µ| + 1.
We omit the proof. Recall that the univariate discrete Bernstein basis polynomials of degree n (n ∈ N) are defined by [25]
bni (u;N) =
1
(−N)n
(n
i
)
(−u)i(u− N)n−i (0 ≤ i ≤ n ≤ N; N ∈ N).
Univariate dual discrete Bernstein basis polynomials of degree n (n ≤ N),
dn0(u;α, β,N), dn1(u;α, β,N), . . . , dnn(u;α, β,N) ∈ Πn, (A.29)
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are defined so that 〈dni , bnj 〉h = δij (i, j = 0, 1, . . . , n), where
〈f , g〉h :=
N∑
u=0
(
α + u
u
)(
β + N − u
N − u
)
f (u)g(u) (α, β > −1).
See [25] (case α = β = 0), and [1] (general case). Univariate dual discrete Bernstein polynomials have the following
representation in terms of the Hahn polynomial basis [1]:
dni (u;α, β,N) = N!
n∑
k=0
(−1)k(2k+ σ)hk(i;α, β, n)
k!(−n)k(α + 1)k(β + 1)k(k+ σ)N+1 hk (u;α, β,N) , (A.30)
where σ := α + β + 1, 0 ≤ i ≤ n ≤ N .
Corollary A.7. For 0 ≤ k+ l ≤ n ≤ N, we have
dnkl(s, t;µ,N) =
k+l∑
j=0
Bˆµj (n, k, l,N) hj(s;µ2, µ3, s+ t) dn−jk+l−j(s+ t − j;ϑ + 2j, µ1,N − j), (A.31)
where we use the notation of (A.29), and
Bˆµj (n, k, l,N) = (−1)j
(µ1 + 1)N hj(k;µ2, µ3, k+ l)
(N − j)!j!(−n)j(µ2 + 1)j(µ3 + 1)j(j+ ϑ)j , (A.32)
with ϑ := µ2 + µ3 + 1.
We omit the proof.
Corollary A.8. For k = 0, 1, . . . , n, we have
dnk,n−k(s, t;µ,N) =
n∑
j=0
B˜µj (n, k,N)Hnj(s, t;µ+ e1,N − 1), (A.33)
where
B˜µj (n, k,N) :=
(µ1 + 1)N
n!(n+ ω)N
(2j+ ϑ)(n+ ω)j hj(k;µ2, µ3, n)
j!(µ2 + 1)j(µ3 + 1)j(j+ ϑ)n+1 , (A.34)
with ϑ := µ2 + µ3 + 1, ω := |µ| + 3.
Proof. The result follows from (A.31) for l = n− k, using the formula [1]
dnn(u;α, β,N) =
N!
n!(n+ α + β + 2)N(α + 1)n hn(u;α, β + 1,N − 1). 
Lemma A.9. Bivariate dual discrete Bernstein polynomials dnkl(s, t) ≡ dnkl(s, t;µ,N), where 0 ≤ k + l ≤ n ≤ N, satisfy the
following difference-recurrence relation:∑
i,j=−1,0,1
|i+j|≤1
ωij(s, t;µ,N) dnkl(s+ i, t + j)−
∑
i,j=−1,0,1
|i+j|≤1
ωij(k, l;µ, n) dnk+i,l+j(s, t) = 0, (A.35)
where the notation used is that of (A.13). We adopt the convention that dnkl(s, t) = 0 for k < 0, or l < 0, or k+ l > n.
Proof. We use the difference equation satisfied by the bivariate Hahn polynomials (cf. (A.11)),
LNs,t Hnk (s, t;µ,N) = n(n+ |µ| + 2)Hnk (s, t;µ,N) (0 ≤ k ≤ n ≤ N),
where the operator LNs,t is given by (A.12). Now, let R(k, l; s, t) denote the expression on the right-hand side of equation
(A.27). It is easy to see thatLNs,t R(k, l; s, t) = Lnk,l R(k, l; s, t). This impliesLNs,t dnkl(s, t) = Lnk,l dnkl(s, t).Hence the result. 
Lemma A.10. Bivariate dual discrete Bernstein polynomials dnk,n−k(s, t) ≡ dnk,n−k(s, t;µ,N), where 0 ≤ k ≤ n < N, satisfy the
following difference equation:∑
i,j=−1,0,1
|i+j|≤1
ωij(s, t;µ+ e1,N − 1) dnk,n−k(s+ i, t + j) = n(n+ |µ| + 3) dnk,n−k(s, t), (A.36)
where the notation used is that of (A.13).
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Proof. Observe that by Corollary A.8, the polynomial dnk,n−k(s, t) is a linear combination of the bivariate Hahn polynomials
of total degree n, Hnj(s, t;µ + e1,N − 1), where 0 ≤ j ≤ n < N , hence it satisfies the homogeneous partial difference
equation (A.11), with µ and N replaced by µ+ e1 and N − 1, respectively. 
Appendix B. Proof of the Lemma 4.1
Let us denote pi := (p, q, n− p− q). Using Lemma A.5, we have
Φ ijpq =
Aα
Aα+c+pi
Vij
(
n
p, q
) 〈
1, Dmcic ,jc (·, ·;α+ 2c)
〉
α+c+pi
= Aα
Aα+c+pi
Vij
(
n
p, q
) ∑
0≤v≤u≤mc
bα+2cuv (mc, ic, jc) p00(u, v,α+ 2c,α+ c + pi),
where, by (A.17),
bα+2cuv (mc, ic, jc) :=
(u
v
) (−1)v
u!(−mc)u λα+2cuv
Huv(jc, kc;αc,mc),
and (cf. [14, Thm 5.1])
p00(u, v,α+ 2c,α+ c + pi) :=
〈
1, Pα+2cuv
〉
α+c+pi
= (−1)v
(u
v
) (2v + ϑ)u−v(αc,2 + 1)v
u!λα+2cuv λα+c+pi00
(nc − pc + ϑ)v
(nc + ω + 1)v
× 3F2
(
v − u, u+ v + ω, v + nc − pc + ϑ
2v + ϑ, v + nc + ω + 1
∣∣∣∣ 1)
× 3F2
(−v, v + ϑ − 1, qc + αc,2 + 1
αc,2 + 1, nc − pc + ϑ
∣∣∣∣ 1) ,
with ω := |αc | + 2, and ϑ := ω − αc,1. Applying the transformation [17, p. 142]
3F2
(−k, a, b
d, e
∣∣∣∣ 1) = (e− a)k(e)k 3F2
( −k, a, d− b
d, 1+ a− k− e
∣∣∣∣ 1)
to both above 3F2(1) functions, we obtain after some algebra
p00(u, v,α+ 2c,α+ c + pi) = (−1)u−v
(u
v
) (2v + ϑ)u−v(v − nc)u−v(αc,2 + 1)v(pc − nc)v
u! λα+2cuv (nc + ω + 1)v(v + nc + ω + 1)u−v
× 3F2
(
v − u, u+ v + ω + 1, v + pc − nc
2v + ϑ, v − nc
∣∣∣∣ 1) 3F2 (−v, v + ϑ − 1,−qcαc,2 + 1, pc − nc
∣∣∣∣ 1)
=
(u
v
) (−1)u−v
u! (nc + ω + 1)u λα+2cuv
Huv(qc, rc;αc, nc).
In the last step, we made use of definitions (A.6) and (A.7).
Summing up, we obtain
Φ ijpq =
Aα
Aα+c+pi
Vij
(
n
p, q
) ∑
0≤v≤u≤mc
(u
v
) (−1)u(2v + ϑ − 1)(2u+ ω)
u!ω(αc,1 + 1)u−v(αc,2 + 1)v(αc,3 + 1)v
× (ω)u+v Huv(jc, kc;αc,mc)Huv(qc, rc;αc, nc)
(v + ϑ − 1)u+1(−mc)u(nc + ω + 1)u ,
where we made use of (A.3). Now, by using (A.5) and (A.24), then observing that
(ω)u+v
(nc + ω + 1)u =
(ω)nc+1
(u+ v + ω)nc+1−v
,
doing some algebra and applying Lemma A.6, we obtain the formula (4.1). 
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