2次元のヤコビアン予想について by 二宮 尚人
1 序
kを標数 0の体とし，k[x1; : : : ; xn]を k上の n変数多項式環とする．環 k[x1; : : : ; xn]の
k自己準同型について考える．
を環 k[x1; : : : ; xn]の k自己準同型とする．i = 1; : : : ; nに対し，
fi := (xi) 2 k[x1; : : : ; xn]
とすれば，は各xiにそれぞれfiを代入する，代入写像である．このことから，k[x1; : : : ; xn]
の k自己準同型は，n個の多項式による組
(f1; : : : ; fn) 2 k[x1; : : : ; xn]n
によって定まることがわかる．
以下，多項式の組 F := (f1; : : : ; fn) 2 k[x1; : : : ; xn]nを代入写像
k[x1; : : : ; xn] 3 g(x1; : : : ; xn) 7 ! g(f1; : : : ; fn) 2 k[x1; : : : ; xn]
とみなす．
代入写像 F = (f1; : : : ; fn)に対し，
JF :=
0BBBB@
@f1
@x1
: : :
@f1
@xn
...
. . .
...
@fn
@x1
: : :
@fn
@xn
1CCCCA
を F のヤコビ行列という．また，行列式 det JF を F のヤコビアンという．
多項式環の自己同型の性質に関する次の予想は，ヤコビアン予想と呼ばれている．
予想 1 (ヤコビアン予想). kを標数 0の体とする．代入写像
F = (f1; : : : ; fn) 2 k[x1; : : : ; xn]n
に対し，ヤコビアン det JF が kの単元ならば，F 2 Autkk[x1; : : : ; xn]である．
ただし，Autkk[x1; : : : ; xn]は環k[x1; : : : ; xn]のk自己同型群である．群Autkk[x1; : : : ; xn]
の単位元は恒等写像 idk[x1;:::;xn] = (x1; : : : ; xn)である．
ヤコビアン予想に関して言及したのは，1939年のKellerの論文 [4]が最初である．なお，
Kellerが扱ったのは 2次元の場合である．
ヤコビアン予想の逆が一般に成り立つことは容易に証明できる (命題 3.15 cf. [11]).
命題 1.1. n = 1のとき，ヤコビアン予想は正しい．
証明. n = 1のとき，k[x1]の k自己準同型 F は，一つの 1変数多項式 f 2 k[x1]によって
F = (f)と表される．また，F のヤコビアンは導関数 df
dx1
= f 0(x1)である．f 0(x1) 2 k
であるのは f(x1)が一次式 ax1 + b (a 2 k; b 2 k)のときのみである．このとき F 1 :=
(a 1(x1   b))とすれば，F  F 1 = F 1  F = idk[x1]であり，F 2 Autkk[x1]となる．
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このように，1次元の場合のヤコビアン予想は正しいことが容易に示せる．問題となる
のは n  2の場合であり，いまだ解決には至っていない．
本論文は 2次元のヤコビアン予想に関する先行研究についてのサーベイと関連する考察
によって構成されている．det J(f; g) 2 kを満たす (f; g) 2 k[x1; x2]2をヤコビアンペア
という．本修士論文で主に扱ったのは，ヤコビアンペアやその成分となる多項式のニュー
トン多角形についてである．また，2次元のヤコビアン予想に関する古典的な結果である
Magnusの定理の解説も与えた．これらの結果はヤコビアンペアの成分となる多項式の先
頭形式の性質と密接に関係する．本修士論文の最後の節では，この事実を踏まえ，ヤコビ
アンペアについての独自の考察を行った．
2 2変数多項式環の自己同型群
本節では kは任意の体とする．2変数多項式環の自己同型群については以下のことが知
られている．
定義 2.1 (基本自己同型). 任意の a 2 k, i; j 2 f1; 2g; i 6= j, p(xi) 2 k[xi]に対し,
E = (xi; axj + p(xi)) 2 Autkk[x1; x2]
を基本自己同型と呼ぶ．
定義 2.2 (順自己同型). F 2 Autkk[x1; x2]とする．ある r 2 Nと，r個の基本自己同型
E1; : : : ; Er 2 Autkk[x1; x2]が存在して，
F = E1      Er
と表されるとき，F を順自己同型という．
定義 2.3 (順部分群). 順自己同型の集合
T (2; k) := fF 2 Autkk[x1; x2] j F :順自己同型 g
はAutkk[x1; x2]の部分群であり，これを順部分群という．
これらの定義のもと，次の定理が成り立つ．
定理 2.4 (Jung [3], van der Kulk [5]). 任意の体 kに対しAutkk[x1; x2] = T (2; k)である．
この定理により，体上の 2変数多項式環の自己同型はすべて順であり，基本自己同型を
合成することで得られることがわかる．
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3 準備
以下，kを標数 0の体，k[x; y]を 2変数多項式環とする．また，(f; g)のヤコビアンを
[f; g]と表す．すなわち
[f; g] =
@f
@x
 @g
@y
  @f
@y
 @g
@x
と定義する．
まず，使用する概念について定義する．
定義 3.1 (代入写像の次数). F = (f; g) 2 k[x; y]2に対し，
degF := maxfdeg f; deg gg
を F の次数という．
定義 3.2 (ヤコビアンペア). 多項式の組 (f; g) 2 k[x; y]2に対し，
[f; g] 2 k
であるとき，(f; g)をヤコビアンペアと呼ぶ．
定理 2.4より，有限個の基本自己同型の合成で表すことができないヤコビアンペアが存
在すれば，2次元の場合のヤコビアン予想の反例となる．次数の低いヤコビアンペアにつ
いては既に研究されており，次数が 100以下のヤコビアンペアは k[x; y]の自己同型である
ことがMohによって示されている [6]．
以下，本節では次節以降で必要となる概念の導入や，基本的な結果の証明を行う．
定義 3.3 (多項式の台). f 2 k[x; y]を
f =
X
(i;j)2Z2
aijx
iyj (aij 2 k)
と表すとき，
Supp(f) := f(i; j) 2 Z2 j aij 6= 0g
を f の台という．
定義 3.4 (w次数). ベクトルw = (u; v) 2 Z2 n f(0; 0)gと f 2 k[x; y]に対し，
wdeg f := maxfui + vj j (i; j) 2 Supp(f)g
を f のw次数という．ただし f = 0のときはwdeg f =  1とする．
wdeg f =  ( w)deg f
であるとき，f をw斉次式という．
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注意 1. wdeg f =  ( w)deg f という条件は，
maxfui + vj j (i; j) 2 Supp(f)g =  maxf ui  vj j (i; j) 2 Supp(f)g
= minfui + vj j (i; j) 2 Supp(f)g
と同値である．この条件は，f に現れるすべての単項式のw次数が，f のw次数と等しい
ことと同値である．さらに，f 6= 0のときは，R2内の直線
l := f(x; y) 2 R2 j ux + vy = wdeg fg
に対し， Supp(f)  lが成り立つこととも同値である．
定義 3.5 (w斉次分解). w = (u; v) 2 Z2 n f(0; 0)g, s 2 Zとする．
fxiyj 2 k[x; y] j ui + vj = sg
で生成される k[x; y]の k部分ベクトル空間を k[x; y]sとおく．このとき f 2 k[x; y]を
f =
X
s2Z
fs
の形の有限和として一意的に表すことができる．ただし fs 2 k[x; y]sであり，有限個の s
を除き fs = 0である．これを f のw斉次分解という．また，fs 6= 0のとき，各 fs を f の
w斉次成分という．
w = (1; 1)のとき，w次数や w斉次分解は通常の次数のときのものと一致する．(1; 1)
斉次式や (1; 1)斉次分解を，単に斉次式や斉次分解という．
定義 3.6 (w先頭形式). f 2 k[x; y]に対し，w次数がwdeg f と等しい f のw斉次成分を
f のw先頭形式といい，fwで表す．
wについての次の条件を考える．
定義 3.7 (direction). w = (u; v) 2 Z2に対し，gcd(u; v) = 1であり，u > 0または v > 0
であるとき，wを directionという．また，jwj := u + vと定義する．
以下，w = (u; v)は directionであるとする．
注意 2. 0でない整数 lに対し，(u; v)次数と (ul; vl)次数は l倍の差を除いて等しいので，
同じ斉次分解を与える．よってw次数について議論する際は directionのみを考えれば十
分である．
次に，ヤコビアンに関する補題と多項式の積の w斉次分解に関する補題をそれぞれい
くつか示す．
補題 3.8. 任意の f; g; h 2 k[x; y]に対し，
[f; g + h] = [f; g] + [f; h];
[g; f ] =  [f; g]
が成り立つ．
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証明. 行列式の多重線形性と交代性より
[f; g + h] =
@f
@x
 @(g + h)
@y
  @f
@y
 @(g + h)
@x
=
@f
@x
 @g
@y
  @f
@y
 @g
@x
+
@f
@x
 @h
@y
  @f
@y
 @h
@x
= [f; g] + [f; h]
また，
[g; f ] =
@g
@x
 @f
@y
  @g
@y
 @f
@x
=  

@f
@x
 @g
@y
  @f
@y
 @g
@x

=  [f; g]
である．
補題 3.9. f; g 2 k[x; y]をw斉次式とする．このとき以下が成り立つ．
(1) ヤコビアン [f; g]はw斉次式である．
(2) [f; g] 6= 0ならばwdeg[f; g] = wdeg f + wdeg g   jwjである．
(3) 積 fgはw斉次式であり，wdeg fg = wdeg f + wdeg gを満たす．
証明. 単項式xi1yj1とxi2yj2のw次数をそれぞれ d1; d2とする．単項式同士のヤコビアンは
[xi1yj1 ; xi2yj2 ] = (i1j2   j1i2)xi1+i2 1yj1+j2 1 (3.1)
であるから，i1j2  j1i2 = 0のときは [xi1yj1 ; xi2yj2 ]も 0となる．それ以外のとき，(3.1)は
w次数が
(i1 + i2   1)u + (j1 + j2   1)v = d1 + d2   u  v
である単項式となる．したがってwdeg f = d1; wdeg g = d2とすれば，補題 3.8より [f; g]
はw次数が d1 +d2 jwjの単項式の和である．よって，[f; g]はw斉次式であり，[f; g] 6= 0
ならばw次数は d1 + d2   jwjである．以上で (1), (2)が示された．
次に (3)を示す．f = 0または g = 0のときは明らかなので，f 6= 0かつ g 6= 0とする．
単項式同士の積は
xi1yj1  xi2yj2 = xi1+i2yj1+j2
であり，この単項式のw次数はd1+d2である．f; gはw斉次なのでwdeg f = d1; wdeg g =
d2とすれば，fgはw次数が d1 + d2の単項式の和である．したがって fgはw斉次式であ
る．また，k[x; y]は整域であるから，fg 6= 0であり，wdeg fg = wdeg f + wdeg gが成り
立つ．
P; Q 2 k[x; y] n f0gに対し，
P =
X
im
Pi; Q =
X
jn
Qj; Pm 6= 0; Qn 6= 0 (3.2)
をそれぞれ P; Qのw斉次分解とする．ただし Pi; Qi 2 k[x; y]iはw斉次式とする．この
とき補題 3.9より，
[P;Q]s :=
X
i+j=s+jwj
[Pi; Qj] 2 k[x; y]s
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であることがわかる．よって，ヤコビアン [P;Q]は
[P;Q] =
X
s2Z
[P;Q]s
とw斉次分解される．また，積 PQについても，
(PQ)s :=
X
i+j=s
PiQj 2 k[x; y]s
であり，PQは
PQ =
X
s2Z
(PQ)s
とw斉次分解される．特に，w先頭形式は
(PQ)w = PmQn = P
wQw (3.3)
であることがわかる．
どのような direction wに対しても，u  0 + v  0 = 0であるから，0でない定数のw次数
は 0である．したがって，(P;Q)がヤコビアンペアであるとき，[P;Q]0 2 kである．ま
た，任意の s 2 Z n f0gに対し，[P;Q]s = 0となる．以上より任意の s 2 Z に対し，
X
i+j=s+jwj
[Pi; Qj]
(
2 k (s = 0)
= 0 (s 6= 0) (3.4)
が成り立つ．
ここで後に使用する補題を示しておく．
補題 3.10. w = (1; 1)とし，(P;Q) 2 k[x; y]2をヤコビアンペアとする．P;Qをそれぞれ
(3.2)のようにw斉次分解するとき，P1, Q1は k上 1次独立である．
証明. w = (1; 1)であるとき，ヤコビアンペア (P;Q)に対し P0, Q0 2 kである．jwj = 2
なので，式 (3.4)より，
k 3 [P;Q]0 =
X
i+j=2
[Pi; Qj] = [P0; Q2] + [P1; Q1] + [P2; Q0] = [P1; Q1]
である．また，ある a; b; c; d 2 kが存在して，P1 = ax + by, Q1 = cx + dyとできる．こ
のとき
ad  bc =
 a bc d
 = [P1; Q1] 2 k
である．したがって P1; Q1は k上 1次独立である．
次に導分の定義をする．
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定義 3.11. Aを可換環，M を A加群とする．写像 d : A  ! M が，任意の a; b 2 Aに
対し，
d(a + b) = d(a) + d(b)
d(ab) = ad(b) + bd(a)
の両方を満たすとき，dをAからM への導分という．
注意 3. 多項式環k[x1; : : : ; xn]は，自然なk[x1; : : : ; xn]加群の構造を持つ．このときk[x1; : : : ; xn]
から k[x1; : : : ; xn]への導分を k[x1; : : : ; xn]における導分と呼ぶ．また，k  ker(d)である
とき，dを k導分という．
例 1. 任意の 1  i  nに対して偏微分作用素
@
@xi
: k[x1; : : : ; xn] 3 f 7 ! @f
@xi
2 k[x1; : : : ; xn]
は，加法に関して
@(f + g)
@xi
=
@f
@xi
+
@g
@xi
を満たし，積に関してライプニッツ則
@(fg)
@xi
= g
@f
@xi
+ f
@g
@xi
を満たすので，k[x1; : : : ; xn]における導分である．また，任意の c 2 kに対し，
@c
@xi
= 0
であるから，k導分でもある．
導分の定義より，次が導かれる．
補題 3.12. dをAからM への導分とする．このとき ker(d)はAの部分環である．
証明. dは加法に関して群の準同型である．したがって ker(d)は加法群である．また，任
意の a, b 2 ker(d)に対し，
d(ab) = ad(b) + bd(a) = 0
を満たすので，ab 2 ker(d)である．よって ker(d)は積に関して閉じている．また，1をA
の単位元とすると，
d(1) = d(1  1) = 1  d(1) + 1  d(d) = d(1) + d(1)
である．したがって d(1) = 0であり，1 2 ker(d)である．
補題 3.13. d1, d2をAからM への導分，h 2 Aとする．任意の a 2 Aに対し，
(hd1)(a) := hd1(a)
(d1 + d2)(a) := d1(a) + d2(a)
とすると，hd1と d1 + d2はそれぞれAからM への導分である．
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証明. まず hd1について示す．任意の a, b 2 Aに対し，
(hd1)(a + b) = h(d1(a + b)) = hd1(a) + hd1(b) = (hd1)(a) + (hd1)(b)
(hd1)(ab) = h(d1(ab)) = h(bd1(a) + ad1(b)) = bhd1(a) + ahd1(b)
= b(hd1)(a) + a(hd1)(b)
を満たす．次に d1 + d2について，
(d1 + d2)(a + b) = d1(a + b) + d2(a + b)
= d1(a) + d1(b) + d2(a) + d2(b) = (d1 + d2)(a) + (d1 + d2)(b)
(d1 + d2)(ab) = d1(ab) + d2(ab) = bd1(a) + ad1(b) + bd2(a) + ad2(b)
= b(d1 + d2)(a) + a(d1 + d2)(b)
を満たす．
注意 4. F を k[x1; : : : ; xn]の k自己準同型とする．作用
k[x1; : : : ; xn] k[x1; : : : ; xn] 3 (f; g) 7 ! F (f)g 2 k[x1; : : : ; xn]
により，k[x1; : : : ; xn]に k[x1; : : : ; xn]加群としての構造を定める．また，dを k[x1; : : : ; xn]
における k導分とする．F と dはどちらも加法に関して準同型であるから，F  dと d F
も加法に関して準同型である．任意の a; b 2 k[x1; : : : ; xn]に対して，
(F  d)(ab) = F (ad(b) + bd(a)) = F (a)(F  d)(b) + F (b)(F  d)(a)
(d  F )(ab) = d(F (a)F (b)) = F (a)(d  F )(b) + F (b)(d  F )(a)
が成り立つ．したがってF  dと d F は，どちらも環 k[x1; : : : ; xn]から加群 k[x1; : : : ; xn]
への導分である．
これらの性質を用いて，ヤコビアン予想の逆が一般に成り立つことを示す．まず，合成
写像のヤコビアンについての次の補題を示す．
補題 3.14. F = (f1; : : : ; fn) 2 k[x1; : : : ; xn]n, p 2 k[x1; : : : ; xn]とする．このとき，任意の
1  j  nに対し
@(F (p))
@xj
=
nX
i=1
F

@p
@xi

@fi
@xj
が成り立つ．
証明. 各 p 2 k[x1; : : : ; xn]に対し
d0(p) :=
@(F (p))
@xj
; di(p) := F

@p
@xi

@fi
@xj
(i = 1; : : : ; n)
とすると，注意 4より，これらはすべて k[x1; : : : ; xn]から k[x1; : : : ; xn]への導分である．
また，補題 3.13より，
d0 :=
nX
i=1
di   d0
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は k[x1; : : : ; xn]から k[x1; : : : ; xn]への導分である．この導分が零写像であれば，補題を示
したことになる．任意の c 2 kに対し，F (c) = cであるから，d0(c) = 0; di(c) = 0である．
したがって d0(c) = 0である．また，l = 1; : : : ; nに対し，
d0(xl) =
nX
i=1
di(xl)  d0(xl) = F (1) @fl
@xj
  d(F (xl)) = @fl
@xj
  @fl
@xj
= 0
である．したがって k  ker(d0), x1; : : : ; xn 2 ker(d0)が成り立つ．よって補題 3.12より，
ker(d0) = k[x1; : : : ; xn]であり，d0は零写像である．
F;G 2 k[x1; : : : ; xn]nを代入写像とする．このとき，F Gのヤコビ行列は，
J(F G) =
0BBBB@
@F (g1)
@x1
: : :
@F (g1)
@xn
...
. . .
...
@F (gn)
@x1
: : :
@F (gn)
@xn
1CCCCA
であり，補題 3.14を用いれば，
J(F G) :=
0BBBBB@
F

@g1
@x1

: : : F

@g1
@xn

...
. . .
...
F

@gn
@x1

: : : F

@gn
@xn

1CCCCCA
0BBBB@
@f1
@x1
: : :
@f1
@xn
...
. . .
...
@fn
@x1
: : :
@fn
@xn
1CCCCA
が得られる．したがって，
det J(F G) = F (det JG) det JF (3.5)
が成り立つ．
命題 3.15 (cf. [11]). F 2 Autkk[x1; : : : ; xn]であるとき，det JF 2 kが成り立つ．
証明. F 2 Autkk[x1; : : : ; xn]であるから，ある F 1 2 Autkk[x1; : : : ; xn]が存在して，
F  F 1 = (x1; : : : ; xn)
が成り立つ．式 (3.5)より，
det J(F  F 1) = F (det JF 1) det JF = det J(F  F 1) = det(x1; : : : ; xn) = det In = 1
が得られる．よって det JF 2 kである．
以上より，ヤコビアン予想の逆を示すことができた．
次の定理は証明しないが，後に使用するためここで述べておく．
定理 3.16 (Nagata-Nowicki [9]). kを標数 0の体，dを k[x; y]における 0でない k導分と
する．このとき，ある h 2 k[x; y]が存在して，ker(d) = k[h]である．
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また次の補題も示しておく．
補題 3.17. dを k[x1; : : : ; xn]における導分とする．このとき任意の f 2 k[x1; : : : ; xn]と
m 2 Nに対し，
d(fm) = mfm 1d(f)
が成り立つ．
証明. mに関する帰納法により示す．m = 1のときは明らかである．m  2とする．帰納
法の仮定より，
d(fm) = fd(fm 1) + fm 1d(f) = f  (m  1)fm 2d(f) + fm 1d(f) = mfm 1d(f)
が成り立つ．
次にヤコビアン導分の定義をする．
定義 3.18 (ヤコビアン導分). 任意の多項式 f 2 k[x; y]に対し，
df : k[x; y] 3 g 7 ! [f; g] 2 k[x; y]
は k[x; y]における k導分である．これを f のヤコビアン導分という．
df (f) = [f; f ] = 0であることに注意する．
ヤコビアン導分に関して次の補題が成り立つ．
補題 3.19. 任意のw斉次式 f 2 k[x; y] n kと，そのヤコビアン導分 df に対し，あるw斉
次式 h 2 k[x; y]が存在して，以下を満たす：
(i) ker(df ) = k[h]である．
(ii) h = chl0となる整数 l  2と c 2 k, h0 2 k[x; y]は存在しない．
証明. 定理 3.16より，ある多項式 hが存在して，ker(df ) = k[h]となる．hは定数項をも
たないとしてよい．df (f) = 0であるから，f 2 k[h]である．よって，1変数多項式 r(x) 2
k[x] n f0gを用いて，f = r(h)とできる．仮に hが w斉次でないとすると，s := wdeg h
は t :=  ( w)deg hより大きい．また，rの次数と位数をそれぞれ a; bとすると次が成り
立つ． 8><>:
s > t  0のとき，wdeg r(h) = as >  ( w)deg r(h) = bt
s > 0 > tのとき，wdeg r(h) = as >  ( w)deg r(h) = at
0  s > tのとき，wdeg r(h) = bs >  ( w)deg r(h) = at
したがって wdeg r(h) 6=  ( w)deg r(h)であり，f = r(h)が w斉次であることに矛盾す
る．よって hはw斉次である．
次にこの hが (ii)を満たすことを示す．h = chl0を満たす h0 2 k[x; y]と c 2 k, l  2が
存在したとすれば，
0 = df (h) = df (ch
l
0) = csh
l 1
0 df (h0)
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より，df (h0) = 0となる．よって h0 2 ker(df ) = k[h]である．したがってある 1変数多項
式 r(x) 2 k[x]が存在して，h0 = r(h) = r(chl0)となる．このとき，
wdeg h0 = l deg r  wdeg h0 > wdeg h0
となり矛盾する．
補題 3.20. w斉次式 f; g 2 k[x; y]は [f; g] = 0を満たし，wdeg f 6= 0とする．このとき，
あるw斉次な多項式 h 2 k[x; y]と n1; n2  0; c1; c2 2 kが存在して，
f = c1h
n1 ; g = c2h
n2
と表せる．
証明. f のヤコビアン導分 df を考る．補題 3.19 より，w 斉次な多項式 h が存在して，
ker(df ) = k[h]が成り立つ．[f; f ] = 0であり，仮定より [f; g] = 0でもあるから，f; g 2 k[h]
となる．fは hの多項式であり，仮定よりwdeg f 6= 0なので，wdeg h 6= 0となる．よって
fとgはhの多項式として表せるが，f; gとhはそれぞれw斉次であるから，ある c1; c2 2 k
と n1; n2  0が存在して，f = c1hn1 ; g = c2hn2となる．
式 (3.4)と補題 3.20から，次の系が導かれる．
系 3.21. (P;Q)をヤコビアンペアとし，wdegP + wdegQ   jwj > 0とする．このとき，
あるw斉次な多項式 h 2 k[x; y]と n1; n2  0; c1; c2 2 kが存在して，
Pw = c1h
n1 ; Qw = c2h
n2
と表せる．
証明. s := wdegP + wdegQ  jwj > 0だから，式 (3.4)より，
[Pw; Qw] =
X
i+j=s+jwj
[Pi; Qj] = 0
である．したがって補題 3.20より，wdegP 6= 0ならば w斉次な多項式 hと n1; n2  0;
c1; c2 2 kが存在して，
Pw = c1h
n1 ; Qw = c2h
n2
が成り立つ．wdegP = 0と仮定する．補題 3.19より，ある w 斉次式 h 2 k[x; y]が存
在して ker(dpw) = k[h]となる．(P;Q)はヤコビアンペアなので，P =2 k である．した
がって wdeg h = 0となる．また，[Pw; Qw] = 0であるから，Qw 2 k[h]である．よって
wdegQ = wdegQw = 0となる．したがって，(1; 0) =2 Supp(P )[ Supp(Q)または (0; 1) =2
Supp(P )[Supp(Q) が成り立つ．一方で，補題 3.10より，通常の次数付けについてP とQ
の 1次の斉次成分P1, Q1は k上 1次独立である．よって (1; 0); (0; 1) 2 Supp(P )[Supp(Q)
となり矛盾する．
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4 ニュートン多角形
まずニュートン多角形の定義をする．
定義 4.1 (ニュートン多角形). 多項式 f 2 k[x; y]に対し，Supp(f)[ f(0; 0)gのR2におけ
る凸包を，f のニュートン多角形といい，New(f)で表す．
例 2. f = x4y2 + 2x4y   x2y2 + x2   5xy3 + 3xyのニュートン多角形New(f)は，次の図
で示される五角形である．
O i
j
(1; 3)
(4; 2)
(4; 1)
(2; 0)
(1; 1)
(2; 2)
ニュートン多角形は，R2内の多角形か，線分または原点である．
2つのニュートン多角形New(P )とNew(Q)がある r > 0に対し，
New(P ) = ft  a 2 R2 j a 2 New(Q); 0  t  rg
を満たすとする．このときNew(P )とNew(Q)は，原点を中心として相似であり，相似比
は r : 1である．
New(P )
New(Q)
O
本節では以下の定理の証明を解説する．
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定理 4.2 (cf. [7], [8]). (P;Q)をヤコビアンペアとし，degP  2かつ degQ  2であると
する．このとき，New(P )とNew(Q)は原点を中心として相似である．
注意 5. degP = 1のとき, 一般にニュートン多角形は相似でないことが，次の例からわ
かる．
例 3. (P;Q) := (x; y + x2)は，[P;Q] = 1を満たすのでヤコビアンペアである．一方で，
New(P )は (0; 0)と (1; 0)を結ぶ線分であり，New(Q)は (0; 0); (2; 0); (0; 1)を頂点とする三
角形である．よってNew(P )とNew(Q)は相似ではない．
(2; 0)
(0; 1)
(1; 0)
New(P ) New(Q)
(0; 0) (0; 0)
以下，(P;Q)は degP  2かつ degQ  2を満たすヤコビアンペアであると仮定する．
多項式 f 2 k[x; y]に対し
tx(f) := maxf0; degx f(x; 0)g; ty(f) := maxf0; degy f(0; y)g
と定義する.ただし deg 0 =  1とする.
f(x; 0)に現れる単項式は，f(x; y)に現れる単項式のうち yで割り切れないものである．
すなわち，
Supp(f(x; 0)) = f(i; j) 2 Supp(f(x; y)) j j = 0g  Supp(f(x; y))
である．次の補題を示す．
補題 4.3. (P;Q)をヤコビアンペアとし，degP  2かつ degQ  2とする．このとき，
P;Q =2 k[x] [ k[y]
である．
証明. 背理法により示す．P 2 k[x]とすると，ある 1変数多項式 h(x) 2 k[x]が存在して，
P = h(x)となる．補題 3.17より，
k 3 [P;Q] = [h(x); Q] = h0(x)[x;Q]
であり，h0(x) 2 kとなる．したがって h(x)は 1次式であり，deg h(x)  2という仮定に
矛盾する．P 2 k[y], Q 2 k[x], Q 2 k[y]と仮定した場合も，同様にして矛盾を導くことが
できる．
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命題 4.4. (P;Q)をヤコビアンペアとし，degP  2かつ degQ  2であるとする．この
とき，
tx(P )  1; tx(Q)  1; ty(P )  1; ty(Q)  1
である．
証明. tx(P ) = 0と仮定して矛盾を導く．degx P (x; 0)  0なので (i; 0) 2 Supp(P )を満た
す i  1は存在しない．補題 4.3より P =2 k[y]なので，Supp(P )の点で y軸上にはないも
のが少なくとも一つは存在する．したがって，ある direction w = (u; v)が存在し，u > 0,
v < 0，wdegP = 0を満たし，かつ Supp(Pw) が (0; 0)でない元を少なくとも一つ含む．
つまり，下図のように New(P )の辺で，y軸上の辺でなく，原点を通るものが存在する．
その辺に直交する directionがwである．このとき，wdegP = wdegPw = 0である．
w
New(P )
O
また，補題 3.10より，通常の次数付けについてP とQの 1次の斉次成分P1, Q1は k上 1
次独立である．よって (1; 0); (0; 1) 2 Supp(P1)[ Supp(Q1)が成り立つ．(1; 0)が Supp(P )
に含まれないことから，(1; 0) 2 Supp(Q)であることがわかる．したがって，u > 0; v < 0
に注意してwdegQw  w  (1; 0) = u > u + v = jwjを得る．wdegPw = 0なので
wdegPw + wdegQw   jwj > 0
がしたがう．よって系 3.21の仮定を満たすので，w斉次な多項式hとn1; n2  0; c1; c2 2 k
が存在して，Pw = c1hn1, Qw = c2hn2となる．(1; 0) 2 Supp(Q)よりwdegQw = wdegQ 
u > 0である．よって，n2  1, wdeg h > 0となる．すると，n1wdeg h = wdegPw = 0よ
り，n1 = 0となり，Pw = c1となる．これは，Supp(Pw)が (0; 0)でない元を少なくとも
一つ含むことに矛盾する．以上より，tx(P )  1であることが示せた．tx(Q), ty(P ), ty(Q)
を 0と仮定しても，同様に矛盾が生じる．
この命題 4.4を用いて，次の補題を示す．
補題 4.5. (P;Q)をヤコビアンペアとし，degP  2かつ degQ  2であるとする．この
とき，任意の direction wに対し，
wdegP + wdegQ  jwj > 0
が成り立つ．
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証明. 一般性を失うことなく u  vと仮定してよい．directionの定義より，u > 0である．
命題 4.4より degP (x; 0) = tx(P )  1である．よって Supp(P (x; 0))は (tx(P ); 0)を含み，
f(i; 0) j 0  i  tx(P )gに含まれる．u > 0なので，wdegP (x; 0) = w  (tx(P ); 0) = utx(P )
が成り立つ．また，
Supp(P (x; 0))  Supp(P (x; y))
であるから，wdegP  wdegP (x; 0) = utx(P )である．u > 0であり，命題 4.4より
tx(P )  1であるから，utx(P )  uである．したがって
wdegP  utx(P )  u
が成り立つ．Qについても同様にして
wdegQ  utx(Q)  u
が得られる．よってwdegP +wdegQ  2uである．u > vの場合は 2u > u+ v = jwjであ
るから補題の主張は正しい．そこで，u = vとする．wは directionであるから，u = v > 0
であり，gcd(u; v) = 1を満たす．よってw = (1; 1)となる．このとき，補題の仮定より
wdegP + wdegQ = degP + degQ  4 > 2 = jwj
である．
次に，斉次式のニュートン多角形に関する補題を示す．
補題 4.6. 0 6= h 2 k[x; y]を w斉次式とする．このとき，New(hm)とNew(hn)は原点を
中心として相似であり，相似比はm : nである．
証明. 任意の r  1に対してNew(h)とNew(hr)が相似であり，相似比が 1 : rであること
を示せば十分である．
まずNew(h)が線分であるときを示す．New(h)は (0; 0)と (i; j)を結ぶ線分であるとす
る．このとき通常の次数を用いれば，h(1;1) = xiyjである．よって式 (3.3)より (hr)(1;1) =
xriyrjである．したがってNew(hr)は (0; 0)と (ri; rj)を結ぶ線分である．よってNew(h)
とNew(hr)は相似であり，相似比は 1 : rである．
次にNew(h)は線分でないとする．hは斉次式なので，R2内の直線
l := f(x; y) 2 R2 j ux + vy = wdeg hg
に対し，Supp(h)  lが成り立つ．したがってNew(h)は，l上のある 2点と，原点を頂点
とする三角形である．一方，補題 3.9より，hrは wdeg hr = r wdeg hとなる w斉次式で
ある．したがって
lr := f(x; y) 2 R2 j ux + vy = r wdeg hg
とすれば，Supp(hr)  lrが成り立つ．lと lrは平行であり，原点からの距離の比は 1 : rで
ある．ここでwと直交する direction w0を考える．New(h)は線分ではないので，hは単項
式ではなく，hはw0斉次ではない．また，Supp(h)  lであるから，hw0は単項式である．
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これを xaybとおけば，New(h)の一つの頂点は (a; b)である．また，(hr)w0はNew(hr)の
一つの頂点である．これを (c; d)とする．このとき，式 (3.3)より，
xcyd = (hr)w
0
= (hw
0
)r = xrayrb
が成り立つ．したがって (c; d) = r(a; b)である．原点を通る直線 bx = ayに対し，(a; b)
は lとの交点であり，(c; d)は lrとの交点であることがわかる．また，原点からの距離の
比は 1 : rである．残りの頂点については，( w0)次数を考えることで，同様にして確か
められる．以上より，下図のようにNew(h)とNew(hr)の頂点が対応していることがわか
る．これによりNew(h)とNew(hr)は原点を中心として相似であり，相似比が 1 : rであ
ることを示せた．
(a; b)
(c; d)
O
ここまでに示したことを用いて，定理 4.2を証明する．
証明. 命題 4.4より，ty(P )  1, ty(Q)  1である．ty(P ) = m, ty(Q) = nとおくと，
(0;m) 2 Supp(P ), (0; n) 2 Supp(Q)である．同様にm0 := tx(P )  1, n0 := tx(Q)  1で
あり，(m0; 0) 2 Supp(P ), (n0; 0) 2 Supp(Q)である．よってNew(P )とNew(Q)はどちら
も線分でない．lを正整数とし，New(P )を l + 2角形とする．New(P )の頂点を，時計回
りに
(0; 0); (a0; b0) = (0;m); (a1; b1); (a2; b2); : : : ; (al; bl) = (m
0; 0)
とする．すると，(0;m)と (a1; b1)を通る New(P )の辺に直交する direction w1で，w1 
(0;m) > 0を満たすものが存在する．このとき，(0;m), (a1; b1) 2 Supp(Pw1)である．ま
た，補題 4.5と系 3.21より，ある s1; s2 2 k; n1; n2  0と，w1斉次多項式 h1が存在して，
Pw1 = s1h
n1
1 , Q
w1 = s2h
n2
1 となる．よって補題 4.6より，New(Pw1)とNew(Qw1) は原点
を中心として相似である．また，New(Pw1)の頂点 (0;m)に対応するNew(Qw1) の頂点は
(0; n)だから，New(Pw1)とNew(Qw1)の相似比はm : nである．したがって，New(Qw1)
の頂点で，(a1; b1)に対応する点を (c1; d1)とすれば，n(a1; b1) = m(c1; d1)が成り立つ．
次に (a1; b1)と (a2; b2)を通るNew(P )の辺に直交するdirection w2で，(a1; b1); (a2; b2) 2
Supp(Pw2)を満たすものをとる．w1のときと同様に，補題 4.5と系 3.21よりPw2とQw2は
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w2斉次式のべき乗の定数倍の形に表される．よって補題 4.6より，New(Pw2)とNew(Qw2)
は原点を中心として相似である．n(a1; b1) = m(c1; d1)であるからNew(Pw2)とNew(Qw2)
の相似比はm : nである．したがって (a2; b2)に対応するNew(Qw2)の頂点を (c2; d2)とす
れば，n(a2; b2) = m(c2; d2)が成り立つ．
同様の議論を繰り返し，i = 1; : : : ; lに対して次を満たす direction wiが見つかる．
 (ai 1; bi 1), (ai; bi) 2 Supp(Pwi).
 New(Pwi)とNew(Qwi) は原点を中心として相似であり，相似比はm : nである．
i = 1; : : : ; lに対し，(ai; bi)に対応するNew(Q)の頂点を (ci; di)とする．このときNew(Q)
は，(0; 0), (0;m), (c1; d1), (c2; d2), . . . ,(cl; dl)を頂点とする多角形である．また，すべて
の i = 1; : : : ; lに対し，n(ai; bi) = m(ci; di)が成り立つ．したがって，New(P )とNew(Q)
は原点を中心として相似であり，相似比はm : nである．以上で定理 4.2が示された．
w1
w2
(a1; b1)
(a2; b2)
(c1; d1)
(c2; d2)
(0; n)
(0;m)
O (m0; 0) (n0; 0)
(al 1; bl 1)
(cl 1; dl 1)
上で述べた定理 4.2の証明では，P とQのニュートン多角形が相似であることだけでな
く，その相似比が ty(P ) : ty(Q)であることも示している．また，各 direction wiによる
P;Qの先頭形式が斉次式のべき乗の定数倍の形に表されることも示している．
ここまで一般のヤコビアンペア (P;Q)に対してニュートン多角形New(P ), New(Q) が
もつ性質について議論してきたが，(f; g)が k[x; y]の自己同型であるとき，ニュートン多
角形New(f), New(g) について次が知られている．
命題 4.7 (cf. [1], [2]). (f; g)を k[x; y]の自己同型とする．このときある整数 n;m  0が
存在し，New(f)は (0; 0); (n; 0); (0;m)のR2における凸包である．さらに，n j mまたは
m j nが成り立つ．
したがってNew(P )またはNew(Q)が上の命題で述べた形と異なるヤコビアンペア (P;Q)
が存在すれば，2次元のヤコビアン予想の反例となることがわかる．
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5 Magnusの結果
F = (f; g) 2 k[x; y]2を代入写像とする．このとき
F 2 Autkk[x; y] () F G 2 Autkk[x; y] (8G 2 Autkk[x; y])
() G  F 2 Autkk[x; y] (8G 2 Autkk[x; y])
であることは容易に確かめられる．
ここからは，ヤコビアンペア (P;Q)が，いつ自己同型になるかを考える．上の事実か
ら，(P;Q)が自己同型かどうかを考えることは，G 2 Autkk[x; y]に対し，G  (P;Q)が自
己同型かを考えることと同じである．また，定理 2.4より，Gは順自己同型である．した
がって，(P;Q)に適当な基本自己同型 Eを合成した E  (P;Q)が自己同型かを考えれば
よい．
補題 4.5, 系 3.21より，degP  2かつ degQ  2であるとき，(1; 1)先頭形式はP (1;1) =
c1h
n1 ; Q(1;1) = c2h
n2 と表せる．特に degP が degQを割り切る場合，ある d 2 Nが存在
し，d degP = degQを満たす．このとき，dn1 = n2なので，(c2c d1 P d)(1;1) = Q(1;1)とな
る．したがって，基本自己同型E = (x; y   c2c d1 xd)に対し，
(P;Q0) := (P;Q)  E = (P;Q  c2c d1 P d)
とすれば，
degQ0 < degQかつ [P;Q0] = [P;Q] 2 k (5.6)
が成り立つ．Eは k[x; y]の自己同型なので，(P;Q0)もヤコビアンペアである．このとき，
degP が degQ0を割り切れば，(P;Q)を (P;Q0)にかえて再び同様の議論をすることがで
きる．degQが degP を割り切る場合も，同様の議論ができる．(P;Q)を (P;Q0)にかえる
たびに degP + degQが減少するので，このような操作は有限回で終了する．このとき，
degP と degQは互いに他方を割り切らないか，degP = 1または degQ = 1である．し
たがって，ヤコビアンペアを考える際は，この条件を満たすもののみを考えればよい．
最初に degP = 1または degQ = 1であるヤコビアンペアについて考える．
補題 5.1. (P;Q)をヤコビアンペアとする．degP = 1または degQ = 1ならば，(P;Q)は
自己同型である．
証明. degP = 1とする．このとき，a, b, c 2 kを用いて P = ax + by + cと表せる．
a 6= 0のとき，E := (a 1(x   by)   c; y)は基本自己同型である．このとき E(P ) = x
より
E  (P;Q) = (x;Q(a 1(x  by); y)) (5.7)
である．また，
det JE = [a 1(x  by)  c; y] = a 1 2 k
なので，式 (3.5)より
[x;Q(a 1(x  by); y)] = det J(E  (P;Q)) = det JE  det J(P;Q) = a 1[P;Q] 2 k
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が成り立つ．
次に，h 2 k[x; y]が [x; h] 2 k を満たすとき，(x; h)は自己同型であることを示す．
 hy = [x; h]なので，[x; h] 2 kならば hは yについて 1次式である．よって，s 2 kと
r(x) 2 k[x]を用いて h = sy + r(x)と表せる．したがって (x; h) = (x; sy + r(x))は基本
自己同型である．よって，5.7より E  (P;Q)は自己同型である．E は自己同型なので，
(P;Q)が自己同型であることが従う．
a = 0のときは b 6= 0なので，xと yを入れ替えて同様の議論をすればよい．degQ = 1
の場合も同様である．
これまでに示したことを用いてヤコビアン予想に関するMagnusによる以下の結果を証
明できる．
定理 5.2 (Magnus). (P;Q)をヤコビアンペアとし，gcd(degP; degQ) = 1とする．この
とき degP = 1または degQ = 1である．したがって，(P;Q)は自己同型である．
証明. 補題 5.1より，degP = 1または degQ = 1であることを示せば十分である．
m = degP , n = degQがどちらも 1より大きいと仮定して，矛盾を導く．
P = Pm +   + P0; Q = Qn +   + Q0
をそれぞれP とQの斉次分解とする．このとき，系 3.21より，ある斉次多項式h 2 k[x; y]
と c1, c2 2 k, n0, m0 2 N が存在して，Pm = c1hm0, Qn = c2hn0 と表せる．このとき，
m = m0 deg h, n = n0 deg hが成り立つ．仮定より gcd(m;n) = 1なので，deg h = 1がし
たがう．よって，線形自己同型  = (ax + by; cx + dy) (a; b; c; d 2 k; ad  bc 6= 0) が存在
し，(h) = xを満たす．このとき
(P ) = (Pm) +   + (P0); (Q) = (Qn) +   + (Q0)
がそれぞれ (P ), (Q)の斉次分解であり，(Pm) = c1xm, (Qn) = c2xnとなる．
((P ); (Q)) =   (P;Q)
もヤコビアンペアなので，(P;Q)を ((P ); (Q))に置き換えることで，はじめから h = x
としてよい．
(m; 0) (m; 0)
h = x
O O
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このとき Supp(P )を考えると，上図の右のように，直線 x + y = m上の点は x軸上の点
(m; 0)のみである．したがって，ty(P )  m  1が成り立つ．
一方で，定理 4.2より，P;Qのニュートン多角形は相似であり，相似比はm : nである．
(0; ty(P )), (0; ty(Q))はそれぞれNew(P ), New(Q)の頂点なので，nty(P ) = mty(Q)が成
り立つ．仮定より，mと nは互いに素であるから，mは ty(P )を割り切る．また，命題
4.4より ty(P )  1である．よって ty(P )  mとなる．これは ty(P )  m  1 であること
に矛盾する．ゆえに，degP = 1または degQ = 1が成り立つ．
この結果から，次の系が得られる．
系 5.3 (Magnus). (P;Q)をヤコビアンペアとする．degP または degQが素数であると
き，(P;Q)は自己同型である．
証明. degP = pを素数とする．(P;Q)が自己同型であることを degQについての帰納法
により示す．
gcd(degP; degQ) = 1のときは，定理 5.2より (P;Q)は自己同型である．よって
gcd(degP; degQ) > 1
と仮定してよい．p = degP は素数なので，このとき degP は degQを割り切る．よって，
補題 5.1の直前で述べたように，ある基本自己同型Eが存在し，(P;Q0) := (P;Q)  Eに
対して，degQ0 < degQかつ [P;Q0] = [P;Q] 2 kが成り立つ．(P;Q0)もヤコビアンペア
であり，degP は素数である．したがって帰納法の仮定より，(P;Q0)は自己同型である．
よって (P;Q) = (P;Q0)  E 1も自己同型である．
6 考察
ここまでのことを踏まえて独自の考察を行い，次の定理を得た．ヤコビヤン予想は非常
に有名な予想で多くの人が取り組んでいる．この結果は簡単な議論で証明できるものなの
で，オリジナリティーはあまり高くないと考えられる．
(P;Q)をヤコビアンペアとし，m := degP > n := degQ  2とする．また，
P = Pm +   + P0; Q = Qn +   + Q0
を P と Qの斉次分解とする．系 3.21より，ある斉次多項式 h 2 k[x; y]と a, b 2 k, i,
j 2 N が存在して，Pm = ahi, Qn = bhjと表せる．このとき i > jである．
p := P   Pm; q := Q Qn
とおく．このとき (P;Q)のヤコビアンは，
[P;Q] = [ahi + p; bhj + q] = [ahi; bhj] + [ahi; q] + [p; bhj] + [p; q]
= aihi 1[h; q] + bjhj 1[p; h] + [p; q] = hj 1[h; aihi jq] + hj 1[bjp; h] + [p; q]
= hj 1[bjp  aihi jq; h] + [p; q]
と表せる．この式に現れる [bjp  aihi jq; h]について，次が成り立つことを示した．
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定理 6.1. (P;Q) = (ahi + p; bhj + q)をヤコビアンペアとし，degP > degQ  2とする．
このとき，
[bjp  aihi jq; h] 2 k[x; y] n k
が成り立つ．
証明. 一般性を失うことなく a = b = 1としてよい．
f := jp  ihi jqとおく．まず [f; h] 6= 0であることを背理法により示す．
[f; h] = 0とする．補題 3.19より，f 2 k[h]であることがわかる．よってある 1変数多
項式 r(h) 2 k[h]が存在して，f = r(h)と表せる．このとき，p = j 1(r(h) + ihi jq)であ
る．よって
[P;Q] = hj 1[jp  ihi jq; h] + [p; q] = [p; q] = [j 1(r(h) + ihi jq); q]
= j 1([r(h); q] + [ihi jq; q]) = j 1(r0(h)[h; q] + (i  j)ihi j 1q[h; q])
= j 1(r0(h) + (i  j)ihi j 1q)[h; q] 2 k
となる．したがって
r0(h) + (i  j)ihi j 1q 2 k; [h; q] 2 k
が得られる．
[h; q] 2 kであることから，hと qは k上代数的独立である．また，i 6= j より，(i  
j)ihi j 1q =2 k[h] であり，r0(h) + (i   j)ihi j 1q =2 k[h]となる．これは r0(h) + (i  
j)ihi j 1q 2 kであることに矛盾する．
次に c := [f; h] 2 kとして矛盾を導く．hは斉次式であったので，式 (3.4)よりdeg h = 1
であり，i = m, j = nが導かれる．よって，補題 5.1より (f; h)は自己同型である．した
がって qは f と hの多項式によって表される．これを q = g(f; h)とおく．このとき
[f; g(f; h)] = c
@g(f; h)
@h
= cgh; [h; g(f; h)] =  c@g(f; h)
@f
=  cgf
であることに注意して，
[P;Q] = hj 1[jp  ihi jq; h] + [p; q] = chj 1 + [j 1(f + ihi jg(f; h)); g(f; h)]
= chj 1 + j 1([f; g(f; h)] + (i  j)ig(f; h)hi j 1[h; g(f; h)])
= chj 1 + j 1cgh   j 1c(i  j)ihi j 1q  gf 2 k (6.8)
となる．
degf q = dとして，式 (6.8)の f の次数を考える．d  1であるとき，degf gh  dであ
り，degf (q  gf ) = d+ (d  1)である．j 1c(i  j)ihi j 1q  gf 6= 0であるから，[P;Q] 2 k
であるためには，degf gh = d+ (d  1)でなければならない．したがって 2d  1  dであ
り，d = 1を得る．よってw1(h); w2(h) 2 k[h], w1(h) 6= 0により，q = w1(h)f + w2(h) と
表せる．これを式 (6.8)に代入することで，
[P;Q] = chj 1 + j 1c(w01(h)f + w
0
2(h))  j 1c(i  j)ihi j 1(w1(h)f + w2(h))w1(h)
= (w01(h)  (i  j)ihi j 1w1(h)2)j 1cf + (hの多項式)
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と表せる．このとき [P;Q] 2 kより，
w01(h)  (i  j)ihi j 1w1(h)2 = 0
が得られる．この式の hの次数を考えれば，i > jであることからw1(h) = 0となる．し
かしこれは w1(h) 6= 0であることに矛盾する．最後に d  0のときを考える．このとき
q = w(h) 2 k[h]となり，Q = hj + w(h) 2 k[h]となる．
k 3 [P;Q] = (jhj 1 + w0(h))[P; h]
であり，(jhj 1 +w0(h)) 2 kとなる．Qの斉次分解より j > degw(h)なので，j = 1が得
られる．したがって n = j = 1となり，n = degQ  2という仮定に矛盾する．
定理 6.1の仮定は degP > degQ  2であった．degP = degQであるとき，すなわち
i = jであるとき，[jp   ihi jq; h] = i[p   q; h]は一般に k[x; y] n k に属さない．ただし
[p  q; h] = 0であるとき，次のことがわかる．
系 6.2. (P;Q) = (hi + p; hi + q)をヤコビアンペアとする．[p  q; h] = 0ならば，(P;Q)
は自己同型である．
証明. 仮定より [p   q; h] = 0であるから，ある 1変数多項式 r(h) 2 k[h]が存在して，
p  q = r(h)である．したがって
k 3 [P;Q] = ihi 1[p  q; h] + [p; q] = [p; q] = [r(h) + q; q] = [r(h); q] = r0(h)[h; q]
が成り立つ．したがって r(h)は hの一次式であり，r(h) = ah + bと表せる．また，補題
5.1より (h; q)は自己同型である．基本自己同型
E1 = (x  y; y); E2 = (x; y   (a 1(x  b))i)
に対し
(P;Q)  E1  E2 = (h; q)
である．したがって (P;Q)も自己同型である．
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