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ABSTRACT 
 
The characteristics of protein recognition and actuation on a silicon device are 
investigated using Dynamic Monte Carlo simulations with both a simple cubic lattice 
model and a high-resolution lattice model. The surface of a model device has a 
nanoscale electrostatic charge distribution produced by charged nanocrystals 
embedded into the model device. Thermodynamic and structural quantities of the 
protein-surface interaction are calculated using the Miyazawa-Jernigan contact 
energies for the simple cubic lattice model, and the Skolnick-Kolinski interaction 
scheme for the high-resolution lattice model. A parallel tempering method is applied 
in the simulation.  
The results indicate that the B1 domain of Protein G (1gb1) and two mutants of 
1gb1s with the same mass, isoelectric points, and amino acids can be separated on the 
surface based on binding affinity differences. The differences are caused by the 
different surface charge distributions of the proteins. A protein with a more disperse 
charge distribution along the sequence has a lower affinity, while a protein with a 
more segregated charge distribution has a higher affinity. The segregated charge 
allows the protein to be denatured further by the generation of stronger Coulombic 
forces between the protein and the charged nanocrystals. This suggests that charge-
patterned surfaces may be able to differentiate similar proteins that are usually 
difficult to separate by conventional methods. 
It is also demonstrated by the simulation that proteins can be actuated by 
switching and moving the charges of the nanocrystals. This result suggests that if fast 
reprogrammability of charges is realized, the device could be used to actuate a single 
biomolecular in a controllable manner.  
 
The simple cubic lattice model allows us to predict thermodynamic properties 
with ease, while the high-resolution lattice model enables us to estimate realistic 
protein structures. A combination of the two methods will be a useful tool to obtain 
thermodynamic, kinetic, and structural characteristics of protein adsorption on model 
devices.  
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1 
1. INTRODUCTION 
 
  Nanobiotechnology is one of the most promising cross-disciplinary fields for 
analyzing and manipulating biosystems; it is a technology that applies the tools of 
nano/microfabrication to build devices for handling biomolecules. Current 
technological trends have generated tremendous interest on the interface between 
nanofabricated electronic devices and biomolecules [1]. In many cases, biomolecules 
such as antibodies and oligonucleotides are immobilized as markers on the devices so 
that target biomolecules can selectively react with the markers [2, 3]. Whereas this 
system mimics conventional biochemistry that uses biomolecule-biomolecule 
interaction, we have attempted to implement a different approach to biomolecular 
selectivity. An alternative way to using biomolecular markers is to apply repulsive and 
attractive electrostatic forces originated by nanoscale electronic devices to link 
directly with biomolecules. 
Kan et al. [4, 5] have fabricated novel surfaces with the functions of a 
semiconductor device CMOS EEPROM (Complementary Metal-Oxide-Silicon 
Electrically Erasable Programmable Read-only Memory); the surface has fine 
electrostatic potential distribution on the order of nanometer scale. The structure of the 
device is shown in Figure 1.1. The electrostatic potential distribution is produced by 
nonvolatile charges injected into self-assembled metal nanocrystals, which are 
embedded in a dielectric film. Quad Source/Drain structures provide reservoirs for 
electrons and holes, whereas a back gate electrode controls electron and hole injection. 
The surface of the device may be able to attract specific biomolecules if their 
electrostatic distributions correspond with those of the surface. Biomimetic 
recognition with the device would allow us to separate similar biomolecules, such as 
those with the same mass number and isoelectric points, which are difficult to 2 
 
differentiate utilizing conventional methods. The devices could actuate biomolecules 
as well as arrange them in desirable conformations. Moreover, this system could help 
elucidate the binding mechanisms of biomolecules by probing whether 2D 
electrostatic potential distribution and competing interactions can reproduce biological 
recognition.  
To predict and understand in detail the interactions between biomolecules and 
the charged surface, it is useful to use molecular simulations that probe both 
thermodynamic and kinetic behavior. In this study, interactions between the surface of 
the device and proteins have been analyzed quantitatively by molecular simulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1. Top and cross-sectional views of the semiconductor (silicon) device. Dark 
grey dots and light grey dots represent negatively charged and positively charged 
nanocrystals, respectively. The S/D parts describe source/drain regions for injecting 
electrons or holes. The gate electrode is a back gate for controlling the quantity of 
charges in the nanocrystals. The electrostatic potential distribution on the surface is 
calculated and shown on the right side. 
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Monte Carlo (MC) simulations with lattice models have been often applied to 
study adsorption of proteins at interfaces in order to achieve more practicable 
computational times compared to an all-atom simulation. By this method, simplified 
protein representations are often used where many features of real structures are 
reproduced with a tractable number of degrees of freedom. Anderson et al. [6] 
modeled adsorption of a protein-like heteropolymer at an oil/water interface using 
dynamic MC simulation with a simple cubic lattice model. The model follows only the 
backbone representation in which Cα coordinates are linked by virtual bonds having 
lengths of 3.8Å.  Using the Miyazawa-Jernigan energy scale for contact energies of 
amino acids [7-9], they calculated energy and entropy changes, and predicted a 
favorable protein structure at the interface. Castells et al. [10] also used the simple 
cubic lattice model with the MC technique to investigate surface-induced 
conformational changes in proteins. Consistent with experimental data, they observed 
differences in the protein structures on several types of surface. Zhdanov et al. [11] 
investigated adsorption kinetics of protein-like molecules using the MC simple cubic 
lattice simulation. They identified deviations in the denaturation kinetics of the 
adsorbed molecules from the conventional first-order kinetics below the folding 
temperature. They also found that the denaturation process occurred via several 
intermediate steps where the molecules were trapped in metastable states. 
Prior to these research efforts, a large number of kinetic and thermodynamic 
aspects of protein folding in the bulk were addressed using a MC simulation that 
employs course-grained lattice models. Socci et al. [12] analyzed the kinetics and 
thermodynamics of protein folding in depth using dynamic MC simulation and the 
MC histogram method with the simple lattice model. They examined phase transitions 
between unfolded and folded states of the protein, and stated that while the simple 
system adopted allowed a detailed analysis, more complex models would be needed to 4 
 
represent proteins more realistically. Kolinski et al. [13-19] proposed a model that was 
both realistic and relatively simple. Their model employs a high-resolution lattice 
representation of the polypeptide chain with a lattice spacing of 1.45Å; the protein is 
described as a lattice chain connecting the centers of mass of the side groups. The 
potential energy is derived from the statistical patterns seen in known protein 
structures. Using MC simulation, they successfully reproduced protein secondary 
structures with high fidelity and observed protein folding transition states. In addition, 
they proposed a method for combining a threading-based protein model with their 
high-resolution lattice model.  
In this study, we have investigated the interaction between the surface of a 
silicon device and a protein in water using Dynamic Monte Carlo simulations. 
Thermodynamic and kinetic analyses were performed for the B1 domain of Protein G 
(1gb1) and its mutants on the surface of the silicon devices. This protein was selected 
because folding thermodynamics and kinetics in the bulk have already been analyzed 
with a lattice model [18, 19]. For the protein structures, we used both simple cubic 
lattice and high-resolution lattice models, and extended the previously introduced 
methods by including surface interactions with electrostatic forces. After attaining a 
rough understanding of thermodynamic and structural characteristics of the proteins at 
interfaces with the simple cubic lattice method, we studied more realistic structures for 
the proteins with the high-resolution lattice model. For the cubic lattice model, 
Miyazawa-Jernigan (MJ) contact energies obtained from residue-residue contact 
statistics for proteins [7] were implemented, while for the high-resolution lattice 
model we used the Skolnick-Kolinski (SK) interaction scheme [17]. The parallel 
tempering method was used to prevent the system from trapping local free-energy 
minima. With these methods, it is possible to predict the characteristics of protein 
recognition and actuation on the surface. Although the models adopted in this work 5 
 
are coarse models in comparison with all-atoms simulation and explicit solvent 
treatment, we believe that these models can help predict the general trends of behavior 
of proteins interacting with electronic devices.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
6 
2. SIMULATION METHODS   
2.1 Protein Model 
In this section, the models used for simulating thermodynamic and structural 
properties of 1gb1 and its mutants are described. To investigate differences of surface 
interactions between very similar proteins, we compared wild type and mutants with 
the same mass, net charges, and amino acids. Table 2.1 lists the amino acid sequences 
and the net charges of the protein and its mutants; the mutants were produced by 
arbitrary point mutations. 
 
Table 2.1 Amino acid sequences and net charges of the simulated proteins. 
Protein  Sequence (Mutated points are shown with under-bars) 
Net 
Charge
1gb1  
MTYKLILNGK TLKGETTTEA VDAATAEKVF KQYANDNGVD GEWTYDDATK 
TFTVTE (56 amino acids) 
-4 
1gb1 
-Mutant-1 
MTYKLILNGK TLKGKTTTEA VDAATAEKVF KQYANDNGVD GEWTYDDATE 
TFTVTE (56 amino acids) 
-4 
1gb1 
-Mutant-2 
MTYELILNGK TLKGETTTEA VDAATAEKVF KQYANDNGVD GKWTYDDATK 
TFTVTE (56 amino acids) 
-4 
 
2.1.1 Simple Cubic Lattice Model 
In the simple cubic lattice model, a protein is approximated as a linear, self-
avoiding chain of amino acid monomers that are constrained to the nearest neighbor 
position on the cubic lattice [6, 10, 20]. The lattice sites with a spacing of 3.8Å 
represent the position of a single type of an amino acid residue so that the chain can be 
the backbone (Cα trace) of the proteins.  Figure 2.1 shows a sample structure of 1gb1 
calculated with the model. 7 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chain movement is allowed based on the Verdier-Stockmayer algorithm [20] 
which is shown in Figure 2.2. The steps permitted here include:  (1) end moves which 
relocate chain ends to any available nearest lattice points; (2) corner moves where any 
corner position can be transferred to the opposite corner; (3) crankshaft moves where a 
Figure 2.1 Structure of B1 domain of Protein G (1gb1) with the simple cubic lattice 
model. Dark grey denotes a negatively charged amino acid, while light grey 
denotes a positively charged amino acid. This structure was drawn using CHIME.  
Figure 2.2 Verdier-Stockmayer algorithm for the simple cubic lattice model 
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kink (cis arrangement of four consecutive chain elements) can be rotated around the 
axis determined by the position of the outermost chain element and can be moved to 
nearest neighbor points. After one amino acid residue is selected randomly and the 
type of the move is also randomly selected, the relocation is accepted by the MC 
criterion, which is described in section “2.3. Sampling scheme.” All moves are taken 
to be self-avoiding. Translation and rotation moves of the entire protein are employed 
only for examining characteristics of protein actuation, which is described in section 
“3.4 Protein actuation.” The global translation move consists of a lattice transfer in 
one of six directions, and the global rotation move is comprised of a right-angled turn 
around any of the three axes.  
The sum of the pairwise contact energies of the amino acid residues represents 
the intramolecular energy of the protein. The value of pairwise contact energy is added 
if two amino acid residues are adjacent and not covalently bonded, a state defined as 
“in contact.” Accordingly, the intramolecular energy of the protein is described by the 
following equation: 
               ( 1 )  
 
where i and j represent the residues along the chain,  i s  is the species of residue i, so 
that  } { i s  represent the sequence of the protein,  i r  is the position of residue i, and  } { i r  
represents the conformation. n is the total number of amino acids for proteins, and 
) , ( j i r r ∆  is a function related to distances between residues i and j; ) , ( j i r r ∆  is 1 if 
residue i and j are in contact, and is 0 otherwise. For ) , ( j i s s U , we used the Miyazawa 
and Jernigan (MJ) energy matrix derived from the statistically-derived energy 
difference between i-j residue pairs and i-solvent (water) plus j-solvent (water) pairs 
[7]. The energy matrix found in Table 5 (eij for Upper Half which includes a solvent 
effect) in their article [7] has been often used for the contact energies of 20 amino 
} {} { ) r , r ( ) s , s ( U ) r , s ( E j i
n
j i
j i i i intra ∆ = ∑
+ > 19 
 
acids with the cubic lattice model. The magnitude of the energies is related to their 
contribution to protein stability. For example, ) , ( j i s s U , with hydrophobic residues of i 
and j, has the lowest value. Any electrolyte effects were ignored and water solvent was 
implicitly treated. In any calculations, we put one protein in the system. We evaluated 
the validity of our cubic lattice representation by comparing our results with those 
from previous reports [10, 12] detailing energy and the radius of gyration.  
 
2.1.2  High-Resolution Lattice Model 
(1) Protein representation 
The simple cubic lattice model usually involves a tradeoff between simplicity 
and geometric fidelity [19]. It is difficult to account for sequence-specific 
characteristics of side chains of amino acids with only the alpha carbon chain 
representation. Therefore, Kolinski et al. proposed a new model with a high-resolution 
lattice, in which a chain is represented by a string of virtual bonds connecting the 
interaction centers that correspond to the centers of mass (COM) of the side groups 
[15, 16], displayed in Figure 2.3. We used the Kolinski’s model for our high-
resolution lattice model in which the COM was calculated with all heavy atoms, 
excluding hydrogen atoms but including alpha carbons; the center of glycine was its 
Cα, and the center of alanine was located in the middle of Cα and Cβ. These interaction 
centers (beads) were projected on cubic lattice sites with a lattice space of 1.45 Å. The 
distance between the COMs of two connecting residues depends on the identity of the 
corresponding residues and on the rotameric state of the side chains. In real proteins, 
the distance of virtual bonds (the chain vectors v) is from 3.8 to 10 Å. To cover this 
distribution, a set of virtual bond vectors {vi} representing the connection of the side 
chains was defined as {vi} = {a × qi} [16, 19], where a was a constant equal to the 
lattice spacing, and the vectors q belonged to the following set of vectors: 10 
 
   {qi}= {[k, l, m] } ,             ( 2 )  
with k, l, m= 0, 1, 2, 3, 4, or 5 and 11≤ |qi|
2 ≤30. In this model, the shortest vectors are 
(2, 2, 1) or (3, 0, 0), including all possible permutations, where the distance of these 
vectors is 4.35 Å. The longest vectors are (5, 2, 1); the lengths are 7.94Å [16]. Tails of 
the distance distribution can be cut off, because the small-distance cut-off error is well 
below the resolution of this model, and the long distance cut-off error is not important 
due to the rarity of cases of distances above 8 Å. 
  An excluded volume was represented by 19 lattice points shown in Figure 2.4 
[16]: the center, six points of positions (1, 0, 0), (0, 1, 0), and (0, 0, 1) with respects to 
the center, and twelve points of positions (1, 1, 0), including all permutations. 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3 A string of virtual bonds connecting the centers of mass (COM) 
of the side groups. The light grey beads represent the COM, and the black 
beads represent alpha carbon. 
1.45 Angstrom11 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(2) Conformational updating  
In our simulation, the Monte Carlo move sets consisted of one-bead moves 
(two-bond moves), two-bead moves (three-bond moves), and chain-end moves (one- 
or two- bead moves). These moves are illustrated in Figure 2.5. For a total of 2N+1 
attempts, where N is a  total number of amino acids, N attempts at one-bead moves, N-
1 attempts at two-bead moves, and 2 attempts at chain-end moves were made [15]. A 
randomly selected bead was displaced with a randomly selected move set. The range 
of the displacement was from 1 to 5  lattice units for each bead [16]. Prior to energy 
computation, the change was approved if the range of the vector length was not 
Figure 2.4 Excluded volume represented by 19 lattice points around the 
light grey bead. The black circles indicate three points of the excluded 
volume along the perpendicular to the drawing plane. The dark gray circles 
represent one lattice point for the excluded volume. 12 
 
violated. A test for excluded volume was also performed to avoid steric collisions of 
the chain. The displacement was accepted by the Metropolis criterion, described in the 
section “2.3. Sampling scheme.” Larger scale moves, such as a rigid body-like 
displacement of a larger portion of protein, were not applied here [17].   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5 Explanation of the conformational updating for the MC 
simulation. The upper picture represents the one-bead move (left), and the 
end move (two-bead, right). The lower picture indicates the two-bead move 
(three-bond move). 13 
 
(3) Interaction scheme 
Four types of interaction affect the chain connecting amino acid residues: 
a.  Sequence independent short-range interactions 
b.  Sequence dependent short-range interactions 
c.  Sequence independent long-range interactions 
d.  Sequence dependent long-range interactions. 
Short-range interactions are for closely bonded amino acids, while long-range ones are 
for amino acids for which the effect of the bonds could be negligible. Here, any 
electrolyte effects were ignored and water solvent was implicitly treated. 
 
a. Sequence independent short-range interactions 
The energy contribution from this type of interaction depends only on the 
specific chain geometry regardless of the protein sequence. First, the stiffness of 
polypeptide chains was considered. Stiffness is the result of the characteristic 
orientation patterns in folded proteins, helices or turns and β sheets. Such generic 
features should be included in the model so that it does not allow the protein chain to 
have significant flexibility. We referred to an equation for stiffness described in the 
report by Kolinski’s group [17] where a β-hairpin structure was calculated. The local 
orientation of the protein chain was defined by a vector orthogonal to a triangle 
formed by three consecutive beads (i−1th, ith, and i+1th residues). The corresponding 
conformational bias was given by: 
           ( 3 )  
      1 / + = i i i u u w           ( 3 a )  
      ) ( 1 1 i i i i i v v v v u − − ⊗ = − − ,            ( 3 b )  
where  i v  is the ith vector of the model chain, and  i w  is a vector orthogonal to the 
plane formed by the two consecutive vectors  1 − i v  and  i v . The gen ε  is equal to 1RT in 
{} [ ] ∑ + • − = ) w w , max( , . min E i i gen stiff 4 0 625 0 ε14 
 
all potentials described in this section, where the R is the gas constant and the T is the 
absolute temperature. The above equation depicts that the system is stabilized when 
the directions of pairs ( 4 + i i w , w ) of the secondary structure vectors are parallel where 
the dot product is positive. Kolinski et al. used several patterns to calculate this energy. 
For example, Estiff was scaled by a factor of 0.25 [15], or an additional term such as   
                                                            was introduced [16].  In these articles by 
Kolinski’s group, the theoretical background in respect to the several changes in the 
equation was not discussed; as well the differences in the results caused by using 
different energy terms were not addressed. We could change the equation applied for 
this stiffness energy term according to protein sequences that we selected.  
  An additional bias energy term was introduced into helix- and β-type expanded 
states [16, 17]. The purpose of this bias is to allow the protein to mimic a protein-like 
distribution of local conformations; the focus here being the distance between close 
amino acid residues. A short distance between the i
th and i+4
th beads corresponds to 
helical or turn conformations, while a long distance corresponds to expanded 
conformations. The energy is written as: 
(4) 
with: 
, ) ( 1 gen i H ε δ − =  for  36 4 ,
2 < + i i r  and  0 ) ( 3 > • + i i v v  and  5 ) ( 2 − < • + i i v v  
                           0,  otherwise               (4a) 
, ) ( 2 gen i H ε δ − =  for  36 4 ,
2 < + i i r  and  0 ) ( 3 > • + i i v v  and  5 ) ( 3 1 − < • + + i i v v  
               0,  otherwise               (4b) 
, ) ( 1 gen i E ε δ − =  for  135 56 4
2 < < + i , i r  and  5 ) ( 2 > • + i i v v   
               0,  otherwise               (4c) 
, ) ( 2 gen i E ε δ − =  for  135 56 4 ,
2 < < + i i r  and  5 ) ( 3 1 > • + + i i v v   
               0,  otherwise               (4d) 
{} [ ] ∑ + • − ) w w , max( , . min i i gen 2 0 5 0 ε
{} ∑ + + + = ) i ( E ) i ( E ) i ( H ) i ( H Estruct 2 1 2 1 δ δ δ δ15 
 
where  ) ( 1 i H δ and ) ( 2 i H δ are for helical/turn conformations, while  ) ( 1 i E δ and ) ( 2 i E δ  
are for expanded conformations. Other different definitions of the Estruct exist [15], and 
sometimes this energy term has not been taken into account [19]. However, we applied 
the above equations because the β-hairpin structure of the protein 1gb1 was 
successfully simulated using the above equations, as shown in Appendix A. 
 
b. Sequence dependent short-range interactions  
  Potentials derived from the geometric statistics of known protein structures are 
also important to make the proteins fold properly in the simulation. For calculations of 
short-range interactions, pairwise distances from a target amino acid up to the fourth 
neighbor along the polypeptide chain were taken into consideration [15]. The available 
statistical potentials [18] are shown on the website of the Kolinski research group 
(http://biocomp.chem.uw.edu.pl). Energy for the sequence dependent short-range 
interaction was expressed as follows: 
          
   
   (5) 
 
 
 
where E1d refers to energy associated with interactions between the residue i and its 
(d−1)
st neighbor residue. Ai denotes the amino acid type at position i, and ri,i+k is the 
distance between residues i and i+k. At the Kolinski’s website, we can find the matrix 
regarding E1d, ri,i+k, and Ai. The terms for the three-bond fragments (E14) include the 
effects of local chain chirality. The chiral distance term is expressed by: 
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For simplicity, the relative scaling of all terms was defined as one; with this scaling, a 
reasonable protein structure is obtained [15].  
 
c. Sequence independent long-range interactions  
Sequence independent long-range interaction was considered to reflect the 
common patterns seen in all side chain contact maps of globular proteins. The contact 
map identifies whether the amino acids hold intrahelical contacts or β-strands within 
β-sheets [21]. This contact map represents a mode of packing. Figure 2.6 shows an 
example for the packing between amino acid residues. The bias energy for the packing 
is defined by: 
           ( 7 )  
where δi,j is equal to 1 (or 0) when residues i and j are (or not) in contact [15, 16]. δpar 
is equal to 1 only when the chain fragments are in a parallel relationship represented 
by 0 ) ( ) ( 1 1 > + • + − − j j i i v v v v . Similarly δapar is equal to 1 only when the chain 
fragments are in an antiparallel relationship of  0 ) ( ) ( 1 1 < + • + − − j j i i v v v v  [16, 17]. 
Two beads were defined as in contact if the distance was in an attractive region; the 
distances are listed in Table 2.2 [16].  To simplify the calculation, two beads were said 
to be in contact if the distance is more than 4.35Å (the smallest cut-off value) and less 
than 6.8 Å (the largest cut-off value).  
  Further, bias energy for hydrogen bonds was taken into consideration. First, a 
vector h is defined as following.  
| | / | ) ( | / ) ( 3 . 3 1 1 1 1 − − − − − ⊗ ⊗ = i i i i i i i v v v v v v h  [16].                     (8) 
The vectors h are rounded off to the nearest integer value to fit in the lattice sites. 
Residue i is considered to be hydrogen bonded with residue j when the vector hi or -hi 
is inside the excluded volume (19 pointes) of residue j, shown in Figure 2.6. The total 
energy derived from the hydrogen bond is expressed as: 
{ } ∑∑ ∑∑ − + + − − − + + • • + • • − = apar j , i j , i j , i par j , i j , i j , i gen map ) ( ) ( E δ δ δ δ δ δ δ δ ε 1 1 1 1 1 1 1 117 
 
                                                              (9) 
where  Hbond ε  was defined as 1RT, δ
+ (or δ
-) equals 1 when vector hi (or -hi) is inside 
the excluded volume of other amino acids,  and δ
+,- equals 1 when both vectors 
contribute to the hydrogen bonds [15].  
 
 
 
 
 
 
 
 
 
 
 
 
d. Sequence dependent long-range interactions 
  The sequence dependent long-range interaction is represented by pairwise 
interactions between amino acids [15, 16]. Pairwise interactions are dependent on the 
distance between amino acids, and the types of amino acids. There are finite-repulsive 
cores and energy wells for the pair interactions. The potential of the interaction is 
defined by: 
           ( 1 0 )  
∞ = j i E , ,     for  3 < ij r                                 (10a) 
rep
j i E E = , , for 
rep
j i ij R r , 3 < ≤                     (10b) 
ij j i E ε = , ,    for  j i ij
rep
j i R r R , , < ≤                               (10c) 
Figure 2.6 Illustration of sequence independent long-range interaction. The left 
side shows an example of packing, and the right side shows an example of the 
hydrogen bonds. Residue i is hydrogen-bonded to residues j and k if the vectors hi 
and –hi are inside the excluded volume of residues j and k.    
i
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0 , = j i E ,   for  ij j i r R ≤ ,                                             (10d) 
where ij ε  is the pairwise interaction parameter found on the webpage 
(http://biocomp.chem.uw.edu.pl), rij is the distance between residues i and j, Erep is a 
repulsive term and equal to 3RT, and R
rep and R are cut-off values that depend on the 
amino acid type, and are shown in Table 2.2 [16, 17].  The pairwise interaction 
parameters of  ij ε  are derived from a quasichemical approximation using statistics of 
known protein structures [22]. The parameters are dependent on the orientation: 
parallel or antiparallel contacts. The definition of these contacts is explained in Figure 
2.7. Parallel contacts have a positive dot product of 0 ) ( ) ( 1 1 > − • − − − j j i i v v v v , while 
antiparallel contacts have a negative dot product of 0 ) ( ) ( 1 1 ≤ − • − − − j j i i v v v v . For end 
beads, end vectors were used to calculate the sign of the product. To increase the 
strength of tertiary interactions, all values of the pairwise potential of εij were shifted 
by a constant value of –0.5 RT. This is a method to approximate chain-collapsing and 
hydrophobic effects in a solvent [18]. Short-range (|i-j|<4) pairwise interactions 
between residues were ignored [23] where we produced realistic protein structures.  
 
Table 2.2 Pairwise cut-off distances for pairwise interactions. 
Protein A  Protein B  ] [ ,
o
A R
rep
j i   ] [ ,
o
A R j i  
Small (Gly, Ala, Ser, Cys) Small  4.35 5.97 
Large (Phe, Thr, Trp)  Large  4.83 6.80 
Others Combinations  4.57  6.32 
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A total intramolecular energy of the protein is the sum of the contributions 
described above, given as: 
pair Hbond map short struct stiff intra fE eE dE cE bE aE E + + + + + =                 (11) 
where a, b, c, d, e, and f are the scaling coefficients for each interaction. We applied 
a=1, b=1, c=0.375, d=1, e=1.25, and f=2.0 [18], with which we obtained realistic 
structures for 1gb1. Kolinski’s group accounted for the multibody potential, where 
hydrophobic interactions were more precisely included. Since inclusion of the 
multibody potential caused a large deviation from the native structure of 1gb1, we did 
not apply this energy. 
Figure 2.7 Illustration of a pairwise interaction. The center of the circle (the 
inner area) represents the excluded volume, the outer area shows the 
attractive region, and the intermediate area is the repulsive region. An 
antiparallel contact is shown in the upper part, while a parallel contact is 
shown in the lower. 
Attractive region
Repulsive region
Parallel
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We tested the validity of the high-resolution lattice representation and the chain 
movement by comparing our results with previous work [18, 24]. The results are 
shown in Appendix A. 
 
2.2 Surface and Electrostatic Interaction 
  In this section, the interaction between a protein and the surface of the model 
silicon device is discussed. First, the interaction between proteins and the surface of a 
device (SiO2) was considered; with reference to the research by Castells [10] and 
Anderson [6]. The amino acid residues of the proteins can be adsorbed if the residues 
and the surface sites are in contact. In our model, the surface was described by a single 
layer located at z = 0.  In the simple lattice model, the amino acid was in contact with 
the surface site when the amino acid was at z = 1. In the high-resolution lattice model, 
the amino acid was in contact if the z coordinate of the amino acid was in the 
attractive region given in Table 2.2. The amino acid cannot be located at z = 0 due to 
the finite repulsive force. 
To calculate the contact energy, we had to define the characteristic of the 
surface of the device. Since under water the SiO2 surface is covered with water 
molecules, the surface would be hydrophilic with chemisorbed H2O. One hydrophilic 
amino acid was chosen to represent the SiO2 surface. We selected histidine to describe 
the sites of the SiO2 surface because it provided a reasonable substitute of a 
hydrophilic solvent in the research by Anderson [6]. The energy for the simple cubic 
lattice model was given by: 
                                (12) 
where His is the abbreviation of histidine,  ) His , s ( U i  is the MJ contact energy 
between the species of the residue i and histidine, and z(ri) is the z lattice coordinate of 
)) r ( z ( ) His , s ( U E i
n
i
i surface ∆ =∑
=121 
 
the position of the residue i. )) ( ( i r z ∆  is 1 if z(ri) is 1 (in contact with the surface) and 
is 0 otherwise. The surface energy for the high-resolution lattice model was 
     , if                                                                                                (13) 
where  His i− ε  is the pairwise interaction parameter between residue i and histidine, and 
rep
His , i R and  His , i R  are cut-off distances shown in Table 2.2. 
In addition to the energy of the surface interaction, electrostatic interaction was 
also considered. In our model, we embedded four nanocrystals into the SiO2 film of 
the device, where the distances between the nanocrystals were 4 nm each in the x-y 
field, and the distance from the surface was 2.75nm or 2.25nm (2nm + 0.75nm, or 
1.5nm+0.75nm where the radius of the nanocrystal is assumed to be 0.75nm.) These 
distances were adopted as they would be the smallest values accessible with current 
fabrication processes. The positions of the nanocrystal dots are shown in Figure 2.8. 
The same charges were arranged in a directly opposite manner where the structure 
would be stable. A similar structure has been proposed by Lent et al. [25] though for a 
different purpose; their device encodes binary information (0 or 1) in the charge 
configuration of quantum dot cells, which could be a replacement for conventional 
CMOS (Complementary Metal-Oxide-Silicon) devices.  
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In our simulations, we regarded the nanocrystal charges as point charges. The 
electrostatic potential at the distance of ri from one charge Qi is given by: 
                              ( 1 4 )  
 
where ) ( i i r V  represents the electrostatic potential produced by the charged i 
nanocrystal, Qi is the charge of the i nanocrystal, ε0 is the vacuum permittivity (8.85 x 
10
-12 C
2/(N 
. m
2)), and ε  is the dielectric constant of water (78.3 at 25°C). The total 
electrostatic potential generated by all the nanocrystals was calculated using the 
principle of superposition. 
                                         (15) 
For amino acids, Glutamate (Glu) and Aspartate (Asp) residues are considered to have 
a –e charge and Arginine (Arg) and Lysine (Lys) are regarded to have a +e charge in 
Figure 2.8 Simplified structure of the silicon device. Four charges are embedded at 
each corner of the square. The distance between the adjacent charges is 4nm. The 
white dot is at a center of the 4 charges. The dark grey dots represent negatively 
charged dots, while the light grey dots represent positively charged dots. The 
distance between the surface and the center of the dots is 2.75nm or 2.25nm [2 (or 
1.5) nm+0.75nm (a radius of the dots)]. Dxy represents the distance from the center 
on the xy plane, while Dz represents the distance from the xy plane in the z 
direction. The electrostatic potential distribution on the surface created by the 
charges is calculated and shown on the right. 
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water [26]. When the proteins with these charges are exposed to the electric field 
produced by the nanocrystals, the electrostatic potential (Eelect) is given by: 
(16) 
where qj is the charge of the amino acid residues.  
  The total energy (E) for each protein in the system is given by the sum of the 
energies of the intermolecular, surface, and electrostatic interactions.  
elect surface intra total E E E E + + = ,                        (17) 
where the unit was RT.  
 
2.3 Sampling Scheme 
2.3.1 Metropolis Scheme 
  Dynamic Monte Carlo (MC) simulation was performed for our system. The 
MC method is particularly important in systems having a large number of degrees of 
freedom. The Monte Carlo sampling method is explained as follows. A thermal 
average of some observable A at equilibrium of the canonical ensemble is calculated 
by:  
                                                            (18) 
where x is a point in n-dimensional space representing the state of the system, E(x) is 
the energy of the state x, Z is the partition function, β = 1/kT, and k is the Boltzmann 
constant. In the protein lattice models where the conformational space is discrete, the 
integral is replaced by a sum of all conformations: 
                                                             (19) 
where the partition function of Z is  ∑ − = )) ( exp( x E Z β . Since all the conformations 
cannot be readily enumerated, N conformations are sampled in the set of all 
conformations. The estimated thermal average is expressed by:     
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     .        ( 2 0 )  
 
However, the estimate obtained by simple random sampling would be inaccurate if N 
is much smaller than the number of all the conformations. Therefore, the 
representative set of conformations must be chosen in such a way that the selection is 
biased towards conformations significantly populated at equilibrium. This idea is 
called importance sampling in MC simulations. If the probability of a given 
conformation x is P(x), then 
       
           .        ( 2 1 )  
 
If the P(x) is defined as proportional to )) ( exp( x E β − , then the thermal average is given 
by: 
        
        .          ( 2 2 )  
Samples of representative conformations with the probability of P(x) are 
generated by the Metropolis algorithm [27]. A Markov chain of conformations is used 
in the algorithm. When the conformation xi is randomly chosen, a probability function 
representing the probability of replacement from xi-1 to xi is defined as W(xi-1 Æ xi). In 
order to have a desired canonical distribution, it is important to have a detailed balance 
between the xi-1 and xi states; a condition that is achieved if the following equation is 
satisfied: 
) ( ) ( ) ( ) ( 1 1 1 − − − → = → i i i i i i x x W x P x x W x P        ( 2 3 )  
where P (xi) is the equilibrium probability of conformation xi. Therefore, 
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The transition probability between two conformations is determined by the probability 
of attempting a new conformation  attempt P  and the acceptance probability accept P . If the 
probabilities of the attempts are equal, the above equation can be rewritten as: 
          .   ( 2 5 )  
 
In the Metropolis scheme, the following expression for the acceptance ratio is used; 
{ } [] )) ( ) ( ( ( exp , 1 min ) ( 1 1 − − − − = → i i i i accept x E x E x x P β .                  (26) 
Our simulation procedure is as follows. After one amino acid residue or one 
group of residues is chosen randomly, a randomly selected move of the residues is 
attempted. Attempted moves that are not compatible with the chain conformation or 
that violate the excluded volume condition must be applied to keep the  attempt P  constant 
[28]. A move is rejected if the chain conformation is not compatible with the 
attempted move, or if it violates the excluded volume condition. If these two 
conditions are satisfied, the difference between the energy of the new conformation 
and the old one, ∆E = ( ) ( ) ( 1 − − i i x E x E ), is calculated. If ∆E is negative, then the new 
conformation is accepted. However, if ∆E is positive, a random number R between 0 
and 1 is generated and the new conformation is accepted if {} ) ( ( exp E R ∆ − ≤ β . 
Otherwise, the attempt is rejected.  
 
2.3.2 Parallel Tempering 
  Dynamic simulation schemes that sample a canonical ensemble suffer from 
poor sampling when the free energy landscape has many local minima. The parallel 
tempering method (also known as the multiple Markov chain or the replica-exchange 
method) has been developed to attain good sampling in systems. In parallel tempering, 
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multiple independent copies (n-replicas), each at a different temperature, are 
considered in parallel during one simulation. Occasionally a swap of configurations 
between two replicas is attempted with an MC criterion, using the instantaneous 
energies of the two systems, along with their difference in temperature. The criterion 
is expressed by: 
{ } [ ] )) ( ) ( )( (( exp , 1 min )] , ( ) , [( j i i j accept x E x E i j j i P − − − = → β β  [28].  (27) 
Figure 2.9 shows a representation of the parallel tempering method. For the exchange, 
two adjacent boxes were randomly chosen. Replica exchange swapping was attempted 
with a relatively low frequency so that the chain could be sufficiently relaxed in 
between attempts. Such a frequency was           , where the N is the number of the 
amino acids of the proteins. The temperatures for each replica were chosen to give a 
reasonable swap acceptance rate (approximately greater than 10% and smaller than 
50%). Continuous sampling of a canonical ensemble at a given temperature and 
mixing between the systems allow the chains to overcome any free energy barriers 
[28-30]. We used eight replicas in one simulation for the adsorption of the proteins. 
 
 
 
 
 
Temperature T1 T2 T3 Ti <<<<
Protein conformation 
at each replica
Energy landscape 
at each replica
Figure 2.9 Representative picture of a parallel tempering simulation. At higher 
temperatures the energy landscape becomes flat.  
1
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Using the protein representation, energy calculations, and the MC schemes 
described in this section, we simulated the thermodynamic and structural 
characteristics of the proteins in the system. With the simulation, we investigated 
interactions between the protein and the surface of the device. 
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3. RESULTS AND DISCUSSION 
3.1 Interaction between Protein and Surface of Model Silicon Device 
  In this section, we try to elucidate whether very similar proteins having the 
same mass number, isoelectric points, and amino acids can be differentiated using the 
device. Thermodynamic and structural quantities of 1gb1 (wild-type) and mutant 
proteins of 1gb1 (shown in Table 2.1) were evaluated with both simple lattice and 
high-resolution lattice methods.  
 
3.1.1 Simulated Interaction with a Simple Cubic Lattice Model 
  Figures 3.1 shows the averaged total energies <E> of the proteins at 
equilibrium in the simulation as a function of the charge Q, and Figure 3.2 shows 
histograms of the total energies of the proteins at equilibrium in the bulk where there 
was no surface in the system, and on a surface with a charge Q of 0e, 60e, and 150e. 
These energies were obtained after the system reached equilibrium in the calculation 
of 1×10
9 Monte Carlo steps. The distance between the surface of the device and the 
center of the nanocrystal dots was 2.75nm in these calculations. We found that the 
total energies of all the proteins decreased as the charge increased. When the proteins 
were in the bulk or on the surface without charges, the total energy <E> profiles were 
almost identical for all the proteins. However, as the surface charge increased, 
energies <E> were differentiated gradually; Mutant-1 had lower energies than the wild 
type, while Mutant-2 had higher energies than the wild type.  
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Figure 3.1 Averaged total energies <E> of the proteins (wild type, 
Mutant-1, and Mutant-2) as a function of the charge Q, calculated 
with the simple cubic lattice model. 
Figure 3.2 Histograms of total energies <E> of the proteins (wild 
type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the simple cubic lattice model. 
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To examine this energy differentiation in detail, we divided total energies into 
the following components: intramolecular energies (Eintra), surface interaction 
energies (Esurf), and electrostatic energies (Eelect). Averaged values of these energies 
are displayed in Figure 3.3.1 to 3.3.3. With an increase in charge, the intramolecular 
energies of Mutant-1 became higher than those of the wild type. On the other hand, the 
surface interaction energies and electrostatic energies of Mutant-1 became lower than 
those of the wild type. From these results, we found that the folding structures of 
Mutant-1 were more unstable energetically on the charged surface due to the larger 
effect of surface and electrostatic interactions. Conversely, the intramolecular energies 
of Mutant-2 became lower than those of the wild type, and the surface interaction 
energies and electrostatic energies of Mutant-2 became higher than those of the wild 
type. Therefore, the folding structures of Mutant-2 were more stable on the surface 
due to the smaller effect of the surface and electrostatic interactions. 
 
 
Figure 3.2 (Continued) 
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Figure 3.3.1 Averaged intramolecular energies <E> of the proteins 
(wild type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the simple cubic lattice model. 
Figure 3.3.2 Averaged surface interaction energies <E> of the proteins 
(wild type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the simple cubic lattice model.  
In bulk
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To quantitatively elucidate adsorption states and the folding structures of the 
proteins on the surface, we simulated positions, diffusion coefficients, and radii of 
gyration of the proteins at equilibrium; displayed in Figure 3.4 to 3.7. Figure3.4 
indicates that the proteins migrated on the surface with a charge less than about 60e, 
since the height of the proteins from the surface (Dz-3.8 [Angstrom]) was less than 
one lattice length and the range of the Dxy in which the proteins existed was quite 
large. As the charge increased above 60e, the proteins became trapped on the surface 
above the charged dots. The trapping can be caused by a larger Coulombic force. 
Figure 3.5 shows diffusion coefficients of the wild type protein. The diffusion 
coefficient was calculated as: 
                                                    (28) 
where ∆t is the diffusion time measured in Monte Carlo steps,  ∆x is an averaged 
displacement of the proteins in the x direction, and ∆y is an averaged displacement of 
Figure 3.3.3 Averaged electrostatic energies <E> of the proteins (wild 
type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the simple cubic lattice model. 
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the proteins in the y direction [31]. Above a charge of 60e, the diffusion coefficient 
decreased below 1 Angstrom. The snapshots where the wild type protein was trapped 
are displayed in Figure 3.6. With the charge Q of 15e, the protein was wandering 
almost all over the surface. However, the protein was trapped with the charge of 150e. 
The trapping would not be irreversible since the proteins were able to hop near the 
positively charged dot. Four different clusters of the positions near the positively 
charged dots appeared in Figure 3.6 (2) may be caused by parallel tempering attempts 
where we periodically swapped configurations between different systems. 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
Figure 3.4 Positions of the proteins (wild type, Mutant-1, and Mutant-2) as a 
function of the charge Q.  Dxy represents the averaged distance from the center 
on the xy plane, while Dz represents the averaged distance from the xy plane in 
the z direction. The square dots are positions of Mutant-1, and the triangle dots 
are positions of Mutant-2. 
(1) Position (Dxy, Dz) of wild type  
(2) Position (Dxy, Dz) of Mutant-1 (squares) and Mutant-2 (triangles)  
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Figure 3.6 xy positions of snapshots of wild type protein trapped on 
the surface with the charges of 15e and 150e at equilibrium.  X and Y 
coordinates represent lattice points. The center of the dots is located 
at (75, 75) on the lattice coordinate. 
Figure 3.5 Diffusion coefficients of wild type protein 1gb1 as a 
function of the charge Q. 56MCS represents 56 Monte Carlo steps; 56 
is the number of amino acids of the protein.  
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Regarding the protein structures, the averaged radii of gyration in Figure 3.7 
show that Mutant-1 had larger radii than the wild type on the charged surface, while 
Mutant-2 had smaller radii than the wild type. As the charge increased, we found that 
Mutant-1 spread more than wild-type, while Mutant-2 was more folded than wild-type.  
The distribution histograms of radii of gyration and the intramolecular energies 
of the proteins are shown in Figure 3.8 and 3.9. Without the surface, the structures of 
these three proteins would be almost identical, since the histograms of both the radii of 
gyration and of energies were similar in the bulk. However, once the proteins were 
trapped on the surface near the charged dots, conformational differences emerged and 
the extent of denaturation was differentiated between the proteins. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7 Averaged radii of gyration <Rg> of the proteins (wild 
type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the simple cubic lattice model.  
8
10
12
14
16
0 50 100 150 200
Charge [e]
<
R
g
>
 
[
A
n
g
s
t
r
o
m
]
<Rg> Wild type
<Rg> Mutant-1
<Rg> Mutant-236 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
0.05
0.1
0.15
0.2
0.25
57 . 5 1 0
Rg [Angstrom]
P
(
R
g
)
Wild type in bulk
Mutant-1 in bulk
Mutant-2 in bulk 
0
0.02
0.04
0.06
0.08
51 0 1 5 2 0
Rg [Angstrom]
P
(
R
g
)
Wild type Q=0e
Mutant-1 Q=0e
Mutant-2 Q=0e
Figure 3.8 Histograms of radii of gyration of the proteins (wild type, 
Mutant-1, and Mutant-2), calculated with the simple cubic lattice model. 
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Figure 3.9 Histograms of intramolecular energies of the proteins (wild type, 
Mutant-1, and Mutant-2), calculated with the simple cubic lattice model. 
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(4) Proteins on the surface with 150e  (3) Proteins on the surface with 60e 
0
0.01
0.02
0.03
0.04
-250 -200 -150 -100 -50
Intramolecular Energy [RT]
P
(
E
i
n
t
r
a
)
Wild type in bulk
Mutant-1 in bulk
Mutant-2 in bulk
0
0.01
0.02
0.03
0.04
-250 -200 -150 -100 -50
Intramolecular Energy [RT]
P
(
E
i
n
t
r
a
)
Wild type Q=0e
Mutant-1 Q=0e
Mutant-2 Q=0e
0
0.01
0.02
0.03
0.04
-250 -200 -150 -100 -50
Intramolecular Energy [RT]
P
(
E
i
n
t
r
a
)
Wild type Q=60e
Mutant-1 Q=60e
Mutant-2 Q=60e
0
0.01
0.02
0.03
0.04
-250 -200 -150 -100 -50
Intramolecular Energy [RT]
P
(
E
i
n
t
r
a
)
Wild type Q=150e
Mutant-1 Q=150e
Mutant-2 Q=150e38 
 
Figure 3.10 shows a snapshot of the structures of the proteins; the structures 
represented the proteins with the most probable energy. The structure of Mutant-1 
shows that the amino acids with the same charges for the protein were segregated 
together, and that the positive and negative charge clusters were apart from each other. 
This allows the clusters to have larger electrostatic interactions with the charged dots 
embedded into the device. Because of the stronger interaction, the surface interaction 
also increased, and yet the intramolecular energy of Mutant-1 decreased due to the 
larger denaturation. On the other hand, Mutant-2 had a more folded structure that 
allowed the positive and negative charges of the amino acids to cancel out and thus 
resulted in weaker electrostatic and surface interaction.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10 Trapped 1gb1 and mutant structures with the most probable energy 
on the surface with a charge Q of 150e. The upper row shows the structures of 
the protein and the model device, while the lower side shows the top view of 
the protein backbone structure. The dark grey part represents a negatively 
charged part, and the light grey part is a positively charged part.  
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Affinities between the proteins and the surface were compared by calculating 
the ratio of equilibrium constants for adsorption. To calculate the equilibrium 
constants, it is necessary to obtain the free energy of binding bind A ∆ : 
bind bind bind S T E A ∆ − ∆ = ∆ ,                          (29) 
where  bind E ∆  and  bind S ∆ denote energy and entropy changes between the adsorbed 
state and unadsorbed state.  E ∆  and  S ∆ can be calculated as: 
bulk adsorbed E E E − = ∆ ;  bulk adsorbed S S S − = ∆ .       ( 3 0 )  
The ratio (k) of the equilibrium constants for the wild type and the mutants ( type wild K − , 
mutant K ) is given by: 
           ( 3 1 )  
  
           ( 3 2 )  
 
Since radius of gyration and intramolecular energy profiles of the wild type and the 
mutants are similar in the bulk, the entropy difference between these bulk proteins 
may be negligible. The entropy difference for the adsorbed state should be negligible 
because the adsorbed states have a relatively small magnitude of entropy.  Moreover, 
the temperature that we are focusing on is low. Therefore, the difference in the free 
binding of energy can be approximated from the energy differences as follows: 
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− − − − − − ≅ ∆ − ∆ .  (33) 
Using these equations, the ratios of the equilibrium constants (mutant/wild type) were 
estimated and are given in Figure 3.11. The result shows that the ratio of the 
equilibrium constants for protein adsorption exponentially changed with an increase in 
charge. Mutant1 had a much higher affinity than the wild type, while Mutant2 had a 
much lower affinity than the wild type; suggesting that these similar proteins could be 
separated using a surface with charged nanocrystal dots. However, the charge required 
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to cause the separation is so high (>60e) that it is unlikely that a stable charge for the 
device be maintained due to charge leakage. 
 
 
 
 
 
 
 
 
 
 
 
 
  So far, we have calculated the energies and the structures of proteins using the 
distance (d=2.75nm) between the surface of the device and the center of the charged 
dots. Figure 3.12 shows a comparison of the energies and the radii of gyration for 
wild-type protein with distances of d=2.75nm and d=2.25nm.  If the distance is 
shortened to d=2.25nm, a lower energy and a higher radius of gyration were obtained 
in the calculation. Since the shorter distance produced higher electrostatic interaction, 
the protein was more denatured with lower charges. From this result, we expect that 
differentiation between the three proteins (wild type, Mutant-1, and Mutant-2) will be 
attained with lower charges. 
 
 
 
Figure 3.11 Ratio of the equilibrium constants calculated with 
the simple cubic lattice model 
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Although the simple cubic lattice model provides us with thermodynamic 
quantities of protein adsorption, the model does not allow us to examine structural 
details specific to the proteins. To analyze structural differences between these 
proteins on the surface, the high-resolution lattice method was used. We also 
examined the consistency of the results with both the simple and high-resolution 
lattice models. 
 
3.1.2 Simulated Interaction with a High-Resolution Lattice Model  
  Thermodynamic and structural quantities of the proteins were calculated in 
1×10
８ Monte Carlo steps with the high-resolution lattice model when the distance 
between the surface of the device and the center of the charged dots was 2.75nm. 
Averaged total energies <E>, intramolecular energies <Eintra>, surface interaction 
energies <Esurf>, and electrostatic energies <Eelect> at equilibrium are shown in 
Figure 3.13.1 to 3.13.4. Histograms of the total energies of the proteins in the bulk and 
on the surface with a charge Q of 0e, 150e, 300e are shown in Figure 3.14. With an 
Figure 3.12   Averaged total energy and radius of gyration of proteins 
when the distance between the surface of the device and the charged dots 
is changed. 
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increase in the charge above about 150e, the averaged values and histograms of the 
total energies began to diverge. Mutant-1 had a smaller total energy <E> than the wild 
type, while Mutant-2 had a larger total energy <E> than the wild type. On the other 
hand, the intramolecular energies of Mutant-1 became higher than those of the wild 
type, and the surface interaction energies and electrostatic energies of Mutant-1 
became lower than those of the wild type. In contrast, the intramolecular energies of 
Mutant-2 were lower than those of the wild type, and the surface interaction and 
electrostatic energies of Mutant-2 were higher than those of the wild type.  
From these results, we conclude that the folding structures of Mutant-1 were 
more energetically unstable on the charged surface due to their larger effect of surface 
and electrostatic interactions, while the folding structures of Mutant-2 were more 
stable on the surface due to their smaller effect of extramolecular interactions. These 
results are consistent with those from the simple cubic lattice model, although the 
charge required for the differentiation was higher with the high-resolution model. The 
higher charge is needed mainly due to the higher stability of the protein structure 
induced by additional bias energy such as secondary structure bias and hydrogen bond 
bias of the proteins in the high-resolution lattice model. 
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Figure 3.13.1 Averaged total energies <Etotal> of the proteins (wild type, 
Mutant-1, and Mutant-2) as a function of the charge Q, calculated with the 
high resolution lattice model. 
Figure 3.13.2 Averaged intramolecular energies <Eintra> of the proteins 
(wild type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the high resolution lattice model. 
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Figure 3.13.3 Averaged surface interaction energies <Esurf> of the proteins 
(wild type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the high resolution lattice model. 
Figure 3.13.4 Averaged electrostatic interaction energies <Eelec> of the 
proteins (wild type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the high resolution lattice model.  
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To examine the protein structures, averaged quantities of radii of gyration 
<Rg> are shown in Figure 3.15 and distribution histograms of Rg are also shown in 
Figure 3.16. The averaged radii of gyration were not largely differentiated on the 
surface for charges of less than 150e. Above a charge of 225e, Mutant-1 had a larger 
radius of gyration than the wild type, while Mutant-2 had a smaller radius of gyration. 
From the distribution histograms of the radii of gyration, we found that with larger 
charges Mutant-1 and the wild type had largely increased radii of gyration in a range 
Figure 3.14   Histograms of total energies of the proteins (wild type, Mutant-
1, and Mutant-2), calculated with the high resolution lattice model. 
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from 15 to 20 Angstroms. The wild type protein exhibited two different 
conformational states: a compact state and an expanded state with a large 
conformational change relative to the bulk conformation.  
Distribution histograms of the intramolecular energies of the proteins are 
shown in Figure 3.17. In the histograms, an increase in the energy of Mutant-1 was 
larger than that of the wild type when a large charge was applied. Conversely, an 
increase in the energy of Mutant-2 was smaller than that of the wild type with a large 
charge. These results suggest that Mutant-1 was more denatured than the wild type, 
while Mutant-2 was less denatured than the wild type. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.15   Averaged radii of gyration of the proteins (wild 
type, Mutant-1, and Mutant-2) as a function of the charge Q, 
calculated with the high resolution lattice model. 
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Figure 3.16   Histograms of radii of gyration of the proteins (wild type, Mutant-
1, Mutant-2), calculated with the high resolution lattice model. 
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Figure 3.18 shows three of the trapped structures of 1gb1 with the most 
probable energy when the charge Q of the dots was 300e. The proteins were denatured, 
just as seen with the simple cubic lattice model, and the extent of denaturation was 
different. The wild type and Mutant-2 had a folded structure, while Mutant-1 had an 
expanded structure; this is caused by the segregation of positive and negative charges. 
Figure 3.17 Histograms of intramolecular energies of the proteins (wild type, Mutant-
1, and Mutant-2), calculated with the high resolution lattice model. 
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The positively and negatively charged clusters developed larger Coulombic 
interactions between the protein and the charged dots. We also found that the 
secondary structures of these proteins were preserved for the most part, while the 
junctions between the secondary structures were significantly flexible and caused a 
collapse of the tertiary structures. Figure 3.19 depicts a schematic figure of this system 
for wild-type and Mutant-1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.18 1gb1 and mutant structures with the most probable energy on the 
surface with a charge Q of 300e. This figure shows the structures of the protein 
and the model device. The chains are the backbone (alpha carbon trace) of the 
proteins. The dark gray part represents a negatively charged part, and the light 
gray part is a positively charged part.  50 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To quantitatively compare the affinity difference, the ratio of the equilibrium 
constants is needed. With the simple cubic lattice model, we calculated the values 
from the energy differences, since the entropy difference would be negligible. Here, 
however, the entropic difference for the native structures in bulk cannot be ignored, 
because the structures in bulk are not identical for these proteins. In this case, the 
difference in conformational entropies must be evaluated by tracking sampled 
conformations and counting the number of different conformations [6], which is 
enormously laborious work using the high-resolution lattice system. Alternative and 
more efficient methods for evaluation of the entropic differences should thus be 
further investigated. 
  We also simulated energies and radii of gyration of proteins with a shorter 
distance of 2.25nm between the surface of the device and the center of the charged 
dots.  
Figure 3.19 Trapping of wild type and Mutant-1 on the surface of the device with the 
high-resolution lattice model. The mutant develops higher affinity by drastic 
denaturation. Dark grey represents anion, while light grey represents cation.  Cα 
backbones are shown for the proteins. 
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Figure 3.20 shows a comparison of the energies and the radii of gyration for proteins 
with distances of d=2.75nm and d=2.25nm.  If the distance was shortened to 
d=2.25nm, a lower energy and a higher radius of gyration were obtained in the 
simulations. Since the shorter distance produced a higher electrostatic interaction, the 
proteins could be largely denatured with lower charges; these results are consistent 
with those from the simple cubic lattice model. Additionally, Mutant-1 was more 
stabilized than other proteins with lower charges when the distance shortened. The 
results show that differentiation between three proteins could be observed with lower 
charges if the distance is shorter. However, the distance should be thick enough to 
avoid charge leakage from the dots to the surface.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.20.1 Averaged total energy of wild type protein when the 
distance between the surface of the device and the charged dots is 
changed from 2.75nm to 2.25nm. 
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3.2 Characteristics of 1gb1 and the Mutants 
To examine what caused the affinity differences, the charge profiles along the 
sequences of the proteins were compared and are shown in Figure 3.21. The charge 
distribution of Mutant-1 was found to be more segregated along the sequence and so it 
had a high surface affinity, while that of Mutant-2 was more dispersed and so it had a 
lower surface affinity. The segregated charge may allow the protein to be expanded 
further using the larger Coulombic interaction with the charged dots of the device. 
With these models, we found that the difference in the charge distribution of the 
proteins along the sequences leads to different degree of denaturation for the tertiary 
structure, resulting in affinity differences for the surface of the device.  
The distance between the charged nanocrystal dots, and the distance between 
the top of the dots and the surface are also important to determine the extent of the 
affinity and denaturation. Conformational changes and energy differences of the 
proteins should be calculated when the distance between the dots and arrangements of 
Figure 3.20.2 Averaged total energy of mutant proteins when the 
distance between the surface of the device and the charged dots is 
changed from 2.75nm to 2.25nm 
(1) Total energies of Mutant-1  (2) Total energies of Mutant-2 
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the dots are changed. There could be a critical distance and arrangement that allows 
similar proteins to be differentiated. 
These results suggest that charge-patterned surfaces may enable very similar 
proteins, which are difficult to separate by conventional methods such as 
electrophoresis and affinity chromatography, to be differentiated by inducing different 
extents of denaturation of their structures.  
 
 
 
 
 
 
 
 
 
 
 
 
3.3 Comparison of the Simple Cubic and the High-Resolution Lattice Models  
  Comparing the simple cubic and the high-resolution lattice models, we found 
consistency in the results from both methods regarding the estimation of the protein-
surface interaction. The simple cubic lattice model with the MJ energy matrix was 
useful for fast prediction of thermodynamic quantities for protein-adsorption; however, 
the method oversimplifies protein structures. Since the simple cubic lattice model does 
not include biased energies for the secondary structure, explicit hydrogen-bonds, or 
packing of the structures, accurate estimation of the protein structures is difficult. 
Figure 3.21 Charge distributions along the proteins. The dark grey represents a 
negatively charged amino acid, while the light grey represents a positively charged 
amino acid. 
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Using the high-resolution lattice model with the SK energy scheme enabled us to 
investigate protein structures in more detail; however, this method is computationally 
more expensive. The two methods appear then to complement each other to bring 
meaningful thermodynamic, kinetic, and structural information on protein-solid 
adsorption. 
 
3.4 Protein Actuation 
We investigated whether the reprogrammable character of the surface charges 
could actuate a single biomolecule in a controllable manner. In our simulation, we 
applied global translational and rotational moves in MC dynamics to improve 
computational efficiency and to mimic global molecular diffusion events. In this case, 
the parallel tempering calculation that swaps the configuration of the proteins between 
different temperatures was not applied since this method could cause unrealistic 
movement of the proteins. We simulated the position of the proteins at a temperature 
of 298K (T=1) using only the simple cubic lattice model. 
  Figure 3.22 also shows how the charges were switched and moved. The four 
charges were moved along one direction by making them hop the same distance. At 
this point, it is unclear whether the silicon device allows the charges to be switched 
and moved as shown in Figure 3.22. To achieve this property, the structures of the 
source/drain and back-gate will likely be rather intricate. However Lent et al. [25] 
have also developed nanoscale QCA devices, which have structure similar to our 
model; in their QCA device, four quantum dots with charges are fabricated, and the 
charges can switch and move using a tunneling effect of the electrons.  
Figure 3.22 shows a trace of positions of the center of mass of the protein 
while the charges (Q=150e) are switched and moved along one direction. It is evident 
that the protein was being dragged with changing the structures in response to the 55 
 
charge positions; a result that indicates the device can actuate a single biomolecule in 
a controllable manner without dynamic flow.  
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.22 Movement of wild type 1gb1 by switching the charges. This 
result is calculated with the simple cubic lattice model.  
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4. CONCLUSION   
  Interaction between the surface of a silicon device and proteins in water was 
examined using the Dynamic Monte Carlo method. With the help of both a simple 
cubic lattice model and the high-resolution lattice model for protein structure, the 
characteristics of protein recognition and actuation on the surface were investigated. 
The surface of the envisioned device has a nanoscale electrostatic charge distribution, 
to be produced by self-assembled metal nanocrystals embedded in dielectric films 
such as SiO2. In the simulation, Miyazawa-Jernigan (MJ) contact energies for proteins 
were implemented with the simple cubic lattice system, while the Skolnick-Kolinski 
(SK) interaction scheme was used with the high-resolution lattice system. The parallel 
tempering method was performed to prevent the system from trapping local free-
energy minima. 
Our simulations were designed to ascertain if proteins having the same mass 
number, isoelectric points, and amino acids could be separated based on affinity 
differences in electrostatic binding to the device surface. For this purpose we 
simulated the wild type 1gb1 protein and two suitable mutants generated by two-point 
mutations, and the surface was modeled as four regularly spaced nanocrystals having a 
zero total net charge. First, we found that 1gb1 and its mutants could be trapped on the 
surface if the surface was heterogeneously charged. Second, we found that affinity 
differences of the wild type 1gb1 and two mutants, which were represented by the 
ratio of the equilibrium constants (mutant/wild type) for protein adsorption, were 
exponentially changed with an increase in the charge of the nanocrystals. The mutant 
whose charge distribution along the sequence was more dispersed had a lower affinity 
for the surface, while the mutant
whose charge distribution was more segregated had a higher affinity. The segregated 
charge may allow the protein to be denatured further by the generation of larger 57 
 
Coulombic forces between the protein and the charged nanocrystal dots. This result 
suggests that charge-patterned surfaces may be able to differentiate between similar 
proteins which are difficult to separate by conventional methods such as 
electrophoresis and affinity chromatography.  
Furthermore, we found that proteins could be actuated by switching and 
moving charged spots along one direction; indicating that a charge-reprogrammable 
device may be able to actuate a single biomolecule in a controllable manner without 
dynamic flow. 
Finally, we found that the results from both the simple cubic lattice model and 
the high-resolution lattice model were consistent with respect to the estimations of the 
protein-charged surface interactions. The simple cubic lattice model allowed us to 
predict the thermodynamic properties with ease, while the high-resolution lattice 
model enabled us to estimate more realistic protein structures. A combination of the 
two models appears to be a useful tool to obtain thermodynamic, kinetic, and 
structural information on protein adsorption. 
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APPENDIX 
 
  To confirm the validity of our simulation methods, we calculated the most 
stable structures of the β- hairpin part of 1gb1, and 1gb1 itself in the bulk, and 
compared them with native structures from the Protein Data Bank (PDB). Figure A.1 
shows the protein structures with the lowest energy in the bulk at room temperature 
(T=1.0), which were obtained by parallel tempering calculations with the Metropolis 
scheme. The β-hairpin part is known to have three interaction chains between 
hydrophobic amino acids (W-V, W-F, and Y-F), which stabilize the β hairpin structure 
[31]. We confirmed three hydrophobic chains for the β hairpin in our results using 
both the simple cubic lattice and the high-resolution lattice models.  
We also calculated the root mean square deviation (RMSD) values between 
our structures and those in the PDB after translationally and rotationally aligning the 
two structures. The RMSD values of the calculated Cα positions from the native 
structure were 5.8Å with the cubic lattice model and 5.6Å with the high-resolution 
model. For 1gb1, the RMSD values of the calculated structures with the lowest energy 
were 8.8Å with the cubic lattice model and 8.6Å with the high-resolution model. 
These values are reasonable when compared to results of previous reports [16, 23]. 
Although the high-resolution lattice model had relatively high RMSD values, the 
model successfully shows the secondary structures of 1gb1. We obtained a α-helix - 
β-hairpin structure from the results with the high-resolution model; consistent with the 
native structure of 1gb1. The structure obtained is similar to one of the representative 
snapshots from the isothermal simulation of 1gb1 obtained by Kolinski’s group [19]. 
These results suggest that the protein structure calculated in our simulation could 
represent the 59 
 
structure of a real protein, and thus help understand protein behavior on the surface of 
the silicon device.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We calculated energies for the β-hairpin in the bulk, and compared the results 
with those obtained by Kolinski’s group. The results shown in Figure A.2 have a 
consistency; our method reproduces the thermodynamic properties calculated by 
Kolinski’s research team. 
 
 
Figure A.1 Wild-type protein structure (β-hairpin, and B1 domain of protein G) with 
the lowest energy obtained by the simple cubic lattice and the high-resolution lattice 
models. The chain is the backbone (alpha carbon trace) of the proteins. 
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Our method was applied to artificial polypeptide sequences representing a 
typical β-sheet structure (Seq1) and a helical structure (Seq2), (-Val-Thr-)n and (-Ala-
Leu-Ser-Ser-Ala-Ala-Ser-)n [18]. For this calculation, several minor changes were 
performed to implement the calculation of Kolinski’s group [18], as they did. For 
example, the bias energy for packing (Emap) was excluded, an acute contact was 
added over and above the parallel and antiparallel contacts, and the scaling 
coefficients in equation (11) were changed. The calculated structures (n=112) are 
shown in Figure A.3.1. We obtained a β-sheet structure for Seq1 and a helical 
structure for Seq2, as they did. The calculated structures were almost the same as 
those calculated by Kolinski’s group [18]. We also calculated Seq2 that consisted of 
42 residues in order to compare our results with those of the J.J. de Pablo Group; in 
this case, the bias energy for packing (Emap) was included in accord with their 
method [24]. The result is displayed in Figure A.3.2. There was consistency in our 
obtained structures.  
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Figure A.2. Energy of the β-hairpin in the bulk as a function of 
temperature calculated with the high-resolution lattice model. 
Calculated energies were obtained by our method, while the 
reference energies were obtained by Kolinski’s group [17]. 61 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
However, we found differences regarding the averaged energy of the 
polypeptides (Figures A.4 and A.5); indicating that our method is not exactly the same 
that introduced by Kolinski’s group. These differences would come from 
methodological differences:  (1) multibody potential was excluded in our model, while 
it was taken into account in their model; (2) the parameters for pairwise short-range 
interactions that we downloaded from their web page (http://biocomp.chem.uw.edu.pl) 
would not be exactly the same as those used by them, since Kolinski’s group slightly 
changed the parameters according to the types of proteins; however, they displayed 
only one parameter set on their web page; (3) the definition of “in contact ” in the 
calculation of the Emap could be different, as it was not addressed clearly in their 
A B
Figure A.3.1 Conformations with the lowest energy calculated for Seq1 (A) 
and Seq2 (B) polypeptides consisting of 112 residues (N=112) at T=1. 
Figure A.3.2. A conformation with the lowest energy calculated for 
Seq2 (B) polypeptides consisting of 42 residues (N=42) at T=1. 62 
 
articles [15-19]; (4) the definition of parallel or antiparallel contacts for the end 
residues would not be the same when pairwise interactions were calculated; (5) the 
biased energy of –0.5RT for the pairwise interaction in our model could be 
unnecessary in some cases; and (6) short range interaction (|i-j|<4 ) for the pairwise 
interaction was excluded in our model, though it might be considered.  
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Figure A.4 Averaged conformational energies for Seq2 (n=112) as a 
function of temperature. The diamond represents data obtained with 
our method, and the square represents the reference data [18]. 
Figure A.5 Averaged conformational energies for Seq2 (n=42) as a 
function of temperature. The diamond represents data obtained with our 
method, and the square represents the reference data [24]. 63 
 
With our calculation method, we may be able to quite precisely predict protein 
structures. However, it is uncertain at this time whether the calculated thermodynamic 
quantities represent exact properties. We would also like to state that this proposed 
method needs to be changed in parts to accord with the types of targeted proteins.  
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