Introduction
Abstract state machines (originally called evolving algebras) constitute a modern computation model [8] . ASMs describe algorithms without compromising the abstraction level. ASMs and ASM based tools have been used in academia and industry to give precise semantics for computing artifacts and to specify software and hardware [1, 2, 6] . In connection to the conference on Developments in Language Theory, we consider how and whether ASMs could be useful in language theory.
The list of topics on the conference site starts with "grammars, acceptors and transducers for strings, trees, graphs, arrays". The conventional computation models cannot deal directly with graphs or other abstract structures. For example, you cannot put an abstract graph on the tape of a Turing machine. Instead, the conventional models deal with presentation of abstract structures. Accordingly, when people speak about graphs they often mean ordered graphs, that is, graphs with a linear order on vertices. This seems to be the case with the current research on grammars, acceptors and transducers for graphs [13] . If there were indeed interest in grammars, acceptors and transducers for (unordered) graphs or other abstract structures, ASMs would be indispensible. The current models for computations with abstract structures and the related complexity theory build upon ASMs [4, 5] .
Another possible application of ASMs is to write language algorithms on their natural abstraction level, devoid of unnecessary details. We give one illustrative example below: an ASM program of the well-known algorithm for minimizing a deterministic finite-state automaton [12] . More examples will be presented during the conference talk. Before turning to the example, we point out some properties of ASMs that from our outsiders' point of view appear to have relevance to language theory: their universality, their facility for abstraction, and their ability to capture concurrency and non-determinism.
The ASM computation model: How is it different?
The original definition of ASMs in [8] is still valid. But there has been a substantial advance in the meantime. See in particular the ASM based specification language AsmL [2]. We do not define ASMs here; instead, we discuss some of the distinctive qualities of ASMs that may be of interest to this audience.
A richer notion of universality
Turing's original model of computation was intended to capture the notion of computable function from strings to strings. Turing convincingly argued that every string-to-string computable function is computable by some Turing machine [14] . His thesis is now widely accepted.
The string-to-string restriction does not seem severe because usually inputs and outputs can be satisfactorily coded by strings. But the restriction is not innocuous. First, some well-known (already in Turing's time and even earlier) algorithms work with inputs that do not admit string encoding. Think for example of the Gaussian elimination algorithm, which deals with genuine reals, or of the ruler-and-compass constructions of classical geometry, which deal with continuous objects. Second, some inputs can be coded by strings but not in a satisfactory way. Consider graphs for example. Graphs can be represented by adjacency matrices, and matrices are perfectly string codable. But there is no known canonical and feasible adjacency-matrix presentation of graphs. It is essentially the well-known problem of database theory: how to deal with databases in an implementation independent way?
One can argue that, taken literally, the Gaussian elimination algorithm is too abstract, that in any actual computation one deals with finite approximations of reals which are perfectly represented by strings. But in many cases, it is desirable to deal with abstract algorithms. This brings us to an essential drawback of Turing's computation model. While it is perfect for the intended purpose, its abstraction level is essentially that of single bits.
There is another drawback of Turing's model. A Turing machine simulation of a given algorithm is guaranteed to preserve only the input/output behavior. There may be more to an algorithm than the function it computes.
The ASM thesis asserts that, for every algorithm A, there is an ASM B that is behaviorally equivalent to A. In particular, B step-for-step simulates A. Substantial parts of the thesis have been proved from first principles [9, 3, 11] .
Abstraction
We have mentioned already that the single, low abstraction level of the Turing machine inhibits its ability to faithfully simulate algorithms, and that an appropriate ASM simulator operates at the abstraction level of the original algorithm. Each ASM is endowed with a fixed vocabulary of function names. A state of the ASM is a (first-order) structure of that vocabulary: a collection of elements, along with interpretations of the function names as functions over the elements. The author of an ASM program has flexibility in choosing the level of abstraction. For example, atoms, sets of atoms, sets of sets of atoms, etc. can be treated as elements of a structure of the vocabulary with the containment relation ∈. Similarly, other complex data -maps, sequences, trees, graphs, sets of maps, etc. -can be treated as elements without any encoding. This makes ASMs appropriate for various applications -e.g., specifications of softwaredealing with high-level abstractions. It remains to be seen whether there are areas of language theory that can take advantage of it.
Concurrency and non-determinism
We distinguish between sequential-time ASMs and distributed ASMs. A sequential time ASM computes in a step-after-step manner. As in the case of Turing machines, the program describes a single step. Already in the case of Turing machines, a single step may involve several operations executed in parallel: change the control state, change the content of the observed cell, move the head on the tape. In the case of an ASM, there may be no a priori bound on the amount of work done in parallel during one step. In particular, the do-forall rule provides a powerful form of concurrency; see Figure 1 . In the ASM world, parallelism is the default. If you have a rule R 1 followed by rule R 2 , it is presumed that they are executed in parallel. For example, the three assignments in lines 2 and 3 of Figure 1 are executed in parallel. In the ASM based specification language AsmL [2] mentioned earlier, you pay a syntactic price for requiring that the rule R 1 is executed first, and the rule R 2 is executed second.
A sequential-time ASM can be non-deterministic. This is achieved by means of the choose rule that allows you to non-deterministically choose an element from a finite set. You may require that the chosen element satisfies a specified condition; see Figure 1 .
A distributed ASM is a dynamic set of agents operating asynchronously over a global state. The global state could reflect a physical common memory or be a pure mathematical abstraction with no physical counterpart [8, 1] .
There are various new computational paradigms that exploit the possibility of massive parallelism: quantum computing, DNA computing, membrane computing, evolutionary computing. All of these approaches seem well suited for description in terms of ASMs. In fact, Grädel and Nowack proved that every model of quantum computing in the literature can be viewed as a specialized sequential-time ASM model, some steps of which are hugely parallel [7] .
Example: Minimization Algorithm
We illustrate the use of ASMs with an example taken from elementary automata theory: the well-known algorithm for minimizing a deterministic finite automaton [12] . This example is instructive in that it uses the power of the do-forall and choose rules, and it demonstrates the ability to compute with sets.
Informal Description
We recall a version of the minimization algorithm (without proving its correctness). Let Σ be a finite alphabet. Given a finite automaton A = Q, Σ, q 0 , δ, F , the algorithm computes a minimal finite automaton A = Q , Σ, q 0 , δ , F . A is equivalent to A in the sense that L(A) = L(A ). And it is minimal in the sense that Q is as small as possible. Here Q is the set of states of A, q 0 is the initial state of A, δ : Q × Σ → Q is the transition function of A, and F is the set of final states of A. And Q , q 0 , δ and F play the same roles respectively for A . The algorithm computes Q and then uses Q to compute q 0 , δ and F . Q is computed by means of successive approximations. Q is initialized to {F, Q − F }, and then the splitting process starts. View the current members of Q as candidates for the membership in the ultimate Q ; every candidate X is a subset of Q. A candidate Y is σ-next for a candidate X if δ(q, σ) ∈ Y for some q ∈ X, and a candidate X σ-splits if there exist distinct candidates Y, Z that are σ-next for X. If X splits on σ, replace it with new candidates {q ∈ X : δ(q, σ) ∈ Y } where Y ranges over σ-next candidates for X. The splitting process stops when no candidate splits on any letter. At this point we have the desired Q . The new initial state q 0 is the candidate that contains q 0 . Now consider a member X of the ultimate Q and let q be any element of X. For any letter σ, δ (X, σ) is the unique candidate Y such that δ(q, σ) ∈ Y for some q ∈ X. And F = {X ∈ Q : X ⊆ F }. This does not depend on the choice of q as X does not split on any letter σ. Figure 1 gives an ASM form of the algorithm. For the reader's convenience we number the lines of the program. Lines 1-3 reflect the initialization process. We use two auxiliary Boolean terms, next and splits, defined as follows.
Minimizing ASM
splits(X, σ): (∃Y, Z ∈ Q : Y = Z) next(X, σ, Y ) and next(X, σ, Z).
Lines 5-8 reflect the splitting process. Lines 10-17 reflect the computation of the remaining components of A . Note the significant degree of parallelism through the use of do-forall and choose. Furthermore, there is implicit parallelism in every sequence of instructions. For instance, splitting a candidate X consists of two actions: creating the appropriate subsets of X (lines 5-6) and removing X (line 7), which occur simultaneously.
The ASM program in Figure 1 looks like pseudo-code but it has a well-defined semantics. It is a simple exercise to rewrite the program in AsmL [2, 10] . The result will be an executable version of the program.
Conclusion
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