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The impact of the non-local contributions to B̄0 → K̄∗0µ+µ− decays has been
assessed through creating a framework suitable to perform a five dimensional, unbinned,
maximum likelihood fit to the data collected by the LHCb experiment. Both B̄0 and B0
decays are treated equally in this analysis, thus providing a sample rich in B̄0(B0) →
K̄∗0(K∗0)µ+µ− candidates. The data analysed corresponds to the full Run 1 dataset
which equates to an integrated luminosity of 3 fb−1, and the 2016 dataset from Run 2
that amounts to an integrated luminosity of 1.67 fb−1.
The model considers all possible hadronic contributions that contribute to B̄0 →
K̄∗0µ+µ− decays, in the invariant dilepton mass squared (q2) region of 1.0 < q2 <
18.0 GeV2/c4. No previous analyses have been published that determine the impact of
the non-local contributions in B̄0 → K̄∗0µ+µ− decays. Therefore, for the first time, the
analysis presented in this thesis tries to understand these contributions.
Recent results published from LHCb reveal anomalous results seen in b → s`+`−
transitions. Possible explanations include New Physics, at the TeV scale, or hadronic
resonances interfering with the penguin component and causing a sizeable effect that
appears like New Physics. This analysis through a fit to the data will determine the
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Chapter 1
Theoretical overview of rare
b→ s`+`− decays
The decay B̄0 → K̄∗0µ+µ− is a rare Flavour Changing Neutral Current (FCNC) transition
in the Standard Model (SM). These transitions are GIM, CKM and mass suppressed
in the SM and therefore can only occur at loop-level. The flavour aspect of the SM
describes FCNC processes. Section 1.1 describes flavour in the Standard Model. It
is the suppression that makes the decay B̄0 → K̄∗0µ+µ− intriguing to study as it is
sensitive to possible New Physics (NP) contributions. These NP contributions can enter
virtually at loop or tree level, modifying the decay rate and the distribution of the decay
products. An effective field theory approach is often used to model both contributions
from the SM and NP, in a framework denoted the operator-product expansion (OPE).
The effective theory approach and its application to b → s`+`− decays is presented in
Section 1.2. Explicitly, the OPE for B̄0 → K̄∗0µ+µ− decays is provided in Section 1.3.
In recent years, a series of anomalous results, all associated with b→ s`+`− transitions
have shown to exhibit tensions with the SM. A discussion of these anomalies and their
current status is given in Section 1.4.1. One possible explanation of the anomalous
results in b → s`+`− transitions is that it is an effect of the “charm loop”. The charm
loop is the name given to the hadronic resonant contributions that can proceed via
b → s`+`− decays, where the two leptons are obtained from the decay of a quark
1
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and antiquark pair (qq̄ → `+`−). These transitions are several orders of magnitude
larger than the penguin decay, and therefore if these contributions interfere with the
penguin decay (B̄0 → K̄∗0µ+µ−) they can cause sizeable effects that might appear as
NP contributions. More information regarding the charm loop is provided in Section
1.4.2. In this thesis, an angular analysis of the decay B̄0 → K̄∗0µ+µ− is performed, in
order to measure how the charm loop interferes with the penguin decay B̄0 → K̄∗0µ+µ−
and determine the effect it has on the angular distribution. A complete anatomy of
the B̄0 → K̄∗0µ+µ− decay, its angular distribution and the impact of long-distance
effects are given in Section 1.3. This chapter concludes with a discussion of the current
experimental and theoretical status of B̄0 → K̄∗0µ+µ−.
1.1 The Standard Model from a flavour perspective
The discussion presented in this section was written in reference to [5–7]. Any additional
references are explicitly noted in the text.
Particle physics is built upon elementary particles and their interactions. The SM is
the framework used to describe such interactions. Explicitly, the SM is a quantum field
theory that follows the symmetry group SU(3)c ⊗ SU(2)L ⊗ U(1)Y . Each component
of the symmetry group describes a different sector. The SU(3)c symmetry group is
associated to the theory of quantum chromodynamics (QCD), and defines the strong
interaction which is mediated through 8 gluonic fields. Only particles that are colour
charged can couple to these fields and feel the strong force. The second component,
SU(2)L⊗U(1)Y is the group that describes the electroweak interactions. Explicitly, this
group unifies the electromagnetic interaction and the weak interaction, and therefore is
mediated through 4 mediators; γ, W± and Z, where γ is the photon, and W±, Z are
massive gauge bosons. Fermions are spin 12 particles that can be grouped into elementary
particles called quarks and leptons, where each have different properties. All fermions
experience the electroweak force, but only quarks experience the strong force as they
are colour charged. The quarks and leptons form one part of the flavour structure in the
SM. In particular the quarks and leptons are arranged into three families (generations)
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Generation Particle Q YW T
3
Leptons 1 νeL 0 -1
1
2
eL -1 -1 -
1
2
eR -1 -2 0
2 νµL 0 -1
1
2
µL -1 -1 -
1
2
µR -1 -2 0
3 ντL 0 -1
1
2
τL -1 -1 -
1
2
τR -1 -2 0




























































Table 1.1: The elementary fermions in the Standard Model. The fermions are defined as
either quarks or leptons, and are assigned a generation. For every particle the subscript
L or R, defines whether the particle is left- or right-handed. Other properties given are
the electric charge Q, weak hypercharge YW and weak isospin T
3 [8].
as shown by Table 1.1. Table 1.1 also provides for each particle, the electric charge
Q, weak isospin T 3 and weak hypercharge YW . Weak isospin is the quantum number
used for the weak interaction, while weak hypercharge is the quantum number relating,
electric charge to weak isospin via the relation, YW = 2(Q − T 3). The SM despite its
complexity can be expressed fully by the following renormalisable Lagrangian;
LSM = Lkinetic + Lφ + LGauge (1.1)
The first term Lkinetic, in Equation 1.1, is the kinetic term and takes the form,
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Lkinetic = iψ̄γµDµψ (1.2)
where, the term Dµ is the covariant derivative and is defined as,
Dµ = ∂µ − ig
1
2







λ · −→Gµ (1.3)
where gi denotes a coupling constant that multiplies each gauge field in the covariant
derivative. The first term is the gauge field for the U(1)Y symmetry group, the second for
SU(2)L, and the last for SU(3)c. The second term LGauge, in Equation 1.1, corresponds






where, Fµν is the field tensor of a given symmetry group. The component Lφ in the
SM Lagrangian (see Equation 1.1), is the term related to the Higgs interaction after
spontaneous symmetry breaking. The origin of mass in the SM comes from introducing
the Higgs boson. Explicitly, by adding Lφ one can give mass to the fermions and W,Z





The doublet obeys the Higgs Lagrangian Lφ which is defined as such,
Lφ = (Dµφ)†(Dµφ)− V (φ)† + LYukawa (1.6)
In Equation 1.6, the first term is the Higgs kinetic term, the second term, V (φ) is the
Higgs potential which has the form,
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V (φ) = µ2(φ†φ) + λ(φ†φ)2 (1.7)
and finally, LYukawa are the Yukawa terms that correspond to the Higgs interactions with
fermionic fields. This term is discussed in detail later on in this Chapter. The potential,
V (φ), has a minimum that is non-zero when µ2 <0 and λ > 0, giving rise to a non-zero








where, ν ≡ µ√
λ
and is the vev of the Higgs potential. An SU(2) rotation of φ0 gives rise
to degenerate minimum of the Higgs potential. To break the degeneracy, one applies
a unitary gauge transformation that spontaneously breaks the electroweak symmetry.






Radial fluctuations of 〈φ〉 generate the Higgs boson H. The Higgs field is then defined







By introducing the Higgs field, the mass terms for the gauge bosons can be introduced.
In particular, the masses of the gauge bosons can be obtained from the kinetic component
of Lφ (See Equation 1.6). Substituting the perturbation of the Higgs potential 〈φ〉pert,
into the Higgs kinetic term yields the following,





































2 + (−gW3 + Y Bµ)2
)
+ ... (1.12)








g2 + g′2, mZcos(W ) = mW (1.13)
In addition to the gauge bosons, the Higgs boson also provides the fermions with their
masses. This is achieved through the component LYukawa, which reiterating from earlier
is the Yukawa term. The Yukawa term are expressions that contain the interactions
between scalar fields and dirac fields. The generalised Yukawa Lagrangian for a single
generation is given by Equation 1.14.
LYukawa = λeĒLφER − λuQ̄LφcuR − λdQ̄LφdR (1.14)
The first term in Equation 1.14 is the leptonic component, and the remaining terms are





, is a quark SU(2) doublet, φc = iσ2φ
∗, and
L/R denotes left or right handed helicity. Substituting in the minimum solution from
spontaneous symmetry breaking (SSB) (see Equation 1.9), one can determine the mass
of the fermions in a single generation. As an illustration, the mass of the electron is
derived,
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is the mass of the electron. The same derivation can be applied to the











The mass terms are independent of generation and so the only difference is λ for
all quarks and leptons, where λi=u,d,s,c,t,b,e,µ,τ . Moreover, the Yukawa terms can be
extended further for quarks, taking into account couplings between different generations.
The requirement is a modification to the quark component of the Yukawa Lagrangian

















, uR,i = (uR, cR, tR), dR,i = (dR, sR, bR) (1.17)
The resulting Yukawa term for the quarks becomes,
LY ukawaq = Y dijQ̄LzφDRj + Y ui,jQ̄Lzφ∗cURj (1.18)
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where i, j are the indices in space, z is the flavour index and QL,z is defined in Equation
1.17. The terms in front Y u,dij have evolved from merely being constants when there
is a single generation, to becoming a 3×3 matrix when one considers all generations.
This matrix need not be diagonal as the states (uL, cL, tL) and (dL, sL, bL) are
flavour eigenstates and not mass eigenstates. One can diagonalise the matrices Y u,di,j











where Md,u are diagonal matrices. The states U
u,d
L,R can also be transformed into another














This means the whole Lagrangian as defined in Equation 1.18 can be transformed.
Moreover, these transformations need to be invariant under the electroweak symmetry
group. This is because UL, DL are states that appear in the charge coupling of the W
















To transform Equation 1.21 into a physical, mass basis the 4 unitary matrices are utilised
again.






























The term V uL V
d†
L in Equation 1.22 is a 3 × 3 matrix unitary matrix called the CKM
matrix, VCKM. VCKM takes the generalised form as given by Equation 1.23. It should be
mentioned that the CKM matrix can take a different form where it is parametrised in a
hierarchial structure in terms of the parameter λ, where λ=0.22 [9]. This parametrisation










1− λ2/2 λ Aλ3(ρ− iη)
−λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
 (1.24)
The CKM matrix includes all coefficients corresponding to the interactions and mixing
between quarks. The coefficients have been studied by various experiments over the
years, and the precision on these terms has constantly improved. Equation 1.24 with
λ=0.22 gives an approximation to the size of the CKM matrix elements. Table 1.2
shows the measured values for the magnitudes of the CKM matrix elements from the
latest results. The CKM matrix play an important part in how flavour changing neutral
currents are introduced in the SM. This is described in detail in the next section.
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CKM Matrix element Value
| Vud | 0.974
| Vus | 0.223
| Vub | 3.75 × 10−3
| Vcd | 0.225
| Vcs | 0.974
| Vcb | 0.042
| Vtd | 8.71 × 10−3
| Vts | 0.042
| Vtb | 0.999
Table 1.2: CKM matrix element size with the values taken from Ref [9].
1.1.1 Flavour changing neutral currents in the SM
In the previous section, it was demonstrated that the CKM matrix permits flavour
changing charged current (FCCC) interactions, which are mediated through a W boson.
This was shown by Equations 1.21 and 1.22. However, for flavour changing neutral
current transitions, the same result cannot be obtained. This is demonstrated by the
following example. The Lagrangian for a neutral current transition of a u-quark is given
as,
LNC = ig(ūLjZµγµuLj) (1.25)
Transforming this expression into the physical, mass basis, using the CKM matrix, the
following expression is obtained,






The property that the CKM matrix is unitary results in the same initial configuration,
demonstrating that at tree level FCNC processes are forbidden. Hence, this means that
only FCCC processes can change quark flavour at tree level. This phenomena is also
known as the GIM mechanism. In order for FCNC processes to occur they must happen
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at second order through loop level processes. Rare b → s`+`− decays are examples
of FCNC processes. As an example, Figure 1.1 shows the Feynman diagrams for the
rare b → s`+`− decay, B̄0 → K̄∗0µ+µ−. Figure 1.1 (a) shows the electroweak penguin
process and Figure 1.1 (b) shows the box process. These processes are suppressed and
occur with a much lower branching fraction than tree level processes, which makes them
difficult to study. Nevertheless, they are an interesting probe for BSM physics. Rare
b→ s`+`− decays are FCNC transitions that can be susceptible to NP effects. The next




































Figure 1.1: Feynman diagram showing the electroweak penguin (a) and box (b)
processes for B̄0 → K̄∗0µ+µ−
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1.2 Rare b→ s`+`− decays
Rare b → s`+`− decays are particularly interesting to study because they can be
susceptible to NP contributions that enter at the loop level through virtual loops. The
NP contributions can modify the structure and angular distribution and decay rate.
Nevertheless, before one can understand the distributions of rare b→ s`+`− transitions
and possible NP contributions that enter, a framework is needed to model the transitions
themselves. This section describes the treatment of b → s`+`− transitions though an
effective field theory framework.
1.2.1 An effective field theory approach
Particle physics aims to test the SM and search for possible NP beyond the SM (BSM).
Many studies that aim to investigate phenomena BSM, rely on measuring a physical
quantity through a framework which includes alternative NP models. Effective field
theory (EFT) is a branch of quantum field theory that aims to describe and separate
physical effects in terms of a given energy scale µ. There are many advantages of adopting
such an EFT approach. For instance, it is model independent, no assumptions are
made about the NP models included and the low energy effects are handled effectively.
Nevertheless, there are disadvantages to such an approach. One problem that can arise
is in how well one can factorise the physical effects according to the energy scale µ. If one
can not factorise the effects, then it will impact the modelling. Another disadvantage
is that the parametrisation of hadronic effects can introduce terms called Form Factors,
which are low energy QCD effects that are difficult to determine precisely. Regardless
of this, the effective theory approach is adequate for the study of B hadrons and in
particular for b→ s`+`− transitions where the effective field theory approach is expressed
in terms of an Operator Product Expansion (OPE). The OPE for b→ s`+`− transitions
is described subsequently.
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1.2.2 Operator Expansion Product
The OPE is an EFT tool that performs a summation over physical effects that have
been separated according to a scale µ. It has been seen to be a powerful tool for many
processes [10], making it appropriate for the modelling of b → s`+`− transitions. This
section provides an overview of the OPE and its structure. The explicit form of the OPE
for B̄0 → K̄∗0µ+µ− decays is provided in Section 1.3.1. To begin, the first stage of the
OPE is to split the physical processes according to the scale µ. Explicitly, the physical
processes are split into two categories; short- and long-distance effects. Short distance
effects are high energy effects such as weak physics interactions and NP contributions.
They are described by scalar couplings, also known as Wilson Coefficients, C. Physical
effects are categorised as short distance effects if the particles involved have a mass
greater than µ. These short distance effects consequently are seen as effects in one or
more Wilson Coefficients. The Wilson Coefficients form the perturbative section of the
OPE, which makes them easy to calculate in physics models that contain SM or BSM
processes. However, they can be difficult to determine experimentally. In contrast to
the short distance effects, the long distance effects are low energy phenomena such as
QCD effects. In order to model these long distance effects, various operators, O are
introduced that incorporate effects below the scale of µ. These operators, O, can be
difficult to calculate as the physical processes are often non-pertubative. Furthermore,
for every Oi, where i is a given index, there is a corresponding Wilson Coefficient. This
one-to-one relation means one can directly sum over an index i to produce a total OPE
including all physics contributions. The result is an effective Hamiltonian Heff. The
exact form of Heff evaluated at the given scale µ and expressed in terms of a matrix
element transitioning from an initial state (i) to a final state (f), is given by Equation
1.27.
〈f |Heff |i〉 =
∑
i
= Ci(µ)〈f |Oi|i〉|µ (1.27)
This expression includes contributions from the SM physics and possible NP. Explicitly,
once can separate the Wilson Coefficients into terms associated with contributions from
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This is important when performing experimental measurements as any deviation from
the SM Wilson Coefficient could imply possible NP. Moreover, the operators Oi, encode
the Lorentz structure of the coupling and therefore, if a deviation is seen in a particular
Wilson Coefficient, it can reveal the coupling of the NP by noting the corresponding
operators of that Wilson Coefficient.
1.3 The B̄0 → K̄∗0µ+µ− decay
The B̄0 → K̄∗0µ+µ− decay is an example of a b → s`+`− transition. It can be studied
under the OPE framework and is an important decay for NP searches.
1.3.1 The effective Hamiltonian for B̄0 → K̄∗0µ+µ−
The complete effective Hamiltonian that describes rare b → s`+`− transitions such as
























H(u)eff = C1(Oc1 −Ou1 ) + C2(Oc2 −Ou2 ) (1.31)
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Equation 1.29 illustrates how the effective Hamiltonian is expressed in terms of 12 short
distance Wilson Coefficients Ci and 12 long distance operatorsOi. Despite the significant
number of operators that contribute to this decay, many of them are suppressed or
constrained by experimental measurements [11]. The Oc,u1,2 terms in H
(u)
eff involve charm-
and up-quark contributions that are doubly Cabbibo suppressed and are therefore ignored
[11]. Likewise, the scalar and pseudo-scalar operators OP,S are also highly suppressed
and can be ignored. A detailed description of these operators can be found in Ref [11].
Through cancelling several operators this leaves three operators that are sizeable enough



































In Equations 1.32, 1.33, 1.34, e denotes the electromagnetic coupling constant, g the
strong coupling constant, mb is the mass of the b quark, σµν are the Pauli-spin matrices,
Fµν is the electromagnetic field tensor and PL/R are the left/right chirality projections.
Each operator corresponds to a different process. O7 is the electromagnetic operator and
is associated with penguin diagrams that proceed via a photon current as illustrated by
Figure 1.2. Both O9 and O10 are semileptonic operators. Specifically, O9 is the vector
operator, while O10 is the axial-vector operator. Bubble diagrams of the processes for
the operators O7,9,10 are given in Figure 1.2. As mentioned earlier in Section 1.2.2, the
OPE and therefore the effective Hamiltonian is a function of a scale µ. The Wilson
Coefficients are calculated at µ = mW before evolving down to the scale µ = mb, where
terms are expanding out perturbatively. This results in adding many terms to the















Figure 1.2: Bubble diagrams demonstrating the operators that significantly contribute
to b→ s`+`− processes. (a) describes the electromagnetic operator O7 which describes
processes that proceed via a photon current and (b) describes the operators O9 and
O10 that describe processes involving a vector current.
Wilson Coefficients and therefore one cannot assume one specific contribution to a given
Wilson Coefficient. To deal with these additional next-to-next-to-leading order terms
(NNLO) the Wilson Coefficients are often expressed as “effective Wilson Coefficients”.
Only Wilson Coefficients C7,9,10 are significant to b → s`+`− transitions. Therefore,
the effective Wilson Coefficients that are the focus of in this analysis are Ceff7,9,10, C
′eff
7,9,10



































In Equation 1.35 one can clearly see the mixing between Wilson Coefficients. For
example, Ceff7 is a combination of C
SM
3,4,5,6,7. The term Y (q
2) is a collection of Wilson
Coefficients that span several terms and includes the contributions from non-local effects.














Table 1.3: The main SM Wilson coefficients Ceffi that enter into the B̄
0 → K̄∗0µ+µ−
decay. The Wilson coefficients have been calculated to NNLL, at the scale µ = mb,
[11].
A detailed discussion of this term is given in Section 1.4.2. The values of the NNLO
Wilson Coefficients for b → s`+`− transitions is given by Table 1.3. Each Wilson
Coefficient that contributes to B̄0 → K̄∗0µ+µ− controls the behaviour in a certain
region of the q2 spectrum. This is illustrated in the differential decay rate in Figure 1.3.
In Figure 1.3, there is a rise < 1.0 GeV2/c4, which corresponds to the photon pole and
originates from C7 transitions. C7 dominates in this region, however as q
2 increases this
Wilson Coefficient interferes with the Wilson Coefficient C9. In the middle of the q
2
range, near the dominant J/ψ and ψ(2S) resonances, C9 dominates. Beyond the J/ψ
and ψ(2S) resonances, effects from C10 enter and dominate. It is evident that the Wilson
Coefficients heavily influence the shape of the q2 spectrum and therefore are important
to B̄0 → K̄∗0µ+µ−.
1.3.2 Form factors
In B̄0 → K̄∗0µ+µ− decays, there are six form factors F (q2) = V , A1, A12, T1, T2, T23 that
describe the B̄ → K̄∗ matrix elements for the main contributing operators for b→ s`+`−
transitions. One thing that makes these form factors difficult to determine precisely is
that they can only be calculated by a non-perturbative approach [11]. There are two
methods implemented to calculated the form factors: Light Cone Sum Rules (LCSR)
and Lattice QCD. More detail about these methods can be found in Refs [11, 13, 14].
In this analysis, which aims to determine the impact of the non-local charm loop in
B̄0 → K̄∗0µ+µ− decays across the full q2 spectrum, a parameterisation of the form
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<latexit sha1_base64="CZCmZBT3M119PJNqepmV6d+HwJ0=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtRT0WvXisYD+wXUs2TdvQJLskWaEs/RdePCji1X/jzX9jut2CVh8MPN6bYWZeEHGmjet+ObmV1bX1jfxmYWt7Z3evuH/Q1GGsCG2QkIeqHWBNOZO0YZjhtB0pikXAaSsYX8/81iNVmoXyzkwi6gs8lGzACDZWuq+KXtIV8fSh0iuW3LKbAv0lXkZKkKHeK352+yGJBZWGcKx1x3Mj4ydYGUY4nRa6saYRJmM8pB1LJRZU+0l68RSdWKWPBqGyJQ1K1Z8TCRZaT0RgOwU2I73szcT/vE5sBpd+wmQUGyrJfNEg5siEaPY+6jNFieETSzBRzN6KyAgrTIwNqZCGcL74fZksQmhWyt5Z2butlmpXWRx5OIJjOAUPLqAGN1CHBhCQ8AQv8Opo59l5c97nrTknmzmEX3A+vgFNmpC2</latexit>
Figure 1.3: The differential decay rate for B̄0 → K̄∗0µ+µ− as a function of q2
and illustrating the regions of the dimuon, invariant mass-squared spectrum that are
susceptible to different Wilson Coefficients. The diagram is orignally taken from Ref
[12]
factors across the full kinematic range is required. To achieve this, the parameterisation
as given in Ref [13] is adopted. In Ref [13], the form factors have been calculated using
both the LCSR and Lattice QCD, before interpolating between the two to achieve a
continuous distribution for the form factors across the full q2 spectrum. The six form











t+ − t− −
√
t+ − t0√




In Equation 1.36 and Equation 1.37, t± = (mB ± mK∗)2, t0 = t+(1 −
√
1− t−/t+),
mRi are the masses of the excited Bs states as given in Ref [13], ai are the parameters
obtained from fitting a z−expansion to a given form factor. The z−expansion up to an
order of z = 2 can sufficiently describe the form factors. This means for each form factor
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Figure 1.4: The B̄ → K̄∗ form factors, which have been obtained from combining both
the Lattice QCD, and LCSR results. The LCSR data points are indicated by the blue
points, the Lattice QCD data points by the red points and the combined fit using a z-
expansion parametrisation which is truncated after the second order is illustrated by
the grey band Ref [13].




2. The values of these parameters and their
correlations are taken from Ref [13]. An illustration of the form factors across the full
q2 range is given in Figure 1.4. The form factors generally agree with the data within
their errors, apart from T23, which shows slight deviation at both low and high q
2, where
the data points lie outside the uncertainty bands. The authors in Ref [13] suggest that
these deviations will disappear with improved measurements of the form factors, which
should be done if we are to improve our modelling of decays that contain B → K∗ form
factors.
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1.3.3 The B̄0 → K̄∗0µ+µ− helicity amplitudes
The decay amplitudes in the transversity basis form the foundation of the angular
distrsibution for B̄0 → K̄∗0µ+µ− decays. In this section only the P-wave amplitudes are
discussed. The impact of an S-wave contribution is described later in Chapter 4. The
K̄∗ is a vector meson that can be polarized. As a consequence, there exist longitudinal
A0, or transverse polarisations, for which for the latter can be either parallel A‖ or
perpendicular A⊥. Each of these amplitude states can exist for both left and right
handed chirality L,R. This means in total there are 6 complex transversity amplitudes
that fully describe the P-wave state of B̄0 → K̄∗0µ+µ− decays. The exact expressions
for these amplitudes, assuming a narrow K̄∗ are as follows,









































where mB, mK∗ and m` are the masses of the B-meson, K
∗-meson, and lepton, and λ,
β`, and N are defined as,
λ = m4B +m
4
K∗ + q













1.3.4 Defining the angular basis and helicity angles
The decay B̄0 → K̄∗0(K−π+)µ+µ− is a four body pseudoscalar to vector transition, that
can fully be characterized by four degrees of freedom. These four degrees of freedom can
be split into three angles cos θ`, cos θK and φ, and q
2 , where as mentioned previously
q2 is the dimuon invariant mass squared. It should be noted that the K̄∗0 can also
denote a scalar or vector resonance. This means that when considering a general K̄∗0J
state the additional dimension of the invariant mass of the K−π+ system is required.
The definition of the decay angles is provided in a given helicity basis [11]. The angular
basis is either written using either the theorists or experimentalists convention. The
experimentalist convention is also referred to as the LHCb convention amongst the
LHCb collaboration. It is important to be clear about what angular convention is used
and how one can translate from one basis to another. The predominant basis which is
also adopted for this analysis is the experimentalists basis. This basis is the same basis
as used by previous analyses presented in Refs [4, 15, 16]. cos θ` is defined as the cosine
of the angle (θ`), between the direction of the positively (negatively) charged muon in
the dimuon rest frame and the direction of the dimuon in the rest frame of the B̄0(B0).
This angle describes only the muons and is defined differently for B̄0 and B0. Explicitly,
Equation 1.44 shows cos θ` for B̄
0 and Equation 1.45 shows cos θ` for B
0.


















In both these equations and all subsequent equations for the other angles, pba is the
momentum of particle a in the rest frame of particle b. To support this, Figure 1.5
presents an illustration of the definition of θ` in the experimentalists convention for
The Standard Model 22
(a) θL for the B̄
0 decay (b) θ` for the B
0 decay
Figure 1.5: θ` defined for (a) the B̄
0 decay and (b) the B0 decay [17].
(a) θK for the B̄
0 decay (b) θK for the B
0 decay
Figure 1.6: θK defined for (a) the B̄
0 decay and (b) the B0 decay [17].
both B̄0 and B0. Moving on, cos θK is the cosine of the angle θK , which is defined as
the angle between the direction of the kaon in the K̄∗0/K∗0 rest frame, and the direction
of the K̄∗0/K∗0 in the B̄0/B0 rest frame. The exact definition of cos θK is given by
Equation 1.46 and is the same for both B̄0 and B0. An illustration of θK is provided
by Figure 1.6 which shows θK defined for both B̄
0 and B0, under the experimentalists
convention.
cosθK = −
~p KπK · ~p KπB
|~p KπK ||~p KπB |
(1.46)
Finally, φ is defined as the angle between the plane containing the two muons (µ+, µ−)
and the plane containing the K−π+/ K+π− from the K̄∗0/K∗0. The definition of φ
given a B̄0 → K̄∗0µ+µ− transition is shown by Equation 1.47. The definition of the
mirrored decay B0 → K∗0µ+µ− is also given by Equation 1.48.
The Standard Model 23
cos(φ) = −~n BKπ · ~n Bµ−µ+




cosφ = ~n BKπ · ~n Bµ−µ+




In these equations ~n denotes the unit normal vector. An illustration of φ is provided
by Figure 1.7 which shows φ defined for both B̄0 and B0, under the LHCb convention.
As mentioned earlier the angles have been given in the experimentalists convention. For
completeness, the theorists convention is given in Appendix A.1 and more information
regarding this convention can be found in Ref [11, 18].
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(a) φ defined for the B̄0 decay
(b) φ defined for the B0 decay
Figure 1.7: φ defined for (a) the B̄0 decay and (b) the B0 decay [17].
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1.3.5 The B̄0 → K̄∗0µ+µ− angular distribution
The angular distribution for B̄0 → K̄∗0µ+µ− in a P-wave system, is defined explicitly
as,
d4Γ[B̄0 → K̄∗0µ+µ−]





2θK + J1c cos
2θK + J2s sin
2θK cos2θ`
+J2c cos
2θK cos2θ` + J3 sin
2θK sin
2θ` cos2φ
+J4 sin2θK sin2θ` cosφ+ J5 sin2θK sinθ` cosφ
+J6s sin
2θK cosθ` + J7 sin2θK sinθ` sinφ




Equation 1.49 demonstrates how the angular distribution is formed out of 11 angular
coefficients, J . Each angular coefficient as shown in Equation 1.50 is formed from bilinear
combinations of the transversity amplitudes and therefore can give direct information
about the amplitudes. The angular coefficients contain the q2 dependence of the angular
distribution. The angular dependence (cos θK , cos θ`, φ) is introduced through the
spherical harmonics that multiply each Ji [19].




























































































⊥) + (L→ R)
]
(1.50)
The continuous distribution of the J terms and the angles, result in the angular distribution
being identical for B0 and B̄0. This is important as one can sum up the decay rates
(Γ,Γ̄) to determine a new set of observables known as CP -even (Si) and CP -odd (Ai)
observables. For completeness, it should be mentioned that in the literature the CP -even
observables are also referred to as CP -averaged observables. The CP -even observables
are given by Equation 1.51 and the CP -odd observables are given by Equation 1.52.










The main motivation to study these CP -even and odd observables is that not only
do they offer a theoretically clean way of studying B̄0 → K̄∗0µ+µ− as a result of the
cancellation of theoretical uncertainties, but they can be used to separate CP -conserving
The Standard Model 27
and violating effects [11]. As mentioned previously, the form factors provide a source of
uncertainty in the EFT approach used to treat B̄0 → K̄∗0µ+µ− decays. In light of this,
one can form a set of new optimised observables, P
(′)
i where i=1-6,8, which have been
calculated from the CP -even observables such that the form factor uncertainties cancel

































where FL is the longitudinal, polarisation fraction defined as FL ≡ S1c, and AFB is the
forward-backward asymmetry for the dimuons defined as, AFB ≡ 34S6s. These optimised
observables have been studied extensively and more information on them can be found
in Refs [4, 15, 20–22]. It should be mentioned that in some theoretical interpretations
the definition of the optimised observables are different [20]. For this analysis, the form
adopted for the angular observables is the same as Equation 1.53, which has been used
in previous analyses [4, 16].
1.4 Investigating New Physics with B̄0 → K̄∗0µ+µ− and
other rare b→ s`+`− decays
This section deals with how experiments can investigate NP with these decays and in
particular the decay B̄0 → K̄∗0µ+µ−. This section lays the foundation for the analysis
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provided in this thesis.
1.4.1 The b→ s`+`− anomalies
Discrepencies between measured b → s`+`− decays and the SM predictions were first
seen by LHCb in Run 1 (2011-2012) of the LHC. Since then experiments including CMS
and Belle have studied theses discrepencies and their findings are generally consistent
with the deviations seen by the LHCb experiment. This suggests that the deviations are
not caused by detector effects, posing the question of what is causing these deviations
from the SM in b → s`+`−decays. It has been shown that the anomalies can be
grouped into three categories. The three categories are: measurements of the differential
branching fractions, angular analyses and tests of lepton universality. The differential
branching fraction results show deviations between the measured differential branching
fraction and the predicted SM differential branching fraction [4, 23–25]. In all the
branching fraction measurements the results are lower than the predictions from the
SM. Angular analyses are analyses performed on the angular structure of the decay to
measure a number of angular observables. These analyses are often favoured as once can
determine the complete anatomy of a decay from its rich amplitude structure. Several
analyses performed at LHCb have deviations in the angular observables when compared
to SM predictions [4, 25–27]. Finally, the last set of anomalous results fall into the
category of lepton universality tests. The SM predicts the coupling of gauge bosons
to leptons is universal and independent of the flavour of a given lepton. To test this,
ratios are measured between transitions where the only difference is the leptons in the
final state. These tests are often favoured as they are free from hadronic uncertainties,
which cancel in the ratio. If there is universality between leptons then these ratios
are 1. However, the LHCb experiment has measured deviations from unity in several
channels [28, 29]. The complete list of anomalies seen in b → s`+`− transitions by
LHCb is given in Table 1.4. One such anomalous result that gained significant attention
were the discrepancies in the angular analysis of B̄0 → K̄∗0µ+µ−, measured by the
LHCb experiment [4, 15]. Deviations were seen in the angular observables, FL, AFB
and P
′
5, which were earlier defined in Section 1.3.5. The latest result presented in Ref
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Angular analyses Branching Fractions Lepton flavour universality tests
B0 → K∗0µ+µ− B0 → K∗0µ+µ− B0 → K∗0`+`−
B0 → K∗0e+e− B+ → K(∗)+µ+µ− B+ → K+`+`−
Λb → Λµ+µ− Λb → Λµ+µ−
Bs → φµ+µ− Bs → φµ+µ−
Table 1.4: The b → s`+`− transitions that have through experimental results show
tensions with the SM. The anomalous results fall into the categories Angular analyses,
Branching Fractions and Lepton flavour universality tests. All analyses have been
performed by the LHCb experiment.
[4] investigated the angular observables with more data (3fb−1) and reported a 3.4σ
tension between the measured angular distribution for B̄0 → K̄∗0µ+µ− and the SM
predictions. This tension is interpreted as a shift in the real component of the vector
Wilson Coefficient C9. In light of this result, the angular analysis of B̄
0 → K̄∗0µ+µ−
was repeated using data from other LHC experiments; CMS and ATLAS, as well as
from the b-factory experiment Belle. Figure 1.8 shows the distribution of the form
factor independent observable P
′
5 as a function of q
2 with the data from LHCb, CMS,
ATLAS and Belle. For completeness, the SM prediction from two different groups;
DHMV [30] and ASZB [13, 31], is included. The results revealed all experiments exhibit
a disagreement with the SM in the q2 region of 4.0 - 6.0 GeV2/c4, where the level of
disagreement varies with the experiment. In light of the B̄0 → K̄∗0µ+µ− anomaly many
theorists attempted to quantify the result and determine if there were any connections to
the other b→ s`+`− anomalies [31–34]. Specifically, this is achieved by taking the results
from branching fraction measurements, angular analyses and lepton universality tests,
and performing global fits to the Wilson Coefficients. The central idea behind global fits
is to take experimental results and combine them with theoretical uncertainties, whilst
taking into account correlations between observables and bins. A fit is then performed
and contours of possible regions of parameter space for the Wilson Coefficients are
obtained. Conventionally, the contours are obtained for the Wilson Coefficients C9 and
C10, and all other Wilson Coefficients are assumed to have the SM values. Moreover, the
contours are produced as shifts to the SM values of the Wilson Coefficients. This allows
a direct determination of the size of the shift to the Wilson Coefficients as well as the
direction of the possible NP. Figure 1.9 illustrates a example fit to the real components
of the Wilson Coefficients C9 and C10, when including results from the b→ sµµ analyses
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Figure 1.8: The observable P
′
5 as a function of q
2. The experimental results are shown
for the LHCb experiment(solid, black data points), the Belle experiment (solid red,
square data points), the ATLAS experiment (blue, square data points) and the CMS
experiment (green, circle data points.) The theoretical predictions from two separate
authors are shown, DHMV (yellow, square points)[30] and ASZB (hatched,purple
points) [13].
and lepton flavour universality tests [35]. The fit in Figure 1.9 reveals a ∼5σ tension
with the SM when combining all the lepton flavour universality (LFU) tests, branching
fraction measurements and results of angular analyses. The best fit point is at Re(Cµ9 )
∼ -1.0 and Re(Cµ10) ∼ 0.25. This implies a new vector coupling that is non-universal
and at the TeV scale. In fact many NP models have been postulated to explain these
deviations. Ideas have included a new massive vector gauge boson (Z
′
) [36, 37], effects
from B mixing [38], or leptoquarks [39–41]. Leptoquarks are defined as particles that
have characteristics of both quarks and leptons, allowing them to interact with both
fundamental particles. While the leptoquark explanation might be preferred, there is no
evidence to pinpoint this as the definite cause. Others have postulated that perhaps the
origin of the deviations are not from NP effects but the result of our limited knowledge
of the hadronic effects. This suggestion is the motivation for the analysis presented in
this thesis and is discussed in Section 1.4.2. The list of possible reasons for the deviation
motivates more analyses with more data to identify the origins of the anomalies.
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Figure 1.9: Allowed shifts to the Re(Cµ9 ) and Re(C
µ
10), produced from global fits to the
LFU observables and b→ µµ results. [35].
1.4.2 Impact of non-local contributions to B̄0 → K̄∗0µ+µ−
There is debate amongst the experimental and theoretical community to whether the
anomalies seen in b→ s`+`− transitions and in particular B̄0 → K̄∗0µ+µ− are truly the
result of NP contributions. An alternative suggestion is that perhaps these deviations
are a result of our understanding of the hadronic resonant contributions. In the SM,
b → s`+`− transitions proceed through either an electroweak penguin or box diagram.
However, these short-distance processes are not the only processes that can achieve this
same final state. The same final state can be obtained from any b → sqq̄ transition,
where qq̄ is a quark-antiquark pair. The qq̄ quark-antiquark pair is a bound state and
forms a hadronic resonance, that can decay to two leptons. In this thesis, the name given
to all possible b→ sqq̄ processes that might enter is the non-local contributions. Figure
1.10, shows an example of one such process, where the final state in a b→ sµ+µ− decay,
can be achieved through a cc̄ resonance that enters through a loop and decays to two
muons. The decay rates for these non-local contributions are several orders of magnitude
greater than the penguin transition [42, 43]. As a consequence of this, it means that
the non-local contributions have the capability of interfering with the short-distance
amplitudes, changing the angular distribution through modifying the effective Wilson
Coefficients and as a result mimicking possible NP. In B̄0 → K̄∗0µ+µ−, any decay that
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Figure 1.10: Feynman diagram for a b → µ+µ− transition that proceeds through a cc̄
resonance, decaying to two muons. The loop which introduces a cc̄ resonance is known
as the ”charm loop”.
proceeds via a B̄ → K̄∗0X transition, where X is a JPC = 1−− state, can contribute and
interfere with the B̄0 → K̄∗0µ+µ− decay. There are several JPC = 1−− states, which
span the whole q2 spectrum. At low q2, contributions from the ρ(770) and φ(1020), can
be seen. As q2 increases, these contributions are followed by the J/ψ and ψ(2S), which
are sizeable contributions. Beyond these resonances and above the DD̄ threshold are
states such as the ψ(3770), ψ(4040) and ψ(4160). A complete list of the resonances is
given in Ref [44]. Figure 1.11 shows the B̄0 → K̄∗0µ+µ− differential decay rate as a
function of q2, across the whole q2 spectrum. The solid, blue line is the differential decay
rate containing both the penguin and non-local contributions. The broad states shown
in this Figure are emphasised in Figure 1.12, which shows the differential decay rate for
B̄0 → K̄∗0µ+µ− above the DD̄ threshold. In this Figure, one can clearly see the higher
states that include the ψ(3770), ψ(4040) and the ψ(4160).
The LHCb collaboration has measured the interference between short- and long-
distance contributions in theB+ → K+µ+µ− decay [45]. The measurement was performed
using 3fb−1 of data corresponding to Run 1 of the LHC. To perform the fit, a model
was constructed that included resonant contributions as relativistic Breit-Wigners. As
the K+ is a pseudo-scalar, the fit was performed to the q2 distribution of this decay
and a single phase per resonance was defined. The results revealed that the interference
was small. Nevertheless, the conclusions cannot be applied to the B̄0 → K̄∗0µ+µ−
decay, as the structure is very different. The fit for B̄0 → K̄∗0µ+µ− transitions is
4 dimensional (q2, cos θK , cos θ`, φ), in comparison to the fit for B
+ → K+µ+µ−
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Figure 1.11: The differential decay rate for B̄0 → K̄∗0µ+µ− as a function of q2 including
all the cc̄ resonances with quantum numbers JPC = 1−− and produced with the
model described in Chapter 3 (solid, blue line). For completeness the penguin only
distribution, also produced using the model in Chapter 3, is given and illustrated by
the red, dashed line.
Figure 1.12: The differential decay rate for B̄0 → K̄∗0µ+µ− as a function of q2,
illustrating the higher q2 resonances above the DD̄ threshold. The penguin only
distribution is given by the red, dashed line and the distribution including the cc̄
resonances is given by the solid, blue line. Both distributions have been produced
by the model Chapter 3.
transitions, where there is only one dimension, q2. Moreover, B̄0 → K̄∗0µ+µ− is formed
out of three transversity amplitudes, instead of one for the B+ → K+µ+µ− decay, which
means there are three relative phases to fit for. No previous measurements have been
performed by LHCb to measure the non-local charm loop in B̄0 → K̄∗0µ+µ− transitions.
This motivates the need to perform the analysis that is described in this thesis.
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1.4.3 The experimental status of B̄0 → K̄∗0µ+µ−
The decay B̄0 → K̄∗0µ+µ− has proven to be a significant channel to study in light
of the discrepancies seen in its angular observables with Run 1 data collected by the
LHCb experiment [4]. Since the results of this analysis were revealed it has been evident
that more data is needed to understand the anomalous results. With the Large Hadron
Collider (see Chapter 2 for more information) now providing more data from additional
running periods, the analysis can be repeated by the LHCb experiment. Currently, the
LHCb experiment is repeating the analysis of Ref [4] using the combination of both Run
1 (3fb−1) and 1.7fb−1 of data taken in 2016 during Run 2. This updated analysis will be a
binned analysis across the q2 region of 0.1< q2 < 19.0 GeV2/c4 and will aim to determine
the same angular observables as those measured in Ref [4]. The outcome of this analysis
will determine whether the B̄0 → K̄∗0µ+µ− anomaly persists with more data. Prior to
this analysis, no measurements had been made of the interference between short-distance
effects and the non-local contributions in B̄0 → K̄∗0µ+µ− transitions. The analysis
presented in this thesis aims to measure the effect of the non-local contributions, by
directly fitting for the phases of the cc̄ resonances, through an empirical model. Other
analyses are attempting to build alternative models to determine the charm loop [3].
Nevertheless, this analysis is currently the only analysis that includes a complete model
that accounts for all resonant contributions, across the full q2 distribution with detector
and additional effects/contributions included. The significance of this measurement of
the phase difference in B̄0 → K̄∗0µ+µ− is that from the results it will either rule out
or provide further evidence that the charm loop is causing the anomalous results in
b→ s`+`− transitions.
Chapter 2
The LHCb experiment at the
LHC
The LHCb experiment is one of the four main experiments at the Large Hadron Collider
(LHC), based at the research facility CERN. The aim of this experiment is to study
processes involving beauty- and charm- hadrons, referred to as b- and c-hadrons respectively.
Precise measurements of rare b-hadron decays such as B̄0 → K̄∗0µ+µ− require large
samples of b-hadrons. The LHC is an ideal environment to study rare b-hadron decays
due to the vast number of b-hadrons that are produced from collisions involving proton
beams (pp beams).
The LHC is presented in Section 2.1. Section 2.2 presents a detailed description of
the LHCb detector; its structure, how it is optimised to study B̄0 → K̄∗0µ+µ− decays,
and the future of the experiment.
2.1 The LHC
Particle accelerators are powerful machines that can be used to test the SM and investigate
physics beyond it. The LHC is one such particle accelerator. The design and structure of
the LHC makes it one of the most powerful and largest accelerators to date. The collider
with a circumference of 27 km is located in an underground tunnel, near Geneva on the
35
The LHCb detector 36
border between France and Switzerland. The tunnel itself was previously occupied by
the LEP experiment. Two proton beams traverse the ring in opposite directions such
that they collide at a given centre of mass energy. For Run 1, the centre of mass energy
was
√
s = 7-8 TeV and for Run 2 it was
√
s = 13 TeV. To achieve this large centre
of mass energy, a series of steps are implemented before the protons enter the main
LHC ring. Protons begin by being produced in the linear accelerator at CERN called
the “Linac 2”. The Linac 2 system provides the protons with energy as they move
through this accelerator, and by the time the protons have traversed the full accelerator
they have an energy of 50 MeV. These 50 MeV protons are then sent to the Proton
Synchrotron Booster (PSB), which is the first synchrotron in the CERN complex. In
the PSB, protons are accelerated to 1.46 GeV, before they are fed into the Proton
Synchrotron (PS). The Proton Synchrotron is the second synchrotron in the CERN
complex. It further accelerates protons, before they can reach the next system, which
is the Super Proton Synchotron (SPS). The SPS accelerates the protons to 450GeV.
Next, these 450GeV protons enter the LHC. Once the protons enter the LHC they are
further accelerated and focussed until the pp interactions reach the desired centre of
mass energy of 13 TeV. The exact structure of the CERN complex with its various
substructures is presented in Figure 2.1. The LHC has been running since 2009 with
two periods: Run 1 (2009-2012) that saw the LHC collide the proton beams with a
bunch crossing of 50 ns, and Run 2 (2015-2018) which saw the LHC run with a bunch
crossing time of 25 ns. During these data taking periods the LHCb experiment collected
a total integrated luminosity of 3 fb−1 in Run 1 (1 fb−1 in 2011, 2 fb−1 in 2012), and
5 fb−1 of integrated luminosity in Run 2. Data collected from both Run 1 and part of
Run 2 are used in this analysis.
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Figure 2.1: The CERN complex [46].
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Figure 2.2: The production of bb̄ quark-pairs as a function of the opening angle from
simulations of the LHCb detector at
√
s= 14TeV. The opening angle is denoted by θ1
for the b quark and θ2 for the b̄ quark. The red segment denotes the events selected by
the LHCb detector acceptance and the blue denotes the events that are not within the
LHCb acceptance [48].
2.2 The LHCb detector
The LHCb detector is optimised for precision measurements involving decays of b- and
c-hadrons. The design of the LHCb experiment is different to the general purpose
detectors at the LHC, that are designed to surround the pp interaction point. Instead,
the LHCb detector is a forward, single-armed spectrometer with an angular acceptance
of 10 < θ < 250 mrad. The angular acceptance of the LHCb detector is often expressed
in terms of the pseudorapidity, η, where pseudorapidity is a way of expressing the polar








The angular acceptance range in terms of pseudorapididty is 2 < η < 5 for the LHCb
detector. The bb̄ quark-pairs are produced within the angular acceptance of the LHCb
detector. These bb̄ quark-pairs are often collinear, travel in either the positive or negative
directions and have a small opening angle, where the latter is shown by Figure 2.2. A
cross-section of the detector is shown in Figure 2.3 and illustrates the various components
that combine to form the full detector. The pp interaction is surrounded by the VErtex
The LHCb detector 39
Figure 2.3: Schematic of the LHCb detector [49].
LOcator (VELO). Section 2.2.1 presents the VELO, discussing how it reconstructs the
primary and secondary vertices. The next component is the first of two Ring-Imaging
Cherenkov systems dedicated to particle identification. The first RICH system is denoted
RICH 1 and the second RICH system is denoted RICH 2. These systems are critical in
identifying the K and π in B̄0 → K̄∗0µ+µ− decays. Section 2.2.2 discusses the RICH
detectors. Tracking stations and a magnet are inserted between the RICH detectors. The
magnet bends the trajectories of charged particles and the tracking stations reconstruct
the tracks of individual particles. Both these components are discussed in Section 2.2.3.
The energy of electrons and photons is measured in the Electromagnetic Calorimeter
(ECAL) and the energy of hadrons is measured in the Hadronic Calorimeter (HCAL).
Both the ECAL and the HCAL are discussed in detail in Section 2.2.4. The rare decay
B̄0 → K̄∗0µ+µ− contains muons in the final state. Therefore to fully reconstruct the four
body system that characterises this decay it is essential that the muons are identified and
their momenta are measured precisely. The muon system at LHCb fulfils this purpose
and is described in Section 2.2.5.
The general purpose detectors at the LHC are dependent on running with a high
luminosity. However, unlike these detectors, the LHCb detector can be operated at a
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lower luminosity and still study a vast physics programme. The LHCb detector runs at a
luminosity of 4×1032cm2s−1 to produce on average, 1.5 interactions per bunch crossing.
The experiment requires a trigger system to reduce the data size to manageable level.
The trigger system of the LHCb experiment is described in Section 2.2.6. Simulation
is used widely in particle physics and at LHCb. The simulation used in the LHCb
experiment is described in Section 2.2.7.
The LHC has completed its second physics running period and now is entering its
second long shut down (LS2) commencing from December 2018 until 2021, in preparation
for Run 3. During the LS2, the LHCb detector along with the other detectors at
the LHC, will be upgraded. The performance and upgrade of the LHCb detector are
described in Section 2.2.8.
2.2.1 The VErtex LOcator
Precision flavour physics at LHCb is built on reconstructing the individual components
of the decay, along with the decay vertex of the b- and c-hadrons. The b- and c-
hadrons originate from the primary vertex (PV). The b- and c-hadrons decay in the
LHCb detector. The secondary vertex is constructed out of the decay products of b-
and c-hadrons. The VErtex LOcator (VELO) is the innermost tracking system of the
LHCb detector and is used to identify the primary vertices and the secondary vertices.
The b-hadrons produced within the LHCb acceptance, travel on average 1 cm before
decaying. This means that one can identify the b-hadrons through the displaced vertex.
The VELO is built up from arranging semicircular modules that combine together to
cover the full acceptance. There are 42 semicircular modules arranged on two module
supports. Figure 2.4 shows one support with the 21 individual modules it holds on it.
Each semicircular module has many finely grained silicon strips arranged radially (r)
and angularly (φ). Figure 2.5 illustrates two semicircular modules that come together
in the VELO, along with their geometry.
During a physics run, the VELO is situated 7 mm from the beam; resulting in
the LHCb detector being the closest detector to the beam at the LHC. One caveat to
this is that during injection the beam will expand. This means the module supports
The LHCb detector 41
Figure 2.4: A individual module of the VELO with 21 semicircular modules arranged
on it, along with the RF box which encloses the modules [49].
Figure 2.5: Illustration of the two semicircular modules that form the VELO in terms
of their radial (R) and angular (φ) geometry [50].
cannot be fixed, and instead must be retractable to avoid damage to the semicircular
modules during injection. As a consequence each module must be aligned and constantly
monitored for any changes in position during each run. The VELO must be able to
reconstruct additional properties associated to the decay to a high precision. This is
demonstrated in Figure 2.6 which shows explicitly the tracks of the particles involved
in the B̄0 → K̄∗0µ+µ− decay and the various parameters of the decay. In particular,
the flight distance (FD) is the distance the daughter flies from the PV. Drec is the
reconstructed direction of the B̄0. The impact parameter (IP) is the shortest distance
between the PV and the reconstructed track of the parent particle calculated from the
decay products. All these parameters need to be measured with a good resolution, such
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Figure 2.6: Schematic of the B̄0 → K̄∗0µ+µ− decay. The individual particles that form
the decay are indicated along with kinematic properties of the decay.
Figure 2.7: The IPx resolution as a function of 1/pT , where pT is the transverse
momentum. The red data points correspond to the simulation and the black points
correspond to the data. [51]
that the events can be used for physics. For the IP resolution, the value reported is
35 µm for particles with a momentum greater than 1.0 GeV/c. This is demonstrated
in Figure 2.7 [51]. The primary vertex resolution is 13 µm for transverse plane and 71
µm in the z direction (beam axis). These values are reported for vertices that have 25
tracks [51]. For all tracks originating from the primary vertex the VELO has a 98%
track reconstruction efficiency [51].
2.2.2 Ring-Imaging Cherenkov (RICH) system
The most abundant particles produced at the LHC are pions, π, followed by kaons,
K, and protons, p. Many rare decays contain hadrons in their final state. The decay
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B̄0 → K̄∗0µ+µ− is an example with the K̄∗0 decaying to a K− π+ combination. The
identification of charged hadrons at the LHCb experiment is performed by the Ring
Imaging Cherenkov (RICH) detectors. There are two RICH detectors at LHCb that are
used to identify charged particles through the process of Cherenkov radiation. Cherenkov
radiation is electromagnetic radiation produced when a charged particle travels in a
material or medium with a speed greater than the speed of light in the material. When
a particle traverses either of the RICH detectors, it emits Cherenkov photons in a cone.
This cone geometry means for each particle, one can measure the Cherenkov angle (θC),
which is the angle at which photons are emitted from relative to the particles direction.
The Cherenkov angle is related to the velocity of the particle illustrated by Equation
2.2 [52], where η is the refractive index and β = vc where v is the velocity of the particle











where p is momentum of the particle and m is the mass of the particle. The momentum is
directly related to the Cherenkov angle. Therefore by measuring the Cherenkov angle one
can obtain a measurement of the particle’s momentum. Figure 2.8 shows the relationship
between the Cherenkov angle and the momentum spectrum for different particles in the
RICH system. It is these distributions in Figure 2.8 that allow one to identify the
different particles traversing the RICH 1 system. The medium of the RICH detectors
is selected carefully to optimise the particle identification performance. The RICH
1 system is the first RICH detector and is situated between the VELO and the first
tracking station the Tracker Turicensis (TT). Figure 2.9 is a schematic of the RICH 1
detector. RICH 1 is a smaller Cherenkov detector, with coverage of 25-300 mrad. RICH
1 is optimised to identify low momentum particles within the range of 2-40 GeV/c, using
a gas radiator, C4F10, (as shown in Figure 2.9) which has a refractive index of 1.0014 at
400 nm [53]. It should be acknowledged that during Run 1, RICH 1 also used an aerogel,
that was later removed for Run 2. The reason why the aerogel was removed was because
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Figure 2.8: Cherenkov angle θc as a function of momentum, for the radiators in both
RICH 1 and RICH 2 detector [49].
Figure 2.9: Schematic of the RICH 1 detector [49].
if could not be used for particle identification of kaons below the Cherenkov threshold
as the aerogel provided a high multiplicity environment for kaons below the Cherenkov
threshold [54]. The RICH 1 system is located before the magnet, as otherwise the low
momentum particles such as those from D∗+ → D0π+ decays would be deflected out of
the detector acceptance. The RICH 2 detector is upstream from the magnet and other
tracking stations, but before the calorimeters, as demonstrated in Figure 2.3,. The RICH
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Figure 2.10: Schematic of the RICH 2 detector [49].
2 detector as shown in Figure 2.10 is used to identfy particles with a momentum range
of 15-100 GeV/c, using a gas radiator, CF4, which has a refractive index of 1.005 at a
wavelength of 400 nm [53]. In comparison to the RICH 1 detector, the RICH 2 detector
has a smaller acceptance range of 15-120 mrad. The RICH 2 detector can operate with
a lower acceptance because the higher momenta particle have had their tracks bent into
the acceptance, by the magnet. Together the RICH detectors can detect particles across
a large momentum range, allowed by the LHCb experiment.
For accurate particle identification, it is important to have a good Cherenkov angle
resolution. For RICH 1 the Cherenkov angle resolution is 1.65 mrad, while for RICH 2
it is 0.67 mrad [54]. Moreover, it is important that the RICH detectors can capture the
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ring of light emitted from the particle to determine the momentum. To achieve this the
RICH detectors have an optical detection system. The optical systems for RICH 1 and
RICH 2 work on the same principle. The initial cone produced by the primary particle
is focussed onto a spherical mirror. Once the light hits the spherical mirror it is reflected
onto a flat mirror, which then reflects the light to the Hybrid Pixel Detectors (HPDs).
Once, the photons are detected by the HPDs, the Cherekov ring is imaged and a photon
distribution is produced. As an example, Figure 2.11 shows imaged Cherenkov rings
from the RICH 1 detectors. The LHCb collaboration compare the photon distribution
to the expected distribution for different particles. The difference in log likelihood (DLL)
between two particle hypotheses is calculated, and used to identify the particle type for
a given track. Equation 2.4 illustrates the DLL for the Kπ system that forms the K̄∗0
Figure 2.11: Cherenkov rings imaged from the RICH 1 detector [55]. The blue, hollow,
points show the hits and the red points are points that are classified on the rings. All
the rings are shown by the black curves. The small rings are formed from C7F10 hits
and the large rings are from hits in the aerogel.
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in B̄0 → K̄∗0µ+µ−.
DLLKπ = logL(θ, pK)− logL(θ, pπ) (2.4)
As the RICH measures K,π, and p the DLL can be computed for all combinations.
Figure 2.12 shows the PID efficiencies as a function of track momentum. The efficiencies
are shown in this figure for two different DLL values. The DLL is implemented as a
cut that changes the PID efficiencies for different particles that transverse the RICH
detectors. To conclude, the RICH subsystems in their design/operation form a powerful
tool in particle identification and combinatorial background reduction for the LHCb
experiment.
The LHCb detector 48
Momentum (MeV/c)















) > 0p LL(K - D
) > 5p LL(K - D
 K®K 
 K® p




















) > 0p LL(P - D
) > 5p LL(P - D
 P®P 
 P® p



















 LL(P - K) > 0D
 LL(P - K) > 5D P®P 
 P®K 




Figure 2.12: The PID efficiencies curves as a function of track momentum using
2015 data. (a) shows the K efficiency and the π misidentification rate, (b) shows
the p efficiency and π misdentification rate, and (c) shows the p efficiency and K
misdentification rate. The plots are taken from Ref[56]. The red data points are the
original efficiencies and rates and the solid/empty square markers are the efficiencies
after imposing two different cuts on the difference in log likelihood.
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2.2.3 The magnet and tracking stations
The LHCb detector has a dipole magnet to bend the tracks of charged particles. The
magnet has two identical coils which produce a bending power of 4 Tm over a 10 m
baseline [49]. The magnet is situated downstream from the VELO and RICH 1 system,
and sandwiched between the tracking stations. The magnetic field generated causes
positively charged particles to move in one direction, while the negatively charged
particles move in the opposite direction. By studying the curvature of the tracks one
can then deduce the momentum of the particle.
As mentioned previously, the magnet is positioned between the tracking stations.
The Tracker Turicensis (TT) is the first tracking station at the LHCb experiment and
is located in front of the magnet. There are three other tracking stations, T1−T3,
that are located behind the magnet. Each station (T1−T3) is modular and is divided
into an inner and outer component known as the Inner Tracker (IT) and Outer Tracker
(OT). Each component uses different technologies to measure the tracks of particles.
The IT is formed out of silicon microstrips. Silicon gives good resolution on the hits and
therefore the tracks of the particles. The IT is not the only tracking system that utilises
silicon technology. The TT is formed purely from 183 µm pitch, silicon microstrips.
The TT has a modular design of four individual layers, inclined at four different angles
[0◦,+5◦,−5◦,0◦] [57]. The IT and TT form the Silicon Tracker (ST) at LHCb. As silicon
is expensive, the whole tracking system cannot be made purely out of silicon. The OT
uses straw tubes with a pitch of 5 mm. The larger pitch and different technology cause
the OT to have a larger resolution than the IT and TT. Nevertheless, all resolutions
are within the LHCb physics requirments. During Run 1 the TT had a hit position
resolution of 53.4 µm, the IT of 54.9 µm and the OT of 205 µm [58]. The tracking
systems are all required to have a good hit efficiency to maximise the efficiencies of the
tracking algorithms. The hit efficiency for the TT is 99.7%, 99.8% for the IT and 99.2%
for the OT [58]. For the hit resolution and efficiencies, all values quoted refer to Run 1.
These values are consistent with the values in Run 2.
Particle tracks are reconstructed using a tracking algorithm. The algorithm
searches for hits in the all the tracking stations (VELO, TT, IT and OT), and by
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Figure 2.13: The different reconstructed tracks passing through the tracking stations
and magnet in the LHCb detector [59].
connecting the tracks determines a particle’s trajectory in the tracking stations. A
particle may not traverse all the tracking stations, and instead only pass through some
of the tracking stations. This could be because the particle does not have enough energy
to traverse all the tracking stations, or it could be a particle that has been produced from
another particle decaying in the tracking stations. The tracking algorithm takes these
factors into account, and is optimised to search for all possible tracks that can occur.
Figure 2.13 shows the different reconstructed tracks that can be apparent in the tracking
stations. A T track only has hits in the T1-3 stations. A VELO track only has hits in
the VELO detector. Moreover, an upstream track has hits in the VELO as well as the
TT. A long track has hits in all the tracking stations, and finally a downstream track has
hits in all tracking stations apart from the VELO. Once a track has been reconstructed
its track momentum and track momentum resolution is determined. The momentum
resolution is determined by using J/ψ → µ+µ− decays, as the muons in the final state
traverse all the tracking stations before they are detected in the muon stations. The
other advantage of using this channel to determine the momentum resolution is that,
because the muon can have both large and small momenta, the momentum resolution
can be determined across a vast momentum range. The momentum resolution as a
function of momentum using this approach is shown in Figure 2.14.
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Figure 2.14: The momentum resolution as a function of momentum obtained from
J/ψ → µ+µ− decays [60].
2.2.4 The calorimeters
Two calorimeters are deployed at the LHCb detector: the Electromagnetic Calorimeter
(ECAL) and the Hadronic Calorimeter (HCAL). The ECAL is a heterogeneous lead/
scintillator sampling calorimeter, employed to measure the energy of photons and electrons.
It is located after the RICH 2 but before the HCAL as shown in Figure 2.3. Two extra
components are implemented just before the ECAL. These are the Scintillating Pad
detector (SPD) and the Pre-Shower (PS) system. The SPD separates electrons from
photons, as the scintillator in the active volume can detect charged particles. On the
other hand, the PS is used to identify exactly what electromagnetic particle is traversing
its active volume, again through scintillation. Both the SPD and PS are important
components in the LHCb detector, as they provide the calorimeters with additional
information that helps with background rejection. For example, they can help reduce
backgrounds from π0 decays. Once the particles have been identified by the SPD and
the PS, their energies are determined by the ECAL with an energy resolution of 10%
/
√
E(GeV) ⊕ 1% [49].
The HCAL is a iron/scintillator sampling calorimeter, that aims to measure the
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energy of hadrons with an energy resolution of (69± 5)%/
√
E(GeV) ⊕ (9± 2)% [49].
2.2.5 The muon system
The muon system for the LHCb detector is designed to deal with the high flux and
identify muons produced from B decays successfully with a good precision. There
are five, rectangular muon stations, M1-M5, that provide an acceptance of 300 mrad
horizontally and 200 mrad vertically [61]. Each station is arranged in four regions (R1-
R4). A schematic of the muon stations is shown by Figure 2.15 and a detailed view of
a single muon station is shown in Figure 2.16.
Figure 2.15: The LHCb muon system [62].
The muon station M1, is located upstream from the calorimeters, while the other stations
are located downstream, as shown by Figure 2.3. This helps identify and measure muons
that have energies less than 3 GeV/c and therefore would be absorbed in the calorimeters.
Moreover, M1 uses gas electron multipliers to deal with the high volume of muons at all
energies. Meanwhile, M2-M5 use multiwire proportional chambers due to the lower flux
of muons with energies greater than 3 GeV/c. The momentum ranges of the muons is a
fundamental component of the criteria needed for muon identification.
Moreover, the muon stations and the LHCb detector have been designed to help
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Figure 2.16: Schematic of a muon station at LHCb, indicated how the stations is
arranged out of 4 separate regions (R1-R4) [62].
Momentum ranges Muon stations with hits
3 GeV/c < p < 6 GeV/c M2 and M3
6 GeV/c < p < 10 GeV/c M2 and M3 and (M4 or M5)
p > 10 GeV/c M2 and M3 and M4 and M5
Table 2.1: The criteria for the IsMuon boolean at LHCb that is based on the momentum
of the muons and the hits in the different muon stations.
reduce backgrounds from both hadrons and muonic backgrounds that are from outside
the detector. Explicitly, this is done by shielding the muon stations. M1 and M2 have
different shielding to the other muon stations, because of where they are situated in
LHCb. M1 is shielded by the RICH 2 detector, and M2 is shielded by the calorimeters.
For the other muon stations (M3-5) iron shielding is placed in between the stations.
The shielding for the muon stations can be seen in the schematic in Figure 2.15. At
the LHCb experiment the identification of a muon is achieved by the following. Firstly,
a criterion, IsMuon is applied. The IsMuon boolean is used to identify muons through
hits in the various muon stations. The exact criteria for the IsMuon boolean at LHCb
is provided in Table 2.1 [63].
Next, the particle identification (PID) variable, DLLµπ, is computed using information
from the muon stations, RICH systems and calorimeters. DLLµπ is defined as the
difference in log-likelihood between the muon and pion hypotheses, and is given by the
following,
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DLLµπ = logL(θc, p,D2|µ)− logL(θc, p,D2|π) (2.5)
where, θc is the Cherenkov angle as measured by the RICH systems. D
2 is the average
squared distance between the hits in the muon stations and the track determined from
extrapolating the track in the tracking stations to the muon stations [63]. The muon
system is operated closely with the trigger system to ensure a reliable trigger for the B
physics programme at LHCb. In the first stage of the trigger, 20% of its firmware is
dedicated to muon information [64]. This is often referred to as the L0Muon trigger and
is described in Section 2.2.6.
2.2.6 Trigger system for the LHCb detector
High energy particle accelerators produce many events through interactions in the beam.
The greater the number of events, the more data there is to analyse in the physics
programme. Nevertheless, the number of events processed is proportional to the computing
power required to process these events. Often there is a limit on the amount of data
that can be processed in a given time. This means that the events need to be filtered, to
ensure the data samples are rich in interesting events. This is the role of the trigger. The
LHCb trigger systems are implemented in both software and hardware, with the purpose
of rigorously reducing the data rate, to have an enriched sample of bb̄ candidates. Over
both Run 1 and Run 2, the LHCb trigger has reduced the 40 MHz data rate, to 3.5kHz in
2011, 5kHz in 2012 and 12.5kHz in 2015 onwards. The trigger rates for each data taking
year were different due to changes in the data aquistition (DAQ) and improvements in
the collision rates in each running period [65]. The most significant changes were seen in
the online calibration and alignment. Figure 2.17 presents the trigger for three separate
data taking periods of the LHCb experiment. This section gives a detailed account of
the hardware and software triggers at the LHCb experiment in terms of; the structure of
the triggers, changes that have occurred over the running periods and how the triggers
are important to B̄0 → K̄∗0µ+µ− transitions.
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Figure 2.17: The LHCb trigger system illustrated for years 2011, 2012 and 2015 [65].
2.2.6.1 The hardware trigger
The hardware trigger referred to as the Level0 (L0) trigger is the first trigger in the LHCb
trigger system. Synchronised with the LHCb clock and with a latency of 4µs, the L0
trigger uses information obtained from the calorimeters and muon chambers, to accept or
reject events. The calorimeters and muon chambers are the only systems that can harvest
the information needed to reduce the input rate of 40 MHz to 1 MHz before the software
trigger. The 1 MHz of data processed is split into three categories; hadrons (450kHz
bandwidth), muons (400kHz badnwidth) and electrons/photons (150kHz bandwidth)
as displayed by Figure 2.17. These subtriggers are also denoted L0Calorimeter for
the hadrons, L0Muon for the muons and L0Electron/ L0Photon for electrons/photons.
The L0Calorimeter and L0Muon are given a larger event processing rate because the
predominant decay products from b hadrons at LHCb are muons and other hadrons.
The L0Muon has been optimised so that it is 95% efficient at detecting muons in the
LHCb experiment. It is divided into two algorithms; L0Muon and L0DiMuon, that place
stringent criteria on single and pairs of muons. The motivation to include a L0DiMuon
line for Run 2 was because the majority of hadrons decay to two muons or have pairs of
muons in their final state. For instance, in B̄0 → K̄∗0µ+µ− and the long-distance charm
contributions that proceed by cc̄ → µµ̄. L0Muon searches for muons with the largest
pT , whereas L0DiMuon searches for the largest pT from combining pairs of muons. To
The LHCb detector 56
achieve this each muon chamber is evaluated and sampled in four regions. Each region
will contain multiple hits. Mapping these hits into a straight line will identify a muon
and its total pT . If a single muon with pT >1.76 GeV or a dimuon pair with the combined
pT1 × pT2 > 1.6 GeV2 is detected then the event will be sent to the software trigger for
further processing. Likewise, the L0Calorimeter and L0Electron/L0Photon searched
for hadrons, electrons and photons by splitting the calorimeters into segments, but the
ET is calculated. If a hadron has a ET > 3.6 GeV or a photon/electron has a ET >
3 GeV, then they are triggered on [65]. The L0 trigger provided an efficient reduction
of events over the duration of Run 1 and Run 2 of the LHCb experiment.
2.2.6.2 The software trigger
While a hardware trigger is efficient in reducing the amount of data, it has to make a
fast decision using coarse information. As a consequence, high energy particle physics
experiments often apply a software trigger that can be performed separately on a CPU
farm, in order to use information from all components of the detector to trigger on
events. The LHCb detector is no exception, it applies a software trigger, also known as
the High Level Trigger (HLT) that performs offline reconstruction on bb̄ events using ≈
29000 cores (2012 onwards) [65].
The HLT is split into stages; High Level Trigger 1 (HLT1) and High Level Trigger
2 (HLT2). HLT1 is the first stage of the HLT. It is used by the LHCb collaboration,
to filter on successful events from the hardware trigger to reduce the rate. To reduce
the rate, the software of the HLT1 performs a partial event reconstruction. It is a
partial event reconstruction as only information from the VELO, tracking stations and
the muon stations is used to filter the events. The process of the partial reconstruction
is as follows. Firstly, all events are reconstructed in the VELO, before cuts are placed
on the events. The cuts are on the pT and the IP, where the pT is required to be >
1.6 GeV/c [64] and the IP is required to be >100µm. As a result only high IP and
momentum tracks are selected for further reconstruction. The next part of the partial
reconstruction in the HLT1 is to reconstruct hits in the muon stations. Hits in the muon
stations ensure the track has a high pT . Once the hits in the muon stations are identified,
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an extrapolation is performed to the VELO. This extrapolation must be consistent with
hits in the tracking stations. If not the candidate is rejected. This extrapolated track
is then fitted with a Kalman fitter [66]. If the fit is successful, the track itself and the
event it is associated to goes on to the next stage of the of the HLT which is HLT2.
The second stage of the HLT is the HLT2. This trigger is a sophisticated system of
algorithms that is used to perform a full event reconstruction. In the same way as the
HLT1, only events that have passed the previous triggers will be be evaluated. To achieve
a full reconstruction the LHCb experiment imports information from all sub-systems of
LHCb such as the RICH and calorimeters to the HLT2. This includes kinematic, charge
and mass constraints. The main strength of the HLT2 is that it operates with both
inclusive and exclusive trigger lines, as well as placing selections on b hadron decays
based on their topology. The selections based on the topology of the B decays are a
separate class of triggers known as “topological triggers” [66]. The topological triggers
apply multivate techniques to make the best selections of events based on the topology
of the decay. Explicitly, a classifier based on a Boosted Decision Tree (BDT) modified
to include discrete variables is used. This classifer is called the Bonsai BDT (BBDT).
The details on the BBDT can be found in Ref [66], as the content goes beyond the
scope of this thesis. In addition to the topological triggers, an external set of triggers
are required for this analysis and are discussed in Chapter 4.
For completeness it should be mentioned that during Run 2 an additional stream
was added to the software trigger designed for certain analyses. This stream known as
the “Turbo stream” is available for analyses that do not require additional reconstruction
after the software trigger. In this stream, one can use the reconstructed objects from
the HLT as inputs for physics analysis. This stream is not used in this analysis and
therefore is only acknowledged. A full description can be found in [67].
The LHCb trigger is a complete, extensive system that allows one to select bb̄ events,
reconstructing their decay products and properties. It has served as a fundamental input
to LHCb during Run 1 and Run 2, and will continue to develop in size and capability
in the future of the LHCb experiment.
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2.2.7 Generating simulated events
All particle physics experiments require simulation to quantify results and replicate
conditions experienced in the detector. This thesis uses simulated events that have been
produced by the LHCb simulation framework Gaudi [68]. Particles are generated by
the Gauss package [69]. Gauss applies two sub-generators Pythia [70] and EvtGen
[71]. Pythia is used to generate pairs of b-quarks through minimum bias, pp collisions
at the LHC. EvtGen generates the decays of B hadrons into secondary particles. Once
these particles have been generated, their interactions within the LHCb detector are
simulated using the Geant4 package [72]. This simulates the particle’s responses in
all subsections of the detector that have been mentioned in this chapter. After these
interactions have been simulated their output is digitized by the application Boole
[73] and then reconstructed by the package Brunel [73]. Finally, after reconstruction
the analysis is performed by the physics analysis software DaVinci [74]. This complex
system of generation, simulation and analysis produces the simulated events for the
LHCb experiment.
2.2.8 Performance and upgrade
The LHCb experiment has proved to be a pioneering experiment in B physics over both
Run 1 and Run 2 of the LHC. The experiment has detected the most bb̄ pairs of any
experiment, with 50 times more bb̄ pairs than the B factories [75]. This has enabled
the LHCb collaboration to pursue an extensive B physics programme, which includes
studying a variety of B-mesons and rare decays. The LHC is undergoing its second long
shutdown (LS2) period, where the main experiments at the LHC will be modified in
order to deal with the higher luminosity that will be delivered. The LHCb detector will
be upgraded by the LHCb collaboration such that it can run with a luminosity of 2 ×
1023 cm−2s−1 and aim to collect 50 fb−1 of data in 5 years [75]. This luminosity will
improve the precision on measurement of rare decays like B̄0 → K̄∗0µ+µ−.
The systems that are to be updated in the LHCb detector include the VELO, where
the aim is to move away from silicon strips to hybrid pixel detectors. The geometry of
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the VELO will remain the same, with two modules coming together when the beam
is running and retracting during injection. Nevertheless, the modules will become L-
shaped instead of semicircular to ultimately achieve a closer distance to the beam. The
next component that is undergoing a significant change is the RICH 1 detector, due to
degradation of the detector and to improve the PID. Explicitly, the optical system will
be upgraded with new mirrors, readout electronics and an optical stand. The testing of
the new RICH 1 mirrors are described in Appendix B, which were the authors service
contribution to the experiment. Moreover, the tracking stations will be updated. In
particular, the TT will be replaced with a new tracking station called the Upstream
Tracker (UT). In addition, the T1-T3 tracking stations will be replaced by a single
scintillating fibre tracker know as the SciFi tracker. One important component that
needs to be updated to cope with the larger luminosity is the trigger. With an increase
in luminosity the hardware trigger would be incapable of dealing with the significant
increase in bb̄ pairs produced. As a consequence, the collaboration has decided to remove
the L0 trigger and implement a trigger that purely runs in software. The aim will be
to write 2-5 GB/s to storage [76]. As the L0 trigger will be withdrawn, the M1 station
will be removed. Other changes to the muon system will be additional shielded and




in B̄0→ K̄∗0µ+µ− transitions
In recent years the b → s`+`− sector has seen many discrepancies in experimental
measurements when compared to the SM. Despite global analyses implying that these
anomalies could be due to NP effects, in the form of a massive vector particle entering
at loop-level, it is argued that alternatively this effect could be the result of the non-
local contributions, interfering with the penguin decay. The aim of this analysis to
measure the interference of these non-local contributions with the penguin decay in
B̄0 → K̄∗0µ+µ− transitions. This is achieved through the development of a model that
includes all possible non-local contributions in addition to the penguin component, and
is used to perform a maximum likelihood fit to the LHCb experimental data. This
chapter describes the model. An overview of the structure of the signal model is given
and the way in which the non-local contributions are modelled. The model is compared
to other existing models, that have tried to model the non-local charm loop in B̄0 →
K̄∗0µ+µ− transitions. Next, the distributions of the angular observables are produced
and an investigation into how the non-local contributions affect lepton universality tests
is performed.
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3.1 The model
A model containing both non-local and short-distance contributions to B̄0 → K̄∗0µ+µ−
transitions was constructed by considering the B̄0 → K̄∗0µ+µ− differential decay rate
(see Eq 1.49 in Chapter 1). The decay rate contains P-wave K̄∗0 contributions, and
for now S-wave contributions are ignored, with their effect investigated later in Chapter
4. As previously noted, the differential decay rate depends on eight observables, Ji.
Each Ji is independent and formed from bilinear combinations of the 6 transversity
amplitudes of the K̄∗0. The non-local contributions are inserted directly into the
amplitude expressions. Equations 3.1, 3.2 and 3.3 show the transversity amplitudes
for B̄0 → K̄∗0µ+µ−, containing the non-local contributions, G0,⊥,‖(q2).











































In these equations, mB is the mass of the B
0, and mK∗0 is the mass of the K
∗0. The λ,
β` and N terms, are identical to those in the penguin only amplitudes (see Equations
1.41, 1.42 and 1.43). To model the form factors A1, A12, V, T1, T2, T23, the combination
of Light Cone Sum Rules and Lattice QCD [13] is used. These are the same expressions
as given by Equations 1.36 and 1.37 in Chapter 1. The individual form factors are
determined by the values of the a0,1,2 coefficients from the z−expansion. In the model,
the uncertainties and correlations between the a0,1,2 coefficients of all the different form
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Figure 3.1: B̄0 → K̄∗0µ+µ− form factors, A1, A12, V, T1, T2, T23. The red line represents
the central values of the form factors and the blue band represents the 68% confidence
interval obtained by varying coefficients of the z-expansion within their uncertainties.
factors are accounted for. This helps reduce any possible error in the form factors, for
instance in T23 (see Chapter 1). Figure 3.1 shows the form factors, constructed using the
model. In this figure, the red, line corresponds to the central values of the form factors,
and the blue band represents the 68% confidence interval produced by varying the a0,1,2
coefficients of the z−expansion within their uncertainties. Comparing Figure 3.1 to the
expected distributions of the form factors shown by Figure 1.4, the model is successful
in accurately reproducing the form factors. Furthermore, the terms, C7,9,10, are the
effective Wilson Coefficients, which denote the strengths of different couplings in the












Table 3.1: SM Wilson Coefficient values obtained at the scale of mb = 4.8GeV. The
values are for both, Ci and C
′
i and are taken from the literature [11].
where the prime term is the chiral partner. The values used for the terms (Ceffi , C
eff′
i )
that go into the total effective Wilson Coefficient are provided in Table 3.1.
The terms G0,⊥,‖(q2) are the functions used to describe the non-local contributions
in B̄0 → K̄∗0µ+µ− transitions. The non-local expressions remain unchanged under left
and right chirality, which means only three non-local expressions are needed, which can















































Each of the G0,⊥,‖ terms contain a sum over the q2 dependant terms Aresj . Each Aresj
represents a vector, cc̄ resonant contribution that is modelled as a simple relativistic
Breit-Wigner. This modelling approach is inspired by the analysis presented in Ref [45],
which determined the impact of hadronic contributions in the decay B+ → K+µ+µ−.
The results in Ref [45] revealed that this simplistic approach was adequate in the
determination of the interference. In this analysis, the relativistic Breit-Wigners are




(m2res j − q2)− imres jΓj(q2)
, (3.7)
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where Γres j and mres j denote the natural width and pole mass for the given resonance.
The values for these terms are taken from Ref [77]. Γj(q
2) is the running width, that is







Γres j , (3.8)
In the model, the concept that each Breit-Wigner amplitude has a natural width and pole
mass, is used to include a variety of different resonances. For instance, through modelling
wide resonances such as the ρ(770), in addition to extremely narrow resonances like the
J/ψ. The complete list of resonant contributions included in this model and analysis is;
ρ0, φ, J/ψ, ψ(2S), ψ(3770), ψ(4040) and ψ(4160). Light quark resonant contributions
are expected to be suppressed by the CKM mechanism, or by loops compared to final
states involving charmonium resonances. Therefore these resonant contributions are
omitted in the model. In the future it is expected that broad light-states will become
more apparent with more data. The model has been constructed with this in mind so it
can easily accommodate additional states subject to what is required by the data. Each
Breit-Wigner amplitude is multiplied by a complex number that has a magnitude, ηλj ,
and phase, θλ, measured relative to the Wilson Coefficient C9. This is demonstrated
clearly in Equations 3.1, 3.2 and 3.3. As there are three non-local amplitudes, it means
that each resonance has three magnitudes, η
0,⊥,‖
j , and phases, θ
0,⊥,‖
j , to be determined.
By convention, the measurements of B̄0 → V K̄∗0 decays, define the phases θ⊥ and θ‖ to
be relative to the phase θ0. This means that there is a single phase θ0, that governs the
interference between the resonant and penguin amplitudes, which can be determined in
a fit to the data. The magnitudes, η
0,⊥,‖
j for every hadronic resonance is given by the
following,
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|η0j |2 =
f0j B(B0 → V K∗0)× B(V → µ+µ−)
τB








j B(B0 → V K∗0)× B(V → µ+µ−)
τB




f⊥j B(B0 → V K∗0)× B(V → µ+µ−)
τB




In these expressions the denominator is the integral over q2 for the amplitude that
contains the resonant contribution j, while the numerator contains information on the
branching fraction and measurements of the magnitudes of B̄0 → V K̄∗0 decays, where




0 → V K̄∗0 decays, this means that the exact values of the η0,⊥,‖j and
θ
⊥,‖
j parameters, excluding the free phase, can be obtained for the non-local component
relative to the penguin component in B̄0 → K̄∗0µ+µ− transitions.
However, in the normalisation expressions the measurements of the branching fractions
and magnitudes/phases can only be used if they exist. For the decays, B̄0 → J/ψK̄∗0
and B̄0 → ψ(2S)K̄∗0, there exist measurements of the magnitudes and phases, from
analyses performed by the LHCb, BaBar and Belle collaborations [78–80]. The branching
franction measurements for these decay has also been performed and can be found in
Refs [78, 81]. For the decay B̄0 → φK̄∗0, measurements on both the amplitudes and
phases, and the branching fraction, also exist and have been measured by the LHCb,
Belle and BaBar collaborations [82–84]. It follows that for the J/ψ, ψ(2S), φ resonances,
it is relatively simple to determine the η0,⊥,‖ and θ⊥,‖ parameters, leaving a single
phase for each resonant contribution. For the remaining resonant contributions the
process is not as simple. Branching fraction measurements only exist for the transition
B̄0 → ρ0K̄∗0 [85, 86], and no measurements exist for the magnitudes (η0,⊥,‖
ρ0
) and phases












B0 → ρ0K∗0 (1.5 , 2.6) (1.9 , 2.6) 5.1× 10−1
B0 → φK∗0 (2.5× 101 , 2.6) (3.2× 101 , 2.6) 1.0× 101
B0 → J/ψK∗0 (4.9× 103 ,−2.9) (6.5× 103 , 2.9) 7.1× 103
B0 → ψ(2S)K∗0 (5.3× 102 ,−2.8) (8.1× 102 , 2.8) 9.6× 102
B0 → ψ(3770)K∗0 (9.3× 10−1,−2.9) (1.5 , 2.9) 1.7
B0 → ψ(4040)K∗0 (2.9× 10−1,−2.9) (5.6× 10−1, 2.9) 6.0× 10−1
B0 → ψ(4160)K∗0 (8.3× 10−1,−2.9) (2.0 , 2.9) 1.8
Table 3.2: Input values for the long-distance charm components to be inserted into the




). The approach taken is to use the values of the magnitudes and phases for the
decay B̄0 → φK̄∗0 as an input for the magnitudes and phases of the B̄0 → ρ0K̄∗0.
Given the branching fraction of B̄0 → ρ0K̄∗0 is very small and we will be fitting
for the magnitude and phase this assumption is valid. A different approach is also
taken for the higher mass resonances beyond the ψ(2S) and DD̄ threshold, namely
the B̄0 → ψ(3770)K̄∗0, B̄0 → ψ(4040)K̄∗0 and B̄0 → ψ(4160)K̄∗0 decays, where no
branching fraction or angular analyses exist. The procedure for these decays is to take
an approximation for the branching fraction, by calculating a ratio of branching fractions
for B̄+ → ψ(2S)K̄+ decays with B̄+ → V ′K̄+ decays, where V ′ → µ+µ−is given by
Ref [45]. Once this ratio has been calculated, it is scaled by the branching fraction of
B̄0 → ψ(2S)K̄∗0 [81]. This gives an approximation that is valid and in good agreement
with predictions. In regards to the magnitudes and phases of these higher states, the
measurements for the magntiudes and phases for B̄0 → J/ψK̄∗0 [78], are used. The final
values for the relative magnitudes and phases of the transversity amplitudes, that are
used as input values for the amplitudes in the model is give by Table 3.2. The final term
in the non-local expressions is a complex number, ζ0,⊥,‖eiω0,⊥,‖, where the ζ0,⊥,‖ terms
are the magnitudes and the ω0,⊥,‖ terms are the phases. This single complex number
per amplitude that multiplies the tensor form factors, denotes all non-local terms that
enter relative to C7. These terms need to be determined from experimental fits to the
data, and in the absence of such fits the central values are set to 0, or set to sensible
values for comparisons to other models.
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3.2 Model comparisons
The empirical model presented in the previous section was compared to alternative
parameterisations of the non-local contributions in B̄0 → K̄∗0µ+µ− transitions. A
comparison was made to the model provided in Ref [2], where the authors try to account
for the non-local charm loop by using QCD light-cone sum rule calculations of the
B → K∗ matrix elements up to q2 < 4m4c , that are then extrapolated using a dispersion
relation to higher q2 values. External inputs such as the rate and amplitude structure
of B̄0 → J/ψK̄∗0 and B̄0 → ψ(2S)K̄∗0 decays are also included. However, these are the
only resonant contributions that are considered in Ref [2]. For that reason only these
resonances are included in our model when performing the comparison.
Moreover, in Ref [2] the authors do not include factorisable next-to-leading order
corrections in their modelling of the charm loop. In light of this, all the phases of the
long-distance amplitudes relative to the short-distance amplitudes were set to be zero.
Given also that the authors in Ref [2] use a different amplitude basis to the one presented
in Chapter 1, the comparison was made in the basis of Ref [2], given the simplicity of
translating our amplitudes into their basis. The results of the comparison are provided
by Figure 3.2. In Figure 3.2 the prediction from Ref [2] is shown by the solid, magenta
band. The black and cyan lines (solid, dotted and dashed) illustrate our model. Each
line represents a different phase choice (0 or π) for the free phases θ0J/ψ and θ
0
ψ(2S), while




ψ(2S) are set to zero. As our amplitudes include terms ζ
λ,
ωλ, where λ=0,⊥,‖, the values of these terms have been set to ζ ∼0.8|C7|, ω=π such
that they are consistent with those in Ref [13] and predicted by Ref [2]. The results
reveal that when we set all the phases of the J/ψ and ψ(2S) to be zero (black dotted
line), the model is consistent with that of Ref [2]. However, what is interesting is the
effect that occurs when including the measured phases of the resonances. When only the
free phases θ0J/ψ,ψ(2S)= 0 are included (solid cyan line) there is a good agreement, but
when θ0J/ψ,ψ(2S)= π are included (dashed cyan line) the models appear inconsistent with
each other. This suggests that the two models will disagree at level that is determined
by what one sets for the free phase. When trying to understand the long-distance
charm contributions, the authors in Ref [2] suggest that the inclusion of charm pushes
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Figure 3.2: The prediction of the effect of the non-local contributions to the B̄0 →
K̄∗0µ+µ− amplitudes as a function of q2. The effect of the long-distance contributions
using the model described in Sec 3.1, with only the J/ψ and ψ(2S) resonances are
considered is shown by the cyan lines. The solid cyan line is obtained by setting the
free phases θ0J/ψ,ψ(2S) to be 0, and the dashed-dotted cyan line is obtained the free
phases to be π. An additional line is included to show the effect of setting all phases
of the J/ψ and ψ(2S) to be 0 for Equations 3.4 3.5 3.6. Also provided in the figure are
the predictions from Ref [2] (magenta band).
observables such as P
′
5 away from experimental measurements. However, as this model
does not include the measurements of the resonant contributions, and also only includes
two resonant contributions, no conclusions can be made. This motivates Section 3.3,
which shows how the phases impact the angular observables using the empirical model.
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Another comparison was made to the model presented in Ref [3]. In Ref [3], the
authors model the charm loop analytically through calculating the charm loop at q2 <
0, through a z−expansion that is truncated after the second order and also calculated
to next-to-leading order in αs. This approach is valid up to q
2 < m2ψ(2S), meaning
that one cannot include all possible resonant contributions across the full q2 range. In
light of this, our model is evaluated up to q2 < m2ψ(2S) for a fair comparison. Similarly
to the authors in Ref [2], the authors in Ref [3] only consider contributions from the
J/ψ and ψ(2S), and use inputs from experimental measurements of B̄0 → J/ψK̄∗0 and
B̄0 → ψ(2S)K̄∗0 decays. Only these resonant contributions are therefore considered in
our model when making the comparison.
Moreover, unlike Ref [2], the amplitude basis used in Ref [3] is the same basis as used
by our model, meaning a direct comparison of the amplitudes A⊥‖,0 can be made. The
only difference is that the transformation η⊥j = -η
⊥
j is applied as the phase convention
in Ref [3] is the mirror of the one we use in our model. Next, the values for the non-local
parameters, ζ and ω in our model were set such that they were consistent with those in
Ref [3], where specifically ζ ∼ 15%| C7 | and ω = π.
Figure 3.3 and Figure 3.4 show the distributions of the non-local contributions
for our model and the model presented in Ref [3], for the three different amplitudes
containing non-local contributions, in terms of real (Figure 3.3) and imaginary (Figure
3.4) components. The distributions of the amplitudes using our model are shown for the
phase choices θ0J/ψ,ψ(2S) = 0, π ,
π
8 (cyan lines). The dotted, magenta line corresponds
to the amplitude distribution from Ref [3].
The results suggest the agreement between the two models is dependent on the
choice of the phase, where a good agreement is given by setting θ0J/ψ,ψ(2S) = π/8. There
appears to be a slight disagreement with the imaginary part of the amplitudes A⊥
and A‖. However, this was investigated and found to be merely due to the choice of
ω=π. Comparisons made with more formal approaches show that the empirical model
presented in Section 3.1 is a valid description of the non-local contributions.
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Figure 3.3: The prediction of the effect of the non-local contributions on the real
component of the B̄0 → K̄∗0µ+µ− amplitudes, as a function of q2. The effect of the
long-distance contributions using the model described in Sec 3.1, where only the J/ψ
and ψ(2S) resonances are considered. The predictions are madee for choices of the free
phase θ0J/ψ,ψ(2S)=0, π and
π
8 and are shown by the cyan lines. The prediction using
the model from Ref [3] is shown by the dotted, magenta line.
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Figure 3.4: The prediction of the effect of the non-local contributions on the imaginary
component of the B̄0 → K̄∗0µ+µ− amplitudes, as a function of q2. The effect of the
long-distance contributions using the model described in Sec 3.1, where only the J/ψ
and ψ(2S) resonances are considered. The predictions are made for choices of the free
phase θ0J/ψ,ψ(2S)=0, π and
π
8 and are shown by the cyan lines. The prediction using
the model from Ref [3] is shown by the dotted, magenta line.
Modelling short- and long-distance contributions in B̄0 → K̄∗0µ+µ− transitions 72
3.3 The effect of the non-local contributions on the B̄0 →
K̄∗0µ+µ− angular observables
The model presented in Section 3.1 can be used to study the effect of hadronic contributions
on the B̄0 → K̄∗0µ+µ− angular observables. As mentioned previously the B̄0 →
K̄∗0µ+µ− angular distribution can be written in terms of 8 CP -averaged observables Si,
FL, AFB, where i = 3,4,5,7,8,9, along with optimised observables that are observables
constructed from combinations of the CP -averaged observables. The effect of the
non-local charm loop on the CP -averaged observables and the optimised observables
that include P
′
5, is studied. Figure 3.5 and Figure 3.6 show the distributions for the
observables P
′
5, AFB, S7 and FL, in the SM, in the q
2 regions of [0,15.0] GeV2/c4
(Figure 3.5) and [15.0,19.0] GeV2/c4 (Figure 3.6). While, Figure 3.7 and Figure 3.8
shows the distributions for the observables S3, S7, S5, S8 and S9, in the q
2 regions
of [0,15.0] GeV2/c4 (Figure 3.7) and [15.0,19.0] GeV2/c4 (Figure 3.8). The lack of
knowledge of the free phase θ0j , means that all possible phase combinations are considered.
The cyan bands in these figures are produced by scanning over all possible values of the
free phase. Two phase combinations have been directly specified on the Figures 3.5,
3.6 3.7 and 3.8; θ0j = 0 (dashed band) and θ
0
j = π (solid dark band). In all these
bands the uncertanties on the form factors taken from Ref [13] are varied according to
the covariance matrix. The data from LHCb Run 1 is shown by the data points and
the theoretical predictions computed by the flavio package [87] are displayed by the
magenta band. The freedom of the phase allows a large region of the observable space to
be populated. In particular, this is demonstrated for the observables S7 and S9, which
at both low and high q2 vary widely in values for a given choice of the phase. These
observables are perfect examples of how dependent observables can be on the strong
phases. Using this knowledge one can use the angular distribution to determine the
exact phase for a given resonance, precisely determining the hadronic contribution. P
′
5
is one such observable that has been given widespread consideration because of the large
tension seen between data and theoretical predictions [4]. In Figure 3.5 and Figure 3.6,
P
′
5 shows a large dependence on the free phase, which appears more prominent, closer
to the resonances. The results are in good agreement with the theoretical predictions.
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However, by scanning over all possible phases it appears no combination of the phases
describe the data. This implies that the deviation in this observable cannot just be
explained purely by the resonant contributions. This concept can also be applied to the
other observables in these figures.
Figure 3.5: The distributions of the angular observables P
′
5, AFB, S7, FL as a function
of q2, in the region of q2 ∈[0,15.0]GeV2/c4, and produced using the model described in
Section 3.1. The distributions are shown for the regions below (left) and above (right)
the open charm threshold. Scanning over all possible combinations of the free phase θ0j
for all resonant contributions produces the cyan bands. Specific choices of the free phase
are highlighted; the hatched band where θ0j=0 and the dark band where θ
0
j=π. The
theoretical predictions for the observables (magenta band ) have been reproduced by
the flavio package [87]. The experimental data from the LHCb experiment is shown
by the data points.
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Figure 3.6: The distributions of the angular observables P
′
5, AFB, S7, FL as a function of
q2, in the high q2 region of [15.0,19.0]GeV2/c4, and produced using the model described
in Section 3.1. The distributions are shown for the regions below (left) and above (right)
the open charm threshold. Scanning over all possible combinations of the free phase θ0j
for all resonant contributions produces the cyan bands. Specific choices of the free phase
are highlighted; the hatched band where θ0j=0 and the dark band where θ
0
j=π. The
theoretical predictions for the observables (magenta band ) have been reproduced by
the flavio package [87]. The experimental data from the LHCb experiment is shown
by the data points.
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Figure 3.7: The distributions of the angular observables S3,4,5,8,9 as a function of q
2, in
the region of 0 < q2 < 15.0 GeV2/c4 , produced using the model described in Section
3.1. The distributions are shown for the regions below (left) and above (right) the
open charm threshold. Scanning over all possible combinations of the free phase θ0j for
all resonant contributions produces the cyan bands. Specific choices of the free phase
are highlighted; the hatched band where θ0j=0 and the dark band where θ
0
j=π. The
theoretical predictions for the observables (magenta band ) have been reproduced by
the flavio package [87]. The experimental data from the LHCb experiment is shown
by the data points.
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Figure 3.8: The distributions of the angular observables S3,4,5,8,9 as a function of q
2,
in the region of 15.0 < q2 < 19.0 GeV2/c4, and produced using the model described in
Section 3.1. The distributions are shown for the regions below (left) and above (right)
the open charm threshold. Scanning over all possible combinations of the free phase θ0j
for all resonant contributions produces the cyan bands. Specific choices of the free phase
are highlighted; the hatched band where θ0j=0 and the dark band where θ
0
j=π. The
theoretical predictions for the observables (magenta band ) have been reproduced by
the flavio package [87]. The experimental data from the LHCb experiment is shown
by the data points.
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In addition to the CP -averaged observables, which are calculated based on the
model in Section 3.1, for the strong phases, one can also study the effect of weak phases.
By introducing weak phases into the model, interference between strong and weak phases
can cause CP violation giving rise to CP -odd observables. The CP -odd observables that
arise in the presence of weak phases are provided earlier in Chapter 1 by Eq 1.52 and








The impact of the non-local charm loop on the CP -odd observables and the direct CP
asymmetry is illustrated by Figure 3.9 and Figure 3.10. In both Figure 3.9 and Figure





The observables are shown for two NP scenarios. The first being CNP9 = -1 -1.0i shown
by Figure 3.9 and the second being CNP7 = -0.03i, C
NP
9 = -1 shown by Figure 3.10, where
CNP7,9 is the shift to the SM Wilson Coefficients. In both cases, the sensitivity to the weak
phases becomes prominent near the resonances, in the same way as the CP -averaged
observables. Nevertheless, in the NP case shown by Fig 3.9 the CP violating effects are
dramatically enhanced in comparison to the NP case shown by Fig 3.10. This suggests
that hadronic contributions can probe CP violating effects at a level that is dependant
on the structure of NP. Moreover, it can provide a sensitivity to the imaginary parts of
the Wilson Coefficient C9. However, it should be mentioned that the sensitivity to the
imaginary part of the Wilson Coefficients is best understood by alternative analyses. For
instance, for C9 a time dependant analyses such as Bs → J/ψφ or B0 → K∗0µ+µ− with
K∗0 → K0sπ0, and for C7, B → K∗γ decays are essential. Nonetheless, it is interesting to
understand the profound ability the hadronic contributions have to modify the CP -odd
observables.

































Figure 3.9: The distributions of the observables ACP , A3,9 as a function of q
2 produced
using the model described in Section 3.1. The observables are constructed under the
new physics model with CNP9 = -1 -1.0i. The distributions have been produced for
specific choices of the free phase θ0j where the free phase for all resonances has been set
to −π/2 (red, dashed-dotted line), 0 (magenta, dotted line), π/2 (solid, blue line) and
π (green, dashed line).

































Figure 3.10: The distributions of the observables ACP , A3,9 as a function of q
2 produced
using the model described in Section 3.1. The observables are constructed under the
new physics models that has CNP7 = -0.03i ,C
NP
9 =-1.0. The distributions have been
produced for specific choices of the free phase θ0j where the free phase for all resonances
has been set to −π/2 (red, dashed-dotted line), 0 (magenta, dotted line), π/2 (solid,
blue line) and π (green, dashed line).
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3.4 Hadronic effects in tests of lepton universality
While this analysis focuses on one anomalous b → s`+`− result, this section briefly
discusses the way in which our model can be used to help understanding the anomalous
results seen in lepton universality tests. Lepton flavour universality assumes the coupling
of leptons (e, µ, τ) to gauge bosons is independent of the lepton flavour. To test this
assumption ratios, R, of branching fractions are constructed, where the only difference













Given that these tests reveal possible NP contributions entering the Wilson Coefficient
C9 [33, 34, 88, 89], it is important to understand exactly the contribution from non-
local charm loops in the presence of NP. This is because the cancellations of hadronic
uncertainties that one obtains from the ratios R, are no longer exact. The model in
Section 3.1 can provide an accurate determination of the non-local charm loop, where
the only missing component is the free phase that will be determined by a fit to the
experimental data. This model is used to provide a prediction of the ratios, taking into
account any dependence on the free phase θ0j . This study was performed by taking
different scenarios of CNP9 between -2 and -0.5. All resonant contributions were included
in this study. Moreover, all possible values of the free phase were considered to produce
a 68% confidence interval for RK∗ . In regards to RK , the values in Ref [45] were used
and the confidence interval was determined by assuming that the hadronic parameters
were uncorrelated. It was found that the form factor variation was much less than
the variation of the phase. Figure 3.11 illustrates the results for RK∗ in different NP
scenarios. The results are given in Table 3.3. Both Table 3.3 and Figure 3.11 show how
as CNP9 gets smaller, the deviations of RK∗ from unity increase. Figure 3.11 shows how
at lower values of CNP9 there is more variation in the free phase. However, it is clear
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Observable CNP9µ = −0.5 CNP9µ = −1.0 CNP9µ = −1.5 CNP9µ = −2.0
1.1 < q2 < 6.0 GeV2/c4
RK∗ [0.902, 0.912] [0.827, 0.850] [0.769, 0.808] [0.727, 0.784]
RK [0.888, 0.889] [0.792, 0.794] [0.712, 0.718] [0.651, 0.658]
15 < q2 < 19 GeV2/c4
RK∗ [0.889, 0.894] [0.796, 0.806] [0.719, 0.735] [0.658, 0.680]
RK [0.888, 0.889] [0.792, 0.794] [0.712, 0.718] [0.651, 0.658]
Table 3.3: Predictions for the lepton flavour universality observables RK(∗) as a function
of CNP9 . The values for RK(∗) are shown for both large and small recoil. The prediction
for RK∗ is obtained using the model described in Sec 3.1 where all possible values for
the free phase θ0j is considered. For RK the prediction is obtained from using the results
of measurement of short- and long-distance contributions in B+ → K+µ+µ− decays
[45].
in Figure 3.11 that RK∗ is showing a larger variation in the phase compared to RK .
Nevertheless, in Ref [34] the variation for RK∗ is 6 times larger than the variation seen
in Figure 3.11. This study shows the power of this model and how it can be utilised as
an input to the work on other important anomalies that have been seen. To conclude,
the model and the studies presented in this Chapter that have been performed using the
model, have been published in a peer-reviewed journal (Ref [1]). Therefore validating
the model, as an approach to determine the impact of the long distance contributions
in B̄0 → K̄∗0µ+µ− transitions.
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4c/2 < 6.0 GeV2q: 1.1 < K*R
4c/2 < 19.0 GeV2q: 15.0 < K*R
4c/2 < 6.0 GeV2q: 1.1 < KR
Figure 3.11: Predictions for the lepton flavour universality observables RK∗ as a
function of CNP9 . The RK∗ is shown for both large recoil (hatched magenta) and small
recoil (hatched cyan) while RK is shown at only large recoil (solid burgundy) because
at small recoil the RK values are identical to those at large recoil. The predictions for
RK∗ are obtained using the model described in Sec 3.1 where all possible values for the
free phase θ0j are considered. For RK the prediction is obtained from using the results of




The aim of this analysis is to determine the impact of the non-local contributions in
B̄0 → K̄∗0µ+µ−, through performing a maximum likelihood fit to data collected by the
LHCb experiment. The model presented in Chapter 3 will be used to perform such a
fit in the 5 dimensions of cos θK , cos θ`, φ, mKπµµ and q
2. This chapter is dedicated
to presenting the strategy employed to prepare for such a fit. Section 4.2 describes
the selection procedure used in this analysis to obtain samples rich in B̄0 → K̄∗0µ+µ−
events and low in background events. A strategy to model the background is presented
in Section 4.4. Section 4.5 describes how experimental effects, such as the detector
resolution and reconstruction efficiencies, are accounted for. The chapter concludes by
discussing the S-wave component in the Kπ system that can enter B̄0 → K̄∗0µ+µ−
transitions and how it is accounted for in this analysis.
4.1 Data samples
The analysis presented in this thesis makes use of the pp̄ data collected by the LHCb
experiment in two different data taking periods. The total dataset contains Run 1 data
that was collected in 2011 and 2012, and Run 2 data that was collected in 2016. The
sample size of the Run 1 dataset includes 1fb −1 of integrated luminosity that was
acquired in 2011 at a centre of mass (
√
s) of 7 TeV, and 2 fb −1 of integrated luminosity
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acquired in 2012 at
√
s = 8 TeV. The Run 2 dataset comprises only 1.67 fb −1 integrated
luminosity collected in 2016 at
√
s = 13 TeV. As a result, any mention of Run 2 in this
thesis refers to only 2016 data. Given the datasets were taken in two different running
periods, the selection criteria and experimental effect are treated separately for Run 1
and Run 2, which is demonstrated later in this chapter.
4.2 Selection of B̄0 → K̄∗0µ+µ− decays
This section describes the selection procedure used in this analysis to identify B̄0 →
K̄∗0µ+µ− candidates. The complete selection procedure can be divided into four sections;
trigger and stripping, preselection, treatment of specific background processes, and a
multivariate selection. Each section forms a fundamental component of the processing
of the data. The procedure begins with the trigger. A description of the full trigger
system for the LHCb detector is given in Chapter 2. Therefore, in Section 4.2.1 only
the specific trigger requirements for the B̄0 → K̄∗0µ+µ− angular analysis are described.
After the trigger, the data is “stripped” through various criteria that aim at reducing
the overall size of the dataset while maintaining a significant fraction of the signal
processes. Following on from the stripping the data is then passed through a preselection
stage. The aim of the preselection stage is to further reduce the size of the dataset by
removing combinatorial background events, where combinatorial background events are
events that have one or more of the particles in the decay, “combined” with random
particles from other b- and c-decays to form a candidate that mimics the true signal
candidate. These decays are referred to as combinatorial background events which are
either combinatorial µµ events or combinatorial Kπ events. The preselection, despite its
effectiveness in reducing combinatorial backgrounds, cannot reduce specific background
processes. A special treatment must be then applied to these backgrounds, alternatively
known as “peaking backgrounds” and is described in Section 4.2.3. The last stage of the
selection of B̄0 → K̄∗0µ+µ− events is to apply a multivariate analysis (MVA) selection.
The MVA uses a classifier which is trained on data until it can distinguish between signal
and background events, and therefore further reduces contributions from combinatorial
backgrounds that might be remaining after the preselection stage.
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4.2.1 Trigger and Stripping requirements
The triggers and the trigger requirements in the Run 1 and Run 2 data taking periods
were slightly different. These differences were in both the hardware (L0 trigger) and
software triggers (HLT1, HLT2). A complete list of the triggers for the data taking
periods is given in Table 4.1 and the criteria for these trigger is given in Appendix C.
For the hardware trigger in Run 1 only L0Muon was used, whereas for Run 2, either
L0Muon or L0DiMuon could be used. L0DiMuon as briefly mentioned in Chapter 2, selects
pairs of muons with a given transverse momentum. Other changes were to the software
triggers. Hlt1TrackAllL0 is a trigger line that triggers on all tracks that pass L0.
This trigger line was used only in Run 1. In Run 2 the trigger line Hlt1TrackMVA and
Hlt1TwoTrackMVA were used. These trigger lines use a MVA approach to select either a
single track (Hlt1TrackMVA) or two tracks (Hlt1TwoTrackMVA) that have passed all prior
hardware triggers. Moreover, the Hlt2DiMuonDetached line was used to select low mass
dimuon events through applying different criteria. This trigger line was only applied for
Run 1, and was decommissioned for Run 2, due to an interval bug. For all the triggers
mentioned, the intrinsic information goes beyond the scope of this thesis and is therefore
omitted. Moreover, in both data taking periods various topological triggers are used.
These are the triggers, Hlt2Topo[2,3,4]BodyBBDT, Hlt2TopoMu[2,3,4]BodyBBDT, Hlt2Topo[2,3,4]Body
and Hlt2TopoMu[2,3,4]Body. More information on the topological triggers can be
found in Chapter 2.
The trigger efficiencies for both Run 1 and 2016 data are given by Table 4.2. In this
table there are two efficiencies for 2016 data, that are dependant on whether the L0Muon
or L0DiMuonn trigger lines have been applied given that either one of these is used (see
Table 4.1). The trigger efficiencies for both Run 1 and 2016 data that both use L0Muon
are consistent. There is a slight difference when the L0DiMuon trigger is used, where
the efficiency increases, this is because the number of muons is matched and so fewer
background events with only a single muon enter into the data samples. As mentioned
previously, after the trigger, the data is stripped where various selection criteria are
applied. The stripping is applied using a dedicated stripping version and line. The lines










L0 L0Muon or L0DiMuon





Table 4.1: List of the triggers applied at different stages for both Run 1 (2011, 2012)






Table 4.2: The trigger efficiencies for both Run 1 and 2016 data
of the stripping that changes per data taking period. Table 4.3 shows the stripping
requirements for Run 1 and Table 4.4 shows the stripping requirements for Run 2. In
both these tables, all the reconstructed particles in the decay B̄0 → K̄∗0µ+µ− have
specific stripping selections. Moreover, requirements on the tracks and the number of
hits in the SPD are given. For both Run 1 and Run 2, many of the selection criteria
remain identical, such as the requirements for the B meson and the dimuon pair (µ+µ−).
The cuts on the DIRA angle (the direction angle of the B) and the IPχ2 (the difference
in χ2 by including a track to a vertex) were the same over both data taking periods.
Another parameter that remained constant was the DLLµπ. This parameter defined in
Chapter 2 was required to be > −3. Moreover, the SPD multiplicity, defined as number
of hits in the SPD had the same cut (<600) for both data taking periods. Several other
selections were changed in the stripping for Run 2 data (see Table 4.4). For the K∗0 the
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Candidate Selection
B vertex χ2/ndf <8
B flight distance χ2 >121
B DIRA angle <14mrad
B 4800 MeV/c2 < M < 7200 MeV/c2
B IP χ2 < 16
µ+µ− vertex χ2/ndf <9
µ+µ− m(µ+µ−) < 7100MeV/c2
K∗0 vertex χ2/ndf <9
K∗0 m(K+π−) <6200MeV/c2
K∗0 flight distance χ2 >9
tracks min IP χ2 >9
tracks ghost probability <0.4
muon IsMuon
muon DLLµπ > -3
GEC SPD Multipicity < 600
Table 4.3: Stripping requirements for Run 1 data.
cut on the flight distance χ2 was increased from 9 to 16. The flight distance was defined
in Chapter 2, and the flight distance χ2 is defined as the change in χ2 from changing
two vertices to a single vertex. The cut on the K∗0 vertex χ2 was also changed for
Run 2, where it was increased to >9. Moreover, the ghost probability is the probability
of having a track that is formed from hits that are not associated to a given particle.
The cut on the ghost probability was changed from 0.4 (Stripping v20, v20r1) to 0.5
(Stripping v8r1). These changes are solely influenced by the conditions the data was
taken with and have been taken into account throughout the processing of the data,
such that the end result is not affected.
To conclude, the stripping retention rates for both Run 1 and 2016 data are
given in Table 4.5. The retention rate is defined as the efficiency of the stripping line at
selecting signal events. In Table 4.5, it shows that the stripping retention rates are the
same for both running periods, which means the stripping efficiency was the same for
both Run 1 and 2016 data.
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Candidate Selection
B vertex χ2/ndf <8
B flight distance χ2 >121
B DIRA angle <14mrad
B 4800 MeV/c2 < M < 7200 MeV/c2
B IP χ2 < 16
µ+µ− vertex χ2/ndf <9
µ+µ− m(µ+µ−) < 7100MeV/c2
K∗0 vertex χ2/ndf <8
K∗0 m(K+π−) <6200MeV/c2
K∗0 flight distance χ2 >16
K∗0 min IP χ2 >0
tracks ghost probability <0.5
muon IsMuon
muon DLLµπ > -3
muon min IP χ2 >9
hadron min IP χ2 >6
GEC SPD Multipicity < 600




Table 4.5: The stripping retention rate for both Run 1 and 2016 data
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4.2.2 Preselection criteria
Following on from the trigger and the stripping is the second step of the selection
procedure; the preselection. The preselection as mentioned previously, is a procedure
that applies various cuts and criteria to dramatically reduce the combinatorial background.
In the analysis, the combinatorial background can enter by replacing any of the tracks
for the four bodies in the decay B̄0 → K̄∗0µ+µ− decay, with a random track from the
rest of the event. Table 4.6 illustrates the preselection criteria applied to the data in
this analysis. The preselection is the same for both Run 1 and Run 2 data. Moreover,
it is the same preselection as used by the previous B̄0 → K̄∗0µ+µ− analysis [4]. For the
coordinate of the primary vertex in both the x (PVx) and y (PVy) direction, the mean
value is less than 5 mm. Whereas, the coordinate in the z direction, (PVy) is increased
as a consequence of the beam having length in z. Moreover, a requirement is imposed
on the angle measured relative to the beampipe for a given particle’s track, such that
the track is within the angular acceptance of the LHCb detector. Other requirements on
the tracks, are that pairs of tracks must have opening angles, θopen < 1 mrad, so more of
the particles in the decay move in the forward direction and do not leave the detector.
The remaining preselection requirements are on the individual daughter particles in the
B̄0 → K̄∗0µ+µ− decay. For the hadrons, K and π both must have passed through
the RICH system. Loose PID criteria are placed on the π and the K, requiring that
DLLKπ >-5 for the K, and DLLKπ < 25 for the π. The last requirement is on the
dimuons, and is that each muon must be identified as a muon. All these preselection
requirements are applied to each dataset used in this analysis in order to greatly reduce
Candidate Selection
PVx | x− 〈x〉 | <5 mm
PVy | y − 〈y〉 | <5 mm
PVz | z − 〈z〉 | <200 mm
Track 0< θ < 400 mrad
Pairs of tracks (θopen) θopen > 1 mrad
K DLLKπ > -5
π DLLKπ < 25





Table 4.7: The preselection efficiencies for both Run 1 and 2016 data
the combinatorial background. The efficiencies for the preselection for both Run 1 and
2016 data are given by Table 4.7.
4.2.3 Treatment of specific background processes
Despite best efforts in both the trigger and preselection, there are a subset of background
processes that pass the criteria and still remain in the data samples after these two stages.
These specific background processes are also known as peaking backgrounds, as they
appear to “peak” in the K+π−µ+µ− invariant mass (mKπµµ) distribution. A peaking
background can be formed by: misidentifying one or more particles of a particular decay;
swapping the particle hypotheses of two particles in the signal decay; or associating a
particle from the rest of the event, with a particular decay such that the combined
state mimics the signal process. These all give rise to different mKπµµ distributions that
can overlap with the signal region. The decay B̄0 → K̄∗0(K−π+)µ+µ− as mentioned
previously is a 4-body decay that contains a combination of leptons and hadrons in
the final state. With a variety of decay products, there are a wide range of peaking
backgrounds that can affect B̄0 → K̄∗0µ+µ− candidates.
The first peaking background addressed comes from the decay B0s → φµ+µ−, with
φ → K+K−. The way this decay can mimic a B̄0 → K̄∗0µ+µ− event is by the K− in
B0s → φ(→ K+K−)µ+µ− being misidentified as a π−. The π− is lighter than the K−,
where the pion mass is 140 MeV/c2, compared to the kaon mass of 494 MeV/c2. Since
the B0s , with a mass of 5366.88 MeV [77] is greater than the B
0, with mass 5279.64 MeV
[77], the peak will appear in the upper mass sideband of the B0 mass spectrum. The Kπ
invariant mass is computed by recalculating the 4-vectors of the π under the assumption
that it has a kaon mass. To reject these events a cut is applied that removes events if,
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mB ∈ [5321, 5411]MeV/c2 (4.1)
and a cut is applied that removes events if,
mK(π→K) ∈ [1010, 1030]MeV/c2 and − 10 < DLLKπ(π) < 10, or
mK(π→K) ∈ [1030, 1075]MeV/c2 and DLLKπ(π) > 10
This rejection of B0s → φµ+µ− candidates results in only 0.75% entering relative to the
signal yield.
Another, peaking background associated with a B0s decay is B̄
0
s → K∗0µ+µ−.
Similarly, this background will peak will appear in the upper mass sideband of the
B0 mass spectrum because of the larger B0s mass. However, unlike B
0
s → φµ+µ−,
B̄0s → K∗0µ+µ− is a b→ d transition, which means it is heavily suppressed in comparison
to b → s transitions, such as B̄0 → K̄∗0µ+µ−. The ratio of b → d transitions to b → s
is directly proportional to the ratio of CKM matrix elements,
∣∣∣∣VtdVts
∣∣∣∣2 ∼ 122 (4.2)
The ratio of CKM elements is a component in the calculating of the ratio of the branching
fraction of B̄0s → K∗0µ+µ− compared to the branching fraction of B̄0 → K̄∗0µ+µ−. The
branching fraction for B̄0 → K̄∗0µ+µ− is 9.4×10−7 [77], and the branching fraction of
B̄0s → K∗0µ+µ− is 2.9×10−8 [77]. Thus, the ratio of the branching fractions is,
BF(B̄0s → K∗0µ+µ−)
BF(B̄0 → K̄∗0µ+µ−) = 0.031 (4.3)
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BF(B̄0 → K̄∗0µ+µ−) = 0.0077 (4.5)
The application of these cuts results in the B̄0s → K∗0µ+µ− contributing only 0.77% of
the selected events. The decay B̄0s → K∗0µ+µ− cannot be vetoed from this analysis as
its final state is identical to B̄0 → K̄∗0µ+µ−. However, to deal with this issue, the 0.77%
of B̄0s → K∗0µ+µ− events are later given weights through a multivariate technique, that
is described in Section 4.2.4.
Potential background events, that peak inmKπµµ can originate from Λb → pK−µ+µ−
decays. This background can occur through two scenarios. One is the misidentification
of the of the proton as a pion (p → π) and the other is the double misidentification of
the proton as a kaon (p → K), and the kaon as a pion (K → π). In both cases the
misidentification of particles cause the pK− combination to appear as a K∗0 state.To
reject this peaking background a similar methodology that was used to reject B0s →
φµ+µ− candidates is used, where the invariant mass is calculated using the 4-momentum
vectors. In the case where the p is mistaken for a π, the 4 momentum is calculated with
mπ instead of mp such that the invariant mass m(p→π)Kµµ is calculated. For the other
situation, where the p is mistaken for a K, and K is mistaken for a π, the 4 momentum
the invariant mass, m(p→K)(K→π)µµ is calculated assuming the proton is a kaon, and the
kaon is a pion. Events are then rejected if the following criteria are satisfied,
m(p→π)Kµµ ∈ [5565, 5665]MeV/c2 and DLLpπ > 0, or
m(p→K)(K→π)µµ ∈ [5565, 5665]MeV/c2 and DLLKπ(π) > 0
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where, the invariant mass is within a given window in the upper mass sideband, and the
DLL for both the π/p and K/π hypotheses are required to be greater than zero. The
decays B0 → J/ψK∗0, where J/ψ → µ+µ− and B0 → ψ(2S)K∗0, where ψ(2S)→ µ+µ−
form part of the signal contribution in this analysis, swaps of the particles in these
decays can result in background events that peak in the invariant mass mKπµµ. This
is achieved by either the π− in the K+π− state being misidentified as a µ−, or the
K+ in the K+π− state, being misidentified as a µ+. To veto this background, various
selection criteria is applied. The criteria are selected in a particular way to minimise the
amount of signal loss in this analysis. The dimuon invariant mass is recomputed under
both hypotheses; the invariant mass (m(π→µ)µ) assuming that the π
− is misidentified
as a µ−; and the invariant mass (m(K→µ)µ) assuming the K
+ has been mistaken for
a µ+. Once the invariant mass has been recomputed, the event is rejected if the mass
lies within windows around the J/ψ or ψ(2S) pole masses. Other requirements are also
imposed on whether the muon has been identified as a muon, and the DLLµπ, to reject
background events from B0 → J/ψK∗0 decays. Events are rejected if,
m(π→µ)µ ∈ [3036, 3156]MeV/c2 and
DLLµπ(π) > 5 or isMuon(π)
(4.6)
and,
m(K→µ)µ ∈ [3036, 3156]MeV/c2 and
DLLµπ(K) > 5 or isMuon(K)
(4.7)
Similarly, to reject background from B0 → ψ(2S)K∗0 decays, events are rejected if,
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m(π→µ)µ ∈ [3626, 3746]MeV/c2 and
DLLµπ(π) > 5 or isMuon(π)
(4.8)
and,
m(K→µ)µ ∈ [3626, 3746]MeV/c2 and
DLLµπ(K) > 5 or isMuon(K)
(4.9)
Equally important are the background events caused by the double misidentification
of the K as a π, and the π as a K in the signal decay B0 → K∗0 → (K+π−)µ+µ−.
Events formed from this double misid can be easily vetoed by placing requirements on
the behaviour of the K and π through the DLLKπ parameter, where
DLLKπ(K) > DLLKπ(π) (4.10)
In addition, a background from B+ → K+µ+µ− decays is present when a random
π− in the detector combines with the K+ in the B+ → K+µ+µ− decay, such that the
final state appears as K+π−µ+µ− , thus mimicking the final state of the B0 → K∗0µ+µ−
decay. As a pion is added to this decay, the effect will be a peak in the upper mass
sideband of the B0 → K∗0µ+µ− decay. A hard veto is applied to directly remove all
possible candidates. The veto is defined as follows,
mKπµµ > 5380MeV/c
2 and mKµµ ∈ [5220, 5340]MeV/c2 (4.11)
Despite the B+ → K+µ+µ− veto having a positive effect on reducing the B+ →
K+µ+µ− candidates in this analysis, it has effect of sculpting the angular distribution of
the background in a non-trivial manner. Studies of this veto and its effect are presented
in Section 4.4.2.
The final background discussed is from B0 → ρ(→ ππ)µ+µ+ decays. These events
enter the background if one of the pions is mistaken for a kaon. Nonetheless, B0 → ρ(→
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ππ)µ+µ+ is a b→ d transition, instead of a b→ s transition, and therefore is suppressed
by the ratio of CKM matrix elements,
∣∣∣∣VtdVts
∣∣∣∣2 ∼ 0.21 (4.12)
This decay is further suppressed by the ratio of the number of B0 → ρ(→ ππ)µ+µ+
decays to the number of B̄0 → K̄∗0µ+µ− that decay at LHCb. As a result, this decay is
simply ignored, instead of implementing a specific veto. In the future, with more data
from the LHCb detector with Run 3, this assumption might need to be assessed for its
validity.
4.2.4 Multivariate analysis
The final step in the selection of B̄0 → K̄∗0µ+µ− candidates is to perform a multivariate
analysis. Multivariate analysis techniques are widely used in particle physics to classify
events into signal or background, based on a selection of given variables. These techniques
are successful as their foundation lies in training a classifier that discriminates between
signal and background, learning the behaviour and characteristics of the events in the
dataset along the way. In this analysis, a multivariate classifier in the form of a Boosted
Decision Tree (BDT) [90, 91] is implemented to maximise the amount of signal and
suppress any remaining background events that might enter from combinatorial and
peaking backgrounds. The BDT is applied to an initial dataset, and used to classify
events as either signal or background events, given criteria on a variables. B0 →
K∗0µ+µ− decays in the upper mass sideband region (mKπµµ ∈[5350,7000] MeV/c2),
from data are used for the background, for the signal, B0 → J/ψK∗0 decays in data, that
have been weighted using the technique (sPlot) given in Ref [92] are used. In summary,
the sPlot technique removes background events by deriving weights (sWeights) that are
applied to the data, to obtain a pure sample of B0 → J/ψK∗0 decays. The BDT is
trained on both Run 1 and Run 2 data using a given set of variables. These variables
are presented in Table 4.8. The variables shown in Table 4.8 were carefully selected,
such that the BDT does not change the angular distributions of the signal significantly.





B0 transverse momentum, pT
B0 lifetime
K+π−µ+µ−vertex χ2




muon isolation variables (Run 2 only)
Table 4.8: The BDT variables used in this analysis, for both Run 1 and Run 2 data.
direction of the B0 direction angle, and the χ2 of the final state particle (K+π−µ+µ−).
The particle identification variables, DLLKπ(K), DLLKπ(π) and DLLµπ(µ), also enter
the BDT. The remaining variables that enter the BDT are the muon isolation variables
for the two muons, that are used only for Run 2 data. The muon isolation variable is
defined as the number of extra tracks that can form a vertex with a muon track [93].
These extra tracks are not tracks corresponding to the signal decay and therefore are
background tracks. In the training of the BDT, the k − folding technique is applied to
maximise the performance of the classifier. The k−folding technique involves taking the
data samples, and dividing them into 10 separate subsets, each with the same number
of entries. The BDT is trained on 9 of these subsets using the variables given in Table
4.8. The resulting BDT classifier is then evaluated on the remaining untrained sample.
Once this is achieved, the process is repeated but with a different combination of the 9
subsets. i.e one of the previous trained subsets is removed and the subset used to train
the BDT is put into the training. This means that the training dataset is different as
the events are different and so a new BDT can be trained. One can play this game, 10
times corresponding to the total number of subsets, and resulting in 10 different BDT
classifiers, where each classifier are allocated to its corresponding 10% sample of the
data that has not been trained and is used for the performance checks. This technique
is an essential and successful tool in the multivariate analysis used in this analysis.
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4.2.4.1 Optimisation of the BDT






In Equation 4.13, nsig is the B̄
0 → K̄∗0µ+µ− signal yield, which is calculated as follows,




where, σbb̄ is the cross section for production of bb̄ pairs at the LHC, Γ is the branching
fraction for B̄0 → K̄∗0µ+µ−, L is the integrated luminosity, A is a constant which
accounts for the fraction of final state particles in the B̄0 → K̄∗0µ+µ− decay that
are produced within the LHCb acceptance. The term, nbdt is the number of weighted
signal candidates, accounting for the corrections to the simulation, that pass the given
BDT cut. These events correspond to B̄0 → K̄∗0µ+µ− simulated decays in the region,
mB ∈[5230, 5330] MeV/c2 and in the mKπ window of, 796< mKπ <996 MeV/c2.
Moreover, ntot is the total number of decays simulated. The number of background
events, nbkg, used in the calculation of the significance is estimated using B̄
0 → K̄∗0µ+µ−
background decays passing the preselection, lying in the upper mass region, mB ∈[5700,
7000] MeV/c2. The upper mass sideband is a good representation of the background
as it is mostly background events with a very small amount of signal. This means by
studying this region, we can determine an accurate parametrisation of the background.
This region is fitted with an exponential function that is defined by a single parameter
λ. This functional form then allows one to extrapolate the background yield down to
the signal region. Figure 4.1 shows the fits to the upper mass sideband at a BDT cut
value of 0.1 for both Run 1 (a) and Run 2 (b) for illustration.
Finally, the results for the BDT optimisation are given by Figure 4.2 for Run 1
and Run 2 data. Both subfigures of Figure 4.2 show the significance, ξ, as a function of
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Figure 4.1: B0 → K∗0µ+µ− data for both Run 1 and Run 2, in the upper mass sideband
region of mB ∈[5700, 7000] MeV/c2, with a BDT cut value of 0.1, each fitted with an
exponential function.































Figure 4.2: The significance ξ as a function of BDT cut value for Run 1 (a) and Run 2
(b) data.
BDT cut value. For the Run 1 distribution there is a clear peak at a BDT value of 0.
The optimal BDT cut value is selected such that it is slightly to the right of this peak.
The reason why the BDT is taken to be slightly to the right is so that we cut slightly
higher to avoid any possible fluctuations that might have biased the peak. The resulting
BDT cut value is chosen to be 0.1 and the significance at this value is 47.14. At this
BDT cut value, the signal efficiency was found to be 77% and the background rejection
efficiency was found to be 95%. Moving on to the Run 2 results, Figure 4.2 shows that
the distribution of BDT values still peaks at 0. This means that the same optimal point
of 0.1 seems appropriate for Run 2. At this cut value the significance is 51.95. At this
BDT cut value the signal efficiency was found to be 87% and the background rejection
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efficiency was found to be 97%. The results reveal that the optimal working points
for both Run 1 and Run 2 are stable against uncertainties in the expected signal and
background yields, by comparison of this BDT to that of the one used by the current
nominal analysis and the results seen in the previous analysis in Ref [4].
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4.2.5 Summary of the selection criteria
The selection procedure detailed in this section involved several steps to reduce the rate
from background events arising from both combinatorial events and peaking background
events, and to maximise the number of signal candidates for B̄0 → K̄∗0µ+µ− decays.
The final number of data events included in this analysis is given by Table 4.9. In
Table 4.9, the number of events have been specified for the individual years of both
Run 1 and Run 2. Moreover, the number of events are specified for the full mB0 mass
region used in this analysis (5100 MeV/c2 < mB0 < 5700 MeV/c
2) and the signal region
(5239.58 MeV/c2 < mB0 < 5319.58 MeV/c
2). More information regarding the regions
used in this analysis will be presented in detail in Section 4.15. The numbers in this
table include a cut on mKπ using a 100 MeV window around the nominal K
∗0 mass
(mK∗0 ∈[796,996] MeV/c2). The motivation for this cut is explained in detail in Section
4.6. The total number of signal candidates used in this analysis, when combining Run
1 and 2016 data is 817,196. The total number of events used in this analysis across the
whole mB0 region (required for modelling backgrounds) is 1,141,783. With more data
from 2017 and 2018 available in the future, and with Run 3 of the LHC, will increase
the number of B̄0 → K̄∗0µ+µ− candidates will increase. Nevertheless, the number of
events is adequate for this analysis and the selection procedure has maximised the the
efficiency.
Number of events
Run Year Signal region Full region
(mB0 ∈ [5239.58, 5318.58]MeV/c2) (mB0 ∈ [5100, 5700]MeV/c2)
1 2011 129,365 184,080
2012 297,707 428,680
2 2016 390,124 529,023
Total 817,196 1,141,783
Table 4.9: The number of events used in the analysis for both Run 1 and 2016 data.
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4.3 Accounting for differences between data and simulation
In this analysis, simulated events are used to determine the resolution function (see
Section 4.5.1), deduce the angular acceptance and the corrections to this acceptance
(see Section 4.5.2) and background contributions. With this in mind it is essential that
the simulation reflects the data accurately. This section discusses how the differences
between data and simulation are accounted for in this analysis. Section 4.3.1 presents the
resampling of the particle identification variables, which is the first step of the procedure
to correct the simulation. Once the PID variables have been resampled, a reweighting
procedure is implemented. Distributions of the various kinematic variables from data
are used to derive weights that are then applied to reweight the simulation samples. The
reweighting procedure is described in Section 4.3.2.
4.3.1 PID resampling
The resampling procedure is a method that is applied to correct the particle identification
(PID) variables using corrections derived from data. All simulated samples used in
this analysis have the PID variables accounted for. The reason for this is that in the
simulation, the PID variables are not reconstructed correctly, which poses an issue as
the PID variables are used in both the BDT (See Section 4.2.4) and the rejection of
specific peaking backgrounds (See Section 4.2.3). The resampling procedure begins by
selecting large calibration samples rich in the particles we want to derive PID corrections
for. In this analysis, the particles we want to correct the PID variables for are the
K, π and µ. The calibration samples selected for these particles are D∗+ → D0(→
K+π−)π+ and J/ψ → µ+µ−. The D∗+ → D0(→ K+π−)π+ is used to identify the
π and the K. J/ψ → µ+µ− allows one to extract PID information about the muons.
Once the calibration samples have been selected, each calibration sample is used to
produce a 3D histogram binned in the number of long tracks (nTracks), pseudorapidity
of the event, and transverse momentum of the track. For each track in the simulated
sample, which has a given nTracks, η, and pT , one looks at the 3D histogram from
the calibration sample, and matches the nTracks, η, and pT from the simulated sample
Analysis Strategy 102
to the corresponding bin in the histogram. Once this bin has been selected, the PID
variables are located in the calibration sample and a correction is derived from them.
Figures 4.3 and 4.4 shows the PID variables for B0 → J/ψK∗0 simulation that have both
been resampled and reweighted following the procedures described in Sections 4.3.1 and
4.3.2. Explicitly, Figure 4.3 shows the resampled and reweighted PID variables for the
Run 1 simulation and Figure 4.4 shows the resampled and reweighted PID variables
for the Run 2 simulation. In these figures, the blue data points are B0 → J/ψK∗0
simulated events that have been both resampled and reweighted. The black data points
are sWeighted B0 → J/ψK∗0 data events. To illustrate the effect of the PID resampling,
B0 → J/ψK∗0 simulated events that have only been reweighted and not PID resampled
are included. These events are shown by the red data points. In these figures, the PID
variables; DLLKπ(K) and DLLKπ(π) show a good agreement between the reweighted
and resampled simulation and the sWeighted data. They also show that the simulation
which is only reweighted, does not match the sWeighted data. This demonstrates the
importance of resampling the PID variables. For the muon PID variables; DLLµπ(µ
+)
and DLLµπ(µ
−), there appear to be some differences, which are also different for Run
1 and Run 2. The differences are believed to be caused by muons going outside the
acceptance of the detector, and could be treated as a systematic uncertainty.
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Figure 4.3: Distributions of the reweighted and resampled PID variables that enter the
BDT for Run 1. The black points correspond to sWeighted B0 → J/ψK∗0 data. The
red points correspond to B0 → J/ψK∗0 simulation that has been reweighted but not
resampled. The blue data points refers to B0 → J/ψK∗0 simulation that has been
both reweighted and resampled, where the reweighting has been applied through the
procedure given in Section 4.3.2.
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Figure 4.4: Distributions of the reweighted and resampled PID variables for Run 2.
These variables also enter the BDT. The black points correspond to sWeighted B0 →
J/ψK∗0 data. The red points correspond to B0 → J/ψK∗0 simulation that has been
reweighted but not resampled. The blue data points refers to B0 → J/ψK∗0 simulation
that has been both reweighted and resampled, where the reweighting has been applied
through the procedure given in Section 4.3.2.
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4.3.2 Reweighting the simulation
A reweighting procedure is implemented that derives weights from B0 → J/ψK∗0 decays
in data to correct the simulation. This is to ensure that the BDT distribution and
the variables that enter the BDT are correctly modelled in the simulation. The sPlot
technique, which was mentioned earlier in Section 4.2.4 was applied to weight B0 →
J/ψK∗0 data, removing background contributions that come from combinatorial events
and B̄0s → J/ψK∗0 decays. Figure 4.5 shows the fits to the invariant mass (mKπµµ) in
B0 → J/ψK∗0 data for both Run 1 and Run 2. The solid blue line represents the total
pdf, the magenta dashed line corresponds to B̄s → J/ψK∗0 events and the red dashed
line represents the exponential used to model the background contributions. Once the
data has had the sPlot technique applied, the data is used to derive weights based on
correcting the B0 transverse momentum, pB
0
T , the χ
2
Vtx of the B
0, and the number of
tracks. The weights are derived for the number of tracks first, then the pB
0
T and finally
the χ2Vtx of the B
0. Once all weights have been derived they are applied to reweight the
simulated samples. The result of the reweighting procedure is shown by the distributions
of the BDT and the BDT variables, presented in both Figure 4.6 for Run 1 and Figures
4.7 and 4.8 for Run 2. It is clear that the agreement between data and simulation are
good, from the figures. Especially for the BDF and the muon isolation variables, where
















































Figure 4.5: The fits to the invariant mass mKπµµ in B
0 → J/ψK∗0 data for both
Run 1 and Run 2. The solid blue line represents the total probability density function
(pdf). The blue dashed line is the Crystal Ball function used to fit B̄0 → J/ψK∗0
events and the magenta dashed line corresponds to the Crystal Ball function used to fit
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Figure 4.6: Distributions of the reweighted variables that enter the BDT for Run 1.
The black points corresponds to sWeighted B0 → J/ψK∗0 data and the red points
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Figure 4.7: Distributions of the reweighted variables that enter the Boosted Decision
Tree for Run 2. The black points corresponds to weighted B0 → J/ψK∗0 data and the
red points correspond to reweighted B0 → J/ψK∗0 simulation.
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Figure 4.8: Distributions of the reweighted variables that enter the Boosted Decision
Tree for Run 2. The black points corresponds to weighted B0 → J/ψK∗0 data and the
red points correspond to reweighted B0 → J/ψK∗0 simulation. For the muon isolation
variable distributions the plot is zoomed in, and the full distribution is shown as a
subplot of the figure.
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4.4 Modelling background contributions
In order, to measure the phase difference between short- and long-distance contributions
inB0 → K∗0µ+µ−, a significant amount of effort has been put into reducing contributions
from background processes. Nevertheless, despite the extensive efforts, there can be
contributions from background processes that pass the selection and enter into the
datasets used in this analysis. For these events a background model is implemented to
describe the remaining background events in the signal region. This section is dedicated
to presenting the background model that is implemented in this analysis.
4.4.1 The background model
This analysis uses a B0 mass constraint. The consequence of this for the signal is that
it improves the measurement of the q2 resolution (see Section 4.5.1) precisely across the
whole q2 range and in the presence of multiple hadronic resonances that have varying
resolutions in the regions they are located in. This constraint is implemented by taking
every event and recalculating the momentum of all tracks in the event by fluctuating the
measured momentum within the reported uncertainties until the total invariant mass of
the Kπµµ system (mKπµµ) is equal to the true B
0 mass (5279.58 MeV/c2 [77]). The
consequence of this is that for the signal it improved the measurement of the momentum
and is useful for determining the resolution as any spread in the values is solely due to
resolution effects. Nevertheless, this poses an issue for determining the backgrounds.
Backgrounds events are often determined by using the upper mass sideband in the
B0 mass, where the upper mass sideband is rich in background events. However, by
constraining the events to the true B0 mass, we artificially remove the upper mass
sideband. Therefore, to understand the backgrounds a different approach is taken. The
approach taken is to define a narrow region around the true B0 mass, which will be
denoted the signal region. The signal region is chosen to be 80 MeV around the true
B0 mass (mB ∈[5239.58, 5319.58]) to maximise the number of signal candidates with
relatively small amount of background events. The next step is then to understand the
angular distribution of the background events in the signal region. This is achieved by
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Definition of Region mB region (MeV/c
2) Centre of region (MeV/c2)
Background [5130, 5210] 5170
Signal [5239.58, 5319.58] 5279.58
Background [5440, 5520] 5480
Background [5520, 5600] 5560
Background [5600, 5680] 5640
Background [5680, 5760] 5720
Background [5760, 5840] 5800
Table 4.10: Regions in mB used in this analysis, that are defined as either signal or
background regions.
opening up regions in the upper mass sideband of the unconstrained B0 mass, where the
widths of each region is set to be the same as the width of the signal region. Table 4.10
shows the regions in the upper mass sideband used. For each upper mass sideband region
given in Table 4.10, we constrain mKπµµ to the centre of that region. The background
parameters at the centre of each upper mass sideband region are then used to determine
a linear relation (Pbkg(Ω, q2,m)) that is used to extrapolate back down to the signal
region to determine a description of the background in the signal region. To describe
the background is the signal region we use the following parametrization,
Pbkg(Ω, q2,m) = fresPres,bkg(Ω, q2,m) + fnon−resPnon−res,bkg(Ω, q2,m)
= fresPres,bkg(Ω, q2,m) + (1− fres)Pnon−res,bkg(Ω, q2,m)
= fres[fJ/ψ · PJ/ψ(Ω, q2,m) + (1− fJ/ψ) · Pψ(2S)(Ω, q2,m)]
+ (1− fres)Pnon−res,bkg(Ω, q2,m)
(4.15)
The background pdf Pbkg is shown in Eq 4.15 to be formed from two sub-pdfs, Pres,bkg
and Pnon−res,bkg, where the relative amount of each pdf is controlled by a given fraction,
fres and fnon−res, where fnon−res = (1− fres). Explicitly, Pres,bkg is the background pdf
that describes the resonant, combinatorial background. This pdf can be split into two
resonant, background components, PJ/ψ and Pψ(2S). PJ/ψ denotes the resonant J/ψ,
background component and Pψ(2S) denotes the resonant ψ(2S), background component.
Moreover, Pnon−res,bkg describes the non-resonant, combinatorial background. All the
pdfs are functions of the angles Ω, (where Ω(cos θ`, cos θ`, φ)), the invariant mass
of the dimuon system, q2 and mass, m. For this analysis, the pdfs are assumed to
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be factorisable in all of the dimensions. This means for each dimension, 3 different
pdfs are combined to make the full pdf for the background. For example, PJ/ψ is a pdf
formed from three different pdfs in dimensions (Ω, q2,m). The angular pdf is a 2nd order
Chebychev polynominal and is associated to all three pdfs, PJ/ψ, Pψ(2S) and Pnon−res,bkg.
For each Chebychev polynominal there are 6 parameters, which means in total there are
18 parameters for the angular part of the background. The q2 dependence, for the non-
resonant pdf, Pnon−res,bkg is modelled by a Weibull function. This function is defined by
2 parameters. For the resonant pdfs, PJ/ψ and Pψ(2S), Crystal Ball functions are used.
The Crystal Ball functions are assumed to be symmetric which means that there are 4
parameters per Crystal Ball function. Hence, for the q2 component of the background,
it follows that there are 10 parameters defined. Lastly, for the mass, m dependence,
an exponential function is used. This exponential function is shared amongst all three
pdfs (PJ/ψ , Pψ(2S) and Pnon−res,bkg) and is described by 1 parameter. Consequently,
in total with the addition of the two fractions that are shared between all three pdfs
(fres, fJ/ψ), there are 31 parameters that fully describe the background. One cannot
assume the background parameters are identical for Run 1 and Run 2 data, due to
different detector configurations during operation. Therefore, this means there are 31
background parameters for Run 1 and 31 background parameters for Run 2 in total,
across all mass bins. As an example, the resulting distributions from a background only
fit to toy Run 1 data is given later by Figures 4.10 and 4.11, which also include modelling
of the B+ → K+µ+µ− veto which is described in the next section.
4.4.2 The effect of the B+ → K+µ+µ− veto
Previously, in Section 4.2.3, a veto was presented, that is used in this analysis to reject
peaking background events from the decay B+ → K+µ+µ− combining with a random
pion. The veto removes all events with mKµµ ∈ [5220,5340] MeV/c2, and mKπµµ >
5380 MeV/c2. However, this veto has the effect of sculpting the angular distribution of
the background, introducing a non-smooth dependence of the angular and q2 distribution
of the background on mKπµµ. Figure 4.9 presents three plots from three different angles
to show the effect of the veto in the cos θK , q
2 and mKπµµ phase space. The plots
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were produced using the the function TGenPhaseSpace [94] in ROOT [95]. As shown in
Figure 4.9 the effect of the veto spans the whole q2 spectrum and upper mass sideband.
However, it is localised in cos θK , where it occurs only at high cos θK values. It
is important to account for the effect of the veto as it can modify the values of the
background parameters. The veto and its effect is modelled in the background model by
simply removing the region of phase space affected. The background model as presented
in Section 4.4.1 is used to fit a background only toy to determine the correct background
parameters. Figures 4.10 and 4.11 show the projections of a fit to a background only
toy, that has had the phase space region affected by the B+ → K+µ+µ− veto removed.
In Figures 4.10 and 4.11, the events in red are the events after the cut, and the black line
shows the projection of a fit to the toy dataset with the cut in. For completeness, the
events before the cut are also shown, as well as a projection of a fit to a dataset without
the cut applied. The projection of the fit to the events both with and without the cut,
shows in both cases that the pdf captures the events and shape of the background well.
As a result, the parameters obtained from the fit to the toy, can then be used for the




















































































Figure 4.9: Distributions of the veto affected cos θK , q
2 and mKπµµ phase space. The
three plots show the affected phase space from different orientations and before any
cuts have been applied.
Analysis Strategy 115










































Figure 4.10: Projections of fits to the angles in toy data with and without the effect
of the veto included. The blue data points correspond to events that have not had the
veto applied and the projection of a fit to this data set is shown by the dashed, blue
line. The red data points, refer to events that have the cut applied and the black line
is the projection of the fit to the data with veto applied.
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Figure 4.11: Projections of fits to mKπµµ and q
2 in toy data with and without the effect
of the veto included. The blue data points correspond to events that have not had the
veto applied and the projection of a fit to this data set is shown by the dashed, blue
line. The red data points, refer to events that have the cut applied and the black line
is the projection of the fit to the data with veto applied.
4.5 Modelling detector effects
Detector effects are factors that modify the physics results or introduce certain behaviour,
as a consequence of the detector itself. It is important to model these effects as
they provide misleading information and characteristics that can influence the physics
measurement. In precision experiments such as LHCb this is extremely important as one
wants to compare the measurement to existing theoretical predictions. For this analysis
that aims to measure the interference between short- and long-distance contributions
in B̄0 → K̄∗0µ+µ− transitions various detector effects have been considered and are
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described in this section.
4.5.1 Resolution model in q2
The model described in Chapter 3 includes many charmonium resonances across the
full dimuon invariant mass spectrum. These resonances not only occur at a significantly
larger rate than the penguin component, but vary in natural width. Resonances such
as the J/ψ, ψ(2S) and φ(1020) have a natural width that is significantly narrower than
the resolution in the dimuon mass. Whereas, other resonances such as the ψ(4040) and
ψ(4160) are broader and so the effect of the resolution is much smaller. As this analysis
aims to measure precisely the contribution from the non-local charm loop, the detector
resolution needs to be accurately modelled and accounted for.
4.5.1.1 Procedure for the resolution model
The procedure for determining the detector resolution in q2 across the full q2 spectrum
in this analysis is discussed. The method follows the same approach as that given in Ref
[45] that measured the interference between short- and long-distance contributions in
the B+ → K+µ+µ− decay. In Ref [45], the resolution was split into three separate
regions. Each region had the same resolution function but different values for the
parameters. The motivation for this was that the resolution in each of the regions varied
dramatically. In this analysis the same resolution function and regions are implemented.
The regions are defined as the φ region (Region 1) with q2 ∈ [0.0445, 3.24]GeV2/c4, J/ψ
region (Region 2) with q2 ∈ [3.4, 11.56] GeV2/c4 and the ψ(2S) region (Region 3) with
q2 ∈[11.56, 19.22] GeV2/c4. These three regions when combined cover the fitting range
of q2 ∈[0.1, 18.0] GeV2/c4 which is used in this analysis. For the resolution function, the
shape implemented is a double-sided Crystal Ball function combined with a Gaussian
distribution. The exact form of the resolution function is given by Equation 4.16.
R(q2, µ) = fG(q2, µ, σG) + (1− f)C(q2, µ, σC , αl, αu, ηl, ηu) (4.16)
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The double-sided Crystal Ball function is defined as
C(q2, µ, σC , αl, αu, ηl, ηu) ∝

Al(Bl − δ)−ηl if δ < αl
exp(−δ2/2) if αl < δ < αu
Au(Bu + δ)
−ηu if δ > αu
(4.17)
where,













− | αl,u |
(4.18)
It can be seen in Eq 4.16 that the resolution function is a function of q2 and depends on
8 parameters. The parameter µ defines the mean, which is common between both the
Gaussian and the double-sided Crystal Ball function. The parameters σG,C denotes the
widths of the Gaussian and Crystal Ball function respectively. f is the relative fraction
of the Gaussian with respect to the Crystal Ball function. The double-sided Crystal Ball
function is asymmetric which means the upper and lower tail parameters are different.
Therefore, the tail parameters are αl,u and ηl,u, where l symbolises the lower tail and u
the upper tail. To determine these parameters for each of the three regions that form
the full resolution model, a combination of simulation and data taken from the LHCb
experiment and corresponding to Runs 1 and 2 of the LHC, is used. The complete
list of samples used is given in Section 4.1. For the MC samples, the tracks have been
momentum smeared based on the work described in Ref [96]. The requirement to have
the track momentum smeared is to ensure the reconstructed B0 mass distribution is
similar in data and simulation. In this analysis, the resolution function in each region
is described in the following sections.
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4.5.1.2 Resolution in the J/ψ and ψ(2S) regions
The resolution in the J/ψ and ψ(2S) regions is determined by the same method, which
begins by validating the choice of the model by fitting the B0 → J/ψK∗0 and B0 →
ψ(2S)K∗0 simulation with a relativistic Breit-Wigner that has been convolved with
the resolution function defined in Equation 4.16. Figure 4.12 shows the fits to the q2
distribution from the B0 → J/ψK∗0 simulation, for Run 1 and Run 2. Figure 4.13 shows
the fits for the ψ(2S) for both Run 1 and Run 2. For Run 2 the LHCb collaboration, did
not produced a pure B0 → ψ(2S)K∗0 simulation sample, so instead, B0 → K∗0µ+µ−
simulation is used and the distribution of the difference between true and reconstructed
q2 is calculated using only events from the ψ(2S) region. This distribution is then fitted
with a relativistic Breit-Wigner that has been convolved with the resolution function.
To ensure that the resolution at the core of the J/ψ and ψ(2S) is modelled precisely, the
core parameters µ, σG and σC are taken from a fit to B
0 → J/ψK∗0 and B0 → ψ(2S)K∗0
data evaluated very close to the resonances, where the interference with the rare mode
is negligible. Figure 4.14 shows the fits to the core of the J/ψ in B0 → J/ψK∗0 data for
both Run 1 and Run 2. Similarly, Figure 4.15 shows the fits to the core of the ψ(2S) in
B0 → ψ(2S)K∗0 data for Run 1 and Run 2.





















Figure 4.12: Fits to the dimuon mass distribution for the B0 → J/ψK∗0 simulation for






















Figure 4.13: Fits to the dimuon mass distribution for (a) Run 1 using the B0 →
ψ(2S)K∗0 simulation sample and (b) Run 2 simulation, where the sample is B0 →
K∗0µ+µ−, and the difference between true and reconstructed q2 is constructed in the
ψ(2S) region.


















Figure 4.14: Fits to the core of the J/ψ which have been obtained from B0 → K∗0µ+µ−
data. (a) illustrates the core fit for Run 1 and (b) illustrates the core fit for Run 2.


















Figure 4.15: Fits to the core of the dimuon mass distribution for B0 → K∗0µ+µ− data
events that have been selected to only include ψ(2S) events. (a) shows the fit for Run
1 and (b) shows the fit for Run 2.
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The resolution parameters for the J/ψ region are given by Table 4.11 for Run 1 and
Table 4.12 for Run 2. Likewise, the resolution parameters for the ψ(2S) are given by
Table 4.13 for Run 1 and Table 4.14 for Run 2. For the J/ψ region, the parameters
are generally consistent between Run 1 and Run 2 with small differences in the values
of the parameters, however the errors show large differences. This is because of the
statistics available in the simulation and data after all the selection criteria have been
applied was quite different for both Run 1 and Run 2. For the ψ(2S) region, both the
values and errors show differences between Run 1 and Run 2. This again is due to the
statistics available and how the ψ(2S) occurs at a lower magnitude. Nevertheless, for
both the J/ψ and ψ(2S) regions, the parameters are within agreement for this analysis,
and are expected to be different due to different running conditions of the detector over
the two data taking periods. Moving on, the results show that δµ 6=0, for both the J/ψ
and ψ(2S) region. This is because the Crystal Ball function is non-symmetric, therefore
one tail is bigger than the other and pulls the mean away from the peak. Furthermore,
the results displayed in these tables reveal that the tail parameters al,u are consistent
in absolute value with each other. As a result, the choice is made then to symmetrize
these parameters for both the J/ψ and ψ(2S) resolution functions, such that al = -au,
and float the single alpha parameter in the fit, to obtain a better understanding of the
resolution in the tails.
Parameter Value
δµ -3.66×10−4 ± 1.19×10−5
σC 4.40×10−2 ± 1.84×10−3
σG 2.77×10−2 ± 4.98×10−4
f 4.47×10−1 ± 4.70×10−2
αl -9.98×10−1 ± 1.75×10−1
αu 1.04 ± 1.76×10−1
ηl 17.10 ± 7.74
ηu 11.07 ± 3.03
Table 4.11: The resolution parameters for the J/ψ region for Run 1. The tail parameters
are obtained from fits to B0 → J/ψK∗0 simulation and the core parameters are obtained
from fitting the core of J/ψ in B0 → K∗0µ+µ− data. The parameter δµ denotes the
shift to the mean which is centered at the J/ψ peak value that is the PDG value.
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Parameter Value
δµ -3.56×10−4 ± 1.42×10−5
σC 4.47×10−2 ± 5.52×10−3
σG 2.72×10−2 ± 2.066×10−3
f 4.22×10−1 ± 1.59×10−1
αl -1.16 ± 3.64×10−2
αu 1.21 ± 3.88×10−2
ηl 14.95 ± 1.96
ηu 10.19 ± 9.38×10−1
Table 4.12: The resolution parameters for the J/ψ region for Run 2. The tail parameters
are obtained from fits to B0 → J/ψK∗0 simulation and the core parameters are obtained
from fitting the core of J/ψ in B0 → K∗0µ+µ− data. The parameter δµ denotes the
shift to the mean which is centered at the J/ψ peak value that is the PDG value.
Parameter Value
δµ -3.57×10−4 ± 4.55×10−5
σC 5.73×10−2 ± 1.54×10−2
σG 3.03×10−2 ± 1.67×10−3
f 6.50×10−1 ± 1.29×10−1
αl -1.10 ± 6.66×10−2
αu 1.10 ± 6.73×10−2
ηl 6.24 ± 5.75×10−1
ηu 11.94 ± 2.12
Table 4.13: The resolution parameters for the ψ(2S) region for Run 1. The tail
parameters are obtained from fits to B0 → ψ(2S)K∗0 simulation and the core
parameters are obtained from fitting the core of ψ(2S) in B0 → K∗0µ+µ− data. The
parameter δµ denotes the shift to the mean which is centered at the ψ(2S) peak value
that is the PDG value.
Parameter Value
δµ -5.47×10−4 ± 5.67×10−5
σC 7.64×10−2 ± 2.72×10−2
σG 3.07×10−2 ± 1.33×10−3
f 7.23×10−1 ± 6.49×10−2
αl -9.40×10−1 ± 1.42×10−1
αu 1.07 ± 1.52×10−1
ηl 5.62 ± 8.51×10−1
ηu 8.59 ± 1.88
Table 4.14: The resolution parameters for the ψ(2S) region for Run 2. The tail
parameters are obtained from fits to ψ(2S) events from B0 → K∗0µµ simulation. The
core parameters are obtained from fitting the core of ψ(2S) in B0 → K∗0µ+µ− data.
The parameter δµ denotes the shift to the mean which is centered at the ψ(2S) peak
value that is the PDG value.
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4.5.1.3 Resolution in the φ region
A different approach is taken to obtain the resolution in the φ region. This is because
the branching fraction of B0 → K∗0φ(→ µ+µ−) is much smaller and the width of the φ
is much larger. The method is to simply take events in the φ region in B0 → K∗0µ+µ−
simulation and compute the distribution of the difference between true and reconstructed
q2. This distribution is then fitted with the resolution function as defined by Equation
4.16. The resulting fits are shown in Figure 4.16 for both Run 1 and Run 2. The
resolution parameters obtained from these fits are given by Table 4.15 for Run 1 and
Table 4.16 for Run 2. Similarly to the resolution in the other two regions, the results
show that δµ 6=0 because the Crystal Ball function is asymmetric and causes a pull of
the mean from 0. The alpha parameters for the φ region are not fitted for in the model
fits, and therefore are kept asymmetrical. This holds due to the parameters from the fit
being almost identical, with then only differences coming from the η parameters, which






















Figure 4.16: Fits to the dimuon mass distribution using B0 → K∗0µ+µ− simulation
events to construct the difference between true and reconstructed q2, in the ψ(2S)
region. The fits are shown for Run 1 (a) and Run 2 (b).
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Parameter Value
δµ -4.76×10−5 ± 4.68×10−5
σC 2.02×10−3 ± 2.76×10−4
σG 7.21×10−2 ±2.76×10−4
f 3.33×10−2 ± 2.47×10−2
αl -2.80×10−1 ± 2.21×10−2
αu 2.93×10−1 ± 2.33×10−2
ηl 18.84 ± 7.95
ηu 9.31 ± 1.71
Table 4.15: Results from the fit to B0 → K∗0µ+µ− Run 1 Monto Carlo using a
resolution function that consists of a double-sided Crystal Ball and a Gaussian. δµ
denotes the shift to the mean.
Parameter Value
δµ 4.96×10−5 ± 2.63×10−5
σC 1.86×10−3 ± 1.07×10−4
σG 5.88×10−4 ± 8.66×10−5
f 2.87×10−2 ± 8.36×10−3
αl -2.53×10−1 ± 9.63×10−3
αu 2.63×10−1 ± 9.80×10−3
ηl 19.00 ± 3.76
ηu 9.18 ± 8.10×10−1
Table 4.16: Results from the fit to B0 → K∗0µ+µ− Run 2 simulation using a resolution
function that consists of a double-sided Crystal Ball and a Gaussian. δµ denotes the
shift to the mean which is centred at the J/ψ peak value that is the PDG value.
4.5.2 Angular acceptance effects
The geometry of the detector, trigger reconstruction and selection can shape the angular
distribution of B̄0 → K̄∗0µ+µ− decays. These angular acceptance effects, distort the
distributions of the three of the angles, cos θK , cos θ`, φ and q
2, that describe the final
state of the B̄0 → K̄∗0µ+µ− decay. It is important to account for the angular acceptance
effects, as any shaping of the angular distribution influences the angular analysis. The
angular acceptance, ε is obtained in all four dimensions (cos θK , cos θ`, φ, q
2), as a sum
of Legendre polynomials. The exact form of the acceptance is a follows,







where, Pm(x) are Legendre polynomials that have an order of m and are functions of
x. The terms cijqr are the angular acceptance coefficients. The coefficients cijqr are
determined through a moment analysis of simulated B̄0 → K̄∗0µ+µ− decays, generated
according to a phase space decay and reweighted to obtain a flat distribution in q2
[4]. The orders of the polynominals are chosen to be those of Ref [4], that give a
good description of the angular acceptance. Specifically, in q2 the Legendre polynomials
(Pr(q
2)) have an order of 5, the cos θ` Legendre polynomials (Pi(cos θ`) have an order of
4, the cos θK Legendre polynomials (Pj(cos θK)) have an order of 5 and the φ Legendre
polynomials (Pq(φ)) have an order of 6. The result for the final acceptances for the
toy studies and the data fits is shown by Figure 4.17. In Figure 4.17 the “nominal”
acceptance parameterisation (solid red line), which refers to the acceptance defined in
Ref [4], is compared to the recalculated acceptance (solid black line) for the “unbinned”
fits, which are the fits that are to be performed to the data with the model defined in
Section 3.1. The simulated B̄0 → K̄∗0µ+µ− decays are shown by the black data points












Run 1 unbinned Analysis
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Run 1 unbinned Analysis
Run 1 unbinned Parametrisation
Run 1 nominal
Run 1 Parametrisation
Figure 4.17: The acceptance parameterisation used in the analysis compared to the
acceptance in the previous analysis [4]. The solid black line is the acceptance used
in this analysis, the data used in this analysis is shown by the black data points.The
parameterisation used in Ref [4] is shown by the solid red line and the corresponding
data by the red data points.
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4.6 Including an S-wave contribution in the Kπ system
The differential decay rate for B̄0 → K̄∗0µ+µ− transitions is shown in Chapter 1 to
be formed only of a P-wave component of the Kπ system. Nevertheless, there is a
significant S-wave component that needs to be accounted for (see Ref [97]). The S-wave
component for B̄0 → K̄∗0µ+µ− transitions is described through two chiral amplitudes,
A
L/R
00 . Equation 4.20 shows the total S-wave amplitude for B̄































The Wilson Coefficients that enter the S-wave amplitude are set to the standard Wilson
Coefficients values as given by Ref [11]. These Wilson Coefficients are decoupled from the
Wilson Coefficients that enter the P-wave amplitudes by introducing two scale factors,
where one multiplies the vector component of Equation 4.20 and the other multiplies
the tensor component of Equation 4.20. These scale factors are simply coefficients which
are set to 1 in the model, and when the both toy fits and the fit to the data is performed
these coefficients are fitted for.
The terms F1,T that enter into the S-wave amplitudes expression in Equation 4.20
are the S-wave form factors. The expression for the S-wave form factors is taken from









F (0) αF bF
F
B̄0K̄∗0(800)
1 0.27 -2.1 1.2
F
B̄0K̄∗0(800)
T 0.30 -2.2 1.2
Table 4.17: The B → K∗0 S-wave form factor parameter values taken from Ref [99].
where, F (0), aF and bF , are the individual form factor coefficients given by Table
4.17. Only contributions from the K̄∗00 (800) are considered. This is because the S-wave
form factors are not well understood. For example, the uncertainty on the individual
coefficients is unknown and the correlations between the individual coefficients is not
provided in Ref [99]. This lack of knowledge of the S-wave form factors poses an issue
in attempting a fit to the data. A naive approach is taken where all the coefficients
of the S-wave form factors are give a 20% uncertainty. Later on in Chapter 6, a
systematic uncertainty is determined for the lack of knowledge of the S-wave form factors.
The S-wave amplitudes also receive contributions from non-local contributions.
These resonant S-wave contributions are inserted in the same way as the resonant P-wave
contributions, where the resonant contributions are added directly into the amplitude
expressions. G00(q2) in Eq 4.20 denotes the resonant S-wave contributions. The form of







Similarly, in Eq 4.24, each resonance is modelled as a relativistic Breit-Wigner and is
assigned a complex number defined with a given magnitude η00j and phase, θ
00
j , where
j = J/ψ, ψ(2S). Only S-wave contributions from the J/ψ and ψ(2S) are considered, as
the S-wave contributions from other hadronic resonances can be safely assumed to be
negligible, as the S-wave amplitude will only be a small fraction of the already small
total amplitude.
The expression for the S-wave amplitude given in Equation 4.20 does not contain
an mKπ dependence. Therefore before the S-wave amplitude can be inserted into the
model, an mKπ dependence needs to be introduced. This has to enter into both the P-
wave and S-wave amplitudes. For the P-wave this is done by multiplying each amplitude
Analysis Strategy 129





where, g(mKπ) represents a relativistic Breit-Wigner with the mass and width of the
K∗0(892). The integral is performed in the 100 MeV/c2 window around the K∗0 pole
mass. For the S-wave amplitudes, the mKπ dependence enters by multiplying the





where, f(mKπ) is a S-wave lineshape in mKπ modelled through the LASS approach
[100]. As in Equation 4.25, the integral presented in Equation 4.26 is integrated over a
100 MeV/c2 window around the K∗0 pole mass. All the J observables that enter the total
differential decay rate, defined by Equation 4.29, will contain these integrals, L. The J
observables that are made from bilinear combinations of purely P-wave amplitudes will
only have LP . The S-wave observables J
′
i are defined by Eq 4.28. These observables are
made from bilinear combinations of P-wave and S-wave amplitudes. These J observables






The differential decay rate for B̄0 → K̄∗0µ+µ− transitions containing both P- and S-


















































































2θK(1− cos2θ`) + J3 sin2θK sin2θ` cos2φ
+J4 sin2θK sin2θ` cosφ+ J
′
4 sin2θ` sinθK cosφ
+J5 sin2θK sinθ` cosφ+ J
′
5 sinθ` sinθK cosφ
+J6s sin
2θK cosθ` + J7 sin2θK sinθ` sinφ
+J
′
7 sinθ` sinθK sinφ+ J8 sin2θK sin2θ` sinφ
+J
′




The model containing both P-wave and S-wave amplitudes was used to reproduce the
S-wave amplitudes given by Eq 4.28. The results are shown by Figure 4.18. In this
figure, the red line denotes the central values of the observable. The band of all possible
values has been omitted from Figure 4.18 because the uncertainties in the S-wave form
factors are unknown. In Figure 4.18 all observables agree with predictions and clearly
show the effect of the resonances. In light of this, the angular distribution as presented
by Equation 4.29 can be used to fit to the data.
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FS as a function of q
2. The red line corresponds to the central values of the observables.
Possible fluctuations in the form factors have been omitted due to the lack of knowledge
of the S-wave form factors. The expressions for the S-wave angular observables have
been taken from Ref [101].
Chapter 5
Toy Studies
The statistical precision and stability of the fit was investigated through generating and
fitting toy data samples using the signal and background models, described in Section
3.1 and Section 4.4. Each toy was generated according to the expected number of signal
and background events in Run 1 and Run 2 data. Detector effects are accounted for
using the approach taken in Section 4.5. With regards to the non-local contributions, the
free phase θ0i are set to one of the four solutions that describe the data in the mirrored
decay, B+ → K+µ+µ− [45]. The exact solution used corresponds to where both θ0J/ψ
and θ0ψ(2S) are both negative. The sign of all other resonances remains the same across all
four solutions, where the higher resonances and θ0ρ are all negative, while θ
0
φ is positive.
The non-local contributions entering C7, i.e ζλ and ωλ, is set to values based on Ref
[3]. Preliminary studies of the toys revealed that for the resonant contributions that
occur with a much lower magnitude, i.e the low q2 resonances (ρ0), high q2 resonances
(ψ(3770), ψ(4040), ψ(4160)) and the ζ‖,⊥,0, ω‖,⊥,0 parameters, fitting for magnitude and
phase was problematic. This was because the value for the magnitude was very low and
would reach a limit of 0, which meant that there would be no sensitivity to the phase.
The outcome of this was that for these non-local contributions a change to fitting for
the real and imaginary parts of the complex number was made.
A five dimensional maximum likelihood fit in the dimensions of q2, cos θK , cos θ`,
φ and mKπµµ was performed to the toy data samples. The background parameters were
obtained from fits to the upper mass sidebands in the data and fixed to these values.
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This meant that only the signal parameters were floating in the simultaneous (signal
and background) fit. For each signal parameters in a given fit the starting values for the
parameters were fluctuated according to a Gaussian distribution centred at the true value
and with a width set to 10% of the true value. In the fits, all non-local contributions
are fitted for. This includes resonant contributions and the B̄0 → K̄∗0µ+µ− form
factors. With regards to the dominant J/ψ and ψ(2S) resonances, for which there are
experimental measurements, preliminary studies also revealed that the fit was capable
of determining the free phase θ0j to a very good precision. This meant that there was no
extra sensitivity gained from fitting the phases θ⊥j and θ
‖
j , given that these are measured
relative to the free phase. In light of this result, these phases are fixed to their previously
measured values. Additionally, the parameter η0J/ψ is fixed in order to set the scale of the
fit, and therefore all other parameters are measured relative to η0J/ψ. In addition, it is
noted that only the vector form factors are fitted for and the tensor form factors are fixed
to their true values. The tensor form factors are fixed as there is a degeneracy with the
constant coefficient of the tensor form factors with the ζ⊥,‖,0 and ζ⊥,‖,0 parameters. This
is demonstrated by the combination of Equation 5.1, which shows the tensor component
(GT0 ) of the non-local terms G0 that enter the longitudinal amplitude, and Equation 1.36








In each fit, the vector form factors were Gaussian constrained to their true values, using
input from the covariance matrix of all form factor parameters given by Ref [13]. The
magnitude of the Wilson Coefficients, C9 and C10 are fitted for and the phases remain




10 the model dependent assumption is made
that we can fix these parameters to their SM values. The other Wilson Coefficients, C7
and C
′
7 are fixed as these parameters are better understood from b→ sγ measurements
[102].
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Figure 5.1: The projections of a fit to a toy dataset in the dimensions of cos θK , cos
θ`, φ and q
2 and shown for the low q2 region of [0.1, 3.34] GeV2/c4. The data is shown
by the black data points and the pdf used to fit this data is the combined signal and
background pdf displayed by the solid, blue line. The individual pdfs that form the
total pdf are also presented, where the signal pdf is shown by the dashed, red line and
the background pdf is shown by the dotted-dashed, black line.
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Figure 5.2: The projections of a fit to a toy dataset in the dimensions of cos θK , cos
θ`, φ and q
2 and shown for the central q2 region of [3.34, 11.56] GeV2/c4. The data is
shown by the black data points and the pdf used to fit this data is the combined signal
and background pdf displayed by the solid, blue line. The individual pdfs that form
the total pdf are also presented, where the signal pdf is shown by the dashed, red line
and the background pdf is shown by the dotted-dashed, black line.
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Figure 5.3: The projections of a fit to a toy dataset in the dimensions of cos θK , cos
θ`, φ and q
2 and shown for the high q2 region of [11.56, 18.0] GeV2/c4. The data is
shown by the black data points and the pdf used to fit this data is the combined signal
and background pdf displayed by the solid, blue line. The individual pdfs that form
the total pdf are also presented, where the signal pdf is shown by the dashed, red line
and the background pdf is shown by the dotted-dashed, black line.
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Figures 5.1, 5.2, 5.3, show the projections of a fit to a single toy in the dimensions (q2,
cos θK , cos θ`, φ). In each of these figures, the blue line shows the total pdf (signal
+ background), the red dashed line shows the signal pdf, the black dot-dash represents
the background pdf and the data points show the toy data. It is evident in these
figures that there is some discrepancy where the total pdf does not fully fit to the data.
This was investigated and found to because contributions from the background had not
been implemented yet, as additional features for the background model needed to be
investigated and implemented into the model. This work goes beyond the scope of this
thesis. Nevertheless, for the studies in this Chapter, this effect was taken into account
in the determination of the parameters and the conclusions are still valid. In Figure 5.1,
the q2 projection plot (bottom right) clearly shows the φ resonance shown through a
rising and falling structure and the slight hump to the left of the φ is the ρ0 resonance.
In Figure 5.2 (bottom right) the dominant J/ψ resonance (at 9.59 GeV2/c4) is visible
and likewise in Figure 5.3 (centre right) the dominant ψ(2S) (at 13.59 GeV2/c4) is also
clearly visible. For the higher resonances (ψ(3770), ψ(4040), ψ(4160)) a zoomed in plot
of the projection in q2 has been added to Figure 5.3 (bottom) to illustrate these resonant
contributions that contribute with a much smaller magnitude and are broad. The fit
results from 500 fits to toy datasets were analysed. For each toy, the pull was calculated





where, xifit is the fit value of a given parameter i, ∆x
i is the error on the value
reported from the Hessian error matrix of the fit, and xitrue is the parameter’s true
value. While this was the case for the majority of parameters, the pulls for |C9| and
|C10| were calculated with asymmetric errors. This was because studies revealing that
the distribution of the reported fit values for |C9| and |C10| were non Gaussian and
asymmetric. The asymmetric errors were calculated through a profile likelihood at
∆NLL = 0.5 as calculated by MINOS [103]. The previous expression for the pull cannot
be applied in the case of asymmetric errors. The pull for a parameter with asymmetric
errors is calculated by either using Equation 5.3 or Equation 5.4, where Equation 5.3 is
used if the reported fit value is less than or equal to the true value of the parameter, and
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if not then one uses Equation 5.4 [104]. In Equation 5.3, ∆xi+ is the positive MINOS









The distributions of the pulls from toys that converged successfully and with a positive
definite error matrix are given in Figures 5.4, 5.5, 5.6. The fraction of fits that converged
successfully was 96%. In these figures, the pull distributions are shown for the non-local
contributions and the Wilson Coefficients. In each pull distribution, the black data
points show the pull values for the toys. The pulls should be Gaussianly distributed, so
one can fit a Gaussian pdf to this distribution to obtain values for the µ and σ. Each
Gaussian is expected to have a µ of 0 and a σ of 1, demonstrating that the results of the
fit are unbiased and the coverage of the fit is good. In Figures 5.4, 5.5, 5.6 the result
of the fit can be seen by the solid, red line and Table 5 summarises the values for the
µ and σ reported by the Gaussian fit to the pull distributions. Table 5 and Figure 5.4,
show the pull of |C9| follows a Gaussian distribution, and the reported µ and σ from
the Gaussian fit are consistent with a standard Gaussian distribution, demonstrating
the coverage is good for this parameter. The distribution of the value of |C9|, shown in
Figure 5.7 by the data points, is consistent with the true value of |C9| (solid, red line).
Nevertheless, there appears to be a slight bias in the values of the µ and σ reported for
|C10|. However, the most likely value of |C10| is consistent with the true value as shown
in Figure 5.7. Furthermore, the 1σ asymmetric interval band for |C10| was determined
by taking each fit that passed with a positive definite error matrix and calculating the
difference between the fit value and the true value. If the difference was less than or
equal to the error on |C10| then it was recorded as an event that was within 1σ. Applying
this to all the fits, the 1σ asymmetric interval band for |C10| was calculated to be 0.66
± 0.02. This suggests the coverage was adequate for |C10|. That aside, fitting the model
with larger toy data samples removes this bias, as demonstrated by the pull distribution
for |C10| from toys with 10× the number of statistics. This indicates that there are no
issues in the fit, and instead we are dominated by the statistics available.
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60 Prob   0.9763
Constant  2.22± 50.74 
Mean      0.03664±0.07843 −
Sigma     0.026± 1.025 
4− 2− 0 2 4





Prob   0.7062
Constant  2.21± 50.53 
Mean      0.03680± 0.01449 
Sigma     0.026± 1.029 







Prob   0.9957
Constant  2.33± 53.18 
Mean      0.034965± 0.002131 
Sigma     0.0247± 0.9778 






60 Prob   0.8731Constant  2.36± 53.93 
Mean      0.03448± 0.07097 
Sigma     0.0244± 0.9642 







80 Prob   0.9998
Constant  2.38± 54.42 
Mean      0.03416± 0.05243 
Sigma     0.0242± 0.9554 






Prob   0.9959
Constant  2.19± 50.03 
Mean      0.0372± 0.1607 
Sigma     0.026± 1.039 
4− 2− 0 2 4





Prob   0.9894
Constant  2.29± 52.39 
Mean      0.03549±0.01726 −
Sigma     0.0251± 0.9924 
4− 2− 0 2 4





Prob   0.9663
Constant  2.39± 54.65 
Mean      0.03403± 0.03666 
Sigma     0.0241± 0.9515 







Prob   0.9686
Constant  2.36± 53.96 
Mean      0.034459±0.009378 − 
Sigma     0.0244± 0.9636 







Prob   0.9385
Constant  2.38± 54.26 
Mean      0.03427± 0.01407 
Sigma     0.0242± 0.9583 







Prob   0.9738
Constant  2.24± 51.07 
Mean      0.03641± 0.00682 
Sigma     0.026± 1.018 






60 Prob   0.9964Constant  2.25± 51.29 
Mean      0.036251± 0.002984 
Sigma     0.026± 1.014 
4− 2− 0 2 4





Prob   0.9999
Constant  2.33± 53.28 
Mean      0.03490± 0.06245 
Sigma     0.0247± 0.9758 






60 Prob   0.9401Constant  2.25± 51.46 
Mean      0.03614±0.00341 − 
Sigma     0.03±  1.01 






60 Prob   0.2553Constant  2.26± 51.65 
Mean      0.03600± 0.02195 
Sigma     0.025± 1.007 
Figure 5.4: The pull distributions for the Wilson Coefficients and the non-local
contributions from toy studies. The black data points represent the pull values and
the solid, red line is the Gaussian fit to the pull distribution.
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60 Prob   0.9922Constant  2.29± 52.37 
Mean      0.03550± 0.09015 
Sigma     0.0251± 0.9928 








Prob   0.6339
Constant  2.24± 51.08 
Mean      0.0364± 0.1792 
Sigma     0.026± 1.017 








Prob   0.9999
Constant  2.28± 52.05 
Mean      0.03572± 0.07907 
Sigma     0.0253± 0.9989 







60 Prob   0.9785Constant  2.28± 51.97 
Mean      0.03578± 0.09293 
Sigma     0.025± 1.001 







60 Prob   0.9964Constant  2.26± 51.65 
Mean      0.03600± 0.02643 
Sigma     0.025± 1.007 







60 Prob   0.9582Constant  2.28± 52.13 
Mean      0.03567± 0.09442 
Sigma     0.0252± 0.9974 







60 Prob   0.7161
Constant  2.29± 52.18 
Mean      0.03563±0.03986 −
Sigma     0.0252± 0.9964 








Prob   0.9037
Constant  2.34± 53.42 
Mean      0.0348±0.1451 − 
Sigma     0.0246± 0.9734 








Prob   0.3378
Constant  2.25± 51.43 
Mean      0.03616± 0.01513 
Sigma     0.026± 1.011 








Prob   0.9987
Constant  2.28± 52.13 
Mean      0.03567±0.05435 −
Sigma     0.0252± 0.9975 








Prob   0.6838
Constant  2.3±  51.4 
Mean      0.036175±0.005328 − 
Sigma     0.026± 1.012 








Prob   0.9924
Constant  2.27± 51.89 
Mean      0.03583±0.08035 −
Sigma     0.025± 1.002 








Prob   0.693
Constant  2.31± 52.63 
Mean      0.0353± 0.1217 
Sigma     0.0250± 0.9879 








Prob   0.9995
Constant  2.34± 53.45 
Mean      0.0348± 0.1366 
Sigma     0.0246± 0.9727 








Prob   0.9112
Constant  2.23± 50.89 
Mean      0.03653±0.02877 −
Sigma     0.026± 1.022 








Prob   0.9923
Constant  2.40± 54.83 
Mean      0.034± 0.124 
Sigma     0.0240± 0.9484 







60 Prob   0.9928
Constant  2.21± 50.55 
Mean      0.0368± 0.0908 
Sigma     0.026± 1.029 








Prob   0.2319
Constant  2.37± 54.04 
Mean      0.0344± 0.1641 
Sigma     0.0243± 0.9622 
Figure 5.5: The pull distributions for the higher resonances from the toy studies. The
black data points represent the pull values and the solid, red line is the Gaussian fit to
the pull distribution.
Results 141
4− 2− 0 2 4




60 Prob   0.9887Constant  2.17± 49.53 
Mean      0.037539± 0.001492 
Sigma     0.03±  1.05 
4− 2− 0 2 4





Prob   0.6248
Constant  2.27± 51.88 
Mean      0.03584± 0.03304 
Sigma     0.025± 1.002 
4− 2− 0 2 4





Prob   0.5987
Constant  2.31± 52.68 
Mean      0.03529± 0.01492 
Sigma     0.0250± 0.9869 
4− 2− 0 2 4





Prob   0.5499
Constant  2.27± 51.84 
Mean      0.03586± 0.02515 
Sigma     0.025± 1.003 
4− 2− 0 2 4





Prob   0.9771
Constant  2.28± 52.16 
Mean      0.03565±0.01598 −
Sigma     0.0252± 0.9969 
4− 2− 0 2 4




60 Prob   0.9997
Constant  2.2±  51.1 
Mean      0.03639± 0.01236 
Sigma     0.026± 1.018 
Figure 5.6: The pull distributions for the real and imaginary components of the non-
local contributions ζ‖,⊥,0eiω
‖,⊥,0
. The black data points represent the pull values and
the solid, red line is the Gaussian fit to the pull distribution.
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Parameter µ σ
|C9| -7.84 ×10−2 ± 3.66 ×10−2 1.03 ± 2.59 ×10−2
|C10| 1.61 ×10−1 ± 3.72 ×10−2 1.04 ± 2.63 ×10−2
θ0J/ψ 6.82 ×10−3 ± 3.64 ×10−2 1.02 ± 2.58 ×10−2
η
‖
J/ψ 1.45 ×10−2 ± 3.68 ×10−2 1.03 ± 2.60 ×10−2
η⊥J/ψ -1.73 ×10−2 ± 3.55 ×10−2 0.99 ± 2.51 ×10−2
η00J/ψ 2.98 ×10−3 ± 3.63 ×10−2 1.01 ± 2.56 ×10−2
θ00J/ψ 2.13 ×10−3 ± 3.50 ×10−2 0.98 ± 2.47 ×10−2
η
‖
ψ(2S) 3.67 ×10−2 ± 3.40 ×10−2 0.95 ± 2.41 ×10−2
η⊥ψ(2S) 6.25 ×10−2 ± 3.49 ×10−2 0.98 ± 2.47 ×10−2
η0ψ(2S) 7.10 ×10−2 ± 3.45 ×10−2 0.96 ± 2.44 ×10−2
θ0ψ(2S) 9.38 ×10−3 ± 3.45 ×10−2 0.96 ± 2.44 ×10−2
η00ψ(2S) -3.41 ×10−3 ± 3.61 ×10−2 1.01 ± 2.56 ×10−2
θ00ψ(2S) 5.24 ×10−2 ± 3.42 ×10−2 0.96 ± 2.42 ×10−2
Re(A0ρ0) 1.41 ×10−2 ± 3.43 ×10−2 0.96 ± 2.42 ×10−2
Im(A0ρ0) 2.20 ×10−2 ± 3.70 ×10−2 1.01 ± 2.55 ×10−2
Re(A
‖
ψ(3770)) 9.02 ×10−2 ± 3.55 ×10−2 0.99 ± 2.51 ×10−2
Im(A
‖
ψ(3770)) 1.79 ×10−1 ± 3.64 ×10−2 1.02 ± 2.57 ×10−2
Re(A⊥ψ(3770)) -3.99 ×10−2 ± 3.56 ×10−2 1.00 ± 2.52 ×10−2
Im(A⊥ψ(3770)) -1.45 ×10−1 ± 3.48 ×10−2 0.97 ± 2.46 ×10−2
Re(A0ψ(3770)) 1.22 ×10−1 ± 3.53 ×10−2 0.99 ± 2.50 ×10−2
Im(A0ψ(3770)) 1.37 ×10−1 ± 3.48 ×10−2 0.97 ± 2.46 ×10−2
Re(A
‖
ψ(4040)) 7.91 ×10−2 ± 3.57 ×10−2 1.00 ± 2.53 ×10−2
Im(A
‖
ψ(4040)) 9.29 ×10−2 ± 3.58 ×10−2 1.00 ± 2.53 ×10−2
Re(A⊥ψ(4040)) 1.51 ×10−2 ± 3.62 ×10−2 1.01 ± 2.56 ×10−2
Im(A⊥ψ(4040)) -5.43 ×10−2 ± 3.57 ×10−2 1.00 ± 2.52 ×10−2
Re(A0ψ(4040)) -2.88 ×10−2 ± 3.65 ×10−2 1.02 ± 2.58 ×10−2
Im(A0ψ(4040)) 1.24 ×10−1 ± 3.39 ×10−2 0.95 ± 2.40 ×10−2
Re(A
‖
ψ(4160)) 2.64 ×10−2 ± 3.60 ×10−2 1.01 ± 2.55 ×10−2
Im(A
‖
ψ(4160)) 9.44 ×10−2 ± 3.57 ×10−2 1.00 ± 2.52 ×10−2
Re(A⊥ψ(4160)) 5.33 ×10−3 ± 3.62 ×10−2 1.01 ± 2.56×10−2
Im(A⊥ψ(4160)) -8.04 ×10−2 ± 3.58 ×10−2 1.00 ± 2.53 ×10−2
Re(A0ψ(4160)) 9.08 ×10−2 ± 3.68 ×10−2 1.03 ± 2.60 ×10−2
Im(A0ψ(4160)) 1.64 ×10−1 ± 3.44 ×10−2 0.96 ± 2.43 ×10−2
Re(ζ‖eiω‖) 1.49 ×10−3 ± 3.75 ×10−2 1.05 ± 2.66 ×10−2
Im(ζ‖eiω‖) 3.30 ×10−2 ± 3.58 ×10−2 1.00 ± 2.53 ×10−2
Re(ζ⊥eiω⊥) 1.49 ×10−2 ± 3.53 ×10−2 0.99 ± 2.50 ×10−2
Im(ζ⊥eiω⊥) 2.52 ×10−2 ± 3.59 ×10−2 1.00 ± 2.54 ×10−2
Re(ζ0eiω0) -1.60 ×10−2 ± 3.56 ×10−2 1.00 ± 2.52 ×10−2
Im(ζ0eiω0) 1.24 ×10−2 ± 3.64 ×10−2 1.02 ± 2.57 ×10−2
Table 5.1: The reported values for the µ and σ for the non-local contributions and
the Wilson Coefficient, from fitting a Gaussian to the pull distributions presented in












Figure 5.7: The distribution of the fit values for |C9| and |C10| from toys that have
converged successfully with a positive definite error matrix. The black data points
show the fit values and the solid red line denotes the true value of the given Wilson
Coefficient.
Prob   0.8662
Constant  1.77± 30.59 
Mean      0.047614±0.007244 -
Sigma     0.03±  1.01 







Figure 5.8: The pull distribution of |C10| from toys with 10× more candidates and have
converged successfully with a positive definite correlation matrix. The pull values are
shown by the black data points, and the Gaussian fit performed to this distribution is
shown by the solid, red line.
For the non-local contributions there are variations in the pull distributions and Gaussian
fit results. The pull distributions for the magnitudes and phases of both the P-wave and
S-wave amplitudes for the J/ψ resonance, all follow a Gaussian distribution, as shown in
Figure 5.4. The reported µ and σ from these plots is given in Table 5 and are consistent
with a standard Gaussian distribution. Similar behaviour is seen for the ψ(2S), where
the P-wave and S-wave amplitudes all demonstrate good pull distributions and have a
good coverage. Regarding the higher resonances above the ψ(2S) and DD̄ threshold,
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the general pattern is that the reported σ are all consistent with unity, however there is
a bias in the mean across the various real and imaginary components of the amplitudes.
Therefore, for these parameters the bias will be taken as a systematic uncertainty in the
final fit. Moving onto the non-local contributions ζ‖,⊥,0 and ω‖,⊥,0, it is apparent that
all these terms exhibit a Gaussian distribution (see Figure 5.6) and the values for the µ
and σ are all compatible with a standard Gaussian.
The coefficients of the form factors are not considered as parameters of interest
because the data does not significantly improve their precision. Therefore, the form
factors from the fit are compared to their values in the literature [13]. Figure 5.9 shows
the 68% confidence interval (magenta band) of possible values for the vector form factors,
A1, A12 and V , by taking the values and covariance matrix of the coefficients reported
from the fit and constructing the form factors using the parametrisation used in the
model. This band of values, is compared to the 68% confidence interval (blue band)
obtained from varying the predicted values of the form factors taken from Ref [13]. For
completeness the central values given by Ref [13] are shown by the dashed black line.
The results reveal that for each form factor, the 68% confidence interval produced by
the fit lies within the 68% confidence interval taken from Ref [13]. This shows that the
fit only marginally improves the precision on the form factors.
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1A nominal 68% confidence interval
fit 68% confidence interval
nominal central value




12A nominal 68% confidence interval
fit 68% confidence interval
nominal central value





2V nominal 68% confidence interval
fit 68% confidence interval
nominal central value
Figure 5.9: The distributions of the vector, form factors resulting from the fits,
compared to the predicted theory calculation. The magenta band refers to the 68%
confidence interval reported from constructing the form factors in the model using the
fit values for the coefficients as input. The blue band, refers to the 68% confidence
interval constructed from the nominal parametrisation of the form factors taken from
Ref [13]. The dashed black line is the nominal, central values for the form factors taken
also from Ref [13].
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The results of the fit were used to reconstruct the distributions of the angular observables.
For each toy fit that converged successfully, with a positive definite covariance matrix,
the fit results were then fed into the model. Each observable was then constructed using
all of these parameters, and with resolution effects applied, where the only difference
to the resolution function presented in Section 4.5.1 was that the α parameters that
were fitted for in the fit, were inserted into the resolution function. The observables are
shown by both Figure 5.10 and Figure 5.11.
Figure 5.10 presents the distributions of the observables P
′
5 and AFB, while Figure
5.11 shows the distributions of the observables FL, S3,4,5,7,8,9. In both these figures
the blue band of values represents the 68% confidence interval produced using the
uncertainties of the fit parameters. Moreover, in Figure 5.10 the comparison of the
complete model with the resonances is compared to the 68% band of values produced
from the model using the fit results, with only the penguin contributions. Only fit values
for the Wilson Coefficients, resolution effects and form factors are considered for this
band of possible values, as all other resonant parameters are obsolete. In Figure 5.10, it is
clear how the impact of the resonant contributions can drastically change the distribution
of the angular observables, and in particular for P
′
5, changes the region between 1.0
< q2 < 6.0 GeV2c4, where the tension with the SM is present. To conclude, all the
distributions of the angular observables present unique features, which are enhanced by
the presence of the non-local contributions, verifying the conclusions given in Section
3.1.
In summary, the toy studies have revealed that the statistical precision and stability
of the fit is adequate. The hadronic resonant contributions can be determined to a
good precision. The precision in the Wilson Coefficients is satisfactory and the slight
deviations are explained by the statistics available. A greater understanding of the form
factors is achieved from the toy fits, where the results reveal that the fit only marginally
improves the precision of these terms. These toy fits have validated the model and
its approach, therefore allowing the analysis to progress to fit to the Run 1 and Run
2 data collected by the LHCb experiment. The final fit goes beyond the scope of this
dissertation, due to the fact that the analysis is blinded and additional features needed to
be implemented into the background model, before a fit to the data could be performed.
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Nevertheless, the timeline for this analysis is to be completed by the end of 2020, where
all the results regarding the studies presented in this Chapter will be used as input.
Figure 5.10: The distributions of the angular observables P
′
5, AFB, FL. The blue band
is the 68% interval constructed using the reported fit values from the toys.
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Figure 5.11: The distributions of the angular observables FL, S3,4,5,7,8,9. The blue band
is the 68% interval constructed using the reported fit values from the toys.
Chapter 6
Systematic uncertainties
A precise measurement of the impact of the non-local contributions to B̄0 → K̄∗0µ+µ−
transitions is reliant not only on determining the interference between the amplitudes,
but also by considering experimental effects that can introduce a bias to the results, and
should be treated as systematic uncertainties. This chapter is dedicated to discussing
the systematic uncertainties associated with assumptions assumed in the modelling of
the signal and the experimental systematics. The systematic uncertainties associated
with the background model go beyond the scope of this dissertation. Specifically, this
chapter discusses the origin of the systematic uncertainties, how different approaches
are utilised for different systematic effects, and finally how the results influence the final
measurement.
6.1 Model dependant systematics
Model dependant systematics are a subset of systematic uncertainties that influence
the final result based on choices and assumptions made in the model. For instance,
they could arise from any limitations in the model, or from simple cuts and selection
procedures. The model dependant systematics that affect this analysis are: the systematic
uncertainty from ignoring the effect of exotic charmonium states in the model and the
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systematic uncertainty introduced from the lack of knowledge of the parametrisation of
the S-wave form factors.
6.1.1 Impact of exotic charmonium-like states
Charmonium-like states with a quark content of |cc̄ud〉 have been studied by the b-
factories and the LHCb experiment. The first observation of such states was performed
by the Belle experiment, where the exotic Z(4430)− was observed in the ψ(2S)π+
invariant mass spectrum of B̄0 → ψ(2S)K−π+ decays [105, 106]. A full angular analysis
of Z(4430)− → ψ(2S)π+ was later performed by the Belle [80] experiment. LHCb also
performed a measurement of the Z(4430)− state using 3fb −1 of data corresponding to
Run 1 of the LHC [107]. Since the first observation of the exotic Z(4430)− state, a
further two states have been observed, the Z(4330)+ and the Z(4200)+ that were seen
in the J/ψπ± invariant mass spectrum by the Belle collaboration [81]. In the analysis
presented in Ref [97], the authors studied the impact of the Z(4430)− on the angular
distribution of B0 → J/ψK+π− where Z(4430)− → J/ψπ−. As the Z(4430)− is a
resonance in mKπ it affects the cos θK distribution, manifesting itself as a peak at -0.5 .
In this analysis, a systematic is assigned for the exotic charmonium-like states that can
be introduced into the angular distribution through the cc̄ states of the J/ψ and ψ(2S),
and are not included in the model. The size of the systematic uncertainty is estimated
by generating multiple toys with 10× the number of candidates expected. Each toy
is generated with a unique seed and contains the exotic contributions that have been
measured by Belle and BarBar collaborations, namely the Z(4430)± and Z(4200)+ exotic
states. These exotic components are described in the helicity amplitude basis, H0,+,−.
The penguin contributions and the non-local contributions as modelled in Section 3.1
are recast into this helicity formalism using Ref [19], before they are inserted into the
toys. Furthermore, every toy generated includes acceptance and resolution effects, where
the acceptance is described in Section 4.5.2 and the resolution is based on the resolution
function described in Section 4.5.1. Moreover, the values for the magnitudes and phases
of the transversity amplitudes in the H0,+,− helicity basis for the exotic contributions
are set to the values taken from measured values from Belle [80, 81]. Table 6.1 shows the
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Resonance | H0 | arg(H0) | H+ | arg(H+) | H− | arg(H−)
Z(4430)+ 1.12 ± 0.32 -0.31 ± 0.26 1.17 ± 0.46 0.77 ± 0.25 1.17 ± 0.46 0.77 ± 0.25
Z(4200)+ 0.71 ± 0.37 2.14 ± 0.40 3.23 ± 0.79 3.00 ± 0.15 3.23 ± 0.79 3.00 ± 0.15
Z(4430)− 8.85± 2.57 -2.97 ± 0.77 8.83 ± 2.75 -2.80 ± 0.27 8.83 ± 2.75 -2.80 ± 0.27
Table 6.1: The exotic resonances considered in the model along with the values of
the magnitudes and phases for their transversity amplitudes measured relative to the
resonance they decay to the J/ψ and ψ(2S) respectively. All exotic resonances have a
spin parity of J = 1+. The first two resonances, Z(4430)+ and Z(4200)+ are resonances
in J/ψπ+ invariant mass spectrum, and the last resonance, Z(4430)− is a resonance in
the ψ(2S)π+ invariant mass spectrum.
input values in the H0,+,− helicity basis. The values are measured relative to the J/ψ for
the channels Z(4430)− → J/ψπ− and Z(4200)− → J/ψπ−, and measured relative to the
ψ(2S) for the channel Z(4430)− → ψ(2S)π+. As a consequence of the fact that these
values are measured relative to the J/ψ and ψ(2S), when the exotic components are
inserted with these values the Z(4430)− → J/ψπ− and Z(4200)− → J/ψπ− amplitudes
have to be normalised to the value of |A0J/ψ| at the J/ψ pole mass. For the case of the
Z(4430)− → ψ(2S)π+ amplitudes, they are normalised by |A0ψ(2S)|/|A0J/ψ|, where both
A0ψ(2S) and A
0
J/ψ are evaluated at the pole masses of the J/ψ and ψ(2S) respectively.
Moreover, the input values for the non-local contributions entering in B̄0 → K̄∗0µ+µ−,
the free phases, θ0j are set to 0. These toys are denoted the “exotic” toys. Next,
additional toys are generated which are almost identical to the exotic toys, in terms of
the same phases, generation seed, detector effects, helicity basis and statistics, however
the only difference is that they do not contain any Z states in them. These toys are
denoted “non-exotic” toys. Next, each exotic and non-exotic toy with the same seed is
fitted using the model provided in Section 3 and the difference between the results of
the fit average is used to determine a systematic. Table 6.2 summarizes the systematic
uncertainty from ignoring the contribution of the Z(4430)± and Z(4200)+ in the fit
on parameters that are significantly affected in the fit. The results reveal that the
effect of the Z(4430)± and Z(4200)+ on the Wilson Coefficients and θ0ψ(2S) is less than
20% of the statistical uncertainty. The largest systematic uncertainty is associated
with θ0J/ψ which has a systematic uncertainty that is 20% greater than the statistical
uncertainty. The values of the magnitudes for the amplitudes of the Z(4430)± and
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Z(4200)+ states reported by Belle have large errors. In light of this an overestimate
for the contribution is performed where each amplitude is doubled. This assumption
of doubling the amplitudes is compatible with the error reported in the Belle analyses
[80, 81]. The systematic uncertainties for the parameters that are mostly effected in
this scenario where all the magnitudes of the Z(4430)± and Z(4200)+ amplitudes have
been multiplied by a factor of two is shown by Table 6.3. The systematic uncertainty
associated with θ0J/ψ approximately doubles going up by a factor of 2.14. Likewise, the
systematic uncertainty for |C9| approximately doubles going up by a factor of 2.38. The
effect on θ0ψ(2S) has a smaller increase at a factor of 1.76, while the biggest effect is in |C10|
where the change in the systematic uncertainty is at the level of 3.25. As an illustration
of the impact of the exotic contributions, Figure 6.1 and Figure 6.2 show the effect on the
cos θK and m(cc̄)π distributions when exotic states are included. In both these figures,
the red points show the distribution of cos θK with the normal magnitude of the exotic
amplitudes included, the green points show the distribution where the amplitudes of the
exotic contributions have been doubled, and the blue points shows the distribution with
no exotic states. In particular, the effect of the exotic states on cos θK is evident below
-0.5. To summarise, the results reveal that even by doubling the size of the amplitudes
for the exotic states, the systematic uncertainty on the Wilson Coefficients is not the
most dominant. The phases are affected significantly. Nevertheless, the precision on the
phases reported from the fit are extremely good and a small bias will not hinder the
final result, given the statistics we have for both Run 1 and Run 2 data. Looking to
the future, Belle II running it offers the chance to remeasure the exotic states, making
improvements on the large uncertainty. This information, could reduce the systematic
uncertainties even further.
Parameter Systematic uncertainty Systematic uncertainty/statistical uncertainty
θ0J/ψ 5.92 × 10−3 1.20
θ0ψ(2S) 3.24 × 10−3 0.17
|C9| 2.07 × 10−2 0.13
|C10| 1.61 × 10−2 0.12
Table 6.2: The systematic uncertainties and the systematic uncertainties as a fraction
of the statistical uncertainties in various parameters, when ignoring the contribution of
exotic Z(4430)± and Z(4200)+ states in the empirical model. The values given are for




ψ(2S). The effect on the other
parameters in the fit is found to be negligible.
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Parameter Systematic uncertainty Systematic uncertainty/statistical uncertainty
θ0J/ψ 1.27 × 10−2 2.57
θ0ψ(2S) 5.84 × 10−3 0.30
|C9| 4.88 × 10−2 0.31
|C10| 5.21 × 10−2 0.39
Table 6.3: The systematic uncertainties and the systematic uncertainties as a fraction
of the statistical uncertainties in various parameters, when ignoring the contribution
of exotic Z(4430)± and Z(4200)+ states in the empirical model when all the Z(4430)±
and Z(4200)+ amplitudes have their magnitudes doubled. The values given are for




ψ(2S). The effect on the other
parameters in the fit is found to be negligible.












including exotic contributions (double magnitude)
Figure 6.1: cos θK distribution illustrating the effect of introducing the exotic states
into the model. The blue data points correspond to the model without any exotic
contributions. The red data points refer to the model with the exotic contributions and
the green data points correspond to the model with the exotic contributions where the












Figure 6.2: m(cc̄)π distribution showing the effect of the exotic states. The blue
data points correspond to the model without any exotic contributions. The red data
points refer to the model with the exotic contributions and the green data points
correspond to the model with the exotic contributions where the magnitudes of the
exotic contributions are doubled.
6.1.2 Uncertainty in the S-wave form factors
The S-wave amplitude for the B̄0 → K̄∗0µ+µ− decay has two form factors, F1,T ,
associated with it. In Chapter 3 it was discussed that these two form factors have a
large uncertainty associated to them as a result of the difficultly in calculating the form
factors. A systematic uncertainty for the lack of knowledge of the S-wave form factor
is determined by generating a toy data set with 10× more events than the expected
statistics from Run 1 and Run 2 combined. The toy was generated with the same
initial phases and magnitudes for the resonant contributions as the ones used in the
toy studies in Section 5. Again, resolution and acceptance effects were accounted for in
the toy. Once the toy was generated, two fits were performed using the model defined
in Chapter 3. In one of the fits, the model was the nominal model where the S-wave
form factors, F1,T are those defined in Ref [99]. For the other fit, the only difference to
the previous toy was that the model is adjusted such that the S-wave form factors F1,T
are replaced with the form factors that enter into the longitudinal, P-wave amplitude,
A0 as defined in Ref [13]. Explicitly, F1 was replaced by A12 and FT was replaced by
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T23. Both fits converged successfully and with a positive definite correlation matrix.
By taking the difference between the fit results from the two fits for each parameter,
one would obtain a shift in this given parameter. This shift is then a measure of the
systematic uncertainty on the choice of the S-wave form factor.
Table 6.4 shows the systematic uncertainties and the systematic uncertainties as a
fraction of the statistical uncertainty for various parameters in the fit. Only parameters
that have a systematic uncertainty that is greater than 5% of the statistical uncertainty
are included in the table. The results indicated the uncertainties are large, implying
that the S-wave form factor can have a significant impact, particularly on |C9|, where
the systematic uncertainty is 72% of the statistical uncertainty. Other parameters that
show a large effect are the magnitudes of the ψ(2S) amplitudes (η
‖,⊥,0
ψ(2S)) which have
a systematic uncertainty that is at the level of 100% of the statistical uncertainty.
In light of this, the shape of the S-wave form factor was investigated when it was
replaced with the form factors corresponding to the A0 amplitude. Figure 6.3 shows
the comparison between the nominal implementation of the S-wave form factors (solid,
blue line), and the S-wave form factors, where the coefficients have been replaced with
those from the form factors corresponding to the A0 amplitude, as demonstrated by the
hatched, red line. In both plots, there is a significant difference between the two different
parametrisations. For F1, both the nominal and swapped parametrisations start at the
same point because the α0 coefficient is similar in both parametrisations. Nevertheless,
as one moves to higher q2 values the difference becomes more apparent and at the largest
q2 values there is a significant difference. For F1, the difference is apparent from the start
with no similarities between the two parametrisations. That aside, the nominal S-wave
form factors are consistent with the B+ → K+ form factors (see Figure 6.4 [108]). This
implies that these form factors could be used as an approximation for the B0 → K∗ form
factors, and could be investigated in the future. This suggests the current systematic is
a gross overestimate and alternative solutions should be investigated.
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Figure 6.3: Distributions for the S-wave form factors, F1 and FT . The solid, blue line
denoted the S-wave form factors modelled using the nominal approach in Section 4.6.
The hatched red line corresponds to the S-wave form factors when the coefficients have
been replaced by the coefficients of the form factors corresponding to the A0 amplitude.
Figure 6.4: Distributions for the B+ → K+ form factors, f0, f+, fT taken from Ref
[108]. The notation is that f+ = F1 and fT = FT . f0 denotes the scalar form factor
that is not needed in our model. The data points are synthetic data points generated
from the form factor fit, and the band of values is constructed from the uncertainties.
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Parameter Systematic uncertainty Systematic uncertainty/Statistical uncertainty
|C9| 1.15 × 10−1 7.23 × 10−1
|C10| 2.12 × 10−2 1.57 × 10−1
θ0J/ψ 2.86 × 10−4 5.80 × 10−2
η00J/ψ 1.19 × 10−6 7.25 × 10−2
θ00J/ψ 2.82 × 10−3 7.10 × 10−2
η
‖
ψ(2S) 2.02 × 10−5 9.58 × 10−1
η⊥ψ(2S) 2.41 × 10−5 1.01
η0ψ(2S) 3.01 × 10−5 1.07
η00ψ(2S) 9.97 × 10−6 5.66 × 10−1
θ00ψ(2S) 6.75 × 10−4 1.25 × 10−1
Re(A0ρ0) 6.35 × 10−6 4.68 × 10−1
Im (A0ρ0) 2.90 × 10−6 2.46 × 10−1
Re(A
‖
ψ(3770)) 1.61 × 10−6 1.09 × 10−1
Re(A⊥ψ(3770)) 7.35 × 10−7 5.38 × 10−2
Im(A⊥ψ(3770)) 4.87 × 10−6 3.60 × 10−1
Re(A0ψ(3770)) 1.23 × 10−6 9.07 × 10−2
Re(A
‖
ψ(4040)) 2.82 × 10−6 1.99 × 10−1
Im(A
‖
ψ(4040)) 6.07 × 10−6 3.65 × 10−1
Re(A⊥ψ(4040)) 9.89 × 10−6 8.03 × 10−1
Im(A⊥ψ(4040)) 5.56 × 10−6 4.46 × 10−1
Re(A0ψ(4040)) 1.71 × 10−6 1.19 × 10−1
Im(A0ψ(4040)) 4.05 × 10−6 2.76 × 10−1
Re(A
‖
ψ(4160)) 3.55 × 10−6 2.24 × 10−1
Im(A
‖
ψ(4160)) 6.69 × 10−6 4.04 × 10−1
Re(A⊥ψ(4160)) 1.04 × 10−5 8.10 × 10−1
Im(A⊥ψ(4160)) 7.38 × 10−6 6.30 × 10−1
Im(A0ψ(4160)) 5.55 × 10−6 4.12 × 10−1
Re(ζ‖eiω‖) 7.76 × 10−3 3.89 × 10−1
Re(ζ⊥eiω⊥) 1.27 × 10−2 6.68 × 10−1
Im(ζ⊥eiω⊥) 6.16 × 10−3 7.25 × 10−2
Re(ζ0eiω0) 1.03 × 10−1 6.12 × 10−1
Table 6.4: The systematic uncertainties and the systematic uncertainties as a fraction
of the statistical uncertainties arising from the lack of knowledge on the S-wave form
factors. Only parameters that have a systematic uncertainty that is greater than 5%
of the statistical uncertainty are given.
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6.2 Experimental systematics
Experimental systematics are systematic uncertainties that arise from effects caused
by the detector and the way the experiment has been conducted. They can manifest
themselves as limitations in the experimental equipment, environmental effects or even
in the structure of the detector itself. In our measurement of the interference between the
non-local contributions and the penguin component in B̄0 → K̄∗0µ+µ− transitions there
exist experimental effects that need to be accounted for in the final result. These include
the effects of residual peaking backgrounds, the systematic uncertainty associated with
the acceptance correction, the affect of ignoring the resolution of the measurement of
the angles and the systematic uncertainty arising from the background model. All of
these systematics are discussed in this section, apart from the systematic uncertainty
associated with the background modelling. This is because additional modelling is still
being done for the background which means a total systematic associated with the
background could not be completed at this stage.
6.2.1 Angular resolution
In this analysis, only the detector resolution in the q2 spectrum (see Section 4.5.1) is
accounted for. The resolution in the angles was ignored, as it was deemed that any
resolution effects in the angles is small. As a result, any minute resolution effects in
the angles are taken as a systematic uncertainty. In order to determine a systematic
uncertainty from ignoring the resolution in the angles, the following procedure was
adopted. To begin, the B̄0 → K̄∗0µ+µ− simulation was taken and the following cuts
were applied: mB ∈ [5243,5323] MeV/c2, and mKπ ∈ [796,996] MeV/c2. The events
that passed the selection criteria were then used to determine the Lorentz 4-vectors,
which were then used to compute the reconstructed, xrec and true angles, xtru. Here, x
denotes θ`, θK and φ. By determining these angles one could then compute the difference
between them ∆x, defined as ∆x = xrec − xtru. Distributions were then produced for
∆θ`, ∆θK and ∆φ, that were then each fitted with a triple Gaussian pdf. Each triple
























































Figure 6.5: The fits performed using a triple Gaussian pdf to the distributions ∆θ`,
∆θK and ∆φ. The data is shown by the black data points and the total Gaussian pdf
is shown by the solid, blue line.
Parameter Value
σ1 3.99 × 10−3 ± 4.69 × 10−5
σ2 1.02 × 10−2 ± 2.57 × 10 −4
σ3 1.28 × 10+0 ± 8.21 × 10−3
µ1 -1.56 × 10−2 ± 3.43 × 10 −5
µ2 3.08 × 10−5 ± 1.64 × 10 −4
µ3 -2.34 × 10−2 ± 1.12 × 10 −2
f1 7.84 × 10−1 ± 1.18 × 10−2
f2 6.81 × 10−1 ± 2.34 × 10−3
Table 6.5: The fit parameters obtained from fitting a triple Gaussian pdf to the ∆θ`
distribution in the B̄0 → K̄∗0µ+µ− simulation.
f1,2, where the f1 is the relative amount of the second Gaussian, G2 to the first Gaussian,
G1 and f2 is the relative amount of the third Gaussian, G3 to the other two Gaussians.
Figure 6.5 illustrates the resulting fits of the triple Gaussian pdf to ∆θ`, ∆θK and
∆φ distributions from the B̄0 → K̄∗0µ+µ− simulation that has been preselected. The
resulting fit parameters are also given by Table 6.5 for the ∆θ` fit, Table 6.6 for the ∆θK
fit and Table 6.7 for the ∆φ fit.
High statistics toys with 10× the number of candidates expected from both
Run 1 and Run 2, were generated with q2 resolution effects, acceptance effects and the
magnitudes and phases of the non-local contributions were set to the same initial values
as those used in the toy studies in Chapter 5. All toys were also generated with the
angles smeared according to the results from the triple Gaussian fits to ∆θ`, ∆θK and
∆φ, as given by Tables 6.5, 6.6 and 6.7. Each toy sample generated was fitted twice
using the same model, however in one of the fits the angles were smeared by the triple
Gaussian pdfs, and in the other fit the angles remained unsmeared. Next, the difference
was calculated between the two fit results for all parameters, for all toys, and used to
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Parameter Value
σ1 4.05 × 10−3 ± 4.51 × 10−5
σ2 1.07 × 10−2 ± 2.75 × 10 −4
σ3 3.69 × 10+2 ± 1.84 × 102
µ1 -1.62 × 10−2 ± 3.36 × 10 −5
µ2 4.01 × 10−5 ± 1.77 × 10 −4
µ3 2.35 × 10−1 ± 1.57 × 10 −1
f1 7.98 × 10−1 ± 1.07 × 10−2
f2 6.83 × 10−1 ± 2.33 × 10−3
Table 6.6: The fit parameters obtained from fitting a triple Gaussian pdf to the ∆θK
distribution in the B̄0 → K̄∗0µ+µ− simulation.
Parameter Value
σ1 1.04 × 10−2 ± 1.29 × 10−4
σ2 3.08 × 10−2 ± 6.85 × 10 −4
σ3 5.00 × 10+2 ± 3.77 × 102
µ1 6.99 × 10−5 ± 9.26 × 10−5
µ2 -1.12 × 10−4 ± 4.43 × 10−4
µ3 6.58 × 10−2 ± 1.29 × 10 −1
f1 7.43 × 10−1 ± 1.02 × 10−2
f2 6.75 × 10−1 ± 2.38 × 10−3
Table 6.7: The fit parameters obtained from fitting a triple Gaussian pdf to the ∆φ
distribution in the B̄0 → K̄∗0µ+µ− simulation.
determine the average difference for a given parameter. Table 6.8 shows the systematic
uncertainty for the parameters that have a systematic uncertainty that is greater than
5% of the statistical uncertainty. In this table, the systematic uncertainty is shown, in
addition to the systematic uncertainty as a fraction of the statistical uncertainty. The
largest effect can be seen in θ0J/ψ where this parameter has a systematic uncertainty that
is 18% of the statistical uncertainty. The next largest effect is seen in η00J/ψ which has a
systematic uncertainty that is 16.6% of the statistical uncertainty. The impact on the
other magnitudes for the J/ψ and also the ψ(2S) are at a similar level of 10% of the
statistical uncertainty. For the Wilson Coefficients, the systematic uncertainty on |C9|
is only just greater than 5% of the statistical uncertainty, with a value of 5.57% of the
statistical uncertainty, and hence the effect is small. On the other hand, the effect is
greater for |C10| with a systematic that is 11.8% of the statistical uncertainty. With the
addition of Run 3 data, this systematic should reduce. Nevertheless, in the fit to Run
1 and Run 2 combined, if this becomes one of the most dominant systematics to the
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Parameter Systematic uncertainty Systematic uncertainty/Statistical uncertainty
|C9| 8.84 × 10−3 5.57 × 10−2
|C10| 1.59 × 10−2 1.18 × 10−1
θ0J/ψ 8.92× 10−4 1.81 × 10−1
η
‖
J/ψ 1.45 × 10−6 1.21 × 10−1
η⊥J/ψ 1.36 × 10−6 1.07 × 10−1
η00J/ψ 1.25 × 10−6 7.63 × 10−2
θ00J/ψ 8.79 × 10−4 1.62 × 10−1
η
‖
ψ(2S) 1.39 × 10−6 6.59× 10−2
η⊥ψ(2S) 3.69 × 10−6 1.55 × 10−1
η0ψ(2S) 3.31 × 10−6 1.18 × 10−1
Re(A0ψ(4040)) 7.83 × 10−7 5.47 × 10−2
Im(A
‖
ψ(4160)) 9.54 × 10−7 5.76 × 10−2
Im(A0ψ(4160)) 6.97 × 10−7 5.18 × 10−2
Re(ζ‖eiω‖) 1.01 × 10−3 5.04 × 10−2
Re(ζ⊥eiω⊥) 2.74 × 10−3 1.44 × 10−1
Re(ζ0eiω0) 1.24 × 10−2 7.41 × 10−2
Table 6.8: The systematic uncertainties and the systematic uncertainties as a fraction
of the statistical uncertainties in various parameters, when ignoring the effect of the
angular resolution. Only parameters that have a systematic uncertainty that is greater
than 5% of the statistical uncertainty are given.
Wilson Coefficients, then it might be beneficial to include the angular resolution in the
model, and float only a subset of the parameters.
6.2.2 Angular acceptance correction
The angular acceptance given in Section 4.5.2 is determined from simulation and takes
the form of a sum of Legendre polynomials, of orders four for cos θ`, five for q
2 and cos θK ,
and six for φ. Two systematic uncertainties are associated to the angular acceptance: the
systematic uncertainty in using a finite simulation size to determine the acceptance, and
the uncertainty in the orders of the Legendre polynomials to model the acceptance. Both
these systematics were investigated. Finite or limited simulation samples can influence
the reported values and precision of the angular coefficients. The size of the systematic
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uncertainty was estimated by performing pseudo experiments using the nominal and
systematically varied acceptance correction. All toys contain resolution effects, and
have identical starting values for the non-local contributions as the toy studies given in
Chapter 5. The angular acceptance given in Ref [4] is taken and its coefficients are varied
according to the covariances, as reported by the moment analysis of the simulation. This
altered version of the angular acceptance is then added to the model and used to fit the
toy datasets. No significant deviations in the fit parameters were reported, revealing the
systematic uncertainty arising from the finite size of the simulation used to determine
the acceptance correction is negligible. The orders of the Legendre polynomials can
affect the modelling of the angular acceptance. Lower order Legendre polynomials are
less computationally expensive to calculate and do not suffer from some of the issues
higher order polynomials do. Nevertheless, higher order polynomials can allow one to
capture the shape of the acceptance better. The decision that is made in this analysis is
to use a lowest order sum of Legendre polynomials to describe the acceptance correction.
The systematic uncertainty associated with this choice can be determined by modifying
the acceptance to include higher orders. Previous analyses that have used this method
do determine the effect of using low order polynomials and showed that the impact is
small [4]. This conclusion is valid for this analysis and so the systematic uncertainty
associated with the choice of the order of the Legendre polynomials for the angular
acceptance is assumed to be negligible.
6.2.3 Peaking backgrounds
A systematic uncertainty was determined for the effect of residual peaking backgrounds.
For each peaking background given in Section 4.2.3, its distribution is determined and
modelled by a kernel density function. Pseudo-data was injected with the expected
residual peaking background level and fitted back with our nominal model that ignored
this contribution. Due to the small fraction of residual peaking backgrounds, the effect
of ignoring their contribution was found to be negligible.
Chapter 7
Conclusions
The effect of the non-local contributions to B̄0 → K̄∗0µ+µ− transitions has been studied
in this thesis. The analysis is the first to study the effect of hadronic contributions with
quantum numbers JPC = 1−−, across the full q2 region, 0.1 < q2 < 18.0 GeV2/c4, in
this channel. This has been achieved through the development of a model that contains
both the penguin decay and the non-local contributions. The non-local contributions are
modelled as relativistic Breit-Wigner amplitudes and non-local contributions that enter
C7. The simplistic modelling has been verified as a suitable approach by comparing the
model to alternative models for the charm loop, in a reduced q2 region, and finding a
good agreement. The model considers both the P-wave and S-wave K̄∗0 amplitudes,
where in each the non-local contributions have also been accounted for.
The LHCb detector has produced data samples rich in B̄0 → K̄∗0µ+µ− candidates
over both Run 1 and Run 2 of the LHC. A framework has been developed that uses
the empirical model to perform a five dimensional, unbinned, maximum likelihood fit to
the LHCb data, in the dimensions of cos θK , cos θ`, φ, q
2 and mKπµµ. The total model
contains both signal and background components. A data driven approach is taken in
the modelling of the background events, by including effects from the B → K+µ+µ−
veto and considering the impact of recalculating the momenta of the final state particles
using the B0 mass constraint. Detector effects such as angular acceptance effects and
detector resolution have been studied in detail, and implemented into the model. The q2
resolution is given as a Gaussian convoluted with a double sided Crystal Ball function,
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implemented in three q2 region, and a fast fourier transform is used to convolve the
model with the resolution function.
The samples collected from the LHCb experiment contain not only B̄0 → K̄∗0µ+µ−
candidates, but unwanted events from background processes and stray particles in the
detector from other particle decays. In order to maximise the number of B̄0 → K̄∗0µ+µ−
candidates, to perform such a complex fit, a strategy has been applied to process and
select the candidates using various criteria. A BDT has been trained on both Run 1 and
Run 2, to help remove the combinatorial background and maximise the signal yield.
Toy fits have been performed with the same statistics as the combined Run 1 and
Run 2 datasets to test the stability and statistical precision of the fit. The results
from the toy fits reveal that the coverage for the Wilson Coefficients is good and
that the precision on these parameters is dominated by the statistics available. With
more statistics available with Run 3 of the LHC, these values will be obtained to an
even greater precision. Moreover, the results from the toy fits reveal that the model
can pin down the non-local contributions. The free phase for the dominant J/ψ and
ψ(2S) resonances has a pull distribution that is consistent with a standard Gaussian
distribution, that has a µ of 0 and a σ of 1, showing the coverage of the fit is good.
Moreover, the magnitudes of the J/ψ and ψ(2S) amplitudes are in agreement with the
experimental inputs from B → V K∗0 decays. These results demonstrate that the fit
can determine these resonance contributions extremely well. The larger mass resonant
contributions above the DD̄ threshold, exhibit a small bias, which is to be accounted for
as a systematic uncertainty in the final values reported in a measurement of the data.
Other resonant contributions such as the ρ0, ζ‖,⊥,0, ω‖,⊥,0 demonstrate a pull distribution
that also is consistent with a standard unit Gaussian distribution. Although in the fit,
the vector form factors are allowed to vary, the result reveal that there is no additional
gain from fitting these parameters and the measurements are only slightly better than
the result published by theorists. The largest systematic in the analysis is found to
be in in the free phase of the J/ψ resonance (θ0J/ψ) when considering the impact of
exotic charmonium-like states, with quark content |cc̄ud〉. The systematic uncertainty
as a fraction of the statistical uncertainty in this parameter is at 1.2. The results for the
other non-local parameters and Wilson Coefficients was found to be negligible. Moreover,
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systematic uncertainties arising from ignoring the resolution in the angles was found to
be minimal. An investigation into the systematic uncertainty associated with the S-wave
form factor was performed. However, the uncertainties in the coefficients meant that
the systematic uncertainty was an overestimate of the effect. Additional methods to
determine a more precise systematic uncertainty for this effect should be investigated in
the future.
The results from the toy fits have concluded that the statistical precision on the
Wilson Coefficients C9 and C10 are at the level of 3.76% and 3.23%. These values that
have been obtained using the empirical model can be compared to statistical precision
obtained from alternative models that can be used to determine the Wilson Coefficients
in B̄0 → K̄∗0µ+µ− transitions. The statistical precision of the binned q2 fit as presented
in Ref [109], is at the level of 4.37% for C9 and 6.38% for C10. Moreover, the statistical
precision of the direct fit approach to the Wilson Coefficients, as described in Ref [109],
reports a precision of 4.01% for C9 and 4.92% for C10. The results clearly reveal that the
simplistic model used in this analysis can achieve an improved precision on the Wilson
Coefficients.
With validation of the model obtained from toy fits the next stage is to perform
the final fits to the data, with a deeper level of background modelling. This however
goes beyond the time duration of this thesis. A simultaneous fit of the combined data
from both Run 1 and Run 2 of the LHC is due to be published by the end of the
summer of 2020, which uses the authors model to perform the fit and will use all the
studies performed in this dissertation, for the publication. The final result will allow
us to obtain a deeper understanding of the impact of the non-local contributions to
B̄0 → K̄∗0µ+µ− transitions, and answer the question as to whether these non-local
contributions are the cause of the anomalous results seen by the LHCb experiment.

Appendix A
Theory convention for the
B̄0→ K̄∗0µ+µ− decay angles.











A.2 cos θK definition in the theory basis
cosθK =
~p KπK · ~p KπB
|~p KπK ||~p KπB |
(A.2)
A.3 φ definition in the theory basis
cosφ = ~n BKπ · ~n Bµ−µ+
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Figure A.1: θ` defined for (a) the B̄
0 decay and (b) the B0 decay in the theory basis
[17]
Figure A.2: θK defined for (a) the B̄
0 decay and (b) the B0 decay in the theory basis
[17]
Appendix B
Optical Mirror testing for the
LHCb RICH 1 upgrade
B.1 Motivation
As mentioned in Chapter 2, the LHC is undergoing a long shut down period during 2019
and 2020, to prepare for Run 3 which starts in 2021. The LHCb detector, like many
of the high energy physics experiments at CERN, is using this long shut-down (LS2) to
improve the detector and software, in order to cope with the higher luminosity that will
be delivered in Run 3. One subsystem of the LHCb detector that is being upgraded is
the RICH 1 subsystem. The mechanical arrangement and the optical system are both
being upgraded. In particular, the spherical and flat mirrors are being replaced. The
mirrors are an important component of RICH 1 as they are used to reflect light emitted
from the particles to the HPDs. This chapter presents and describes studies performed
on a subset of prototype mirrors to identify possible suppliers based on the quality of
the mirrors and if the optical requirements were met. The requirements on the mirrors
are that they consistent with the current LHCb RICH 1 mirrors. This means they
need to have as a minimum requirement the same quality and durability. Specifically,
the requirements tested in this chapter were the optical properties of the mirrors, in
terms of their reflectivity, coating, and imaged spot size. These optical requirements are
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essential because if the mirrors do not have adequate optical properties it will affect the
particle identification of the RICH detectors, and therefore the results outputted from
Run 3 of the LHCb detector.
B.2 Methodology
B.2.1 Existing RICH mirrors
The spherical and flat mirrors currently in the RICH 1 system have been used for both
Run 1 and Run 2 of the LHC. In Chapter 2, a diagram (see Figure 2.9) of the RICH 1
system was provided. In this figure the optical system and in particular the mirrors are
visible. RICH 1 uses a combination of both spherical and flat mirrors, to direct light to
the HPDs. Firstly, there are two planes of flat mirrors, situated on the left of the RICH
1 system both above and below the beampipe (as shown on Figure 2.9). On each plane
there are 8 mirrors, making in total 16 flat, mirrors. These 16 identical, flat rectangular
mirrors have the dimensions 380 mm × 347.5 mm and are 6.5mm thick. The mirrors are
made out of Simax glass (borosilicate glass type 3.3) and coated with Al + SiO2 + HfO2.
The coating is applied to ensure maximum reflection of the light. Next, there are two
spherical mirrors in the RICH 1 optical system. These spherical mirrors are positioned
on the right hand side of the RICH, above and below the beampipe (as shown by Figure
2.9). The two spherical mirrors are made out of carbon fibre composites (CFRP [49])
and have dimensions 830mm × 630mm, making them both extremely light and much
larger than the flat, glass mirror. The spherical mirrors like the flat, glass mirrors are
coated, however for the spherical mirrors the coating material is Al+MgF2. The RICH
1 mirrors have been reliable and sufficiently served the LHCb detector during both Run
1 and Run 2. In light of this, the prototype mirrors that have been tested for the RICH
1 mirror upgrade have many specifications and properties identical to the old mirrors.
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B.2.2 Experimental setup
Prototype spherical and flat mirrors were tested in an underground laboratory at CERN,
using the same apparatus that was used to test the existing Run 1/2 mirrors. Figure
B.1 illustrated the experimental setup. A flat or spherical mirror was placed parallel to
the laser on a metal support. Next, a diode laser, which acted as a point source was
aimed at the prototype mirror. The laser was at a distance d from the mirror. The
laser could be moved closer or further away from the prototype mirror. The change in
distance then of the laser was denoted dx. To begin the measurement, the light from the
laser was focussed onto the prototype mirror. This generated a spot on the prototype
mirror, which was then reflected off the prototype mirror and onto a spherical mirror of
radius of 7800 mm. Then, the light was reflected off the spherical mirror back onto the
prototype mirror, before it was reflected back towards the laser and detected by a 16 bit
CCD camera. The resulting CCD image was a 767 × 511 grid, where each pixel had an
area of 9µm2. During the experiment the laser was kept at a constant temperature over
the duration of the measurement by a cooling system. The apparatus was surrounded
by black, opaque curtains to stop any external light entering whilst the prototype flat
mirror was being tested. To perform a background subtraction a CCD image was taken
with the laser turned off and subtracted from the image which was taken with the laser
on. All these factors helped ensure that the results were not biased.
B.2.3 Calculation of the D0
In the RICH optical system, the mirrors produce a spot when the Cherenkov photons
are reflected from them. This spot has a shape and size that is determined by the mirror
itself and how the light is distributed on the given mirror. To characterise the spot, the
quantity D0 is used. D0 corresponds to the diameter of the smallest circle that encases
95% of the light. For the testing of the prototype mirrors for the RICH 1 optical system
upgrade, D0 was calculated. As mentioned in the previous section, to test the prototype
spherical and flat mirrors, a laser was used as the source of light and to produce the
desired spot. Once this spot was produced it was recorded by a CCD camera. D0 was












Figure B.1: Experimental setup in the lab for testing the prototype RICH 1 mirrors.
calculated using the resulting CCD image of the spot. Initially, the total amount of
light in the entire CCD image was obtained. Each pixel in the CCD image contained a
given amount of charge. Therefore, summing over all pixels (767 × 511) gave the total
integral. The next step was to find the integral of the spot. By definition, the smallest
spot will be centred at the centre of mass (CoM). The CoM (xCoM , yCoM ) was calculated
by summing over the integral in the x pixels and y pixels, before dividing each sum by








0 y · I(x, y)∫ 511
0 I(x, y)
(B.1)
Once the spot was obtained the D0 could be calculated. Given the D0 is the distance
of the circle containing 95% of the light, it was calculated by taking the centre of the
spot and moving away radially from the centre, until the integral of the light was 95%
of the total light. The distance was then the radius and to obtain D0, we applied the
following equation,
D0 = 2 · p ·∆z. (B.2)
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where p was the pixel width and ∆z was the radius from the centre.
B.2.4 Requirements and Specifications
Flat and spherical mirrors for the RICH 1 upgrade were testing using the method
described in Section B.2.2. Explicitly, three mirrors were tested. Two of these mirrors
were flat, glass composite mirrors. These glass mirrors were produced by the Czech
Republic company, Olomouc. The glass used for the prototype flat mirrors was the
same substrate as the current RICH 1 flat mirrors and was Simax. Of these two flat,
glass mirrors tested one was coated with Al + SiO2 + HfO2 and the other was left
uncoated. It should be noted the coating was the same coating that is on the existing flat,
mirrors in the RICH 1 system. Excluding the coating, both glass mirrors had the same
specifications. Moreover, a single spherical, prototype mirror was tested. This spherical
mirror was produced in Arizona by the company, CMA. The prototype spherical mirror
was an uncoated, carbon fibre composite mirror. This mirror was uncoated, as CMA
noted that they did not have the capability to produce these mirrors coated. As a result,
in the future, a coating supplier will need to be found and have to be able to deal with
the issue that the mirrors are spherical and large, which can make achieving an even
coating difficult. For all mirrors tested the requirement was that D0 <2.5 mm and, if
the mirror was coated, then the reflectivity was required to be greater than 85% in the




This section presents the results obtained for the two prototype, flat mirrors presented in
Section B.2.4. The results from different tests are presented for the uncoated, flat mirror
first, and then followed then by the different test results for the coated, flat mirror.
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B.3.1.1 Uncoated flat mirror
The first test to be performed on the uncoated flat glass mirror was measuring D0 as
a function of distance. The distance, dx, as shown on Figure B.1, was incremented in
steps of 3 mm starting from 42 cm and finishing at 57 cm. At each dx value tested, two
images were taken, one with the laser on and one without. The reason for this was to
ensure that if the background light changed during the data taking period, it would not
affect the result as the two images would have been taken within a short time interval
and so the background subtraction it would be accurate. This procedure was applied
to all subsequent mirror tests described in this thesis. The current of the laser was set
to 33 mA. Later in Section B.3.1.2, one will see that this value of the current is much
larger than the current used to image the spot from the coated mirror. This is because
the coating results in the spot being more visible due to the reflectivity of the coating.
Therefore, to image the spot more clearly on the uncoated mirror, one needs to increase
the current. Figure B.2 illustrates several images that have been background subtracted
and show the resulting image from the uncoated, flat mirror at different positions, dx,
in the range of 42-57 cm.







Figure B.2: CCD images at different laser positions which show the spot that has been
reflected off the uncoated, flat, glass mirror.
Optical Mirror testing for the LHCb RICH 1 upgrade 175
From the images presented by Figure B.2, the imaged spots do not appear spot-like,
and instead have a different structure. Moreover, in Figure B.2 it is evident that the
image of the spot changes drastically over the different dx values. The effect is that
at the lowest distance (42cm) the “spot” appears as a blurred almost horizontal line.
However, as one increases in distance (dx), the imaged spot becomes larger, more spot-
like structure, as well as more better defined. Furthermore, as the distance increases, the
image increases in size such that the full spot is no longer captured by the CCD camera.
At the largest distance (57cm), it is clear that the spot has increased severely in size
and is less visible. For each distance, dx, the image was analysed and different variables
were obtained. The value of D0 was calculated at each point, as well as the position of
D0 in terms of x,y pixel coordinates. The results for these variables are given by Fig
B.3. Given that D0 is defined as the diameter of the smallest circle that encloses 95%
of the light, this means D0 of the mirror corresponds to the minimum in Figure B.3(a).
The results reveal that the D0 of the uncoated flat mirror is 1.924 mm and occurs at a
dx of 51.2 cm. Figure B.4 shows the image that corresponds to the minimum D0 at the
distance of 51.2 cm. The requirement is that D0 < 2.5 mm, meaning that the value of
the D0 for the uncoated, flat, prototype mirror is well within the requirements.
















































(b) The y position of the D0 as a function of distance
Figure B.3: The results for the uncoated, flat, glass mirror when varying the laser
distance.
Figure B.4: The CCD image of the spot at the position 51.2 cm that corresponds to
the image which has the minimum D0 for the uncoated, flat, glass mirror.







Figure B.5: CCD images at different currents showing the spot that has been reflected
off the uncoated, flat, glass mirror.
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To follow, the next test performed on the uncoated, flat prototype mirror was the
measurement of the D0 as a function of current (I). The current was varied from 20 mA
to 35 mA, in steps of 1 mA. The aim was to observe if the D0 fluctuated with current,
and if so was the effect large. Figure B.5 presents several images of the spot reflected
off the testing mirror at different currents. The images in Figure B.5 demonstrate how
as the current increases, the spot becomes more visible and sharper. In particular, it is
evident that at the lowest current, 20 mA, the current is insufficient to image the spot
and therefore appears blurred. It is only at current values that are greater than 28 mA,
that the spot appears clear and well defined. For each image and therefore specific
current value the D0 was calculated, along with the x and y pixel position of the D0.
Figure B.6 illustrates the results.














(a) The D0 as a function of current















(b) The x position of the D0 as a
function of current














(b) The y position of the D0 as a function of current
Figure B.6: The results for the uncoated, flat, glass mirror when varying the laser
current.
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In Figure B.6 (a) the value of D0 shows larger fluctuations greatly at low current values.
The most probable reason for this is that at low current values it is harder to image
the spot clearly, and therefore the calculation of the D0, which takes into account the
integral of a given pixel, is more subject to fluctuations. Further, the D0 appears to
remain relatively constant with little changes for currents greater than 28 mA. This
implies that the current is sufficient to calculate the D0 relatively precisely. This is
supported by Figure B.5 which as mentioned earlier shows the spot being distinct for
currents greater than 28mA. It should be noted that the relatively small fluctuations at
the higher current values are believed to originate from environmental fluctuations such
as minute changes in background light or temperature. Figure B.6 (b) and (c) illustrate
how the position of the D0 remains somewhat consistent after 28 mA. This supports the
suggestion that the current is now sufficient enough to produce an image with a clear
D0.
B.3.1.2 Coated, flat, glass mirror
The coated, flat, glass mirror as described in Section B.2.4 was formed out of Simax
glass and coated with Al+SiO2+HfO2. The same tests were performed on the mirror
where the D0 was determined as a function of both distance (dx) and current (I). An
additional test was performed where the reflectivity of the coating was investigated and
is described later in this section. To begin, the measurement of the D0 as a function
of distance (dx) is described. The calculation of the D0 as a function of position was
performed in the same way as the equivalent measurement for the uncoated mirror (see
Section B.3.1.1). The distance of the laser on the apparatus was adjusted, and the values
tested were incremented in steps of 2 mm, in the range of 35 cm to 46.4 cm. The range
of positions tested was different to the uncoated mirror due to the fact that the mirror
was coated. Figure B.7 illustrates a subset of images of the spot at different positions
(dx) for the coated mirror.







Figure B.7: CCD images at different laser positions which image the spot that has been
reflected off the coated, flat, glass mirror.
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The images shown in Figure B.7 show how at the lowest position (35 cm) the spot
appears as a vertical line. As one increases the distance, dx, the vertical line gets wider
and a more spot-like structure appears. Nevertheless, there appears to be a turning
point where beyond this point, the spot continues to widen, looking less like a spot. It
can be seen that at large dx values, the spot spans the whole of the CCD image and has
two maximum positions at the edges. These have been highlighted on Figure B.7 (f).
The fact that there are two local maximum and that the image changes from vertical to
horizontal, supports the suggestion that the mirror is astigmatic. An astigmatic mirror
would have more than one radius of curvature. The images shown in Figure B.7 suggest
there are two radii of curvature in the horizontal and vertical direction. Moreover, the
coated, flat, glass mirror is an identical copy of the uncoated, flat, glass mirror with
the only difference being the Al + SiO2 + HfO2 coating. This implies that because
this astigmatic behaviour is only seen on the coated, flat, glass mirror, then it must
be a consequence of the coating. One way the coating could cause this behaviour is
through it not being applied correctly, such that the surface at the microscopic level
is not smooth. Despite this, a working point for the D0 was obtained. Figure B.8
shows the D0 as a function of distance (a), and the location of the D0 in terms of x
and y pixels ((b) and (c)). In Figure B.8 (a) the D0 minimum is located at 39.0 cm
and has a value of 2.185 mm. The image that corresponds to this D0 value is given
by Figure B.9. This minimum D0 value is greater than the value for the uncoated flat,
glass mirror (See Section B.3.1.1), but nevertheless is within the requirements. Figure
B.8 (b) and (c) show there is no clear position that defines the D0. Instead, in both
Figure B.8 (b) and (c) the D0 position varies across various pixels, which could be due
to the astigmatic behaviour. This also could explain the large differences between the
distances seen between the coated and uncoated mirror. Nevertheless, even though the
D0 was within the requirements the quality of the mirror was not optimal as it was
astigmatic. This is something that must be improved as in the current state the mirror
will generate a significant amount of correlated noise.
















































(c) The y position of the D0 as a function of distance.
Figure B.8: The results for the coated, flat, glass mirror when varying the laser positiom.
Figure B.9: The CCD image of the spot at the position 39.0 cm and corresponds to the
image which has the minimum D0 for the coated, flat, glass mirror.
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For consistency, the D0 as a function of current was investigated for the coated, flat,
glass mirror. It was presumed that the coated, flat, glass mirror would exhibit the same
behaviour as the uncoated, flat, glass mirror where D0 fluctuates at low distances and
then levels off at a constant value. However, it was unclear as to whether the problems
with the coating would have affected this and so the measurement was repeated. The
current was set initially to 1 mA and increased in steps of 1 mA until the final value
of 25 mA. The currents tested were lower than those for the uncoated, flat mirror as
the coating means that one can reduce the current. Figure B.10 shows several images
produced at different currents for the coated mirror. In these images the difference
between different currents is less clear, with only significant difference being at the
lowest current values. This is believed to be a result of having a layer of coating. Next,
Figure B.11 shows the D0 as a function of current. In this figure, the D0 as a function
of current follows the same behaviour as the uncoated, flat mirror where it fluctuates
at low current values, before levelling of at a constant D0 when it reaches a sufficient
current. This suggests that problems in the coating did not affect the D0 as a function
of current.







Figure B.10: CCD images at different currents which show the spot that has been
reflected off the coated, flat, glass mirror.

















Figure B.11: The D0 as a function of current, for the coated, flat, glass prototype
mirror.
RICH 1 is reliant on the principle that the photons will be reflected of a given
mirror. Therefore, the reflectivity of a given mirror is an important property of the
mirrors. Each mirror that is in the RICH 1 system has a coating that allows it to reflect
photons. As mentioned earlier the coating that is applied to the coated, flat, glass
prototype mirror is the same as the coating used on the flat mirrors for both Run 1 and
Run 2, which is Al +SiO2 + HfO2. The coating on the flat, glass mirror was tested at
CERN using a spectrophotometer. The aim was to investigate if the coating provided
by the flat, mirror suppliers (Olomouc) met the requirements needed for the RICH 1
optical system. To conduct the measurement, the coated, flat, glass mirror was placed
in the spectrometer at an angle of incidence of 30◦. The angle of incidence was chosen
such that was generally consistent with the angle that the photons hit the mirrors at
in the RICH 1 system (25◦ for spherical and 45◦ for flat mirrors [49]). Moreover, the
measurement was performed across the wavelength range of 200 nm < λ < 600 nm,
before focussing on the range of interest which was 250-400 nm. The photons that are
reflected off the RICH 1 mirrors are expected to have a wavelength in this particular
range. As the mirror was seen to exhibit problems with the coating in the D0 results,
different positions on the mirror were tested. Figure B.12 illustrates a diagram of the
mirror and the four positions that were selected for testing. These positions were chosen
at random and across the whole mirror, to see if the coated was the same across the
mirror.
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Figure B.12: Schematic of the positions on the coated, flat glass mirror which were
tested for the reflectivity.
Wavelength (nm)















Figure B.13: The reflectivity as a function of wavelength, for the prototype, coated,
glass mirror. The coloured lines correspond to different reflectivity measurements taken
at the positions illustrated by Figure B.12.
At each of these positions a measurement was taken. Figure B.13 shows the results
of the reflectivity for the coated, flat mirror. The results at each different position (see
Figure B.12) are shown by the solid coloured lines. The solid, black line illustrates the
reference line which is the reflectivity curve for a current RICH 1, coated, flat mirror. The
mirrors need to have a high reflectivity in the required range. The requirement is that the
reflectivity is greater than 85%, in the wavelength region of λ ∈[250,400]nm. Figure B.13
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shows that in this region the reflectivity measured did not meet the requirements. This
concluded that the coating was not adequate for the LHCb RICH 1 upgrade mirrors.
Nevertheless, the quality of the actual mirror (uncoated glass) was adequate. Therefore,
one possibility suggested was that if glass mirrors were to be used in the RICH 1 upgrade
then it might be possible to do the coating at CERN or by an alternative coating supplier.
These suggestions go beyond the scope of this thesis and therefore the tests into these
two options is not discussed.
B.3.2 Spherical mirrors
This section describes the results obtained from the single, spherical mirror as described
in Section B.2.4. The single, uncoated, spherical mirror, that was made out of a carbon
fibre underwent the same testing as the flat mirror prototypes as described in Sec B.3.1
where the D0 was measured as a function of position, dx. The distance was incremented
in steps of 2 mm, from 54cm to 56cm. Figure B.14 illustrates several images showing
the resulting spot imaged from reflections off the spherical mirror at different distances,
dx. In the images shown by Figure B.14 the resulting spot is clearer and more localised
than the flat, glass prototype mirrors. There also appears to be fewer changes between
images in comparison to the results from the flat, glass prototype mirrors. This could
be due to a number of possibilities, that could include; the quality of the mirror, the
difference in material being carbon fibre compared to glass, or even environmental
factors. Moreover,during the testing, for each image produced the D0 was calculated.
Figure B.15 shows the D0 as a function of position, as well the x and y pixel positions
for the D0.







Figure B.14: CCD images obtained at various distances, dx showing the spot which
has been reflected off the spherical, carbon fibre mirror.
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(a) The D0 as a function of position.















(b) The x position of the D0 as a
function of distance.














(c) The y position of the D0 as a function of distance.
Figure B.15: The D0 as a function of position dx for the spot imaged by reflection off
the spherical, carbon, fibre mirror.
Figure B.15 (b) and (c) which shows the x and y position for the D0 in terms of pixels,
indicate that there is no clear minimum for either position and instead the location of
the D0 can vary greatly. This could be due to the fact the mirror is not coated, or
even where the light hits on the spherical mirror. Explicitly for the latter, the curvature
will affect the distance and where the light hits on the mirror. Nevertheless, in Figure
B.15 (a) which shows the D0 as a function of position, a clear minimum can be found.
The minimum D0 value is 1.069 mm and is located at the distance 54.8 cm. The
corresponding image for this position and for the minimum D0 value is shown by Figure
B.16. This value is well within the experimental specifications, showing this prototype
mirror is a suitable spherical mirror candidate for the RICH mirror upgrade.
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Figure B.16: CCD image of the spot reflected off the spherical mirror, at a laser position
of 54.8 cm and corresponding to the minimum D0.
B.4 Summary
In summary a selection of prototype mirrors that include both spherical and flat mirrors,
have been optically tested at CERN to investigate if the mirrors meet the requirements
and identify suppliers. The results for the two prototype flat, mirrors tested, the results
reveal that while the quality of the flat mirror is adequate, the coating is not. The
proposed solution for the upgrade is to obtain the flat mirrors uncoated from the supplier
(Olomouc) and undertake the coating at CERN. This is deemed sufficient given the D0
for the uncoated mirror is 1.924 mm and well within the specifications (<2.5 mm). This
will be applied to all 16 flat mirrors needed for the LHCb RICH 1 flat mirror upgrade.
The final specifications for the chosen flat mirrors are given by Table B.1. The results
from the single uncoated, spherical, carbon fibre mirror indicate that this mirror is a
suitable option for the spherical mirrors that will be in the LHCb RICH 1 spherical
mirror upgrade. The results show the D0 (1.069 mm) is well within the requirements
(<2.5 mm) and no issues in the quality of this mirror were apparent. It follows that 4
spherical mirrors for the upgrade will be obtained from the company CMA. As noted
earlier this company is unable to undertake the coating of these mirrors. One possibility
was that this could be a problem for many coating suppliers due to the larger size of
these mirrors. Nevertheless, it was believed that CERN might be capable of performing
the coating on the spherical mirrors as well. Though discussions with the coating team
at CERN, it was deciced that CERN would also coat the spherical mirrors in addition
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Flat mirror
Shape Rectangle
Size 370 mm × 440 mm
Material Simax glass
Thickness 7 mm ± 1 mm
Coating Al +SiO2 + HfO2
Supplier Olomouc




Size 740 mm × 650 mm
Material Carbon Fibre Reinforced Polymer (CFRP)
Thickness < 1.5 mm
Coating Al +SiO2 + HfO2
Supplier CMA
Table B.2: Specifications for the spherical mirrors that will be used in the LHCb RICH
1 mirror upgrade.
to the flat mirrors. For the 4 spherical mirrors that will be in the LHCb RICH 1 mirror
upgrade the final specifications for these mirrors are given by Table B.2.
Appendix C
Criteria on the Trigger Lines
Trigger pT Dimuon pT Number of tracks SPD multiplicity
L0Muon pT >1.48 GeV/c − 1 <600
L0DiMuon − p2T >(1.3 GeV/c)2 2 <900
Table C.1: Criteria on the L0Muon and L0DiMuon trigger lines [110]
HLT Trigger Line Hlt1TrackAllL0 Hlt1TrackMuon
Track IP (mm) >0.1 >0.1
Number of VELO hits/track >9 >6
Number of Missed VELO hits/track <3 −
Number of OT+IT×2 hits/track >16 −
Track IPχ2 >16 >16
Track pT (GeV/c) >1.7 >1.0
Track p (GeV/c) >10 >8
Track χ2/ndf <2.5 <2.5
Table C.2: Criteria on the Hlt1TrackAllL0 and Hlt1TrackMuon trigger lines [111, 112]
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HLT Trigger Line Hlt1TrackMVA Hlt1TwoTracksMVA
Track χ2/ndf <2.5 <2.5
Track χ2 >7.4 >7.0
Ghost probability <0.2 −
Track p (GeV/c) − >5
Track pT (GeV/c) 1.0< pT ¡25 >0.5
Corrected mass(MeV/c2) − 1000 < m < 109
DIRA − >0
Vertex χ2 − <10
Intermediate meson pT (MeV/c) − >2000
Table C.3: Criteria on the Hlt1TrackMVA andHlt1TwoTracksMVA trigger lines [113]
HLT Trigger Line Hlt2SingleMuon Hlt2DimuonDetached
Track pT >1.3 GeV/c −
Track vertex χ2/ndf <2 < 5
Track IPχ2 with the PV >200 >9
Dimuon pT − >1.5 GeV/c
Dimuon FD − >49
Dimuon vertex χ2/ndf − <25
mµµ − >1.0 GeV/c2




Track χ2 < 5
IP χ2 >16
B candidate corrected mass 4 GeV < mcorr < 7 GeV
hardest daughter momentum pT >1.5 GeV
best daughter track χ2 track χ2 <3
sum of daughter track momenta
∑
pT > 4,4.25, 4.5 GeV (2,3,4-body)
sum of daughter IPχ2
∑
IPχ2 > 100,150, 200 (2,3,4-body)
particle/particle and particle/n-body DOCA DOCA< 0.15 mm
B candidate flight distance χ2 FDχ2 >64
B candidate signed flight distance FD> 0
prompt D veto m >2.5 GeV OR 2,3-body IPχ2 > 16
Table C.5: Criteria for the HLT Topological Lines [114], where in the criteria DOCA
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