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Abstract
We give a partial answer to the problem of computing the numerical index of lp-space
1 < p < ∞. Also, we give an estimate of the numerical index of the two-dimensional real
space l2p , 1 < p < ∞. For the lp-space, we show that its numerical index is greater than the
lp-space one.
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1. Introduction
Given a Banach space X over R or C, we write BX for the closed unit ball and SX
for the unit sphere of X. The dual space is denoted by X∗ and B(X) is the Banach
algebra of all bounded linear operators on X. The numerical range of an operator
T ∈ B(X) is the subset V (T ) of the scalar field defined by
V (T ) = {x∗(T x) : x ∈ SX, x∗ ∈ SX∗ , x∗(x) = 1}.
The numerical radius is then given by
v(T ) = sup{|λ| : λ ∈ V (T )}.
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Clearly, v is a semi-norm on B(X), and v(T )  ‖T ‖ for every T ∈ B(X). It was
shown by Glickfeld [6] (and essentially by Bohnenblust and Karlin [3]) that if X is a
complex space, then e−1‖T ‖  v(T ) for every T ∈ B(X) where e = exp 1, so that
for complex spaces v is always a norm and it is equivalent to the operator norm ‖ ‖.
Thus it is natural to consider the so-called numerical index of the Banach space X,
namely the constant n(X), defined by
n(X) = inf{v(T ) : T ∈ SB(X)}.
Obviously, n(X) is the greatest constant k  0 such that k‖T ‖  v(T ) for every
T ∈ B(X). Note that for any complex Banach space X, e−1  n(X)  1.
The concept of the numerical index was first suggested by Lumer [8] in a lecture
to the North British Functional Analysis Seminar in 1968. At that time, it was known
that if X is a complex Hilbert space (with dim X > 1) then n(X) = 12 and if it is real
then n(X) = 0 so that for real spaces, 0  n(X)  1.
Later, Duncan et al. [4] determined the range of values of the numerical index.
More precisely they proved that
{n(X) : X real Banach space} = [0, 1],
{n(X) : X complex Banach space} = [e−1, 1].
Recently, Finet et al. [5] studied the values of the numerical index from the isomor-
phic point of view and they proved that
N(c0) =N(l1) =N(l∞) =
{[0, 1] in the real case,
[e−1, 1] in the complex case,
whereN(X) := {n(X, p) : p ∈ E(X)},E(X) denotes the set of all equivalent norms
on the Banach space X and n(X, p) is the numerical index of X which is equipped
with the norm p. For general information and background on numerical ranges we
refer to the books by Bonsall and Duncan [1,2]. Further developments in the Hilbert
space case can be found in [7].
The computation of n(lp) for 1 < p < ∞, p /= 2 is complicated, in fact it is an
open problem for along time ([4,9,10]).
In this paper we give a partial answer to this problem (Theorem 2.1). Actually, we
prove that for 1  p < ∞, the numerical index of the Banach space lp is the limit of
the sequence of numerical index of finite-dimensional subspaces lmp , m = 1, 2, . . . ,
Also, we give an estimate of the numerical index of a two-dimensional real space
l2p, 1 < p < ∞ (Theorem 2.2). In fact, we prove that for 1  p < ∞ there exists an
explicit constant Mp such that
Mp
2
 n(l2p)  Mp.
(Moreover, for p = 1 and p = 2, Mp = n(l2p).)
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2. Main results
Theorem 2.1. For 1 < p < ∞ the numerical index of the Banach space lp is given
by
n(lp) = lim
m
n(lmp ).
Here lp is real or complex.
Proof. We proceed by steps. Let {en}n1 be the canonical basis of lp and {e∗n}n1
the biorthogonal functionals associated to {en}n1.
Step 1: For every integer m  1, the numerical index of lmp is greater than the
numerical index of lp and consequently lim infm n(lmp )  n(lp).
First, we note that in general if X is a Banach space and Y is a subspace of X there
is no comparison between n(X) and n(Y ).
Proof of Step 1. Let m  1 and T ∈ B(lmp ). Consider the linear operator T˜ defined
on lp by T˜ ek = T ek, k = 1, 2, . . . , m and T˜ ek = 0, k  m + 1. Clearly ‖T ‖ = ‖T˜ ‖.
We also have v(T ) = v(T˜ ). Indeed, if x = ∑∞i=1 xiei ∈ Slp and x∗ = ∑∞i=1 x∗i e∗i ∈
Slq such that x∗(x) = 1 =
∑∞
i=1 x∗i xi then x∗i = εi |xi |p−1 where εi is a scalar num-
ber such that εixi = |xi |· In the following for a given x ∈ Slp the unique point x∗ ∈
Slq such that x∗(x) = 1 will be denoted by x∗x . Taking this in consideration, we have
v(T ) = sup
x∈slmp
|x∗x (T x)|  sup
z∈Slp
|z∗z (T˜ z)| = v(T˜ ).
On the other hand, for a given ε > 0 there is z = ∑∞i=1 ziei ∈ Slp such that
v(T˜ ) − ε<
∣∣∣∣∣
∞∑
i=1
|zi |p−1εie∗i
(
T˜
∞∑
i=1
ziei
)∣∣∣∣∣
=
∣∣∣∣∣
m∑
i=1
|zi |p−1εie∗i
(
T
m∑
i=1
ziei
)∣∣∣∣∣ .
Put rp := ∑mi=1 |zi |p  1. Then we have
v(T˜ ) − ε < rp
∣∣∣∣∣
m∑
i=1
∣∣∣zi
r
∣∣∣p−1 εie∗i
(
T
m∑
i=1
zi
r
ei
)∣∣∣∣∣  v(T ).
This implies that v(T˜ )  v(T ) and therefore v(T ) = v(T˜ ). It follows that
{v(T ) : ‖T ‖ = 1, T ∈ B(lmp )} ⊂ {v(U) : ‖U‖ = 1, U ∈ B(lp)}
which yields n(lp)  n(lmp ). Consequently n(lp)  lim infm n(lmp ). 
In the following we shall prove that n(lp)  lim supm n(lmp ). Let T ∈ B(lp) rep-
resented by the infinite matrix
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T =


t11 · · · t1m t1m+1 · · ·
...
...
...
tm1 · · · tmm tmm+1 · · ·
tm+11 · · · tm+1m tm+1m+1 · · ·
...
...
...


;
T ej =
∞∑
k=1
tkj ek, j = 1, 2, . . .
We define the sequence of linear operators {Tm}m1 as follows. For each m  1, Tm
is defined on lmp by
Tm =


t11 · · · t1m
...
...
tm1 · · · tmm

 ; Tmej = m∑
k=1
tkj ek, j = 1, 2, . . . , m.
Then we consider the linear operator T˜m defined on lp by
T˜m =


t11 · · · t1m 0 · · ·
...
...
...
tm1 · · · tmm 0 · · ·
0 · · · 0 0 · · ·
...
...
...


.
We have seen above that ‖Tm‖ = ‖T˜m‖ and v(Tm) = v(T˜m) for m = 1, 2, . . . (note
that Tm is not the restriction of T on the Banach space lmp ). According to these nota-
tions we have
Step 2. (i) T˜m converges strongly to T and ‖T˜m‖  ‖T ‖ for all m  1. (ii) v(T˜m)
converges to v(T ) and v(T˜m)  v(T ) for all m  1.
Proof of Step 2. (i) Let m  1. We have ‖T˜m‖ = ‖Tm‖ = ‖Tmx0‖ for some x0 =
x1e1 + · · · + xmem, ‖x0‖ = 1. Since T x0 = ∑∞i=1 (∑mj=1 tij xj) ei , then
‖T x0‖p =
∞∑
i=1
∣∣∣∣∣∣
m∑
j=1
tij xj
∣∣∣∣∣∣
p

m∑
i=1
∣∣∣∣∣∣
m∑
j=1
tij xj
∣∣∣∣∣∣
p
= ‖Tmx0‖p,
which yields ‖T ‖  ‖T˜m‖.
Now, for any integer j  1 and m  j we have (T − T˜m)ej = ∑∞k=m+1 tkj ek
and ‖(T − T˜m)ej‖p = ∑∞k=m+1 |tkj |p converges to 0 as m tends to infinity. It fol-
lows that for a finite combination
∑r
j=1 xj ej , ‖(T − T˜m)(
∑r
j=1 xj ej )‖ → 0. Now
let x = ∑∞k=1 xkek ∈ lp and ε > 0. Choose r sufficiently large so that ‖∑∞k=r+1 xk
ek‖ < ε. Then
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‖(T − T˜m)x‖  ‖(T − T˜m)
r∑
k=1
xkek‖ + 2‖T ‖ε.
This asserts obviously that ‖(T − T˜m)x‖ converges to 0 as m tends to infinity. (ii) As
in (i) we first have v(T˜m)  v(T ) for all m  1. Simply because v(T˜m) = v(Tm) and
we have |x∗x (Tmx)| = |x∗x (T x)| for all x ∈ Slmp . Now we shall prove that v(T˜m) →
v(T )· Given ε > 0, there exists x0 = ∑∞k=1 e∗k (x0)ek in Slp such that
|x∗x0(T x0)| > v(T ) − ε. (1)
For each n  1, consider
xn0 =
n−1∑
k=1
e∗k (x0)ek + λnen; x∗xn0 =
n−1∑
k=1
|e∗k (x0)|p−1εke∗k + λp−1n e∗n,
where λpn = ∑∞k=n |e∗k (x0)|p. Then
x∗xn0 (x
n
0 ) =
n−1∑
k=1
|e∗k (x0)|p + λpn = 1 = ‖x∗xn0 ‖ = ‖x
n
0 ‖.
Moreover, ‖x0 − xn0 ‖ → 0 and ‖x∗x0 − x∗xn0 ‖ → 0· It follows that x
∗
xn0
(T xn0 ) →
x∗x0(T x0) as n tends to infinity. Let n0  1 such that
|x∗xn0 (T x
n
0 )| > v(T ) − ε (n  n0). (2)
Since T˜m converges strongly to T, thus for fixed n  n0, x∗xn0 (T˜mx
n
0 ) converges
to x∗
xn0
(T x∗0 ) as m tends to infinity. Simply because |x∗xn0 (T˜mx
n
0 ) − x∗xn0 (T x
n
0 )| 
‖(T˜m − T )xn0 ‖ → 0 as m → ∞. So there is m0  n such that
|x∗xn0 (T˜mx
n
0 )| > v(T ) − ε (m  m0). (3)
This yields v(T˜m) > v(T ) − ε for all m  m0 and therefore v(T˜m) converges to v(T )
as m tends to infinity. 
The following step achieves the proof of Theorem 2.1.
Step 3. (i) For a given T ∈ B(lp) we have ‖T ‖ = limm ‖T˜m‖. (ii) n(lp) 
lim supm n(lmp ).
The proof of (i) is easy and follows from the fact that T˜m converges strongly to
T, and ‖T˜m‖  ‖T ‖ for all m  1. For (ii), let ε > 0. There exists T ∈ B(lp) with
‖T ‖ = 1 such that
n(lp) + ε > v(T ).
Following step 2, v(T ) = limm v(T˜m), so we can find m0 such that
n(lp) + ε > v(T˜m)
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for all m  m0. But v(T˜m) = v(Tm)  ‖Tm‖ n(lmp ) thus n(lp) + ε > ‖Tm‖ n(lmp ) for
all m  m0. Since ‖T ‖ = limm ‖Tm‖, then there is k0  m0 such that ‖Tm‖  1 − ε
for all m  k0. We obtain
n(lp) + ε > (1 − ε)n(lmp ) (m  k0).
This asserts that n(lp)  lim supm n(lmp ). 
Theorem 2.2. For 1  p  2, we have Mp2  n(l2p)  Mp where Mp =
supt∈[0,1] t
p−1−t
1+tp . Here l
2
p is real.
Proof. Let T =
[
a b
c d
]
∈ B(l2p). According to Lemma 3.2 and Proposition 1.1 [4]
we have
vp(T ) = sup
t0
|z|=1
|a + zbt + zctp−1 + dtp|
1 + tp · (I)
and
‖T ‖p =sup
∥∥∥∥∥
(
a + zbt
(1 + tp) 1p
,
c + zdt
(1 + tp) 1p
)∥∥∥∥∥
p
sup
[
|a + zbt |
(1 + tp) 1p
+ |c + zdt |
(1 + tp) 1p
]
 |a| + |b| + |c| + |d|. (II)
The sup is taken over {t  0, |z| = 1}.
Now let S1 = {(a, b, c, d) ∈ R4 : |a| + |b| + |c| + |d| = 1}. In the following we
identify T =
[
a b
c d
]
with (a, b, c, d), then we have clearly
n(l2p) = inf
T ∈S1
vp(T )
‖T ‖p ·
For T =
[
0 1
−1 0
]
we have ‖T ‖p = 1 and vp(T ) = supt0 |t−t
p−1|
1+tp =
supt∈[0,1] t
p−1−t
1+tp = Mp. Then n(l2p)  Mp. Let us prove now that n(l2p)  Mp2 . Fix
1 < p < 2, the map
(a, b, c, d) ∈ S1 → M(a, b, c, d, p) = sup
t0
|z|=1
|a + zbt + zctp−1 + dtp|
1 + tp
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is continuous on S1 and we have
M(a,b,c,d,p)
= max

 supt∈[0,1]
|z|=1
|a + zbt + zctp−1 + dtp|
1 + tp ; supt∈[0,1]
|z|=1
|atp + zbtp−1 + zct + d|
1 + tp


= max


sup
t∈[0,1]
|a+bt+ctp−1+dtp |
1+tp (1); sup
t∈[0,1]
|atp+btp−1+ct+d|
1+tp (2)
sup
t∈[0,1]
|a−bt−ctp−1+dtp |
1+tp (3); sup
t∈[0,1]
|atp−btp−1−ct+d|
1+tp (4)


We shall use many times the simple inequality: max(A,B)  A+B2 · First, using (1)
and (2) we obtain the following two inequalities
M(a, b, c, d, p)  1
2
∣∣∣∣(a + d) + (b + c) tp−1 + t1 + tp
∣∣∣∣ (5)
and
M(a, b, c, d, p)  1
2
∣∣∣∣(a − d)1 − tp1 + tp − (b − c) t
p−1 − t
1 + tp
∣∣∣∣ · (6)
This time we use (1) and (4) to obtain the following inequalities
M(a, b, c, d, p)  1
2
∣∣∣∣(a + d) − (b − c) tp−1 − t1 + tp
∣∣∣∣ (7)
and
M(a, b, c, d, p)  1
2
∣∣∣∣(a − d)1 − tp1 + tp + (b + c) t
p−1 + t
1 + tp
∣∣∣∣ · (8)
Also, using (2) and (3) we obtain the following two inqualities
M(a, b, c, d, p)  1
2
∣∣∣∣(a + d) + (b − c) tp−1 − t1 + tp
∣∣∣∣ (9)
and
M(a, b, c, d, p)  1
2
∣∣∣∣(a − d)1 − tp1 + tp − (b + c) t
p−1 + t
1 + tp
∣∣∣∣ · (10)
Finally, we use (3) and (4) to obtain the following inequalities
M(a, b, c, d, p)  1
2
∣∣∣∣(a + d) − (b + c) tp−1 + t1 + tp
∣∣∣∣ (11)
and
M(a, b, c, d, p)  1
2
∣∣∣∣(a − d)1 − tp1 + tp + (b − c) t
p−1 − t
1 + tp
∣∣∣∣ · (12)
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We claim that
M(a, b, c, d, p)  1
2
[|a| + |b| + |c| + |d|] sup
t∈[0,1]
tp−1 − t
1 + tp ·
Indeed, from inequalities (5) and (11) we have
M(a, b, c, d, p) 1
2
[
|a + d| + |b + c| t
p−1 + t
1 + tp
]
 1
2
[
|a + d| + |b + c| t
p−1 − t
1 + tp
]
·
Also, from inequalities (7) and (9) we have
M(a, b, c, d, p)  1
2
[
|a + d| + |b − c| t
p−1 − t
1 + tp
]
·
Clearly, these two last inequalities yield
M(a, b, c, d, p)  1
2
[
|a + d| + (|b| + |c|) sup
t∈[0,1]
tp−1 − t
1 + tp
]
· (∗)
Similarly, from inequalities (6) and (12) we have
M(a, b, c, d, p)  1
2
[
|a − d|1 − t
p
1 + tp + |b − c|
tp−1 − t
1 + tp
]
and from inequalities (8) and (10) we obtain
M(a, b, c, d, p) 1
2
[
|a − d|1 − t
p
1 + tp + |b + c|
tp−1 + t
1 + tp
]
 1
2
[
|a − d|1 − t
p
1 + tp + |b + c|
tp−1 − t
1 + tp
]
·
From those last two inequalities we obtain
M(a, b, c, d, p)  1
2
[
|a − d|1 − t
p
1 + tp + (|b| + |c|)
tp−1 − t
1 + tp
]
· (∗∗)
Now if ad  0, then (∗) yields
M(a, b, c, d, p)  1
2
[|a| + |d| + |b| + |c|] sup
t∈[0,1]
tp−1 − t
1 + tp ·
Otherwise, (ad < 0). From (∗∗) we obtain
M(a, b, c, d, p)  1
2
[
(|a| + |d|)1 − t
p
1 + tp + (|b| + |c|)
tp−1 − t
1 + tp
]
94 E. Ed-dari / Linear Algebra and its Applications 403 (2005) 86–96
for every t ∈ [0, 1]. Since for each t ∈ [0, 1], (1 − tp)  (tp−1 − t) then
(|a| + |d|)(1 − tp) + (|b| + |c|)(tp−1 − t)  tp−1 − t
for every t ∈ [0, 1]. Thus in any case M(a, b, c, d, p)  12 supt∈[0,1] t
p−1−t
1+tp . This
completes the proof of Theorem 2.2. 
Corollary 2.3. For every p ∈ [1,∞[,
1
2
sup
t∈[0,1]
|tp−1 − t |
1 + tp  n(l
2
p)  sup
t∈[0,1]
|tp−1 − t |
1 + tp ·
Proof. For p ∈ [2,∞[, the general result n(X∗)  n(X) gives n(l2p) = n(l2q) where
1
p
+ 1
q
= 1. Then q ∈ [1, 2] and the substitution tq−1 = u gives supt∈[0,1] t
q−1−t
1+tq =
supu∈[0,1] u−u
p−1
1+up . 
3. On the numerical index of Lp-space, 1 < p <∞
We start this section by some notations and definitions. Let (,) be a mea-
surable space and µ a positive measure on . We denote by P the collection of all
partitions π of into finitely many pairwise disjoint members ofwith finite strictly
positive measures. Ordering this collection by π1  π2 whenever each member of π1
is the union of members of π2. So P is a directed set.
For each π = {E1, . . . , Em} ∈ P, we associate the subspace Vπ of Lp(µ) defined
by Vπ =
{∑m
i=1 ai1Ei : ai ∈ K
}
, K = R or C. By Pπ we denote the projection of
Lp(µ) onto Vp defined by
Pπf =
m∑
i=1
[
1
µ(Ei)
∫
Ei
f (t) dµ(t)
]
1Ei
for all f ∈ Lp(µ). And V denotes the union of all subspaces Vπ of Lp(µ). We recall
that V is a dense subspace of Lp(µ), that is, for each f ∈ Lp(µ), the sequence
(Pπf )π converges to f in Lp(µ).
Theorem 3.1. For 1  p < ∞, the numerical index of Lp(µ) is greater than the lp
one:
n(Lp(µ))  n(lp). (1)
Remark 3.2
(1) If µ is the counting measure on  = {1, 2, . . . , m}, then Lp(µ) = lmp and we
get n(lmp )  n(lp).
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(2) If µ is the counting measure on  = N, then Lp(µ) = lp and the equality in
(1) holds. So (1) is the best estimation of n(Lp(µ)).
(3) For which spaces Lp(µ) does the equality in (1) holds? In particular does
n(Lp[0, 1]) equal to n(lp)?
Before to prove Theorem 3.1, we first recall the following classical result.
Lemma 3.3. For 1  p < ∞ and for every partition π = {E1, . . . , Em} ∈ P, the
subspace Vπ is isometrically isomorphic to lmp .
Proof of Theorem 3.1. Let T be a bounded linear operator on the Banach space
Lp(µ) with ‖T ‖ = 1 and let ε > 0. Choose x0 ∈ SLp(µ) such that
‖T x0‖ > (1 − ε). (1)
Since V is dense in Lp(µ), then there exists π0 ∈ P such that
‖x0 − Pπ0x0‖ < ε. (2)
So
‖T (Pπ0x0)‖  ‖T (x0)‖ − ‖T (Pπ0x0 − x0)‖ > 1 − 2ε.
We can also find π ∈ P, π0  π such that
‖PπT (Pπ0x0)‖ > 1 − 2ε.
Now define the operator S on Vπ by
S(Pπx) = PπT (Pπx) (x ∈ Lp(µ)).
Clearly, ‖S‖  1, and we have
‖S‖ 
∥∥∥∥S(Pπ0x0)‖Pπ0x0‖
∥∥∥∥ > 1 − 2ε‖Pπ0x0‖  1 − 2ε.
It follows that
v(S)  n(Vπ)‖S‖  n(Vπ)(1 − 2ε). (3)
Since Vπ is isometrically isomorphic to lmp for some m  1, we have n(Vπ) = n(lmp ),
then
v(S)  n(lmp )(1 − 2ε).
It follows from Step 1 in the proof of Theorem 2.1 that
v(S)  n(lp)(1 − 2ε). (4)
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The operator S is defined on the finite-dimensional space Vπ , its numerical radius
is attained on some point x1 ∈ SVπ , that is,
v(S) = sup
x∈SVπ
|x∗x (Sx)| = |x∗x1(PπT x1)| = |P ∗πx∗x1(T x1)|.
Since
P ∗πx∗x1(x1) = 1 = ‖P ∗πx∗x1‖ = ‖x1‖,
it follows from (4) that
v(T )  n(lp)(1 − 2ε).
Letting ε ↓ 0, we obtain v(T )  n(lp). This completes the proof of Theorem 3.1.
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