Several months of regional convection-permitting forecasts using two microphysical schemes (WSM6 and Thompson) are evaluated to determine the accuracy of the simulated convective structure and convective depth and the impact of microphysical scheme on simulated convective properties and biases. Forecasts are evaluated by using concepts from object-based approaches to compare the three-dimensional simulated reflectivity field with the reflectivity field as observed by radar. Results from analysis of both schemes reveals that forecasts generally perform well near the surface but differ considerably aloft both from observations and from each other. Forecasts are found to contain too many convective cores that are individually larger than in the observations, with at least double the number of observed convective cores reaching the midtroposphere (i.e., 4-8 km). Although the number of cores is overpredicted, WSM6 cores typically contain lower simulated reflectivity values than the observations, and the regions of highest reflectivity values do not extend far enough vertically. Conversely, Thompson cores are found to have significantly higher reflectivity values within cores, with the strongest intensities extending higher than in the observations and having magnitudes higher than any observed cores. Forecast reflectivity distributions within convective cells are found to contain more spread than in the observations. The study also assessed the uncertainty in simulated reflectivity calculations by using a second commonly utilized method to calculate simulated reflectivity. The sensitivity analysis reveals that the primary conclusions with each method are similar but the variability generated by using different simulated reflectivity calculations can be as pronounced as when using different microphysical schemes.
Introduction
Model simulations are commonly used for both operational forecasting and to investigate processes in the atmosphere when inadequate observations exist or are hard to obtain, such as involving deep moist convection. In particular, the height, depth, and internal characteristics of deep moist convection are important storm factors for the operational and research communities. Storm height can be an indicator of convective strength, severity, and potential for lightning and hail generation (e.g., Held 1978; Ushio et al. 2001; Donavon and Jungbluth 2007; Pessi and Businger 2009; Yang and King 2010) . The depth and internal structure also influence the generation location and magnitude of convectively induced turbulence, which has an impact on aviation (e.g., Lane et al. 2003; Barber et al. 2018 ). The internal storm dynamics and microphysics are closely tied together and affect attributes such as precipitation intensity, latent heat release, and mass transport (e.g., Adler and Mack 1984; Houze 1989; Mullendore et al. 2005; Powell and Houze 2015) . For example, modeling studies of convective mass transport rely on atmospheric chemical models to simulate tracer and chemical transport, reactions, and dilution. While atmospheric chemical models provide three-dimensional detail to transport processes, these models need to first simulate properly the internal dynamics of deep convection to accurately disperse such tracers. Knowledge of the height of the upper-level storm detrainment, as dictated by storm dynamics, is crucial as transported boundary layer air has different radiative and climatic effects depending on the altitude of the transported mass (e.g., Dickerson et al. 1987; Barth et al. 2007; Anderson et al. 2012) . Unfortunately, convection-allowing a The National Center for Atmospheric Research is sponsored by the National Science Foundation.
simulations are largely unconstrained with regard to storm height and internal characteristics; therefore, modeling studies typically have to subjectively compare the simulated convection to its observed counterpart to see whether the simulated storm depicts similar storm features. Furthermore, as regional convection-permitting climate model simulations and down-scaling of simulations become utilized more, it is increasingly important to correctly simulate the three-dimensional storm structure to accurately balance the atmospheric energy budget. Objective methods are needed to evaluate the threedimensional structure of simulated storms.
A form of evaluation that accounts for spatial differences is necessary in high-resolution forecasts as traditional skill scores have limited usefulness when spatial anomalies exist between forecasts and observations (e.g., Mass et al. 2002) . It is known that the exact timing and location of convective initiation is very difficult to predict due to the chaotic nature of the boundary layer. Consequently, using traditional point-to-point verification often leads to a subjectively good forecast being deemed objectively bad (e.g., Baldwin and Kain 2006; Mittermaier 2014) . Therefore, to evaluate the representation of convection within convection-allowing simulations, the procedure should not be focused on precise location but should focus on evaluating convective characteristics, such as intensity, depth, and size. One methodology that does not emphasize precise locations and focuses more on such features is an object-based framework (e.g., Ebert and McBride 2000; Davis et al. 2006; Ebert and Gallus 2009 ). An advantage of object-based methods is that they focus on features within the analysis field rather than the entire field itself, meaning that regions of interest (i.e., objects) are defined based on the criteria specified by the user performing the analysis. The object-based method enables a comparison of similar objects and their attributes in both model simulations and observations.
At convection-allowing scales, object-based methods have been used to investigate various parameters such as updraft helicity (Clark et al. 2012) , brightness temperature (Griffin et al. 2017) , and convective initiation (Burghardt et al. 2014) , but the predominant focus has been on the evaluation of precipitation fields (e.g., Davis et al. 2009; Ebert and Gallus 2009; Gallus 2010; Johnson and Wang 2013; Johnson et al. 2013; Clark et al. 2014; Cai and Dumais 2015) . The general consensus from the aforementioned studies indicates that high-resolution model simulations commonly overforecast the number of precipitating objects, precipitating objects are frequently too large horizontally, and precipitation tends to have a high intensity bias. While knowledge of biases in the simulated precipitation fields provides important insights for operational forecasting, it is also important to determine what processes may lead to those biases. Since the precipitation field is temporally averaged, potentially important features and details may be smoothed out. As a result of temporal smoothing, different forms of convection can produce a similar precipitation field while being dynamically and/or microphysically distinct from each other. In contrast, the reflectivity field is not temporally averaged and provides an instantaneous representation of convective processes enabling a more direct comparison of storm features.
Comparisons of the simulated and observed reflectivity fields have been successfully used to investigate several model characteristics in the past; however, studies have evaluated the composite reflectivity field or the reflectivity field at one level, limiting the usage of vertical information (e.g., Kain et al. 2008; Schwartz et al. 2009; Jensen et al. 2010; Kain et al. 2010) . Analyses that evaluated vertical convective structure have typically been limited to case studies or short periods of time (e.g., Rogers et al. 2007; Van Weverberg et al. 2011; Caine et al. 2013; Min et al. 2015) ; nevertheless, these studies have revealed important model biases. For example, Caine et al. (2013) analyzed several days of model simulations and found that the simulations tended to have higher storm tops than the observations. Similarly, Van Weverberg et al. (2011) found simulated reflectivity values that were too high in their simulations of supercell and multicell cases.
In this study, the observed reflectivity field at multiple heights is utilized to evaluate several months of daily convection-allowing forecasts over the northern Great Plains. The purpose of this study is to demonstrate the usefulness of utilizing three-dimensional reflectivity for model evaluation, to investigate the accuracy of forecast convective depth and internal vertical convective structure, and to illustrate how convective biases change with height. Two different microphysical schemes are analyzed to investigate the variability generated in convective forecasts by switching schemes. In addition, since simulated reflectivity calculations contain considerable uncertainty, a sensitivity study is performed by varying the simulated reflectivity calculation. Table 1 ). The WRF forecasts were run operationally in support of the 2015 North Dakota Cloud Modification Project to provide forecasters with daily guidance on convective morpohology, intensity, and coverage. In summary, the model microphysics varied between the WRF singlemoment 6-class (WSM6; Hong and Lim 2006) and Thompson (Thompson et al. 2004 schemes, with all other physics held constant. The 3-km model domain where the analysis is performed is predominantly located over western North Dakota, embedded within a 9-km domain that is nested within a 27-km parent domain (Fig. 1) . Forecasts had a model top of 50 hPa with 45 vertical levels on a stretched grid with an average spacing of ;215 m in the boundary layer and ;525 m in the free troposphere. Forecasts were initialized daily at 0000 UTC starting on 1 June 2015 and continuing through 30 September 2015 using the 40-km North American Mesoscale Forecast System (NAM) for the initial and lateral boundary conditions. Forecasts were generated hourly out to 48 h from initialization, but only forecast hours 7-30 were analyzed (further discussed in section 3a). The WSM6 and Thompson schemes were chosen because they are very commonly utilized single-moment microphysical schemes for both operational and research purposes, and many biases in these schemes (particularly precipitation) have been extensively investigated (such as by studies mentioned in section 1). The purpose of using two different microphysical schemes is not to facilitate an intercomparison of schemes, but to highlight the variability present in convective structure and depth within WRF simulations. The size of the 3-km domain and complexity of the microphysical schemes used was also limited by computational power and operational constraints set for forecast completion times.
Determining the reflectivity of hydrometeors in model forecasts is not trivial, especially for microphysical schemes that only retain single-moment (i.e., mass) information, as at a minimum, both hydrometeor concentrations and sizes are required. Both the WSM6 and Thompson schemes provide mixing ratios of cloud water, rain, cloud ice, snow, and graupel hydrometeors. Unlike the single-moment WSM6 scheme, the Thompson scheme is a hybrid scheme that also provides the number concentrations of cloud ice and rain. The simulated reflectivity is calculated internally within WRF (i.e., the ''do_radar_ref'' option) as in Morrison et al. (2009) and is hereafter referred to as the WRF method. The radar reflectivity factor is determined in a microphysically specific manner, meaning the method utilizes necessary constants and distributions directly from each microphysical scheme. The radar reflectivity factor is determined assuming Rayleigh scattering, which is appropriate for a 10-cm-wavelength radar. In an effort to account for some of the uncertainty in simulated reflectivity calculations, a second commonly used method is utilized and discussed in section 4 to determine the sensitivity to the simulated reflectivity calculations.
b. Radar observations
Radar observations were taken by the 10-cm wavelength WSR-88Ds located at Bismarck (KBIS) and Minot (KMBX), North Dakota. Data for each radar are initially transformed from the native polar coordinates to a uniform grid with a grid spacing of 0.018 (;1 km) in the horizontal plane and 1 km in the vertical direction, extending up from 2 to 13 km in height above ground level (AGL; herein, all heights are in reference to AGL) using Radx software (Dixon 2010) . Data are mapped out to 126 km from each radar (red circles; Fig. 1 ), which is the farthest distance where the lowest elevation angle radar beam still samples the primary 2-km analysis height (further discussed in section 3a) assuming standard atmospheric refraction. The relatively short maximum range of 126 km also limits potential issues with radar beam broadening at long distances and losses in detectability. Only radar data nearest to the top of each hour (610 min) are used so as to match the hourly output of the model simulations. When data are present from TABLE 1. The WRF Model configuration used to generate forecasts over the region depicted in Fig. 1 . The cumulus parameterization scheme was only used for the 9-and 27-km domains. 
both radars for a specific hour (and within 6 min of each other), the data are spatially composited using a simple distance-weighted mean. No temporal interpolation is performed when compositing radar observations. The three-dimensional horizontally polarized radar reflectivity data are used for the evaluation of the model-simulated radar reflectivity. Radar reflectivity is the measure of the backscattered power returned to the receiver by meteorological and nonmeteorological targets and is primarily dependent on the concentration and cross-sectional area of the targets. The observed reflectivity field frequently contains many nonmeteorological artifacts such as ground clutter and biological targets (i.e., birds and bugs) that can have magnitudes equaling or surpassing meteorological echo (e.g., Steiner and Smith 2002; Lakshmanan et al. 2010 ). Large ''blooms'' of reflectivity frequently occur during the evening and overnight hours because of the presence of large amounts of bugs and the enhanced ducting of the radar beam. These artifacts need to be removed prior to the analysis to ensure that only active meteorological targets remain; therefore, radar data undergo simplistic quality control filtering to eliminate nonmeteorological echo.
Dual-polarization data, in particular the cross-correlation coefficient r HV and differential reflectivity Z DR , are utilized along with reflectivity to filter out nonmeteorological echo. The r HV parameter is a measure of the correlation or similarity between the returned power of the horizontally and vertically polarized pulses. Values of r HV close to 1.0 typically indicate meteorological scatters with nearuniform particle phases. Reductions in r HV are often seen in mixed-phase regions, reaching values lower than 0.8 in regions of large hail and rain-hail mixtures. Similarly, the melting of snow hydrometers such as in stratiform regions of mesoscale convective systems (MCSs) can also reduce values of r HV to ,0.7. Nonmeteorological scatters typically have low r HV values of ,0.7; however, under certain conditions, r HV values of nonmeteorological scatters can be high and even approach 1.0 (Tang et al. 2014) . The Z DR is the ratio of the horizontally polarized and vertically polarized backscattered power from the radar pulses. Meteorological values of Z DR near 0 dB typically indicate near-spherical drops or tumbling hail. Values of Z DR . 2.0 dB indicate hydrometeors with a large horizontal cross-sectional area such as large drops, while negative values typically indicate vertically oriented ice crystals and conical graupel. More information on the polarimetric variables can be found in Doviak and Zrnić (1993) , Ryzhkov et al. (2005) , and Kumjian (2013a,b,c) .
The quality control steps performed follow many of the individual procedures outlined in Tang et al. (2014) . Tang et al. (2014) filter radar echo by performing quality control procedures on radar bins along the radial. Since the radar data used in this study are gridded and only simplistic control procedures are needed, the quality control procedures are adjusted to work with the gridded dataset. Although the purpose of any quality control procedures is to remove as much nonmeteorological echo as possible while retaining all meteorological echo, for this study more emphasis is placed on removing nonmeteorological echo with reflectivity values that rival those of convection to prevent misidentification of convective cores (following section 3a). Initially, as in Tang et al. (2014) , all pixels with r HV of ,0.95 are removed unless they are identified as being possible hail cores or regions of melting. Hail cores are identified as pixels containing reflectivity $ 45 dBZ and 18-dBZ echo tops . 8.0 km. While Tang et al. (2014) correlated reductions in r HV with temperature data to identify the melting layer, in this study the reductions in r HV are correlated with enhanced reflectivity regions near the height of the typical melting level to avoid including additional uncertainty associated with temperature data from soundings (such as spatial and temporal representativeness). The melting level is identified as pixels containing r HV , 0.7 and reflectivity . 30 dBZ in the lowest 5 km, where reflectivity data must also be present in at least three layers of the column, stretching from the surface to 5 km. Following the r HV filter, a Z DR filtering procedure [not in Tang et al. (2014) ] is included to remove any nonmeteorological pixel clusters that remained. Any pixel containing very high values of Z DR . 5 dB coupled with low values of reflectivity , 10 dBZ are removed because these high-Z DR signals are typically present from biological scatters such as insects (e.g., Browning et al. 2011) . Meteorological echoes with Z DR of .5 dB are largely found in regions of heavy rain or regions containing large drops, which will typically have reflectivity values . 10 dBZ. Last, additional reflectivity filters are applied to the data. Columns are filtered if the rate of change of reflectivity in the lowest two heights is . 50 dBZ or the reflectivity of the lowest level pixel is . 30 dBZ with no echo above. These reflectivity filters enable the removal of any ground clutter with strong reflectivity signals. Once all filters are applied, a nearestneighborhood method is employed to filter out clutter that contains high r HV and that was not removed by the r HV or reflectivity filters. For a given pixel containing reflectivity data, if more than one-half of the neighboring pixels have no or missing reflectivity data, the pixel is filtered and any remaining echoes composed of fewer than three pixels (i.e., 3 km 2 ) are removed [similar to the speckle filter in Tang et al. (2014) ]. After the data have been filtered, any pixel-sized gaps created by the initial r HV filter that are enclosed by meteorological echo are returned to their original reflectivity value. Examples of applying the filters are shown for composite reflectivity observations taken by KBIS for typical ground clutter present during active convection (Figs. 2a,b) and during the overnight bloom (Figs. 2c,d ).
Evaluation of model forecasts a. Comparison procedure
To enable a direct comparison, the radar and model data are evaluated on the same grid. Since the radar grid contains lower horizontal grid spacing as compared with the model grid (1 vs 3 km), the radar domain may contain objects smaller than the grid spacing of the model. Since the model cannot generate objects smaller than 9 km 2 , it would unfairly penalize forecasts when such objects are present in the observations; therefore, the radar data are interpolated to the model grid. Furthermore, while the radar has 1-km vertical grid spacing, the model grid spacing is variable; therefore, the simulated reflectivity field is linearly interpolated in the vertical direction to match the radar vertical grid.
For an unbiased comparison, the model data are further constrained temporally and spatially. While the WRF Model forecasts had no downtime, there were periods when either the KBIS, KMBX, or both radars were down. Forecasts were evaluated hourly when data were present from either or both of the radars, starting at forecast valid hour 7 and continuing until hour 30 (i.e., 0700-0700 UTC), giving the forecast a 7-h spinup time. Similarly, since the model domain covers more area than is observable by the radars, the forecasts are spatially constrained to the area with radar coverage at that time. Although the radar data are composited between two radars, the ''cone of silence'' is still present at low levels and will influence the model evaluations. The cone of silence refers to the lack of coverage directly above the radar that results from the WSR-88D sets only being able to scan up to a maximum elevation angle of 19.58. The area covered by the cone of silence is filtered out to 30 km from both radar locations at each height for both the model data and radar data. The 30-km range is approximately the radius of the cone of silence at the highest evaluation height of 13 km using the elevation angle of 19.58.
In the subsequent analysis, forecast objects are evaluated in two ways. First, observed and forecast convective objects are identified at each height, ranging from 2 to 13 km. Convective objects are defined as continuous reflectivity regions surpassing 45 dBZ (e.g., Caine et al. 2013 ). This first method treats each altitude level separately and there is no check on vertical extent of a particular high-reflectivity area. The second method includes vertical extent and focuses on convective cores. Convective cores are identified as $ 45 dBZ at the 2-km height; this area is then extended across all heights to form a column. Note that while the 1-km height is ideal because of the proximity of echo to the surface and frequent use by forecasters, the 2-km height is chosen to expand the area of analysis. The 1-km height limits the horizontal area of analysis enough to produce detrimental effects on the analysis. For example, even small spatial offsets in forecast convection could locate the convection outside the radar range, reducing the sample size.
b. Forecast assessment
To assess the general performance of forecasts in terms of predictability of $45-dBZ objects, the number of objects, object areal coverage, and mean object sizes with height are aggregated across the entire forecast period and are presented in Fig. 3 . At the base 2-km height, both the WSM6 and Thompson forecasts perform well when compared with observations, generating only 2.9% and 9.1% more objects, respectively (Fig. 3a) . Above 2 km, the differences become much more pronounced. At the typical melting-level height (i.e., 3 km), the reflectivity magnitudes are expected to increase because of the bright band. While the bias in overproducing objects increases to 23.4% for Thompson forecasts at the melting level, WSM6 forecasts underpredict object counts by 17.7%. Between 5 and 10 km, both schemes consistently contain almost double the number of observed objects, with Thompson forecasts overpredicting objects at all heights.
The profile of the total areal coverage of objects (Fig. 3b) follows a similar trend as in Fig. 3a ; however, the overprediction of areal coverage is more pronounced than the number of objects. In general, other than the decrease in area at the melting level for WSM6 forecasts (discussed further in section 4), both forecasts considerably overpredict the area covered by objects through all heights. At the 2-km height, WSM6-and Thompson-forecast objects cover 91% and 51.7% more area than the observations, respectively. This overprediction of areal coverage is in part due to more forecast objects but also results from individual objects being too large (Fig. 3c) . For Thompson forecasts, both the overprediction of object counts and larger mean object sizes contribute to the bias in areal coverage. For WSM6, the bias in areal coverage in the lower troposphere is primarily due to overprediction of object sizes, as the number of objects is predicted well. In the upper troposphere, the WSM6 object sizes are consistent with observations (especially above 8 km), but the object counts are too high. This indicates that the primary cause of the areal coverage bias transitions from object size to object count as one goes to higher altitudes.
To investigate the internal structure of convection, contoured frequency-by-altitude diagrams (CFADs; Yuter and Houze 1995) are generated for the entire forecast period. CFADs of the reflectivity field with height are found by identifying the convective cores at 2-km height and mapping the area covered by the cores vertically; therefore, the reflectivity of each grid square with height within the column of the 2-km core is included. It is apparent from the CFADs that the forecasts contain a wider spread of reflectivity values within convective cores (Fig. 4) . The WSM6 CFAD also contains a different slope FIG. 3 . The (a) total number, (b) area coverage, and (c) mean object area of $45-dBZ objects with height. The blue lines represent forecasts using the WSM6 microphysical scheme, the red lines represent the Thompson microphysical scheme, and the black lines represent radar observations. In (c), the solid lines represent the mean object area and the dashed lines are the mean 6 1 standard deviation (note that the dashed lines are not plotted when negative).
in maximum frequencies than observations (Figs. 4a,b) . The frequencies of $45-dBZ reflectivity values within WSM6 convection remain relatively similar between 2 and 8 km and do not decrease with height as in the observations. In directly comparing the frequency distributions, it is seen that WSM6-simulated convection is frequently too weak by 5-10 dBZ up to 31% of the time below 5 km; however, simulated convection is generally too intense between 5 and 8 km 26% of the time (Fig. 4c) . WSM6 is missing the most intense (i.e., .55 dBZ) convection. The Thompson CFAD slope and reflectivity distribution are more similar to the observations but contain notably more spread than the observations (Figs. 4a,d ). The wider distribution is caused by the Thompson forecasts containing more intense convection than the observations throughout all heights (Fig. 4e ). Thompson and WSM6 perform differently near the melting level, where WSM6 forecasts are frequently too weak by at least 10 dBZ 33% of the time and Thompson forecasts are too strong by at least 10 dBZ 26% of the time (Figs. 4c,e) .
To gain additional insight, the likelihood of individual convective cores surpassing certain depths and intensities is analyzed (Fig. 5) . Of all convective cores at 2 km, 20%, 35.7%, and 44.6% of cores retain reflectivity magnitudes above 45 dBZ at 6 km and 3.3%, 5%, and 6.9% reach 10 km for the observations, WSM6, and Thompson, respectively. These results show that the forecasts contain more cores that extend deeper into the troposphere than the observations, with Thompson forecasts containing more than double the number of cores reaching 6 and 10 km. At the 2-km height, only 11.8% of observed cores contain reflectivity values surpassing 55 dBZ and 1.6% surpass 60 dBZ (Fig. 5b) , while only a few cores surpassed 65 dBZ and none were observed above 70 dBZ. WSM6 has only 2.8% of cores reaching 55 dBZ, and no cores reach 60 dBZ, indicating the forecast convective cores are too weak (Fig. 5a) . Conversely, Thompson convective cores are overly intense and have 52.5% and 30.8% of cores reaching 55 and 60 dBZ, respectively, with a few cores even surpassing 75 dBZ (Fig. 5c) . The same trends are visible throughout the vertical plane. To highlight further the intensity biases, the profiles are normalized by the number of identified cores ($45-dBZ objects) at each height and are shown in Figs. 5d-f. In total, while 4% of all observed cores surpass 55 dBZ at 10 km, none surpass 50 dBZ in the WSM6 forecasts, and 2% of the Thompsonforecast cores manage to surpass 65 dBZ at the same height (Figs. 5d-f) . The highest-reflectivity regions in Thompson extend far into the upper troposphere, while in WSM6 the intensity rapidly decreases with height. To summarize, while both microphysical schemes generate more convective cores with height, the strongest cores are too weak in WSM6 and too strong in Thompson.
Sensitivity to simulated reflectivity calculation
Since there is a great deal of uncertainty in deriving the simulated reflectivity field, a second, commonly utilized method is used to determine the sensitivity of the results to reflectivity calculation. For the second method, the radar reflectivity factor is computed following the procedure outlined in Koch et al. (2005, hereinafter referred to as K05), where the radar reflectivity factor is determined using fixed assumptions about the distributions of hydrometeor size and shape for rain, snow, and graupel and primarily relies on their mixing ratios. The K05 method was previously used by a multitude of studies (e.g., Kain et al. 2008; Weisman et al. 2008; Kain et al. 2010; Clark et al. 2012; Pinto et al. 2015) , and versions of this method are found in many widely used postprocessing packages such as Read/ Interpolate/Plot (RIP), version 4, and NCAR Command Language (NCL). The K05 method constants (e.g., graupel density) were adjusted to match the constants within the WSM6 and Thompson schemes during calculation.
The aggregated evaluation of objects across the forecast period using the K05 method is presented in Fig. 6 . While WSM6 had nearly identical object counts as the observations at 2 km with the WRF method (dashed lines), the K05 method (solid lines) contains 45% more objects, which nearly doubles the areal coverage bias that was already present with the WRF method. At the 3-km melting level height, the underforecasting of object counts and areal coverage found with the WRF method is no longer present, with object counts nearly doubling and the areal coverage being over 3 times the observations with the K05 method. The increase in object counts and areal coverage with the K05 method (relative to the WRF method) is visible across all heights for WSM6. Contrary to the WSM6 K05 results, the Thompson biases in overpredicting the number and areal coverage of objects that were present with the WRF method are similar or substantially reduced throughout all heights with the K05 method. The object count bias is reduced by around one-half above the melting-level height by using the K05 method; however, the greatest differences are in the areal coverage values. For example, for Thompson forecasts at 4 km, the WRF method areal coverage was 160% greater than the observations, which is reduced to only 25% with the K05 method (Fig. 6b) . While Thompson mean object sizes were typically around 30 km 2 larger than the observations with the WRF method, the K05 method generates objects that have very similar mean sizes (and standard deviations) to the observations, from 2 up to 9 km. For many heights and parameters, the variability in switching simulated reflectivity calculations results in equal if not larger differences than by retaining the same calculation but switching microphysical schemes.
Analysis of the vertical reflectivity distribution within convective cores using the K05 method reveals that WSM6 CFADs have only minor differences between the two methods (cf. Figs. 7b and 4b) . The 5-10-dBZ weak bias at the height of the melting level visible in the WRF FIG. 6 . As in Fig. 3 , but using the K05 method. The dashed lines in (a) and (b) present the WRF method for reference (from Fig. 3 ). Fig. 4 , but using the K05-simulated reflectivity calculation.
FIG. 7. As in
method is not present using the K05 method and only a slight increase in the strong bias is visible above 8 km (Fig. 7c) . The Thompson CFAD changed more noticeably and contains less spread with the K05 method (cf. Figs. 7d and 4d) , resulting in the forecast CFAD looking more similar to the observed CFAD. The reduced spread in the reflectivity distributions is due to a lack of the positive (high) intensity bias that was present in the WRF method (Fig. 7e) . These reductions in core intensity with the K05 method are also visible in Fig. 8 . The high bias in the frequency of WSM6 convective cores reaching higher altitudes is relatively unchanged between the K05 and WRF methods, but the weak bias in reflectivity magnitudes is lessened (Fig. 8a) . The amount of WSM6 cores surpassing 50 dBZ at the 2-km height increases from 24.5% in the WRF method to 42.2% in the K05 method, better matching the observations; however, the greatest changes in intensity are limited to below the melting level as the K05 and WRF profiles have marginal differences aloft (Figs. 8a,d ). The high bias in Thompson core depths improves, reducing from 44.6% of cores reaching 6 km to 28% (as compared with 20% in the observations). The difference is further improved at 10 km, where only 3.5% of the K05 Thompson cores reach 10 km as compared with 6.9% with the WRF method, where the observed frequency is 3.3% (Fig. 8c) . The high intensity bias in the Thompsonsimulated reflectivity is also improved throughout all heights, although forecast cores are still too intense, particularly near the surface (Figs. 8c,f) . In general, the normalized frequency of Thompson cores matches the observed cores very well above 6 km, except the strongest cores still contain higher reflectivity values than the observations (Fig. 8f) . While the objective evaluation across the entire period shows differences statistically, a subjective analysis is necessary to see how physically consistent storm systems are and to investigate the entirety of the simulated storm structure. A case representative of the biases found in the analysis is displayed for Thompson forecasts in Fig. 9 . The 0100 UTC 2 June 2015 (25 h) forecast includes a mesoscale convective system and scattered isolated deep convection. At all heights, it is apparent that high-reflectivity regions cover more area using the WRF method than the K05 method, which agrees with the overall findings that convective cores are larger and more intense when using the WRF method (Figs. 9a,d ). The levels of performance between the two methods are most similar at 6 km, especially in coverage (Figs. 9b,e) . Although not the main focus of this study, large differences in anvil intensity exist at 10 km, with the K05 anvils being 5 to almost 15 dBZ more intense than the WRF method and seemingly containing larger anvils (when considering .0-dBZ regions; Figs. 9c,f,i) .
A cross section through one of the intense storm cells following from point A to B in Fig. 9 reveals major FIG. 8 . As in Fig. 5 , but using the K05-simulated reflectivity calculation. differences between the two methods (Fig. 10) . The differences noted in the statistical analysis between the two reflectivity calculations are clearly visible in the cross sections. The maximum reflectivity in the K05 convective core is nearly 10 dBZ weaker than in the WRF method core (Figs. 10a,c,e) . The general higher intensity of cores using the WRF method results in wider and taller cores as the 45-dBZ isoline (i.e., the definition of a convective core in this study) extends to ;11 km (as compared with ;9 km in the K05 method). The same higher intensity associated with the WRF method is seen for shallower convection (e.g., cell at 49.58N in Figs. 10b,d,f) . There is also a complete lack of a stratiform precipitation region in the K05 method that is present in the WRF method. Based on the reflectivity field, the (.0 dBZ) anvil appears to be longer and wider in the K05 method (Figs. 10a,c) . Interpretation of these simulated reflectivity fields may be misleading, as one may draw the conclusion that there is little snow aggregation present in the anvil of the K05 storm; however, the opposite conclusion may be reached when analyzing the storm using the WRF method, yet the snow hydrometeor fields are identical for both (the differences stem from K05 using the same fixed size distribution regardless of scheme). The reflectivity field generated by the WRF method and associated with the stratiform region covers almost 2 times the area of the corresponding K05 field (Figs. 10b,d ). The differences between the K05 and WRF methods are likely caused by K05 assuming a fixed distribution of hydrometeors; however, more detailed analysis investigating individual hydrometeor fields is required to better understand from where the differences stem. Figure 11 shows the same case as in Figs. 9 and 10, but for the WSM6 scheme using the WRF method to determine the simulated reflectivity field only. While the forecast convection has different characteristics than those depicted in Fig. 9 because of the variation in microphysical schemes, it is easy to identify the corresponding convective elements. The cross section across this storm system reveals an artificial decrease in the reflectivity magnitude at the 3-km melting level by around 10 dBZ (Fig. 11d) , which is commonly present in the WRF method for WSM6. This misrepresentation of reflectivity intensity at the melting level causes WSM6 forecasts to contain a sharp decrease in objects and area at that height (Figs. 3a, b) and was depicted well in the aggregated CFADs (Fig. 4c) . It was also noted that WSM6 contained more small, cellular elements than Thompson (which was observed throughout the forecast period); however, these cells are typically weaker (i.e., ,40 dBZ) and did not have a pronounced impact on the evaluated convective cores. While the cores for this case were visible extending to the same height in the Thompson and WSM6 forecasts, the anvil regions are also much less pronounced in the WSM6 scheme (Figs. 11c,d as compared with Figs. 9 and 10), which is likely caused by the single-moment representation of rain and snow hydrometeors (e.g., Morrison et al. 2009 ).
Summary and conclusions
Four months of daily summertime forecasts generated by two models with differing microphysics (WSM6 and Thompson) were evaluated to determine the accuracy in depicting the vertical structure and depth of convection. Forecasts were evaluated by comparing the simulated reflectivity field as internally generated within the WRF Model with observations taken by two S-band radars. An analysis of convective objects aggregated over the entire forecast period identified several differences between observed and forecast reflectivity objects. At 2 km both forecasts performed reasonably well; however, very large differences were found at higher altitudes. Forecasts were found to overpredict the number of convective objects above the melting layer. Mean forecast object sizes were also too large, resulting in convective objects that covered double the amount of area relative to observations. Simulated convective cores were also deeper than in the observations, with forecasts generating between 1.4 and 2.2 times as many observed cores reaching 6 and 10 km. While the number, depth, and coverage of simulated convective cores was greater than the observations, the intensities varied according to microphysics scheme. WSM6 cores were generally too weak, and regions of high reflectivity did not extend far enough vertically. Furthermore, the vertical reflectivity distribution did not follow the same slope as the observations. Thompson cores were significantly stronger, with 13.5% of all cores containing reflectivity values that surpassed the highest observed reflectivity value. Thompson CFADs had a similar slope to observations, but they contained considerably more spread. The results showcase the importance of expanding forecast evaluation into multiple levels, as evaluation at one level may lead to conclusions that are not representative for the entire three-dimensional system. Further development and implementation of three-dimensional evaluation techniques are needed to ensure identification, and subsequent improvement, of forecast biases. Future precipitation evaluation studies should consider integrating three-dimensional reflectivity data into their evaluation, because analysis of the convective vertical structure can be useful in helping to identify where biases in the precipitation field originate from.
To assess the uncertainty introduced by variations in reflectivity calculation, a sensitivity study was performed comparing the WRF-simulated reflectivity field against a commonly utilized method (the K05 method). Although the results using both methods led to the same overall conclusions, there were a number of major differences between the two methods. For some analyses, the differences introduced by changing the reflectivity calculation method were of the same magnitude as the differences generated by changing microphysical schemes. While the simulated reflectivity field provides a way to evaluate model forecasts in a three-dimensional manner and can reveal a plethora of information about convective processes, determining the radar reflectivity factor from model simulations contains substantial uncertainty, especially for singlemoment schemes. Both forecasters and researchers should use the simulated reflectivity field as general guidance but be cautious when relying on it for specific storm attributes. To alleviate some of the uncertainties, development and use of forward radar simulators may produce simulated variables that are more equivalent to those observable by radar, thereby allowing a more direct storm comparison.
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