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strategies  as  well  as  generative  adversarial  networks  and  algorithms  using  generated 
confrontational  learning approaches. In order to address the problem of weakly  labelled tumour 
images,  generative  adversarial  deep  learning  strategies  are  considered  for  the  classification  of 
different tumour types. The proposed data fusion approaches provide a novel Artificial Intelligence 
(AI) based  framework  for more  robust  image registration  that can potentially advance  the early 
identification  of  heterogeneous  tumour  types,  even  when  the  associated  imaged  organs  are 
registered as separate entities embedded  in more complex geometric spaces. Finally, the general 
structure  of  a  high‐dimensional medical  imaging  analysis  platform  that  is  based  on multi‐task 
detection and learning is proposed as a way forward. The proposed algorithm makes use of novel 










Incidences  of  breast  cancer  have  dramatically  increased  over  the  past  30  years,  with  the 
maximum number of  incidents having gradually shifted  from  the 40–44 age group  in  the past 20 








Compared  with  other  clinical  imaging  methods  for  breast  disease  diagnosis,  magnetic 
resonance  imaging  (MRI)  is characterised by  its excellent soft  tissue resolution and no radiation 
damage  from  X‐ray  examination  [2].  Recent  advances  in  a  dedicated  breast  imaging  coil,  the 




agent  not  only  improves  the  spatial  and  temporal  resolution  of  breast MRI,  but  also  combines 
morphology  and  haemodynamics,  and  enables  a  more  accurate  estimation  of  image  intensity. 
Furthermore,  the  contrast between different  tissues  in  resultant  images  is  enhanced. Changes  in 
intensity of the MRI signal with time reflect dynamic rather than steady‐state characteristics of the 
tissue of interest, allow the evaluation of the blood inflow and outflow in the tissue and show changes 
















efficiently  extract  such  information,  dramatically  improving  on  the  diagnostic  accuracy  of 
conventional imaging diagnosis [4]. 
Most computer based DCE‐MRI detection systems of breast cancer are focused on the detection 
of  lesions, but  there are  relatively  fewer studies on  lesion diagnosis. Existing magnetic  resonance 
image  processing  software  requires manual  guidance  and  adjustment,  so  its  processing  time  is 
relatively long. Furthermore, due to the gradients in the main magnetic field or due to patient motion, 
the results can show large variations in tumour detail and the image segmentation and classification 
effects are not  ideal.  In addition,  in  traditional high‐dimensional DCE‐MRI analysis,  time domain 





tumour classification  framework. By discussing advances  in  learning algorithms and classifiers, a 
new generic approach for multi‐dimensional image analysis is proposed. This should also be equally 
applicable  to  other medical  imaging modalities,  such  as  X‐ray  tomography,  terahertz  imaging, 
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acoustic  imaging,  etc.  and  has  the  potential  to  effectively  solve  several  practical  problems 
encountered in clinical medicine. 
To clarify these concepts, this paper is structured as follows: Section 1 provides an introduction 
to breast DCE‐MRI as  this  is  the more well‐established modality  for building breast MR  imaging 
systems.  Section  2  discusses  generic  computer  aided  detection,  diagnosis  and  classification 
methodologies  applicable  to  high  dimensional  (breast  tissue)  MRI.  The  importance  of  breast 
parenchymal  background  classification  in  the  identification  of  breast  cancer  is  highlighted.  A 
discussion on MRI radiomics is also provided as a high‐throughput quantitative feature extraction 
strategy for tumour detection. In addition, computer aided detection and diagnosis methodologies 
are  summarised,  and  the  importance  of  self‐supervised  and  semi‐supervised  deep  learning 
methodologies  is  articulated.  These  are  emergent  topics  within  the  current  computer  science 
community. The analysis of high‐dimensional  image datasets  is also discussed and placed  in  the 
context of recent advances in tensor based image reconstruction. Because artefacts can be generated 
in  image  reconstruction  as well  as  in  segmentation  processes  based  on multi‐channel  intensity 
gradients  tensorial de‐noising approaches need  to be considered. These make use of higher order 
singular  value  decomposition  routines.  However,  due  to  the  universal  applicability  of  these 







images  at  different  time  stamps,  so models  of  predictive  value  on  disease  proliferation  can  be 
generated. Self‐supervised learning allows boosting the performance of machine learning models by 








At present,  there are not many studies  that  jointly discuss  the detection and classification of 
breast tumours using DCE‐MRI, and most studies focus on either the detection or classification alone. 
Since detection may benefit  from  advances  in multi‐feature  classification, platforms  that adopt  a 
unified data fusion framework are more likely to detect the disease at an early stage. In the following 
sections, we will  first  summarise  relevant  research  on  breast  fibrous  glands  as  the morphology 
provides distinct features that may be extracted in a classification context. We then explore relevant 
research  on  histology‐based  imaging,  and  discuss  annotation  issues  encountered  in  magnetic 
resonance and more specifically DCE‐MRI. Subsequently, we provide an account of recent strategies 
and  newly  developed methods  of  performing  computer‐aided  diagnostic with  an  emphasis  on 
classification systems for the analysis of DCE‐MRI. Subsequently, we discuss new opportunities and 
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A  robust  feature  detector  actually  provides  information  on whether  a  particular  feature  is 
present  in an  image or not. There are  four groups of features: empirical, structural, statistical and 




shape or  region and centroid;  this way a more mathematical description can be attributed  to  the 
observed features. Statistical information regarding the observed features in tumour images include 
the area of the nucleus or the centroid of the mass. Mean, Median and Standard Deviation can provide 
some potentially  important  information on  the observed  features and also have  some diagnostic 
potential. Thus  statistical  features  can be  also used  as  additional  information  at  the  input of  the 
classifier. 
An  alternative  approach  to  improve  the  classifier  performance  is  to  invoke  deep  learning 
strategies.  In deep  learning,  features  are  extracted  from data directly, using non‐linear  inference 
engines  in  a  similar way  to  that  of  an  expert  performing  the  diagnosis. The  advantage  of  such 





In a conventional  image classification  task,  features are extracted  locally using specific  rules. 
Local  texture  and  statistical  features  are universally  accepted as  the more  important  features  for 
breast image classification. However, most current state‐of‐the‐art techniques generally extract the 
features globally using kernels. These global features are the most used for image classification. It 
must  be  noted,  however,  that  features  extracted  for  classification do  not  always  carry  the  same 
importance.  Some  features may  even  contribute  to  a  degradation  of  the  classifier  performance. 
Inappropriate prioritization of some features can increase the classifier load as well as increase the 
model  complexity.  In  contrast  successful  prioritization  has  the  additional  benefit  of  reducing 
computational time. For an in‐depth discussion on feature extraction of breast tumours, the reader is 
referred to [9]. 





emphasises  the  importance  of  observing  the  breast  parenchyma,  fibrous  gland  and  background 
parenchymal enhancement  in  the structured MRI  [10].  In  the  improved 2013 version of BI‐RADS, 
previous breast parenchymal background  classification based on  the percentage of  fibrous gland 
tissue and fat was remodelled and sub‐divided into more classes: a predominantly fatty tissue class, 
a scattered sparse tissue class and a heterogeneously dense or extremely dense tissue class [11]. Boyd 





have  a  low  risk  even  if  they  have  benign  proliferative  diseases.  Background  parenchymal 
enhancement (BPE) is the normal manifestation of enhanced fibrous gland tissue during DCE‐MRI 





unilateral  invasive  breast  cancer,  the  quantitative  BPE  of  contralateral  normal  breast  showed  a 
continuous  downward  trend,  similar  to  the  change  in  tumour  size  during  neo‐adjuvant 
chemotherapy. Their work showed that there was a predictive aspect of BPE on the therapeutic effect 
of  a  treatment.  Furthermore,  it  also  showcased  that  an  early  reduction  of  bacterial  artificial 
chromosome  (BAC)  in  neo‐adjuvant  chemotherapy  was  positively  correlated  with  pathological 





Radiomics  research  is  currently  a  very  promising  and  emergent  research  topic  in  imaging 
informatics. The concept of radiomics was first proposed in 2012 by Lambin et al. [15]. In the past 
decade, Gillies et al. [16] found that the wider proliferation of pattern recognition tools, the increase 
in  the  size  of  data  sets  and  the  high‐throughput  extraction  methodologies  have  dramatically 
benefitted  computed  tomography  (CT),  positron  emission  tomography  (PET)  and  magnetic 






these  data  extracted  from  individual  patients  with  similar  data  from  other  patients  using 
bioinformatics  tools,  researchers  are  able  to  develop  models  that  may  potentially  improve  the 
diagnostic, prognostic and predictive accuracy. In contrast to the traditional method of processing 
medical images through visual interpretation, further analysis is possible on the basis of radiomics 




differences  between  individual  oncological  patients  according  to  the  age  and  the  phenotypic 
expression of  the disease. Montemurro  [17] and other researchers have shown that  the diagnostic 
performance of DCE‐MRI and diffusion‐weighted imaging (DWI) can predict the biological behavior 
of individual breast tumours and evaluate the suitability of the treatment plan. Shin [18] found that 
on high‐resolution DWI of breast  cancer patients,  the mean apparent diffusion  coefficient  (ADC) 
value of ER‐negative tumours was significantly higher than that of ER‐positive tumours (p = 0.005), 
which suggested that the ADC values on tumour and peritumoural stroma allow a good distinction 
of different biological  labels. Sutton  [19]  and other  studies have  found  that  the kurtosis  features 






allow  the  prediction  of  patients’  response  to  neo‐adjuvant  chemotherapy with  area  under  the 
receiver operating characteristic curve (AUC) of 0.79. 
Radiomics usually begins with data acquisition.  It relies on the analysis of a  large volume of 
medical  images  combined  with  locally  or  globally  extracted  specific  biomarkers,  and  on  the 
examination of the expression of genes associated with specific pathways, e.g., mTOR, as well as on 
the corresponding clinical data at  the  tissue or organism  level  to reveal  the correlations  that exist 
between  them. Thus radiomics may provide a more robust quantitative and objective support  for 
decisions  surrounding  cancer  detection  and  treatment  [15].  This  is  accomplished  by  fusing  the 
quantitative  information  from medical  images  and  combining  the  imaging  features with  clinical 












Over  the  past  few  years,  digital  image  processing  by  using  convolutional  neural  networks 
(CNN‐based deep  learning), has become a well established modality. This is combined with deep 
learning methods  to  successfully perform  segmentation of brain MRI  images and  classify  lesions 
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based on histopathological  images, etc. Deep  learning methods have been used  in computer‐
aided design (CAD), such as IBMʹs diagnostic robot “Watson” [22,23]. Watsonʹs working principle 
is  to use deep CNNs  to  learn  a  large  amount of  image  features  through pattern matching,  then 






(e.g.,  based  on  threshold  segmentation,  area  growth  or  fuzzy C  clustering,  etc.)  and  interactive 
recognition  (after  an  expert manually  selects  the  outline  of  the  lesion  and  then  cuts  the  edge). 





and  rapid  diagnosis  of  breast  cancer.  This  learning modality  constitutes  a  new method  for  the 











[28–30],  linear discriminant  classifiers  (LDAs)  [31], k‐nearest neighbours  (k‐NN)  [32], multi‐layer 
artificial  neural  networks  (ANNs),  decision  trees,  etc.  SVM  is  still  the  most  commonly  used 
classification  method  [33,34].  In  addition,  ANNs  are  also  powerful  classification  tools  [35,36]. 
Inspired by  the artificial  immune algorithm, Peng et al.  [37] used a semi‐supervised algorithm  to 
reduce  classifier  dependence  on  labelled  data.  Supervised  information  marked  by  professional 
doctors is introduced into the algorithm to guide the clustering process. By measuring the distance 
between  the  feature vectors of  two  samples,  the probability  that  they  are divided  into  the  same 
category is calculated. Finally, the unlabelled samples are clustered with reference to membership. 




gap,  normal  glands  and  diseased  tissue.  These  high  resolution  images  enable  researchers  to  (i) 
distinguish between types of breast  lesions and search for distinct features  in the regions of these 
lesions,  by  identifying  and  analysing  the  background  image  features  of  each  mammary  gland 
through multiple dynamic parameter changes [38]; or (ii) to extract image features based on specific 
pixels  in  the segmentation  [39,40]; or (iii)  to use a classifier  for diagnosis and prediction of breast 





Markov  random  field  algorithms  for  classification  at  the  decision  level  to  achieve  breast  cancer 









breast  tumours  in  breast  images  obtained  using  a  molybdenum  target,  conducted  a  detailed 
comparative analysis of their performance Pawlovsky et al. [47] used a k‐NN algorithm to diagnose 
breast cancer and  the  settings of  the algorithm were  further assessed  in detail; Kharya et al.  [48] 
applied the Naive Bayes algorithm for the classification of breast tumours. 
Furthermore, Yang  et  al.  [49]  focused  their  attention  on  specific  features  of  selected  breast‐














Time  curve  of  DCE‐MRI  is  an  additional  feature  of  clinical  value  and,  therefore,  it  would  be 
appropriate for it to be incorporated in any AI based classifier. 
Other works  in  the  literature address problems related  to DCE‐MRI  tumour classification by 
combining data  interpolation [50], compressed sensing technology [51], tensor decomposition and 




Identification  of  nonlinear  and  highly  correlated  variables  hidden  in  high‐dimensional data  is  a 
challenging task. Traditional MRI analysis is often limited to one‐dimensional information, ignoring 




the  complexity  and  diversity  of  the  data,  dynamic  high‐dimensional  images  do  not  have  linear 
characteristics, so linear transforms may not be used. The commonly used nonlinear dimensionality 






same  time. By adopting a spatio‐temporal  tensorial dataset  framework, de‐noising becomes more 
efficient because the variance in the noise across columns and rows in the tensor is co‐averaged and 
tumour  images with  different  structures  can  be  transformed  into  simple  geometric  objects with 
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greater  precision. Using  hierarchical  decomposition,  a  geometric  interpretation  of  the  images  is 
possible through deep reinforcement learning. Such multi‐dimensional unified learning is proposed 
in  [56,57]. Yin et al.  [52] explored a  tensor‐based nonlinear dimensionality reduction algorithm  in 
order  to  retain  the  data  space  structure.  In  combination with  principal  component  analysis,  the 
proposed  methodology  enables  us  to  overcome  the  dimensional  bottleneck  that  restricts  the 
application  of  3D  reconstruction.  Due  to  the  unpredictability  of  tumour  images  and  the  non‐
uniformity  of  the  image  intensity  in  tumour  regions,  the  information  in  the  time  and  space 
dimensions  is  analyseanalysed,  so  as  to  isolate  image  noise  interference,  reconstruct  connected 
tumour areas and reduce false positives, thereby improving the accuracy of automated recognition 
of breast tumours via DCE‐MRI [52]. In order to solve the practical problem of the lack of labelled 
breast  tumour  data  samples,  [52]  proposes  a  semi‐supervised  framework  for  breast  tumour 
classification based on multi‐task generative learning. This approach provides a new theoretical basis 
for  the  development  of  classification  technology  for multi‐dimensional  spatio‐temporal medical 
image data. 
2.5. Tensor Based MRI Image Analysis and Classification 
As  stated  earlier, DCE‐MRI provides  a  time  series of  three‐dimensional magnetic  resonance 
imaging. According to geometric algebra [58], one can match complex geometric objects of different 
dimensions  through a range of simple  transformations. Thus,  it  is possible  to generate a series of 
three‐dimensional spatial image data (Volumes), after clustering information, from multiple block‐
related regions (a trivector). These three‐dimensional blocks are a series of two‐dimensional spatial 
image stacks  (Planes) arranged  in  three different directions. The  two‐dimensional  images  in each 
direction combine the time frame sequences to form a three‐dimensional space‐time image (trivector); 
each row or column on the image, combined with the time series, forms a two‐dimensional space‐
time  image  (bivector).  Figure  2  shows  the  basic  components  of  3D  magnetic  resonance  image 
structure data based on a third‐order tensorial representation. 
 










(obj.Volumes),  along with  three  orientations  in  a  spatial  space. Considering  that  an  image pixel 
corresponds to a point that is a scalar to be presented by 1; rows or columns of MRI are vectors to be 
labelled by  i ,  321i ，， ; planes of MRI are bivectors, represented by  ji  ji , ji ; volumes 




tensor. A  third order  tensor has a directional definition  in space, so any associated spatial matrix 
consists of three directional slices: horizontal, vertical and frontal. Tensor factorisation of a 3D spatial 











iu   =   i1v ,   i2v ,  i3v ,  i4v ,  i5v ,  inv   (n = 6  to account  for different  time  frames). The set of all  state 















corresponding  eigenvectors  }{eE   and  eigenvalues  λ  =  {λ1,  λ2,…,  λ6} by  solving  the generic 
equation λE = ΔE. A PCA routine of dynamic basis image datasets at each of the image modes yields 
6 eigenvectors. As a result, a new mode vector is reconstructed  E      for each of the different 
channels (state points) (   = 1, 2,…, 6). Then A can be matricised to   MN  to generate ι modes 
of basis  images.  In order  to  reconstruct a  tensor  for a 3D MRI approximation,  the  tensor product 
between the averaged core tensor and three modes of filtered basis images is calculated. This product 
is  expressed  as  332211C   a ,  where    3 1a C31C . Finally,  the  spatio‐temporal 
features  are  reconstructed  in  a  3D  space. An  example  of  the  resulting  volume  image  generated 
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following reconstruction from multiple channels is illustrated in Figure 4c. One can clearly observe 









leads  to  better  defined  tumour  boundaries  with  reduced  ambiguity  and  eliminates  artefacts 
generated through the standard FCM reconstruction process. 
 
















made  real‐time  image segmentation and classification possible. With  the help of DCNNs, a  large 
number of new  image analysis and classification algorithms have emerged  [66–69]. In  the  field of 
medical image analysis and classification, GoogLeNet [70], a multi‐scale residual network (MSRN) 
[71], U‐Net neural network model  [64],  class  structure‐based deep  convolutional neural network 
(CSDCNN)  [72], a mixture ensemble of convolutional neural networks  (ME‐CNN)  [73] and some 
others [74] have been explored. Unlike traditional methods, image classification algorithms based on 
deep  learning do not  require manual  extraction of  image  features, and  they  can  integrate  image 
feature decomposition, feature fusion and image reconstruction into an end‐to‐end network model. 
These  approaches greatly  simplify  the  experimental process,  speed up model  execution  and  can 




dimensional  medical  images.  By  decomposing  high‐dimensional  images  into  simple  geometric 
elements, such as points, lines, areas and volumes, and combining geometric algebra to analyse the 
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multidimensional characteristics spatiotemporal data, a multi‐scale deep classification system can be 












spatial  images,  i.e.,  super  voxel  [80],  Gray  Level  Co‐ocurrence  Matrix  (GLCM)  and  Haralickʹs 
statistical measures  [81],  2D wavelet  transforms  [82,83]  or  two  dimensional  functional  principal 
component analysis [84]. Another possibility is to use an image segmentation algorithm for three‐
dimensional  spatial  images,  i.e.,  LCCP  super‐voxel  [85],  3D  wavelet  transform  [86];  or  image 
segmentation algorithms  for 3D  time‐space  images,  i.e., SLIC super‐voxel  [87] approaches.  Image 
sequences of different dimensions may use different image analysis strategies to form a collection of 
scale‐dependent features to be further analysed using a multi‐task deep learning network framework. 












Otsu  thresholding. As  imaged  tumours  in MRI  normally  show  higher  intensity  levels  than  the 
background, clustered pixels with low intensity associated with normal tissue are easily removed. 
An approximate area in the vicinity of the tumour can be over‐segmented to super‐pixels using SLIC 




they  are  spatially  adjacent  to  each  other  (according  to  an  8‐pixel  adjacency matrix  law). After 
DBSCAN clustering (Module 4), a set of tumour and (non)tumour patches are generated, where a 
















(inductive  SSL);  the  second  is  predicting  labels  for  the  already  available  unlabelled  samples 
(transductive SSL) [89]. 




SSL  is naturally practiced by medical personnel  in medical  imaging, during segmentation as 
well as for diagnosis. For example in image segmentation, an expert might label only a part of the 
image,  leaving many samples unlabelled.  In computer‐aided diagnosis,  there might be ambiguity 
regarding the label of a subject, so instead of adding these subjects to the training set or removing 
them completely,  they can still be used  to  improve  the classifier performance  [90]. Von et al.  [91] 
presented an extension of Anderson’s Rational Model of Categorization and this forms the basis for 
SSL. Using an unconstrained  free‐sorting  categorisation  experiment,  it was  illustrated  that  labels 
were only useful to participants when the category structure is ambiguous. 
Typically  semi‐supervised  approaches  work  by  making  additional  assumptions  about  the 

















Therefore, boosting  the performance of machine  learning models by using unlabelled  as well  as 
labelled data is an important but challenging problem. 
Though  self‐supervised  learning  presents  one  possible  solution  to  the  key  challenge  of 
identifying a suitable self supervision task, i.e., generating input and output instance pairs from data, 
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existing  self‐supervised  learning  strategies  applicable  to medical  images  so  far  have  resulted  in 
limited performance improvement. A promising future direction is discussed in the work by Chen et 
al. [93], who proposed a novel self‐supervised learning strategy for medical imaging. The approach 









two  operations,  i.e.,  cube  rearrangement  and  cube  rotation,  which  enforce  networks  to  learn 
translational and rotational invariant features from raw 3D data. Compared to the train‐from‐scratch 
strategy, fine‐tuning from the pre‐trained network leads to a better accuracy on various tasks, e.g., 
brain  hemorrhage  classification  and  brain  tumour  segmentation.  The  self‐supervised  learning 
approach  can  substantially  boost  the  accuracy  of  3D  deep  learning  networks  on  the  volumetric 




networks  are  trained  simultaneously,  with  one  tuned  on  image  generation  and  the  other  on 
discrimination. Adversarial training schemes have gained popularity in both academia and industry, 







(i) Although medical  data  sets  become more  accessible  through  public  databases, most  are 
restricted  to  specific  medical  conditions  and  are  specific  to  measurement  equipment  and 
measurement  protocols.  Thus,  availability  of  data  for  machine  learning  purposes  still  remains 
challenging, nevertheless  synthetic data  augmentation  through  the use  of  generative  adversarial 
networks  (GAN) may  overcome  this  hurdle.  Synthetic  data  also  helps  overcome  privacy  issues 
associated with medical data. It also addresses the problem of an insufficient number of positive cases 
that may  be  associated with  each pathology, which  limits  the number  of  samples  for  training  a 
classifier. 
(ii)  In addition,  it  is also widely accepted  that  there  is  limited expertise  in annotating certain 
types of medical images or the annotation is so laborious that only a limited number of samples are 
incorporated  in certain databases. For certain  types of medical  images, scaling,  rotation,  flipping, 
translation and elastic deformation have been used as a means to systematically augment datasets to 
increase the number of training samples [98]. However, these transformations are rather limiting in 
that  they do  not  account  for  additional  variations  resulting  from different  imaging  protocols  or 





Certain  types  of  medical  images  are  also  too  expensive  to  generate,  so  there  is  an  interest  in 
synthesising  image samples. Zhang et al.  [100] discussed the use of an adversarial  learning‐based 
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More  specifically, deep  convolutional GANs  (DCGANs), Wasserstein GANs  (WGANs)  and 
boundary equilibrium GANs (BEGANs) can be used to synthesise medical images and their success 
rate can be compared. The justification for convolutional neural networks (CNNs) being applied in 
the GAN models,  is  that  these  can  capture  feature  representations  that  describe  a  high  level  of 
semantic information in images. Synthetic images can be subsequently generated by employing the 
generative  network  mapping  established.  The  effectiveness  of  the  generative  network  can  be 
validated by a discriminative network, which is  trained to differentiate the synthetic  images  from 
real images. Through the adoption of a minimax two‐player game learning routine, the generative 
and discriminative networks can train each other. The generated synthetic images can be finally used 
to  train  a CNN  classification model  for  tissue  recognition.  Through  experiments with  synthetic 
images, a  tissue  recognition accuracy of 98.83% has been achieved  [100],  thus demonstrating  the 
effectiveness and applicability of synthesising medical images through GAN models. 
3.2.3. Semi‐Supervised Knowledge Transfer for Deep Learning 
Deep  learning  has  dramatically  advanced  artificial  intelligence  in  the  past  decade.  Unlike 
traditional pattern recognition, manipulated features have always been dominant, so the number of 
parameters allowed  in  the  feature  space has been very  limited. Recently a very popular  learning 
scenario has been that of transfer learning [101]. One example of a related learning problem is when 
the  data  originates  from  different  statistical  distributions.  This  scenario  is  common  in medical 








based on cross‐domain  transfer  learning  in medical  image analysis.  In  their work,  the area under 
curve (AUC) for benign and malignant binary classification problems exceeded 0.9, demonstrating a 




In a  study aimed at predicting  response  to  cancer  treatment  in  the bladder, Cha  et al.  [103] 








medical  images  into  two  groups with  a  higher  level  of  abstraction:  a  group  containing  spatial 
anatomical  factors and a group containing non‐spatial modality  factors, as  illustrated  in Figure 8. 
Such high‐level representation of image features is ideally suited for several medical image analysis 
tasks,  including  the  ones  encountered  in  DCE‐MRI,  and  can  be  applied  in  semi‐supervised 
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segmentation,  multi‐task  segmentation  and  regression  as  well  as  image‐to‐image  synthesis. 
Specifically,  the  proposed  model  can match  the  performance  of  fully  supervised  segmentation 








features at a higher  level of abstraction provides new opportunities  for  information  fusion across 
complementary imaging modalities. 
 












basis  for  the  subsequent  analysis  and  classification  tasks.  Breast  DCE‐MRI  involves  multi‐
dimensional images that can be divided into multi‐dimensional spatial structure images and multi‐
dimensional  spatial  image  signals,  these  can  in  turn be  further analysed and  identified by using 
learning algorithms to match different dimensional features in the target domain images. The use of 
related features in different dimensions can significantly improve the classification success of MRI. 
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the  development  of  a  fully  automatic,  high‐quality  form  of  medical  image  classification  and 
diagnosis. 
Compared with natural images, paired training data sets of MRI are more difficult to obtain. In 
order  to  solve  this  problem  and  improve  the  image  classification  performance,  an  improved 
adversarial  network  framework  is  proposed  as  the  perceptual  discriminant  network.  The 
introduction of this network can be used to decide whether a segmented image is sufficiently realistic 




via  the  perceptual  discriminant  loss  function,  the  aim  is  to  improve  the  visual  effect  of  image 
segmentation and classification accuracy. 
A generating network can be designed  to  include a batch normalisation  layer, a convolution 
layer,  a deconvolution  layer  and  a  fully  connected  layer. The batch normalisation  output of  the 
convolution layer and the batch normalisation output of the corresponding deconvolution layer are 
spliced and used as  the next  input  to  the deconvolution  layer.  In order  to combine the  three sub‐
modules of structural image classification, image signal classification and reconstruction of tumour 
location  information are subsequently conducted  to  form a multi‐task classification network. The 











( )Loss G u u     (1) 
1 ( ) ( )LossTv X yG u G uCHW   .  (2) 
here,  u indicates the image to be enhanced, u denotes the target image,  G u（ ）  denotes the output of 
the multi‐task  classification  network  and CHW  indicates  the  spatial  dimension  of  the  enhanced 
image. The focal loss can be expressed as: 
1
1Loss ( (1 ) log (1 )(1 ) log(1 ))
N
Focal i i i i i i
i








extremely unbalanced  conditions  of  tumour  categories,  thereby  enhancing  the  focus  on  positive 
samples  and  solving  the problem of  serious  imbalance  regarding  the proportion of positive  and 
negative samples. 




The  self‐encoding module  is used  to encode  its own  image  features so  that  the  input  image 
retains  only  its  most  important  features,  reducing  computational  complexity.  The  perceptual 
discriminant module  introduces  an  improved VGG  convolutional neural network  architcture  for 
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loss  (Adversarial Color Loss, denoted as LossAC), adversarial semantic  loss  (Adversarial Semantic 
Loss, denoted as LossAS) and adversarial loss (Adversarial Loss, denoted as LossA), for the image to 
be further discriminated. The partial loss function can be expressed as: 
S ( ( )) ( )Loss j jA G u uF F     (4) 
j
log (( ( )))LossA - D G u    (5) 
where  ）（F j   represents  the  jth convolutional  layer of  the perception discrimination module and 
）（D   represents the adversarial network. 
The medical  image  enhancement  framework  completes  the  end‐to‐end magnetic  resonance 




from multiple  feature  spaces  such  as  spatial  structure,  spatial  signals  and  position  details.  This 
procedure is illustrated in Figure 9. 
 




discussed.  Statistical  parameters  on  the  features  of  clinical  interest  can  also  be  incorporated  as 
separate entities to further refine classifier performance. 
Deep  learning  in  conjunction  with  convolutional  neural  networks  can  utilise  additional 
parameters at higher level of abstraction to provide improved classification accuracy. These features 
may be either localised within an image or distributed across entire images or across different time 
instances. Dangers  from  inappropriate prioritisation of  features in the  input space of  the classifier 
were also discussed. 
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The benefits of radiomic analysis when combined with imaging were also highlighted. Radiomic 
data  based  on  the  patho‐physiology  of  a  patient,  as  well  as  on  the  genome,  proteome  and 
transcriptome  of  a  patient  and  associated  biochemical  markers  can  provide  complementary 
information  regarding  a  tumour  state  and  contain  additional  information  regarding  disease 
progression,  thus  enabling  personalised  treatments.  Such  information  can  also  be  separately 
parametrised  and  incorporated within  the  feature  space  at  the  input  of  a  classifier  to  improve 
classifier performance. 



















task detection and  learning  is proposed as a way  forward. The proposed algorithm makes use of 
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