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Satellite precipitation estimation at high spatial and temporal resolutions is
beneficial for research and applications in the areas of weather, flood forecasting,
hydrology, and agriculture.
In this research, image processing and pattern recognition tools are incorporated
into the Precipitation Estimation from Remotely Sensed Information using Artificial
Neural Networks Cloud Classification System (PERSIANN-CCS) methodology to
enhance satellite precipitation and rainfall estimation. The enhanced algorithm
incorporates five main steps to derive precipitation estimates: 1) segmenting the satellite
infrared cloud images into patches; 2) extracting features from the segmented cloud
patches; 3) feature selection or dimensionality reduction; 4) categorizing the cloud
patches into separate groups; and 5) obtaining a relationship between the brightness
temperature of cloud patches and the rain- rate (T-R) for every cluster.

In this study, in addition to the features utilized for cloud patch classification,
wavelet and lightning features are also extracted. The lightning feature is defined as the
number of flashes occurring within 15 minutes of the nominal IR image scan. Both
feature selection and dimensionality reduction techniques are examined to reduce the
dimensionality as well as diminish the effects of the redundant and irrelevant features.
The feature selection technique includes a Feature Similarity Selection (FSS) method and
a Filter-Based Feature Selection using Genetic Algorithm (FFSGA). The Entropy Index
(EI) fitness function is used to evaluate the feature subsets. Furthermore, Independent
Component Analysis (ICA) was examined and compared to other linear and nonlinear
unsupervised dimensionality reduction techniques to reduce the dimensionality and
increase the estimation performance. In addition to a Self Organizing Map (SOM) neural
network, the link-based cluster ensemble method is also examined in this research. In the
final step, the Median Merging (MM) and Selected Curve Fitting (SCF) techniques are
incorporated. After applying a Probability Matching Method (PMM) to each single patch
and obtaining the T-R for each patch, a Median Merging technique which computes the
median rain-rate for a given temperature is applied. A Selected Curve Fitting (SCF)
procedure is also used to obtain the T-R for each cluster. The results show that the
enhanced algorithm incorporating the above techniques improves precipitation
estimation.
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CHAPTER I
INTRODUCTION
1.1 Background
Precipitation is a vital element of the global hydrological and energy cycle [1]. It
is one of the principal components of the land–atmospheric system as it affects the
climatic state and water variability on the land surface, its sub-surface, and the
atmosphere [1]. Precipitation estimation at high spatial and temporal resolutions is
valuable for research and applications in the areas of weather, precipitation forecasting,
flood and flash flood forecasting, climate, hydrology, water resources management, soil
moisture, evaporation, runoff, and agriculture [1]. Furthermore, measuring precipitation
gives essential information about the distribution of the Earth’s latent heating because
precipitation directly impacts the planetary circulation of the atmosphere [2]. Global
warming, which is one of the most serious challenges facing us, changes precipitation by
altering atmospheric circulation and by increasing the water-holding capacity of the
atmosphere [2]. It also has a direct effect on the frequency of extreme precipitation
events; in fact some researchers predict that future tropical storms, which are among the
most serious natural disasters worldwide, will become more intense, possessing higher
power, wind speed, heavier precipitation, and more flooding. For example, according to
the International Strategy for Disaster Reduction (ISDR) Program of the United Nations,
1

eight out of the top ten most deadly natural disasters in 2007 were flood related [3]. This
ratio exceeds other types of natural disasters such as droughts, earthquakes, and wild fires
in terms of their scale of impact [3]. Therefore, the need to make more accurate estimates
for areas of heavy precipitation before a potential flood is necessary.
Although ground-based precipitation estimates from weather radars and in-situ
measurements from rain gauges facilitate routine monitoring of rainfall across much of
the continental areas of the world, the coverage of the ground-based observation systems
is not spatially and temporally uniform. For example, radar coverage is sparse across the
mountain ranges and tropical rain forests that take up large areas of the globe.
Measurements are also sparse over large and meteorologically important regions of the
Earth, such as over the Amazon and equatorial Africa [4]. Most of the in-situ rainfall
measurements are reported only as daily accumulated values. Moreover, estimation of
rainfall over the oceans is also important for climate studies, and ocean rainfall estimates
cannot be provided by ground-based systems.
However, satellite-based observing systems are used for the routine monitoring of
the Earth’s environment. Furthermore, the global quantitative precipitation estimates
(QPEs) can only be obtained by satellite observations. Therefore, precipitation estimation
based on satellite observations offers a viable solution for monitoring global precipitation
patterns at sufficient spatial and temporal resolutions. Satellite observation from a range
of sensors with different spectral, spatial, and temporal characteristics, can be used to
estimate precipitation. Methods utilized to retrieve precipitation from the observations
differ; ranging from relatively simple empirical relationships to physical retrieval
2

techniques [5]. With the advent of meteorological satellites in the 1970s, some satellite
precipitation estimation techniques providing coverage over most of the globe were
developed. The first techniques exploited, using either visible or infrared data, to estimate
precipitation intensity were based on the reflectivity of clouds (visible) and from cloudtop temperature (infrared). Those techniques yielded crude estimates of precipitation
because researchers relied on the weak link between cloud properties and precipitation. In
the 1980s, passive microwave sensors information became available from polar-orbiting
spacecraft [5]. By using this technology, researchers were able to obtain more accurate
estimates of rainfall. Now the satellite observations of the atmosphere can be obtained
from both Low Earth Orbiting (LEO) and geostationary (GEO) satellite systems. The
LEO observations correspond mainly to the passive microwave (PMW) portion of the
spectrum. The GEO observations provide either visible (VIS) or infrared (IR) data. These
multisensory techniques, which collect and process information from different sensors,
have been developed to improve the accuracy of satellite precipitation estimates [5].
1.2 Meteorological Satellites
1B

The observation of the atmosphere is an important element in monitoring and
predicting the weather and the effects of the climate change. This observation can be
effectively provided by Meteorological Satellites. In April of 1960, three years after
Sputnik, the first satellite that was launched by the Soviet Union, the first meteorological
satellite, the Television Infrared Observation Satellite (TIROS-1) was launched by the
United States of America. Within six years, ten additional satellites of the TIROS series
were launched and exploited for providing different observations and information. The
3

TIROS series satellites were low elevation orbit satellites. The first geostationary
meteorological satellite, the Applications Technology Satellite (ATS)-1, was launched by
the United States in 1966. The information that was sent back to Earth confirmed that the
satellite observation was effective and helpful for meteorological monitoring and
forecasting. In 1963, The World Weather Watch Program was established by the World
Meteorological Organization (WMO). This program organized an operational satellite
network of both geostationary and polar-orbiting satellites and started a meteorological
satellite observation network plan covering the globe. In this regard, various countries
launched their meteorological satellites and established an observation network covering
the globe with five geostationary satellites and two polar orbiting satellites (NOAA and
METEOR series) at the beginning of the 1980s. Later, Russia, Japan, China, and India
launched geostationary satellites. The first archive of precipitation data using
meteorological satellites was created in 1979 because of the availability of the calibrated
infrared (IR) dataset. However, most of the precipitation data archive has been recorded
since 1987. Meteorological satellites can be categorized into two main classifications:
geostationary satellites and low-Earth orbiting satellites [6],[7].
1.2.1

Geostationary meteorological satellites
Geostationary satellites are located close to 35,800 km above the Earth’s surface

over specific locations above the Equator. Because their speed is the same as the Earth’s
speed, they appear to be stationary. Each of these satellites can view one third of the
Earth’s surface during its regular observation [8]. Though the sensors are different in
terms of satellite operation, they share a number of common characteristics; one of these
4

is covering a range of wavelengths from the visible and the infrared section of the
spectrum. The temporal resolutions of the images usually record a thirty minute period.
However, there are some sensors such as the Spinning Enhanced Visible and Infrared
Imager (SEVIRI) on the Meteosat Second Generation that have the temporal resolution of
15 minutes, or even of every 30 seconds for a rapid scanning sensor. Note that a rapid
scan for high temporal resolution (one that is less than 30 minutes) may not be helpful for
gaining a precipitation estimate. In order to improve the estimate of rainfall, the data
from these operational satellites can be combined with other LEO sensor data, such as the
Moderate-Resolution Imaging Spectroradiometer (MODIS) on the Terra and Aqua
satellites data [7]. Normally, the spatial resolution of these satellites is around 4 km×4
km. The images that these satellites capture are visible (VIS) and infrared (IR). The
geostationary orbits have no rival in terms of continual observation over much of the
Earth. However, they are limited in their imagery resolution and their lack of data from
polar areas. Geostationary Operational Environmental Satellites (GOES), the European
Meteosat series, and the Japanese Multifunctional Transport Satellites series are among
the geostationary satellites.
1.2.1.1 Geostationary Operational Environmental Satellites (GOES)
GOES satellites were designed, developed, and launched by the National
Aeronautics and Space Administration (NASA), and are operated by the National
Oceanographic and Atmospheric Administration (NOAA). These satellites are in
geostationary orbit. GOES1, launched in 1975, was the first geostationary weather
satellite. It soon became a crucial part of the National Weather Service operations. The
5

GOES satellites provide important information to help meteorologists observe and
forecast local weather events such as thunderstorms, tornadoes, fog, and flash
floods. Furthermore, GOES observations provide information about dust storms, volcanic
eruptions, and forest fires. GOES 12, also known as GOES-M, was launched in 2001. It
carries two primary sensors, the Imager and the Sounder. The Imager is a multichannel
(one visible and 4 infrared) instrument that senses infrared and visible energy from the
Earth's surface and atmosphere {visible-ch1 (0.53 to 0.77μm), infrared-ch2( 3.76 to 4.03
μm), infrared-ch3 ( 5.77 to 7.33 μm), infrared-ch4 (10.23 to 11.24 μm), and infrared-ch6
( 12.96 to 13.72 μm)}. The Sounder provides information about the vertical atmospheric
temperature, moisture profiles, surface and cloud top temperature, and ozone dispersal
[9],[10].
1.2.2

Low-Earth orbiting meteorological satellites
Low-Earth orbiting (LEO) meteorological satellites are the satellites orbiting the

Earth at a much lower altitude than the GEO satellites (less than 2,000 km). Most of the
LEO meteorological satellites are in sun-synchronous orbits at a typical altitude of
850 km (530 miles). In sun-synchronous orbits, the satellites provide two overpasses each
day and they cross the Equator at the same time in each orbit. Furthermore, they can see
any place and location on Earth twice each day at the same local time. The polar orbiting
satellites are also in sun-synchronous orbits in a north to south (or vice versa) path. They
also pass over the poles in their continuous flight. The LEO and polar orbiting
methodological satellites offer a much better resolution than their geostationary
counterparts due to their closeness to the Earth. These satellites can carry VIS and IR
6

sensors along with microwave (MW) sounders and imagers. The NOAA 17 and 18
(including VIS ⁄ IR and sounding sensors), and the Defense Meteorological Satellite
Program (DMSP) polar orbiting meteorological satellites of DMSP-F13, F16, 17
(including passive microwave (SSMI) sensors) are the LEO satellites provided by the
United States. Europe has the Metop-A (employing VIS ⁄ IR and sounding sensors)
satellite. Each of these satellites orbits the Earth in a sun-synchronous orbit every 98
minutes at an altitude of about 850 km, providing global imagery at least twice a day [7].
In general, the above satellites are operational satellites. There are also ‘‘research
and development’’ satellites such as the Tropical Rainfall Measuring Mission (TRMM),
Aqua, and CloudSat satellites that provide valuable information about clouds and
atmosphere which are used in precipitation estimation algorithms. Since the data from
these satellites are used in many satellite precipitation algorithms, a brief discussion of
these satellites follows.
1.2.2.1 The Tropical Rainfall Measuring Mission (TRMM) satellite
TRMM is a NASA satellite which was launched in 1997 to provide more
information for improving the models. It is located 350 kilometers above the Earth. The
TRMM orbit is circular and non-sun-synchronous. The mission of TRMM is to determine
rainfall in both tropics and subtropics of the Earth. These two areas alone represent about
two thirds of the total rainfall on the Earth. TRMM provides information about winds,
clouds, rain, floods, drought, and heat released into the atmosphere. There are three
primary instruments mounted on the TRMM: the TRMM Microwave Imager (TMI), the
Precipitation Radar (PR), and the Visible and Infrared Scanner (VIRS) [11], [12].
7

Additionally, there are other sensors such as the Clouds and the Earth's Radiant
Energy System Instrument (CERES) and the Lightning Imaging Sensor (LIS). The PR,
built by the National Space Development Agency (NASDA) of Japan, is an innovative
radar sensor operating at 13.8 GHz. It can provide a storm’s structure and rainfall
distribution in 3D. The TMI is a multichannel passive microwave sensor operating at five
frequencies: 10.65, 19.35, 37.0, 85.5 GHz at dual polarization, and 22.235 GHz at single
polarization. The TMI provides information about the physical qualities of clouds (such
as water vapor, cloud, water, and ice) for rainfall estimation over the swath of the
satellite. The VIRS sensor has five channels at 0.63, 1.6, 3.75, 10.8, and 12 µ, and
provides high resolution data about cloud coverage, cloud type, and cloud top
temperatures. The CERES instrument is a broadband scanning radiometer including a
spectral range of 0.3 to 50 µ. It assesses the emitted and reflected radiative energy from
the Earth's surface and the atmosphere. It also measures the energy which is exchanged
between the Sun and Earth’s atmosphere, surface, clouds, and space. The LIS is a small
optical sensor operating at 0.7774 µ, which detects and locates lightning within the area
the satellite covers [11], [12].
1.2.2.2 Aqua
Aqua was launched on May 4, 2002 with the task of collecting a variety of the
Earth's water cycle data including evaporation from the oceans, water vapor in the
atmosphere, clouds, precipitation, soil moisture, sea ice, land ice, and snow cover on the
land and ice. The radiative energy fluxes, aerosols, vegetation cover on the land,
phytoplankton and dissolved organic matter in the oceans, air, land, and water
8

temperatures are also measured by Aqua. Aqua is a LEO sun-synchronous near-polar
orbit satellite which carries six advanced instruments. The six instruments are the
Atmospheric Infrared Sounder (AIRS), the Advanced Microwave Sounding Unit
(AMSU-A), the Humidity Sounder for Brazil (HSB), the Advanced Microwave Scanning
Radiometer for EOS (AMSR-E), the Moderate-Resolution Imaging Spectroradiometer
(MODIS), and the Clouds and the Earth's Radiant Energy System (CERES) [13]. The
AIRS is an advanced sounder containing 2378 infrared channels and four visible/nearinfrared channels which obtain precise temperature profiles and an assortment of
additional Earth/atmosphere products. The AMSU-A is primarily designed to obtain
temperature in the upper atmosphere (especially the stratosphere). It is a 15-channel
microwave sounder operating within a frequency range of 15-90 GHz designed. AMSR-E
is a passive microwave radiometer with 12 channels and six frequencies (6.925, 10.65,
18.7, 23.8, 36.5, and 89.0 GHz) [13]. It provides the information to measure precipitation
rate, cloud water, water vapor, sea surface winds, sea surface temperature, ice, snow, and
soil moisture. MODIS is a 36-band multi-spectral spectroradiometer (21 within 0.4-3.0
µm; 15 within 3-14.5 µm) that measures visible and infrared radiation. Researchers use
this information to study the physical characteristics of the atmosphere and the biological
and physical properties of the land and oceans [13].
1.2.2.3 CloudSat
CloudSat is a NASA satellite which was launched in 2006 in a sun-synchronous
orbit (in an almost circular orbit with an equatorial altitude of around 705 km) to provide
information about cloud properties and structure and the relationship between clouds and
9

climate. It also provides more information about global warming. It exploits the Cloud
Profiling Radar (CPR) which is a 94-GHz nadir-looking radar. The power backscattered
by clouds is measured by this sensor as a function of distance from the radar. The
CloudSat is the first satellite having millimeter-wavelength-based cloud radar – a radar
that is much more sensitive than the other types of radar used in past weather satellites.
Because of this technology, CloudSat can detect much smaller particles of liquid water
and ice that produce large cloud masses. By contrast, the ground-based weather radar
types, which use centimeter wavelengths, can only detect raindrop-sized particles [14].
1.3 Ground-based Precipitation Estimation
In addition to the equipment for estimating precipitation already mentioned,
ground-based equipments such as weather radar and in-situ rain gauges can provide
reliable and accurate rainfall estimates. However, their coverage is not available in all
regions of the globe and is not spatially and temporally uniform in many areas. In the
following discussion, a brief explanation of rain gauge, weather radar, and NextGeneration Radar (NEXRAD) stage IV (which combines weather radar and rain gauge) is
provided.
1.3.1

Rain Gauge
This instrument has been used for a long time in different areas. Therefore, the

rain gauge has become the standard for accessing surface rainfall and has become the
"ground truth" in studies that use other measurement technologies, such as radar and
satellites. There are different types of rain gauges such as the standard, weighing-type,
tipping bucket, and optical rain gauges. Although gauge accuracy is usually high, there
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are some problems and errors with these instruments. The main drawback is that the
measurement is for one point, whereas radars or satellite estimates can produce rainfall
estimates over a much larger area. The rain gauges also include some errors such as
wind/turbulence effect, tipping bucket volumetric or under-catchment, and evaporation
errors [15], [16]. When the volumetric error of tipping-bucket rain-gauges (which are the
most commonly used) occurs, some amount of the water is not measured (weighted) by
the tipping-bucket mechanism at higher rain intensities. The evaporation error can only
occur in tipping-bucket type gauges at values less than their sensitivity (usually 0.2mm
for the standard type). Either by locating the rain gauge below the ground level or by
utilizing protecting sheds around the rain gauge, the wind effect error can be reduced, but
cannot be totally eliminated [15]. The wind/turbulence errors are typically approximately
5% but can be as great as 40% in high winds [16].
1.3.2

Ground-based radars
Soon after World War II, during which radar was first discovered, the

meteorological radar was innovated. Researchers learned that electromagnetic radiation
could be sent out, bounced off an object, and returned to a receiver device. Using the time
that the energy traveled to the target and back, one could compute a location of that
object. Raindrops were soon considered excellent targets for the S-Band radar (~10cm)
and so the idea of the meteorological radar was born. As a result, weather radar units
were set up across the United States in the mid 1960's. Several years later, conventional
radars were replaced by weather Doppler radars, also known as Next Generation Weather
Radars (NEXRAD or WSR-88D). This type of radar is capable not only of retrieving
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reflectivity and locating the position, but also tracking the relative velocity of the
particles in the air. The 158 NEXRAD radar’s implementation and replacement started in
1988 in the USA. The metrological radar can estimate rainfall (R) by measuring the
power reflectivity return (Z) through an empirical Z-R relationship. The Z factor is
proportional to D6, where D equals the diameter of individual raindrops and R is
proportional to D3. It can be shown that for larger drops, the radar measurement is biased
toward larger drops[16]. Moreover, different drop size distributions can produce the same
Z but different R which can yield errors [16].
1.3.3

Combined radar and rain gauge rainfall products
Both radar and rain gauges are vulnerable to different errors. As mentioned, the

rain gauge errors are wind/turbulence effect, tipping-bucket volumetric or undercatchment, and evaporation errors. Although a meteorological radar system is capable of
accurately estimating the spatial distribution of rainfall, its quantitative estimates produce
some errors. Sometimes, the errors are quite significant and only part of the errors can be
reduced using some correction methods. The strengths and weaknesses of both radar and
rain gauge have motivated researchers to merge their products to improve the overall
estimate of the rainfall. In this regard, several techniques have been developed. The
combination techniques show good results in terms of bias reduction [15].
1.3.3.1 NEXRAD Stage IV
The NEXRAD Stage IV (or NCEP Stage IV) data is a multi-sensor (combining
radar and gauges data) precipitation product which is mosaicked by the National Centers
for Environmental Prediction (NCEP). The multi-sensor precipitation data are obtained
12

by the 12 River Forecast Centers (RFCs), which are the centers in the USA that serve
groups of weather forecast offices to provide hydrologic guidance. They are also high
level centers for the preparation of river and flood forecasting and warning [17]. The
regional precipitation products at the RFCs exploit the advanced multi-sensor analysis
algorithm proposed by Fulton and Kondragunta [18]. They also enrich results with some
manual quality control (QC) steps at the RFCs. The mosaicking data (implemented by
NCEP) is performed through the following steps: (1) Collecting all regional analyzed
data and mapping the regional grid values to the national grid; (2) applying the value
from the RFC’s analysis if a point on the national grid falls into one of the RFC’s
domains; and (3) Computing the average values of all regional analyses covering the
point on the national grid if it is not in any of the RFC’s domains [17].
1.4 Precipitation Physics
In general, different clouds provide precipitation that can help us finding the
proper features for cloud classification. Because we employ image processing and pattern
recognition tools to estimate precipitation, it is beneficial to look over some physical
aspects of precipitation and clouds. For example, it is important to know the answers to
the following questions: How is precipitation created? How are other physical elements
involved in its creation? What are the relationships between other physical elements and
precipitation? In this regard, a brief physical description of precipitation, clouds, and
lightning follows.
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1.4.1

Clouds
A cloud is a visible collection of small water droplets or ice crystals which is

suspended in the air. Some clouds are high in altitude and some are close to the ground.
Clouds are divided into different types, as explained below.
1.4.1.1 Cloud Types
Different cloud classification approaches have been presented. The first system
for categorizing the clouds was proposed by the French naturalist Lamarck in 1802 [19].
But a superior system was developed one year later by Luke Howard, an English
naturalist. He used Latin words to define clouds based on their appearance to a ground
observer. He called a sheet-like cloud stratus (Latin for “layer”); a puffy cloud cumulus
(“heap”); a wispy cloud cirrus (“curl of hair”); and a rain cloud nimbus (“violent rain”)
[19]. By combining these four basic cloud types, individual clouds could be specifically
defined. For instance, a cumulonimbus cloud is a rain cloud with vertical growth. Later in
1887, Abercromby and Hildebrandsson developed and modified Howard’s system and
their classification system is still currently in use. In this classification system, ten main
cloud types are separated into four principal cloud sets. Each group is determined by its
height from the ground. They are categorized into high clouds, middle clouds, low
clouds, and vertically developed clouds [19]. The ten primary cloud types are described
below.
1.4.1.2 High Clouds
These types of clouds are generally above 6000 m (20,000 ft) from the surface (in
middle latitude regions). Since the air is cold and dry at this altitude, these clouds are
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made entirely of ice crystals; they have a thin structure as well as a white appearance.
Cirrus (Ci) clouds are the most common clouds at this elevation. Cirrus clouds are wispy,
have a mare’s tail shape, and are feathery, patchy, and white. These types of clouds
generally indicate pleasant weather [19]. Cirrocumulus (Cc) clouds occur less often than
Cirrus. They are small, rounded, puffy white clouds. They can form in long, rippled rows
or occur separately, and most of the time they cover a large area of the sky. Cirrostratus
(Cs) clouds are high, thin, sheet-like clouds that tend to cover most of the sky. The thick
cirrostratus clouds possess a dazzling white form and indicate an advancing storm;
therefore, these types of clouds may be used for predicting upcoming rainstorms,
particularly if they are followed by middle clouds [19].
1.4.1.3 Middle Clouds
This type of cloud is generally found between 2000 and 7000 m (6500 to 23,000
ft) from the Earth’s surface (in middle latitude regions). These clouds are made by water
droplets, but when the temperature goes down the droplets become ice crystals.
Altocumulus (Ac) clouds are middle clouds made by water droplets. The thickness of
these clouds is seldom more than 1km. These types of clouds have a puffy, parallelrolled, gray appearance. Typically, one section of the cloud is darker than another, and
also its puffs are bigger than those of cirrocumulus clouds [19]. By these characteristics,
it can be distinguished from cirrocumulus. If these types of clouds occur on a warm,
humid summer morning, it usually signifies thunderstorms in the afternoon. An
altostratus (As) cloud is made by ice crystals and water droplets. It is gray (or blue-gray)
and often covers hundreds of miles. Sometimes altostratus clouds are confused with
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cirrostratus clouds but they can be identified by their gray color, their height, and the
dimness they cause. Altostratus clouds are indications of gaining storms with extensive
and continuous precipitation. If the precipitation of this cloud reaches the ground, the
cloud is then called nimbostratus (Ns) [19].
1.4.1.4 Low Clouds
This type of cloud is generally below 2000 m (6500 ft) from the surface of the
Earth. Low clouds are almost always made by water droplets. In cold weather, these
clouds may have ice particles [19]. The Ns at this level is usually dark gray and produces
continuously falling rain or snow. This type of clouds usually provides low or moderate
precipitation intensity (no showery or extensive intensity). If the nimbostratus embeds a
high vertically developed cumulus cloud, it may be associated with showery or heavy
precipitation. The tops of these clouds (Ns) may reach up to 3 Km higher than the base.
Usually a thin nimbostratus is darker than a thick altostratus. (For example, typically the
sun cannot be seen through a nimbostratus.) Sometimes lower clouds float quickly, so
that irregular, ragged clouds called stratus fractus also form. Stratocumulus (Sc) clouds
are lumpy clouds that form into rounded masses in patches, where the sky can be seen
between the cloud patches [19].
The color of a stratocumulus cloud can be light to dark gray. It can be
distinguished from an altocumulus cloud in that it includes less of a low base and greater
patches. This type of clouds provides less precipitation. However, shower precipitation
may happen in the winter when the cloud patches are highly developed in a vertical
direction. Stratus (St) is another type of clouds that occurs in low elevation. These clouds
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are a uniform grayish color and can spread across the sky. These clouds usually do not
have precipitation. However, sometimes they produce some light precipitation. The
nimbostratus can be distinguished from the stratus by noting that St has a lower and a
more uniform base than Ns [19].
1.4.1.5 Vertically Developed Clouds
This type of cloud grows vertically. The puffy cumulus (Cu) is a well-known
example of a vertically developed cloud. Most of the time, a cumulus cloud will resemble
floating cotton with a flat base. Its base is just 1000m above the ground [19]. The top of
the cloud is usually rounded. The clouds have a detached form, which distinguishes them
from stratocumulus clouds. Also, the cumulus cloud has a tower-shaped top whereas a
stratocumulus cloud has a flat top. A cumulus cloud with minimal vertical development is
called “humilis” and occurs in fair weather. Ragged-edge cumulus clouds, which are
smaller than cumulus humilis, are named cumulus fractus. The cumulus congestus (Tcu)
cloud is a developing cumulus cloud that looks like a head of cauliflower. Most often, it
is a single large cloud [19]. Sometime several grow into each other and form a line of
towering clouds. Precipitation that falls from a cumulus cloud is usually showery. The
cumulonimbus cloud (Cb) is a high vertically developed tower of cumulus congestus
clouds. These clouds are giant thunderstorm clouds. The base of these clouds is no more
than 600m (2000 ft) above the Earth’s surface. This type of cloud may reach to the
tropopause, which is over 12,000 m (39,000 ft) higher [19].
Cb clouds have a lot of energy which is caused by violent updrafts and
downdrafts. The lower parts of these clouds are made by droplets, but the cloud top can
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only be made by ice crystals. Because of high speed winds at the higher parts, the shape
of the top is a flattened anvil [19]. These types of clouds include all types of precipitation
such as large raindrops, snowflakes, snow pellets, and sometimes hailstones. Cb clouds
can be associated with showers, lightning, thunder, and even tornadoes. The cloud top
shape distinguishes cumulus congestus from cumulonimbus clouds. If the top of the
cloud is sharply structured, then it is usually cumulus congestus. If the top of the cloud is
rather flat with no tendency to sharpness (with fibrous texture), it is cumulonimbus [19].
Satellite images provide valuable information especially from areas where no
ground-based observations are available. For example 70 percent of the Earth is covered
by water that cannot be observed by ground-based facilities. Before satellite images were
available, many violent storms remained undetected until they passed dangerously near
populated areas. The people in these areas were informed shortly before the storm struck
and had little time to react. But today, satellite images can track ocean storms from the
beginning. GEO and LEO satellites provide information from the clouds. The imager and
sounder sensors of GOES are able to extract information about cloud thickness and
height. The satellite feedback can depict the sunlight reflected image from the tops of the
clouds. The thick clouds have higher albedo (reflectivity) and brighter intensity on
satellite images than thin clouds. But all high, middle, and low clouds have the same
albedo. Therefore, it is not easy to differentiate altitude by using visible images alone.
Infrared cloud images can help to distinguish different cloud altitudes. The high IR
intensity pixels corresponding to high temperature regions can appear darker on infrared
images [20].
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1.4.2

Precipitation
Not every cloud produces rain or snow. Clouds are formed by condensation, and

condensation alone cannot produce rain. A usual cloud droplet is one hundred times
smaller than a typical raindrop. The size of a droplet can be changed if it is not in
equilibrium with its surroundings. The relative humidity affects the equilibrium of a
droplet. If the relative humidity is less than that required for equilibrium, a water droplet
will diminish and perhaps evaporate. When the relative humidity is greater than the
equilibrium value allows, the droplet grows because of increased condensation.
Therefore, cloud droplets must grow large enough to fall to the ground as rain or snow.
Experts do not completely understand how precipitation forms, but the two processes of
collision-coalescence and ice-crystal formation play important roles in producing
precipitation.
In collision-coalescence, many collisions are needed to produce a raindrop. Larger
droplets are also needed to produce a raindrop. These larger droplets can be produced by
condensation nuclei such as salt particles, or may be created by the random collision of
droplets. Moving and mixing the cloud droplets within a drier environment can also
produce large droplets. Larger droplets fall to the ground and on their way they collide
with smaller drops and merge; thus, drops of rain are produced. The precipitation in
warm clouds (clouds with temperatures above freezing at all levels) is produced by the
collision and coalescence processes.
The ice-crystal process helps producing precipitation in clouds whose upward
region temperatures are below freezing. These types of clouds are cold clouds. On
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different levels of a cold cloud, water droplets, ice crystals, or a mixture of both may
exist. During the ice-crystal process, water vapor molecules separate from water droplets
and fuse with ice crystals. Because the droplets are now out of equilibrium with their
environment, they evaporate, producing enough moisture for ice crystals to grow rapidly.
Thus, ice crystals grow larger as the surrounding water droplets are destroyed. When the
ice crystal becomes large enough to conquer the updrafts, it falls. In some clouds (for
example, in warm clouds), an ice crystal may collide with a droplet, and instead of
evaporating, the droplet freezes into ice and the two stick together. The icy matter is
named graupel. In cold clouds, the ice crystals may collide with other crystals and break
into many ice particles. When ice crystals fall, they may hit with other ice crystals, stick
together, and produce a snow flake [19]. Just as liquid cloud droplets are formed on
condensation nuclei, ice crystals may be produced in subfreezing air on particles called
ice nuclei, which have very low temperatures and are usually found at high altitudes. Ice
nuclei may initiate the growth of ice crystals.
In brief, rain is a falling water drop which has a diameter equal to or greater than
0.5mm. A falling water drop with a smaller diameter is called drizzle. Most drizzles are
produced by stratus clouds. Generally, the precipitation starts as snow but by the time it
reaches the ground it may change. For example, in the summer, because the freezing
level of clouds is very high in altitude, the snowflake melts by the time it reaches the
ground. In the winter, the freezing level is lower, and the snow flake remains intact all the
way to the ground [19].
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1.4.3

Lightning
Lightning is a discharge of electricity from clouds which happens during

thunderstorms. There are different types of lightning. It can occur inside a cloud, from
one cloud to another cloud, and between a cloud and the ground. Most lightning occurs
inside a cloud during a mature thunderstorm, but it can also occur in snowstorms, in a
cloud produced by an erupting volcano, and, in rare cases, in nimbostratus clouds.
Lightning is always created in an electrified cloud. There are different theories
concerning how a cloud becomes electrified. In one theory, the cloud is electrified when
graupel (tiny ice particles or soft hail) and hailstones drop into a region including ice
crystals and super-cooled liquid droplets. In this situation, positive and negative charges
occur. When a hailstone hits liquid droplets, the liquid droplets become cold and freeze.
They release heat, warming the hailstone surfaces. Thus, when a warmer hailstone
collides with an ice crystal, positive ions transfer from the warmer hailstone to the ice
crystal. As a result, the hailstone becomes negatively charged and the ice crystal becomes
positively charged. Similarly, when a warmer hailstone collides with a super-cooled
liquid droplet, the droplet freezes and tiny, lighter-weight pieces of positively charged ice
are produced. The lighter-weight positively charged ice particles travel to the upper part
of the cloud due to updrafts. The larger hailstone or graupel (which is negatively charged)
either becomes suspended or travels to the lower part of the cloud. Therefore, the upper
cloud is positive, the middle part is negative, and the lower part is negative with some
positive at the melting level [19].
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When the bottom of a cloud is negatively electrified, the region beneath the cloud
becomes positively charged. The positive charge is more powerful in a dense area (such
as one containing trees and buildings). If there is enough potential voltage (about one
million volt per meter) between the cloud and the region, the insulating air between them
is broken down resulting in a flash of lightning.
1.4.3.1 Lightning types
The above type of lightning occurs when a cloud is negatively charged and the
ground is positively charged. This type of lightning is called negative cloud-to-ground.
About 90 % of cloud-to-ground lightning is negative. When the cloud bottom is
positively charged and the ground is negatively charged, the lightning that occurs is
called positive cloud-to-ground lightning. The positive lightning happens during a super
cell thunderstorm and has the ability to create serious damages. This type of lightning has
a higher current level with longer flashes. Lightning can also occur inside of a cloud.
Intra-cloud lightning is the most common type of lightning. Usually, a storm with strong
vertical development will create more intra-cloud lightning. Some researchers believe
that cloud-to-ground lightning occurs more often at a higher altitude. Another type of
lightning is inter-cloud lightning, which occurs between charges in two different clouds
[19].
1.4.3.2 Lightning detection
To detect cloud-to-ground lightning, two types of technologies are used: a
magnetic direction finder and the Time of Arrival (TOA). The magnetic direction system
detects the direction of detected electromagnetic lightning. In this instrument, the location
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of the lightning discharge is determined by triangulation. The Time of Arrival (TOA)
system digitizes the waveform of a received bolt of lightning by each sensor. The peak of
the signal is determined accurately. Then, the difference between the arrival times to the
receivers is used to compute the location of the lightning flashes. One of the network
systems to detect lightning in the USA is The National Lightning Detection Network
(NLDN) [21]. NLDN is an accurate and reliable lightning information system which
monitors cloud-to-ground lightning activities across the continental United States. This
system includes a network of 130 magnetic direction finders and detectors. The lightning
information that is provided by NLDN includes the date and time (UTC with
milliseconds accuracy), the latitude and longitude (location), an error ellipse with major
and minor semi axis (km), the peak amplitude (kA), the polarity (+/-), and the type of
event (cloud or cloud-to-ground designation)
1.5 Motivation
As previously mentioned, precipitation is the most important hydrologic variable
in studying weather, climate, and water cycles and it is a main variable in weather
forecast models. Due to the necessity of high resolution precipitation data for improving
the knowledge of climate, weather, hydrology, and climate change, NASA’s Global
Water and Energy Cycle Research has stressed the need for a global rainfall measurement
with sufficient accuracy and high spatial-temporal resolution [22]. Although some areas
around the globe have ground-based precipitation assessments, most of these
measurements have poor temporal or spatial sampling. In addition, in many countries the
ground-based equipment is either sparse or not initiated. Even in the USA, all areas are
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not covered by ground-based radars or rain gauges. For instance, the southwestern United
States suffers from poor rain gauge and ground-based radar measurement. In the absence
of adequate ground-based data in many areas, especially in some key basin areas (like the
Amazon), drought and flood prediction, which is significant for national safety, is
difficult to obtain [22]. Moreover, the majority of the globe is covered by water where
ground-based equipment like radar or rain gauges cannot be used. Also, in mountainous
areas, gaps exist among the cover range of radar. Therefore, the spatial and temporal
resolutions of ground-based precipitation measurements are not adequate to obtain
accurate global precipitation data.
Alternatively, satellite-based precipitation techniques have the potential to
provide global rainfall estimates at high temporal and spatial resolutions. So far, many
Satellite Precipitation Estimation (SPE) algorithms have been developed, among which
the most popular are the Climate Prediction Center Morphing technique (CMORPH),
Precipitation Estimation from Remotely Sensed Information using Artificial Neural
Networks (PERSIANN), Precipitation Estimation from Remotely Sensed Information
using Artificial Neural Networks Cloud Classification System (PERSIANN-CCS),
TRMM Multi-Satellite Precipitation Algorithm (TMPA), and Naval Research Laboratory
Blend (NRL-Blend). Among the algorithms developed, the PERSIANN-CCS uses cloud
classification to estimate the precipitation. If clouds are recognized well (accurate cloud
classification), and the rain-rate scheme is suitably assigned to each cloud classified, the
accuracy of the rainfall precipitation estimation increases. Thus, to reach that goal,
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pattern recognition tools like feature extraction, selection, and classification of the clouds
can play important roles.
1.6 Contributions
The popular high resolution satellite precipitation algorithm PERSIANN-CCS
uses cloud classification to estimate rainfall using satellite images. This algorithm
includes four main steps: 1) cloud segmentation into patches, 2) cloud patch feature
extraction, 3) cloud patch classification, and 4) assignment of the Temperature-Rain-rate
to each cluster. The objective of this study is to further enhance this algorithm to improve
its performance and to better estimate precipitation. Thus, the main contributions of this
study are described as follows:
1) Lightning features incorporation: Because the infrared images show the
brightness of the top temperature of the clouds, some physical information about the
clouds, such as lightning information, can help to differentiate clouds. Some research
shows that lightning is often associated with convective clouds so lightning
measurements can create a delineation of the convective cores in storms [23], [24].
Hence, the lightning data is taken into account for cloud classification. The lightning
feature introduces the number of flashes occurring between two infrared observations for
each cloud patch. This feature is added to other features in the feature extraction section
(for electrified patches).
2) Wavelet features exploitation: For each threshold layer of the cloud patches,
wavelet features are extracted. The wavelet transform is a useful tool for texture analysis.
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Since textural features have important roles in cloud classification, the wavelet features
help to more effectively distinguish clouds.
3) Feature selection: Since some of the features might be redundant or irrelevant,
using unsupervised feature selection techniques such as a filter-based genetic algorithm
feature selection helps to find the optimum feature set. In the feature selection method,
the redundant features are removed by using a feature similarity clustering method, and
then the irrelevant features are removed using an Entropy-Index filter-based technique.
4) Dimensionality reduction: Independent Component Analysis (ICA) and
Principal Component Analysis (PCA) are employed to reduce dimensionality and to
improve the rainfall estimation accuracy. In addition, the performance of these methods is
compared to other linear and nonlinear dimensionality reduction techniques such as
Kernel PCA, Locally Linear Embedding (LLE), Locally Linear Coordination (LLC),
Laplacian Eigenmaps (LEI), and Neighborhood Preserving Embedding (NPE).
5) Ensemble clustering: The PERSIANN-CCS uses the Self Organizing Map
(SOM) Neural Network for clustering the cloud patches. In this research, an ensemble
clustering method or link-based cluster ensemble (which is a combination of different
clustering techniques) is examined.
6) Selected Curve Fitting (SCF) and Median Merging (MM) techniques: Using
MM, the Probability Matching Method (PMM) is applied to each individual patch of the
cluster (instead of applying it to all T-R integrated patches, which is the method used in
the PERSIANN-CCS). Then, the median rain-rate is obtained for a given temperature for
each cluster. A SCF procedure is applied to the T-R data produced by the MM technique
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to find the complete T-R graph for different temperature values. Note that the
PERSIANN-CCS uses an exponential curve fitting.
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CHAPTER II
LITERATURE REVIEW
2.1 High Resolution Satellite Precipitation Estimation Algorithms
2.1.1

Background
High Resolution Satellite Precipitation Estimation (HRSPE) algorithms

can

estimate rainfall at finer spatial and temporal resolutions, or can combine several satellite
and ground-based datasets to generate a precipitation product for high resolution [25].
The HRSPE algorithms can be categorized according to the sensors exploited [26]: 1)
algorithms based on geosynchronous infrared (IR) measurements, 2) those based on
passive microwave observations, and 3) those based on a combination of IR
measurements and passive microwave observations.
The algorithms based on IR images exploit one or more channels of VIS and IR
observations. One of the earliest discovered and simplest of IR observation techniques is
the Global Precipitation Index (GPI) [27]. In this method, a constant rain-rate (3mm/h) is
assigned to the clouds below a specific threshold (235K) over a period of time (usually a
month). This technique is further enhanced by incorporating information about
background and regional climatological rainfall. Another operational technique with a
long history is the Hydro-Estimator which is a modification of the Auto-Estimator [28]. It
uses cloud-top temperature, cloud growth rate information, and atmospheric humidity to
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estimate rainfall. The GOES Multi-Spectral Rainfall Algorithm (GMSRA) [29] is another
recently developed technique that also uses IR data. This algorithm exploits data from
GOES observations. In this method, the five channels covering the VIS, near IR, water
vapor, and two thermal channels are used to extract information from the clouds to
estimate rainfall. This method also applies corrections based on the type of clouds and
precipitation regime [8]. The advantage of these algorithms is the high frequency of their
observations. One the main disadvantages of these techniques is that the relationship
between the cloud top temperature and the surface rainfall is indirect. Another
disadvantage is that the high clouds are considered rainy and low and the warm clouds
are non-rainy in most of these algorithms.
Since particles in the atmosphere are the main source of atmospheric attenuation
in parts of the microwave (MW) spectrum, researchers can more directly measure
precipitation using MW data [8, 26]. There are two main groups of algorithms based on
MW observation. One group includes empirical techniques that calibrate the observations
with surface datasets, and another one includes physical techniques which minimize the
differences between an atmospheric rainfall event model and observation.
The first technique is relatively simple to implement. However, regional
calibration is needed because of variations in the physical nature of precipitation systems.
The Goddard Profiling technique (GPROF) [30] (a physical technique) uses a database of
model-generated atmospheric profiles in order to find the best profile match based on a
comparison of the observed satellite measurements. The advantage of this technique is
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that it creates more information about the precipitation system than only the surface
rainfall [8].
Of the two estimation types, a combination of VIS/IR and passive MW
observations possess more advantages. This type of estimation can be categorized into
two main techniques: Adjustment methods and motion-based techniques. In the
adjustment techniques, the correction or adjustment of IR is performed by a different
dataset, such as radar or gauges. The algorithms used for the adjustment techniques
include the TRMM Multi-Satellite Precipitation Algorithm (TMPA) [31], the Passive
Microwave Infrared technique [32], the Microwave-adjusted IR Algorithm (MIRA) [33],
the Naval Research Laboratory (NRL) NRL-Blend technique [34], Global Satellite
Mapping of Precipitation (GSMaP) [35], Precipitation Estimation from Remotely Sensed
Information using Artificial Neural Networks (PERSIANN) [36], and the Conditional
Histogram of Precipitation (CHIP) [37] algorithms. In the motion-based techniques, the
IR data is used to capture the movement of the clouds. Therefore, by obtaining the rain
area and rain-rate derived from Passive MW (PMW) observations, along with the cloud
movement information derived from the IR data, high temporal and spatial resolutions
rainfall estimates can be obtained. The Climate Prediction Center Morphing technique
(CMORPH) [38] is an example of these techniques. One disadvantage of this
methodology is that the motion of the clouds may not show the true motion of the
precipitation near the surface.
Combined IR–PMW algorithms can also be categorized based on combination
strategies such as weighted averaging of PMW and IR estimates (TMPA), PMW-based
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tuning of IR algorithm parameters

(MIRRA [39]), histogram matching (NRL and

Infrared techniques), artificial neural networks (PERSIANN, CHIP ), discriminant
analysis and regression (SCaMPR [40]), and IR-based morphing of PMW estimates
(CMORPH). In the following section the five popular HRSPE are explained in greater
detail.
2.1.2

The Climate Prediction Center Morphing Technique (CMORPH)
CMORPH produces global precipitation estimates at very high spatial and

temporal resolutions. The product of this algorithm is first obtained on an 8-km grid at a
half-hourly temporal resolution. However, the output data is also available for 3-hourly,
0.25o spatial and temporal resolutions. The CMORPH technique is not a precipitation
estimate algorithm; in fact, it is a method that combines the existing estimates from
different algorithms. Therefore, this algorithm is flexible enough to incorporate any
precipitation estimate from any MW sensor [38]. This technique exploits the precipitation
estimates which are obtained from MW sensors in LEO satellite observations as well as
features which are transferred by means of spatial propagation information that has been
obtained by geostationary satellite IR data. The MW based precipitation estimates
utilized in the CMORPH technique are produced by algorithms using Special Sensor
Microwave Imager (SSM/I from the DMSP 13, 14 & 15), AMSU-B (from the NOAA-15,
16, 17 & 18), TMI (from TRMM), and AMSR-E (from Aqua) observations (these
algorithms were developed by Ferraro et al. [41, 42] (for SSM/I and AMSU-B) and
Kummerow et al. [30] (for TMI)). By using the histogram matching technique, the PMW
observations are calibrated to match with the TMI estimates.
31

In the CMORPH technique, the IR data is used to transport the microwavederived precipitation features when microwave data is not available. In other words, the
PMW estimates are interpolated by using propagation vectors (motion vectors) extracted
from the IR data for areas where no records of MW exist. These propagation vectors are
computed by spatial lag correlations on geostationary satellite IR images. The
interpolated precipitation estimates are obtained by applying a time-weighting
interpolation between the microwave-derived features (which have been propagated
forward from previous observations) and those features which have been propagated
backward from the microwave scan. This process is also called morphing of the features.
2.1.3

The TRMM Multi-Satellite Precipitation Algorithm (TMPA)
The purpose of the TMPA algorithm is to produce a 3-hour temporal resolution

which has a 0.25o by 0.25o spatial resolution and extends in a global belt from 50o south
to 50o north latitude. This algorithm is a TRMM and infrared (IR) merged technique. The
TMPA estimates are performed through four stages. First, the microwave precipitation
estimates are calibrated and combined (High Quality (HQ) of MW estimate). Second,
infrared precipitation estimates are obtained using the calibrated microwave precipitation.
Third, the microwave and IR estimates are combined. Fourth, rescaling to monthly data is
performed [31].
2.1.3.1 High Quality (HQ) microwave estimates
In this step, all precipitation estimates from available passive microwave
observations are obtained. Each estimate is averaged to the 0.25° spatial grid over the
time range of ±90 minutes from the nominal observation time. Then, using probability
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matching, these estimates are calibrated to a "best" estimate (a product of TMI, PR, the
Global Precipitation Climatology Centre (GPCC) monthly rain gauge analysis, and the
Climate Assessment and Monitoring System (CAMS) monthly rain gauge analysis
developed by the NOAA Climate Prediction Center [31]). Once the estimates are
adjusted for each satellite, the "best" data from all available overpasses is obtained.
When there are multiple overpasses, the data are averaged together. The MW
observations are TMI, PR, AMSR-E, and AMSR-B.
2.1.3.2 Variable Rain-Rate (VAR) IR estimates
In step 2, a 3-hourly 0.25o grid Tb (brightness temperature) is created by IR data.
To find a precipitation rate corresponding to Tbs (brightness temperatures and IR
calibrated pixels), a spatially varying calibration coefficient (which converts Tbs to
precipitation rates) is obtained through histogram matching of time-space HQ
precipitation rates and Tbs. The calibration gap for the IR is a month. When the 0.25° ×
0.25° average Tb is greater than a certain threshold, no precipitation is recorded; for
colder pixels (low Tbs), the larger precipitation rates are assigned [31].
2.1.3.3 Combined HQ and VAR estimates
The TMPA algorithm attempts to provide the "best" precipitation estimate in each
grid box at each observation time. Physically-based HQ estimates are used to combine
the HQ and VAR estimates. In this technique, when the HQ is available, the grid boxes
are filled based on HQ information. Otherwise, grid boxes are filled with VAR estimates.
The process of combining the MW estimates is easier than attempting to combine HQ
and VAR, but overall, this more complex methods creates the "best" local estimate [31].
33

2.1.3.4 Rescaling to monthly data
In the last step, TMPA uses rain gauge data. The rain gauge data is beneficial
when combined with the datasets. Experience demonstrates that if the time scale is less
than a month, the gauge data will not be reported with adequate density or with reliable
observational intervals. Both HQ and VAR estimates are added for a month in order to
produce a monthly multi-satellite (MS) product. The MS and gauge data are merged to
provide a real-time monthly satellite-gauge combination (SG). To correct the bias and
errors, the ratio of SG/MS is calculated and then used to scale for each 3-hourly data in
the month [31].
2.1.4

NRL (Naval Research Laboratory) technique
The NRL-Blend algorithm uses near real-time data from different operational

geostationary satellites such as GOES-11, GOES-12, Meteosat-7, Meteosat-9 (MSG-2),
and GMS-6 (MTSAT-1R). It also uses the PMW datasets from the LEO satellites such as
MetOP (MHS), NOAA (AMSU-B and MHS), DMSP (SSMI and SSMIS), TRMM (TMI
and PR), Coriolis (WindSat), and Aqua (AMSR). Except for TRMM, the other LEO
satellites are in sun-synchronous [34] orbits. The sensors of AMSU-B and MHS are
cross-track scanning sounders,;SSMI, SSMIS, WindSat and AMSR-E scan conically
[34].
The NRL-Blend technique can be described by three processes: a) Providing
intersecting pixels in terms of space and time from all operational geostationary (GEO),
visible/infrared (VIS/IR), and passive microwave (PMW) imagers; b) Adjusting the
VIS/IR data into instantaneous rain-rates using these intersecting images; and c)
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Updating 3, 6, 12, and 24-hour interval products at each three-hourly synoptic time (00,
03, 21 UTC) [34].
Since there are different sensor frequencies, scanning modes (conical or crosstrack), and polarization states, different precipitation estimate algorithms are applied to
the sensors [34]. As a result, different estimates and biases are obtained by the
algorithms. Therefore, one PMW sensor is assigned as a reference, and the rainfall
histograms of the other satellite sensors are matched to the reference histogram [18].
Since TRMM is not a sun-synchronous satellite, it is used as an ideal reference satellite
for the algorithm. It also samples nearly all local times, and its orbit intersects with other
sun-synchronous satellites.
For the NRL blended technique, the TRMM-PR is used as the reference estimate
because of its excellent performance in capturing high rainfall rates, particularly over
land. In addition, it has the highest resolution rainfall product available (4 km) among
LEO based products. For the area that TRMM does not cover, the SSMI is used as a
reference (for example the area above 40oN and below 40oS). To match the histogram of
the PMW estimates to the TRMM-PR rain histogram, a different adjustment procedure is
used. For instance, the AMSU-B and TMI products are scaled upward past around 15 and
30 mm/h for ocean pixels and latitude area between 20oS–20oN, respectively.
In this technique, all operational geostationary VIS/IR imagers and LEO PMW
imagers are collected and used to produce the rain-rate. Using a grid map of 2 latitude–
longitude boxes for the globe, histogram matching is used to match the histogram of the
PMW dataset with the corresponding coinciding geostationary IR brightness temperature
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for each 2o latitude–longitude box. This procedure creates an updated lookup table
(LUT). The global LUT is updated by both the global PMW and IR datasets.
To assign a rain-rate to each pixel, a bi-cubic interpolation of the four rain-rates
around each pixel is utilized. In addition, a correction factor, produced by combining the
Navy Operational Global Atmospheric Prediction System (NOGAPS) forecast model and
a topographic dataset, is used for the regions in which there are orographic effects in the
up-slope and down-slope sides. Furthermore, each rain-rate estimate pixel is weighted
based on its time closeness to the nearby PMW overpass. In this case, the PMW estimates
are completely weighted and the IR-based estimates include a smaller weight. Therefore,
since the PMW overpasses are closer to the poles and have shorter visitations, the IRbased rain-rates are weighted less as the latitude increases.
Multispectral MODIS data is also used to better discriminate between nonprecipitating cirrus clouds and other types of clouds [34]. Even though the NRL-Blend
uses all of these LEO datasets to decrease the overall revisit time, there is a possibility
that some LEO datasets are omitted (for example, due to losing a satellite). If any datasets
are missing, this circumstance will change the overall performance of the NRL-Blend.
The NRL technique has been operational since 2002, but the official global
precipitation product has been available only since 2004 [43]. Even though the
computations are carried out on a 0.1 latitude-longitude grid between 60o latitude, the
archived data are averaged to a global 0.25 grid (480 lines 1440 samples).
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2.1.5

PERSIANN (Precipitation Estimation from Remotely Sensed Information using

Artificial Neural Networks)
The PERSIANN algorithm employs an Artificial Neural Network (ANN)
classification to obtain global precipitation estimates [36]. The operational PERSIANN
estimates precipitation over global 60°S-60°N, with a temporal resolution of 3 hours and
a spatial resolution of 0.25o × 0.25o. The product has been available since the year 2000.
The algorithm is based on thermal infrared (IR) imagery from the GEO satellites, in
which the operational version incorporates microwave data from the LEO platforms for
calibration and adjustment of the algorithm’s parameters.
The algorithm estimates precipitation in three steps: 1) feature extraction from the
target pixel and the vicinity of the pixel; (The features include the mean and variance of
the cloud-top brightness temperatures. To obtain these features, 5 × 5 and 3 × 3 moving
windows surrounding the central pixel are used to compute the IR temperature of the
pixel, the mean, and the variance temperature); 2) classification of the extracted features;
(A neural network classifier, the self-organizing feature map algorithm, is utilized to
categorize the features into a large number of groups with different cloud characteristics);
and 3) assignment of precipitation rates to the classified pixels (For each cluster, a
multivariate linear function mapping is obtained to relate the input feature values to the
output rain-rate using available rainfall data.)
There are two modes in the operational version of the PERSIANN algorithm: (a)
the simulation mode in which the precipitation estimates of both the 0.25o spatial
resolution and the 30 minute time window are computed using IR data; and (b) the
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calibration and adjustment modes, which continuously adjust and calibrate the algorithm
parameters based on the passive microwave instantaneous precipitation estimates. In the
adjustment mode, the error between the simulation estimates and passive microwave
estimates (which are available in that time and space) is exploited to adjust the
parameters of the associated mapping function at any pixel. Indeed, in the adjustment
mode, the quality of the product improves [36].
The IR images are from multiple satellites such as the east and west Geostationary
Operational Environmental Satellites (GOES) and the Geostationary Meteorological
Satellite (GMS-5), provided by the NOAA Climate Prediction Center. The microwavebased precipitation estimates are obtained from the available low-orbital satellites:
NASA, NOAA, and DMSP low altitude polar-orbital satellites (such as TRMM, DMSP
F-13, F-14, & F-15, NOAA-15, 16, 17 [36]).
The accuracy of the product and its estimates depend on some factors such as the
effectiveness of the features and classification scheme, the accuracy of the individual
mapping function for each group, and the accuracy and availability of the passive
microwave rainfall estimates used for calibrating [36].
2.1.6

PERSIANN-CCS (Precipitation Estimation from Remotely Sensed Information

using Artificial Neural Networks Cloud Classification System)
The product of this algorithm is 4 km spatial at half-hourly temporal resolutions.
This algorithm is a cloud-patch-based technique in which the rainfall estimates are
computed based on the cloud coverage under a specific temperature threshold. Four steps
are performed in this algorithm to obtain rainfall estimates for each cloud pixel.
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First, the satellite infrared cloud images are segmented into patches. The
incremental temperature threshold (ITT) technique, based on a region of growing
segmentation, is used to segment the clouds. In this technique, the minimum brightness
temperature (Tb) of the clouds is determined first, and the pixels corresponding to Tbmin
are used as seeds. Then, Tbmin is incremented by 1 K, and a new set of pixels are
identified. If these pixels are neighbors of a seed, they are assumed to belong to the area
of the seed; otherwise, that pixel is considered a new seed. The threshold of the
temperature is iteratively increased to a maximum of 255 K.
The second step is to extract the features from each patch. The coldness (the
minimum and mean temperatures of each patch), the geometry (the patch area and patch
shape index), and the texture features (standard deviation (STD) of cloud patch
temperature; the mean value of the local standard deviation of cloud temperature; the
standard deviation of the local STD of a patch; the gradient of cloud-top brightness
temperature; and the gray-image texture) are all extracted at the different temperature
thresholds of the patches.
The next step is to classify the cloud patch into 100 clusters using a SelfOrganizing Map (SOM) Neural Network. SOM is an unsupervised artificial neural
network which produces a low-dimensional (usually two-dimensional) representation of
the input data [44]. SOM is a learning algorithm that utilizes a neighborhood function to
preserve the topological properties of the input samples. In the training mode, a map,
consisting of nodes and the weights of the neurons, is initialized by the input samples.
The arrangement of the nodes on the map can be in a hexagonal or rectangular grid. The
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learning procedure is competitive. The Euclidean distance is employed to compute the
weight of each node. In the testing mode, the winner neuron (also called the best
matching unit (BMU), which is the neuron most similar to the input sample, along with
its neighbors, is adjusted toward the input pattern.
Finally, a relationship between the brightness temperature of the infrared pixels
of the cloud patches and rain-rate (T-R) is obtained for each cluster. To attain the T-R
relationship, first the T-R pixel pairs are redistributed by applying the probability
matching method [45]. Then, the redistributed pixels are fitted with a nonlinear
exponential function. This nonlinear exponential function has five parameters, which can
be adjusted by gauge-corrected radar rainfall [46]. This function is described as
𝑅 = 𝑝1 + 𝑝2 (𝑝3 (𝑇𝑏 + 𝑝4 )𝑝5 )

(1)

where 𝑅 is the rain-rate (mm/h), 𝑇𝑏 is the cloud top brightness temperature, and 𝑝1 , … , 𝑝5

are the parameters. The parameters of the exponential function are obtained by the
unconstrained optimization simplex search method [47]. It solves the n dimensional
problem by providing at each iteration n + 1 point to define a simplex. At each iteration,
this simplex is updated by applying certain transformations to it until it finds a minimum.
2.2 Image Processing and Pattern Recognition Tools for Infrared Cloud Image
Analysis
2.2.1

Cloud Feature extraction
In order to classify clouds, the properties and the features of the clouds must be

extracted. Because clouds are highly dynamic, it is difficult to find reliable and robust
features.

Meteorologists usually use six different criteria of visual interpretation to
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categorize them [48]. These criteria are brightness, texture, size, shape, organization, and
shadow effects [49]. The brightness corresponds to spectral features. The texture features
provide information such as smoothness, fineness, roughness, or pattern within the cloud
image. In fact the texture features can show the local spatial distribution property in a
specific region. The texture and spectral features are among the most widely used as
cloud classification features. The other features such as the size, the shape, and the
organization information are usually computed after segmentation. Shadow information
has also been used in some studies. This last feature is very difficult to analyze.
2.2.1.1 Cloud Spectral Features
Cloud Spectral features are related to important physical qualities of clouds such
as the albedo, the temperature, the size of water droplets, and the ice contents. In fact,
different types of clouds have different radiative effects on the Earth and its atmospheric
system [50]. For instance, thin cirrus clouds located over tropical waters have little effect
on solar radiation. However, these clouds absorb long-wave radiation and thereby
increase the greenhouse effect [50]. The spectral features are very effective both in cloud
classification and in cloud type identification. However, not all spectral features are
available through satellites. Some satellites, such as stationary satellites, provide a greater
amount of visible and infrared images. Some LEO satellite sensors include more spectral
bands. This quality especially applies to the Moderate Resolution Imaging
Spectroradiometer (MODIS) sensor employed in the Terra and Aqua satellites. This
sensor provides more spectral bands and high spatial resolution than other meteorological
satellite imagers, having 36 spectral bands with 250 m to 1000 m spatial resolutions. The
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data that this sensor provides improve our knowledge of changes and processes
happening on the land, in the oceans, and in the lower atmosphere. The brightness data of
this sensor (in different bands) can be correlated to some properties of clouds or cloud
types. For instance, band 1 is useful for detecting clouds and shadows; band 2 is suitable
for detecting low clouds; band 3 aids in detecting cirrus and low clouds; bands 4 and 5
are mostly used for snow; and bands 19 and 20 are used for shadow.
Due to the fact that spectral features have the potential to distinguish between
cloud types, cloud classification algorithms solely based on spectral features have been
developed [50], [51]. Consequently, Li et al. [50] used MODIS data to classify the clouds
into 15 classes such as land, water, coastal, desert, semi-desert, snow (or IC), shadow,
cirrus, high, and others. Additionally, by using MODIS data, they compared the
capability of the other sensors such as the GOES-12 Imager, SEVIRI, and VIIRS to each
other in terms of classifying clouds [50].
2.2.1.2 Cloud Textural Features
Cloud textural features can help us to differentiate certain types of clouds by the
spatial distribution characteristics of a specific channel’s gray level. Compared to the
spectral features of clouds, the textural features of a cloud are less affected by the
atmospheric attenuation and/or noise [49]. The most commonly cited texture features
include the statistical features from the gray level co-occurrence matrix (GLCM) [52, 53],
the frequency characteristics of images [54], autocorrelation [55], textural edgeness [55],
the Gabor filter, and singular value decomposition (SVD) [49]. For example, Welch et al.
[53] used GLCM for feature extraction to classify the frequency characteristics of images
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for stratocumulus, cumulus, and cirrus clouds. Garand et al.[54] investigated the power
spectrum of ocean cloud images and provided Fourier features. Gu and Duncan [55]
evaluated autocorrelation, textural edgeness, and the GLCM approach to obtain cloud
textural information. The Gabor filter and singular value decomposition (SVD) were also
used to provide texture features for cloud classification [49]. One of the most nearly
complete texture feature analyses of clouds was carried out by Christodoulou et al. [56,
57]. In this work, nine groups of texture feature sets were extracted and exploited for
classifying clouds separately. These groups of texture features include:
A. Statistical Features (SF): They consist of mean, median, standard deviation,
skewness, and kurtosis of the clouds [56, 58].
B. Spatial Gray-Level Dependence Matrices (SGLDM) (or GLCM features):
These features were obtained from the gray level co-occurrence matrix (GLCM) [52] by
a specific distance (d =1) and different angles (at 0, 45, 90, and 135 degrees). Based on
the probability density functions, the extracted features include angular second moment,
contrast, correlation, variance, inverse difference moment, entropy, sum average, sum
variance, sum entropy, difference variance, and difference entropy [56].
C. Gray-Level Difference Statistics (GLDS): The first order statistics of local
properties based on complete differences between pairs of gray levels were computed
[59]. These features include contrast, angular second moment, entropy, and mean [56].
D. Neighborhood Gray Tone Difference Matrix (NGTDM): The neighborhood
gray tone difference matrix [60] was computed to extract textural features related to the

43

visual properties of texture. These features were coarseness, contrast, business,
complexity, and strength (for a neighborhood size of 3×3) [56].
E. Statistical Feature Matrix (SFM): The statistical feature matrix [61], composed
of the statistical properties of pixel pairs for different distances within an image, was
extracted. The features obtained by this matrix include coarseness, contrast, periodicity,
and roughness [56].
F. Laws Texture Energy Measures (TEM): Based on a specific edge detector, spot
detector, and on local averaging, the Laws Texture Energy Measures and Laws’ masks
[62, 63] were computed. The features were attained from texture energy, and the average
texture energy was attained from the kernels [56, 62, 63].
G. Fractal Dimension Texture Analysis (FDTA): To obtain the roughness of
natural surfaces and roughness features, the fractional Brownian motion model developed
by Mandelbrot [64] was used. The features were computed using the Hurst coefficient
[63] obtained from the model at different image resolutions [56].
H. Fourier Power Spectrum (FPS): The angular sum and radial sum of the
discrete Fourier transform were calculated as texture features [56].
2.2.2

Cloud Segmentation
For some applications, it is necessary to segment images into meaningful regions.

This segmentation can be a first step in classifying and detecting objects and in tracking
motions. Researchers have had different intentions for the cloud segmentation they have
performed. One intention was to segment the clouds versus clear sky, or segment the
clouds into similar regions called patches in order to estimate rainfall. Based on the
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applications, different segmentation algorithms have been used. In segmenting clouds,
their dynamic characteristics in terms of over-changing size, height, shape, and texture
have proven to be important and challenging. In addition, separating the clouds that touch
is one of the most difficult problems associated with cloud segmentation.
In many applications, it is necessary that the cloud be segmented from clear sky.
The simplest approach to cloud segmentation is to apply static thresholds over features
such as albedo or temperature. In this approach, some elements present difficulties such
as the presence of subpixel clouds, high-reflectance surfaces, and illumination. Other
factors to account for include observation geometry, sensor calibration, variation of the
spectral response of clouds with cloud type and height, etc. [65]. In order to better
segment the clouds, different approaches, such as spatial coherence methods [66], have
been used. These methods have an advantage over static threshold methods because they
use the local spatial structure. One drawback to these spatial coherence methods is that
they cannot easily perform either when the clouds are smaller than the instrument spatial
resolution, or when cirrus clouds are present in a scene. As a result,

different

segmentation techniques such as adaptive threshold cloud-masking algorithms [67],
algorithms based on fuzzy logic [68], Bayesian methods [69], artificial neural networks
[70, 71], a combination of unsupervised and supervised methods [72], and the mean map
kernel method [73] have been developed. Yhann et al. [65] used Neural Network to
detect and segment clouds versus clear sky. This segmentation method was used to show
only the delineation between clouds and clear sky. The team applied the neural network
technique to the Advanced Very High Resolution Radiometer (AVHRR) thermal infrared
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data for cloud detection and segmentation in different cases. For example, they were able
to observe large latitudinal, interannual, and seasonal variations in atmospheric
conditions.
Another objective of cloud segmentation is to estimate precipitation. Prior to
cloud classification, the clouds are segmented into patches, and then cloud patch
classification is applied in order to estimate rainfall. The easiest and simplest method for
separating a cloud into patches is the thresholding method in which pixels that are less
than a threshold are considered cloud pixels. The connected pixels create patches or
segments. Although the thresholding method is relatively suitable for distinguishing
clouds from clear sky, this method cannot be used for separating touching cloud systems
in satellite infrared images [74, 75]. Different methods, such as the watershed technique
and edge-based and morphology-based methods, have been used for segmenting clouds
into regions [74].
In the watershed method [75], the altitude local minima are obtained and then the
basins are filled from the bottom. The water fills all basins until two basins merge due to
the rising water level; a (water basin edge line) reservoir is attained to separate them.
When the water level rises, individual basins are formed. The process stops when water
fills all basins. This watershed technique can be applied to an infrared image (as a
topographic surface) to segment the clouds. In this case, drops seep from the local
minimum of the cloud top temperature until they meet different sources; this is called the
watershed. To segment infrared images using the watershed method, three steps are
involved. First, a set of pre-processing techniques are performed to remove or reduce the
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noise. Then, a watershed transformation is applied. Finally, a post processing operation
is performed in order to remove tiny segments [74].
2.2.3

Cloud Classification
To enhance weather forecasting, precipitation estimation, and other applications,

the automatic and accurate classification of clouds is important.

In recent years,

significant research has been done in the cloud classification area [49, 56, 76]. Lee [77]
used a three-layer back propagation neural network (BPNN) for cloud classification of
LANDSAT multispectral scanning system (MSS) data. Bankert [78] utilized the
Probabilistic Neural Network (PNN) for cloud classification of AVHRR imagery. Welch
et al. [79] utilized traditional linear discrimination along with two neural-network
classifiers, BPNN and PNN. These classifiers were comparatively examined for the
classification of polar clouds and surfaces. Tian et al. [49] used the PNN and the selforganizing feature map (SOFM) neural networks along with image texture analysis to
identify cloud types, such as stratus, low cumulus, strato-cumulus, Alto-Stratus, CirroSratus, and Cirrus. The team exploited channels 1 and 4 of the GOES-8 to extract
features. Azimi-Sadjadi et al. [80] applied a support vector machine for cloud
identification.
Additionally, Papin et al. [81] used unsupervised learning methods to identify low
level clouds such as fog and stratus, especially at night. These kinds of clouds create
serious traffic safety issues for air and road. Due to a poor thermal contrast between the
top of low level clouds and the underlying earth surface, detection and segmentation of
the low clouds are often very difficult to perform with single thermal infrared
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geostationary satellite images alone. To classify this type of cloud, they exploited
multispectral and textural information to segment the low clouds. In their work, the team
used motion-based measurements, thermal structure information, and contextual
information to segment the clouds.
Furthermore, Christodoulou et al. [56] used a supervised approach to classify
clouds. The original aspects of this work occurred in four steps: 1) obtaining the thermal
images from the METEOSAT7 geostationary satellite; 2) labeling the different cloud
cases by combined agreed observations from ground and satellite; 3) extracting the
texture features; and 4) applying a weighted averaging method and correction factor to
the modular classifier. Their six classes were altocumulus-altostratus, cumulonimbus,
cirrus-cirrostratus, cumulus-stratocumulus; stratus, and clear conditions. In this study,
clear conditions were considered a class label. For the labeled data, 366 samples of these
classes were manually classified from a total number of 98 satellite images by the expert
meteorologist. The team exploited two classifiers, the self-organizing feature map (SOM)
classifier [44] and the statistical KNN classifier [82], for cloud classification. They chose
SOM because it is an unsupervised learning algorithm and also because it aids matching
similar input patterns to output nodes. It also enhances visualization of the input data
distribution [44]. Additionally, the team demonstrated the advantages of SOM in cases of
overlapping classes. The classification is performed based on the class labels in a 3×3
window around the winning node. In other words, a label to the test pattern was allocated
based on the majority of the pattern labels assigned in the 3×3 window neighborhood. A
correction factor, which is the total number of patterns divided by the number of
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members of each class, is calculated and multiplied to the number of counted patterns on
the node for each class for compensating inequality pattern numbers among classes.
Based on nine different feature sets, nine different SOM classifiers were trained and
evaluated. In fact, a modular neural network was implemented by combining the outputs
of the nine different SOM classifiers. This task was accomplished with the following
combining techniques: 1) majority voting and 2) weighted averaging. Using majority
voting, the input pattern is allocated to the label class with the majority vote of the nine
classification results. In the weighted averaging case, the six class percentages assigned
to the 3 × 3 neighborhood of the winning output node were summed up for the nine
classifiers sets. The input pattern was allocated to the class with the greatest percentage
value.
In addition to the SOM classifier, the statistical KNN classifier was also
implemented and used for cloud classification based on the Christodoulou et al. [56]
work. Using the KNN, the nearest neighbors of the test pattern were identified. A label
was allocated to the test pattern based on the majority of its neighbor class labels. The
same correction factor and combining techniques were used for this classifier.
Among the classification techniques such as maximum likelihood estimation
(MLE), nearest-neighbor criterion, neural network, pixel wise dynamic clustering,
contextual labeling approaches, and other techniques used for cloud classification,
adaptive learning methods like neural network classifiers perform better due to the highly
dynamic characteristics of clouds [49]. In fact neural networks have a fast learning
capability that enables them to adapt to the changes. Since, in many situations, the ground
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truth of the clouds and background may not be available or reliable, unsupervised
learning techniques such as a self-organizing map can be a solution for cloud
classification [46].
2.3 Feature Selection
At this time, the dimensionality of the datasets is becoming progressively larger.
This may reduce the performance of the learning algorithm mainly when irrelevant or
redundant features are present [83]. In theory, more features should provide a greater
ability to discriminate between the classes, but in practice, with a limited number of
training samples, extreme numbers of features not only degrade the learning process
considerably, but also create an over-fitting problem for the classifier by introducing
irrelevant or redundant features which may confuse the learning algorithm [84].
Therefore, feature selection, which selects an optimal subset of original features,
performs a significant function in reducing the dimensionality and removing irrelevant,
redundant, or noisy data for processes of pattern recognition, machine learning, data
mining, and statistics calculation. Feature selection also speeds the learning algorithm,
reduces complexity, increases learning efficiency, and enhances the performance such as
predictive accuracy and result comprehensibility [84],[85].
Feature selection has been studied since the 1970s in different fields such as
statistical pattern recognition [86], machine learning [87], and data mining [88], and has
been linked to many applications such as text categorization, image retrieval, customer
relationship management, intrusion detection, and genomic analysis, etc [85]. Different
research methods have been developed using this technique, such as Relief [89], Mutual
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Information (MI) [90], Min-Redundancy and Max-Relevance (mRMR) [91], InteractiveRelief [92], Normalized-MI Feature Selector (NMIFS) [93], and several other techniques
[94]. Langley et al. [95] finds that the predictive accuracy of the learning algorithms is
diminished by including irrelevant features. Koller et al. [96] also prove that the
distribution of relevant features is distorted when irrelevant or redundant features are
used. Fu and Wang [97] demonstrate not only that the classification accuracy is improved
but also that the structural complexity of the radial basis function (RBF) neural network
is reduced when irrelevant features are not used.
Early research of feature selection focused more on classification with labeled
data [88, 98] (supervised feature selection) where class information is available.
However, the most recent developments show that feature selection can be effective for
clustering with unlabeled data [98], [99] (or unsupervised feature selection) where data is
unlabeled [84].
Most feature selection methods use a search procedure to find the optimum
feature selected subset. There are also other methods that do not use search procedures
such as feature selection based on feature similarity clustering[100].
Search-based feature selection is a popular technique utilized to select the optimal
feature set. This method includes four basic steps: subset generation, subset evaluation,
stopping criterion, and result validation [98], [85]. Based on a search criterion, subset
generation provides candidate feature subsets for evaluation. The candidate subset is
examined by an evaluation criterion. If the new candidate has a better performance, it
replaces the previous optimal subset. This process continues until a stopping criterion is
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satisfied. If there is some prior information about features and datasets, the optimal
feature set can be validated. Further details of the steps are explained as follows.
2.3.1

Subset Generation
Subset generation provides candidate subsets for evaluation. A subset generation

strategy can be categorized into three main search approaches: complete search,
sequential search, and random search [85]. The algorithms based on the complete search
option assess a number of subsets that develops exponentially with the dimensionality.
Although a complete search guarantees an optimal subset, the search is exhaustive and
time consuming [85]. However, there are several experiential functions which can be
exploited to decrease the search space without reducing the chances of having the optimal
result. Examples include branch, bound [101], and beam search [102].
In a sequential search, the completeness function is not performed. Therefore, the
optimal subset may be lost. These algorithms add or remove features sequentially, but it
is possible to get stuck in local minima. The algorithm based on sequential search can add
or remove a feature at a time, or add (or remove) L features in one step, and remove (or
add) R features in the next step. The sequential forward selection, sequential backward
elimination, bi-directional selection, plus-L minus-R selection, and sequential floating
selection are based on this search strategy [85]. The subset can be started by an empty set
and be continued by adding features (forward), or it can be started with a full set and be
continued by removing features (backward). It can also be started from both ends and be
continued by removing and adding features simultaneously (bi-directional). These
algorithms used in this process are simple and fast. Note that the greedy search forward
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and backward strategies have advantages over other search strategies in terms of
compositionality and toughness against over-fitting [90].
A random search begins with a randomly selected subset and can be approached
in two different methods. One approach is to pursue the sequential method where the
randomness is inserted into the sequential technique as in random-start-hill-climbing and
simulated annealing algorithms [85]. Another method is to produce the next subset in a
completely random way with no shrinking or growing occurring for the next subset. The
Las Vegas algorithm is an example of this algorithm [103]. In brief, these algorithms
incorporate randomness into their search procedures in order to avoid getting trapped in
local minima. Examples of these algorithms are random generation plus sequential
selection, simulated annealing, and genetic algorithms (GA). Some modified versions of
the GAs have also been proposed. For example, niching genetic algorithms can solve
multimodal and multiple optima problems [104], and hybrid GA [104], which includes
local search operators, can improve the performance of simple GAs [93]. Below, the
sequential search method is explained in detail.
2.3.1.1 Sequential Search
The simplest situational search algorithm is Sequential Forward Selection (SFS). It
starts with an empty set and sequentially finds and adds the feature x to the features Yk
(the best subset from level k) such that the evaluation criteria J(Yk+ x) will be the highest.
Then, the new feature subset is updated (Yk+1 = Yk+ x; k = k+1) and the process is
repeated until it reaches a stopping criteria. The main disadvantage of SFS is that it
cannot remove features that become useless after the addition of other features.
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Sequential Backward Selection (SBS) is performed in the opposite direction to SFS. It
starts from a full set and sequentially removes a feature x to provide the smallest
evaluation result. Hence, the subset dimension decreases J(Y-x). The main disadvantage
of SBS is that it cannot reevaluate the usefulness of a feature after it has been removed.
SBS has the best performance when the optimal feature subset has a large number of
features because SBS spends most of its process time in large subsets [105].
It is arguable that the forward selection method is superior to the backward
selection method. Some posit that forward selection is computationally less expensive
than backward elimination. However, some argue that forward selection provides weaker
subsets because the importance of variables is not measured in the circumstances of other
variables which have not been included [90].
A bi-directional search is a sequential search that implements the SFS and SBS in
a parallel fashion, wherein SFS is started from an empty set and SBS is formed from a
full set. To have SFC and SBS in the same solution, the features selected by SFS (or
SBS) are not removed by SBS or SFS. For instance, before SFS adds a new feature, it
checks to see if a feature has been discarded by SBS. If so, it tries to add the second best
feature, and so on. SBS works in the same manner.
Another sequential search, Plus-L Minus-R is a generalization of SFS and SBS. L
is the number of features that are added in forward and R represents the number of
features that are removed in backward. If L>R, the search method begins from the empty
feature subset and repeatedly adds ‘L’ features and removes ‘R’ features. If L<R, LRS
begins from the full feature subset and removes ‘R’ features and adds the ‘L’ features.
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LRS tries to account for the weaknesses of SFS and SBS with its back-tracking
capabilities. One drawback of plus-L Minus-R is the difficulty of finding the best values
for L and R [105].
2.3.2

Subset Evaluation
Each subset generated by the first step must be evaluated by an evaluation

criterion. There are two groups of evaluation criteria according to their dependence on the
classifier. If the evaluation criterion is independent to the classifier, this model of feature
selection is called a filter model. If the evaluation criterion is dependent on the classifier,
it is called a wrapper model [87].
2.3.2.1 Filter model
The evaluation criterion used in the filter model assesses the value of feature
subsets by utilizing the inherent properties of the training data without involving any
classifier. Examples of supervised feature selection algorithms that use a filter model
include Relief [89], Iterative-Relief [92], Mutual-Information (MI) [90], Optimal Feature
selection MI (OFI-MI) [106], Min-Redundancy and Max-Relevance (mRMR) [91], MI
Feature Selector (MIFS) [107], and Normalized-MIFS (NMIFS) [93]. Unsupervised
feature selection algorithms include Dash [108], Penalized Minimization of Spatial
Dispersion (PMDC) [94], Term-Strength (TS)[109], and Entropy-based ranking EN[110].
Some popular evaluation criteria in filter models include information measures,
separability measures, dependency measures, and consistency measures [111], [112]
which are explained as follow.
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2.3.2.1.1

Distance measures

Distance measures are straightforward comparisons to other measures. One of the
filter-based feature selections which uses distance measures is the Relief technique,
introduced by Kira and Rendell [113]. In Relief, a weight, which is calculated by the
Euclidean distance between instances, is assigned to the features. This weight score
shows the discriminative ability of the feature. Relief randomly selects an instance from
training and computes the distance between it and its nearest neighbors from both the
same class and different classes. This distance value is used as the score for the feature
[113]. A feature has a high score if it has the same value as the instance in the same class
and different values than other instances of other classes. This technique has been
recently improved in terms of robustness and efficiency [114]. Note that, instead of using
the Euclidean distance, other distances such as the Bhattacharyya [115] and Mahalanobis
distances [116] have been used as distance measures.
2.3.2.1.2

Dependency Measures

Dependency measures show both the similarity and the correlation between
features and classes. In fact, dependency measures show how much a feature is related to
the class. A feature is favored to another feature if the relationship between the first
feature and class C is higher than the relationship between the second feature and class C.
Hall [117] proposes a correlation–based feature selection (CFS) which places emphasis
on the individual set and the inter-correlation of feature subsets. In this method, the
evaluation criteria for the candidate feature f is
𝐽(𝑓) = 𝑘. 𝑟𝑖𝑓 /�𝑘 + 𝑘(𝑘 − 1)𝑟𝑖𝑗

(2)
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where k is the number of features included in the selected subset S and 𝑟𝑖𝑓 (or 𝑟𝑖𝑗 ) is the

average correlation between 𝑖 ∈ 𝑺 and f (or 𝑗 ∈ 𝑺). A feature is considered redundant or

irrelevant when it has a poor discriminative ability or is highly correlated with selected
features [114].
2.3.2.1.3

Separability measures

The separability measures of a feature or feature subset show how much potential
a feature or a feature subset has to provide class separation. For example, for a two-class
dataset, a feature is favored to another one if it can provide a larger difference between
the two-class conditional probabilities than the other feature. So far, different separability
measures that have been proposed include the Fisher score [118], the Laplacian score
[119], Trace ratio[120], Pearson's correlation[121], statistical variance, and least square
regression error [100]. Below, the Fisher, Laplacian, and Trace scores are explained.
Fisher score: Let 𝒙 ∈ 𝑅 𝑑 represents high dimensional data, and 𝑾 ∈ 𝑅 𝑑×𝑚 is a

selection matrix with binary elements (a column vector of W can be represented by
𝒘𝑖 = [0, … , 0, 1, 0, … , 0]𝑇 , where the ith element is 1 and 𝑾 = [𝒘𝐼(1) , 𝒘𝐼(2) , … , 𝒘𝐼(𝑚) ]).
The goal is to find the optimal of this matrix (the optimal feature subset) under an
appropriate criterion. The low dimensional y data is obtained as (m<< d) [120]
𝒚 = 𝑾𝑇 𝒙

(3)

That is, m features are selected by W. To obtain the Fisher score, First 𝑨𝑤 and 𝑨𝑏 are

calculated using the following formula,
(𝑨𝑤 )𝑖𝑗 =

1

� 𝑛𝑐(𝑖)
0

𝑖𝑓 𝑐(𝑖) = 𝑐(𝑗)

𝑖𝑓 𝑐(𝑖) ≠ 𝑐(𝑗)

(4)
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1

1

−𝑛
𝑛
(𝑨𝑏 )𝑖𝑗 = � 1 𝑐(𝑖)
𝑛

𝑖𝑓 𝑐(𝑖) = 𝑐(𝑗)

(5)

𝑖𝑓 𝑐(𝑖) ≠ 𝑐(𝑗)

where 𝑐(𝑖) denotes the class label of a data point 𝒙𝑖 , 𝑛𝑖 denotes the quantity of the data in

class i, and n is the number of all data points. Next, 𝑳𝑤 and 𝑳𝑏 are computed as follows:
𝑳𝑤 = 𝑫𝑤 − 𝑨𝑤 , (𝑫𝑤 )ii = ∑j(𝑨𝑤 )ij

(6)

𝑳𝑏 = 𝑫𝑏 − 𝑨𝑏 , (𝑫𝑏 )ii = ∑j(𝑨𝑏 )ij

(7)

Using the 𝑳𝑤 and 𝑳𝑏 , the B and E are computed:
𝑩 = 𝑿𝑳𝑏 𝑿𝑇

(8)

𝑬 = 𝑿𝑳𝑤 X T

(9)

And finally the Fisher score is computed as:
Fisher score(𝛷(𝑰)) =

tr(𝑾𝑇
𝐼 𝑩𝑾𝐼 )

(10)

tr(𝑾𝑇
𝐼 𝑬𝑾𝐼 )

where tr is a matrix trace, 𝛷(𝑰) is a feature subset (I is a permutation of {1, 2, … , 𝑑}), and

𝑾𝑇𝐼 is W when Φ(𝑰) is a feature subset. The task is to find the optimal 𝛷(𝐼) by
maximizing Eq. (10).

Laplacian score: If 𝑨𝑤 and 𝑨𝑏 are selected as
(𝑨𝑤 )𝑖𝑗 = �𝑒
1

𝑨𝑏 = 𝑰𝑻𝑫

𝑤𝑰

−

2
�𝒙𝒊 −𝒙𝒋 �
𝑡

0

𝑫𝑤 𝑰𝑰𝑇 𝑫𝑤

𝑥𝑖 𝑎𝑛𝑑 𝑥𝑗 𝑎𝑟𝑒 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

Then, Eq. (10) becomes the Laplacian score.
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(11)
(12)

2.3.2.1.4

Consistency measures

Consistency measures are more dependent on class information. These measures
try to obtain a minimum number of features that can divide classes as steadily as
consistently as the full set of features can. A consistency criterion preserves the
discriminative ability of the data in the original feature space [122]. The goal of these
measures is not to increase the class separability power. A dataset is considered
inconsistent when at least two instances exist such that they have the same feature values
but with different class labels. The inconsistent rate is defined as the number of
inconsistent instances divided by the total instant number [114]. The goal of the feature
selection methods employing a consistency metric is to obtain a feature subset with a
minimal size whose inconsistent rate is either equal to those of the original features or
inferior than a user specified threshold. Rough set theory [123] is a popular technique to
obtain a feature subset based on consistency.
2.3.2.1.5

Information measures

Information measures show how much information one feature can provide. If a
feature provides more information than another feature, that first feature is preferred to
the second one. Mutual information (MI) has been examined as the information measure
of relevance and the redundancy among features.
Battiti [107] uses the joint MI between the class variable C and the subset of
selected features measure to select the most relevant features. Due to the limitation on the
central processing unit (CPU) time required, he does not calculate directly the Shannon’s
MI between high-dimensional vectors. He adopted a heuristic criterion to approximately
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compute the MI. Instead of computing the joint MI between the selected feature set and
the class variable, only I(C; fi) and I (fi, fj) were calculated, in which fi and fj are
individual features. The above evaluation criteria along with a greedy search algorithm
was developed as a mutual information feature selector (MIFS) [107].
Kwak and Choi [124] have modified the MIFS and have proposed a greedy
selection method called MIFS-U, which improves MIFS in terms of estimating the MI
between the input attributes and output classes. A modified and enhanced version of
Battiti’s MIFS criterion is the min-redundancy max-relevance (mRMR) [91]. The author
demonstrated that, for a first-order incremental search (one feature selection at a time),
the mRMR criterion is equivalent to max-dependency. Chow and Huang [106] have
developed an algorithm named OFI-MI, in which they used a pruned Parzen window
estimator and quadratic mutual information (QMI) to estimate MI. In order to reduce the
computational complexity, Hild et al. [125] estimated the Renyi’s quadratic entropy
instead of estimating Shannon’s entropy to compute MI. They used Parzen windows and
Gaussian kernels to estimate Renyi’s quadratic entropy [93]. In addition, Bonev et al.
[126] used entropic spanning graphs to estimate the MI in order to decrease the
computational complexity. In this technique, instead of estimating the entropy using the
probability density function (pdf), the entropy was estimated directly from the data
samples [127].
The selection of a feature subset using mutual information can be proficiently
carried out using GA. The GA searches more space regions, avoiding exhaustive

60

searches, so an optimal subset can be achieved [128], [129]. In [130], a modified version
of MIFS-U criterion [131] was proposed using a hybrid GA.
2.3.2.2 Wrapper Model
The wrapper methodology proposed by Kohavi and John [87] provides a powerful
way to select features [87]. In this method, a criterion which depends on a predetermined
classifier is utilized. In fact, the performance of the classifier is exploited when selecting
a feature subset. In the unsupervised wrapper feature selection, the clustering algorithm is
invoked to evaluate the value of each feature subset. The algorithms Relevance in
Context (RC) [132], Wrapper of Sequential Forward Generation (WSFG) [121], Wrapper
of Sequential Backward Generation (WSFB) [121], and Bidirectional Search Feature
Selection (BDS) [102] are examples of supervised feature selections based on the
wrapper model. Feature Subset Selection using Expectation-Maximization (FSSEM) [99]
is also an example of unsupervised feature selection based on the wrapper model.
Although using the wrapper model and dependent criteria provide better performance in
terms of selecting optimal feature sets, it is more computationally costly, and may not be
appropriate for some algorithms. In many wrapper-based supervised feature selections,
predictive accuracy as a dependent criterion is used as the primary measure. A feature
subset is selected with the highest predictive accuracy. In clustering cases, the quality of
clusters is used as dependent criteria in the wrapper model. In this case, the quality
measurements can include cluster compactness, scatter separability, and maximum
likelihood. Below the scatter separability criterion, which is a popular measure used in
both the wrapper model and unsupervised feature selection, is described.
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2.3.2.2.1

Scatter Separability Criterion for unsupervised feature selection

The scatter matrices and separability measures can be used as a feature selection criterion
for the wrapper model in unsupervised machine learning [133]. The optimal feature sets
can cluster the data into groups that are distinguishable. Suppose that 𝒙 ∈ 𝑅 𝑑 and 𝑺𝑤 is

the within-class scatter matrix and 𝑺𝑏 is the between class scatter matrix, then
𝑇

𝑺𝑤 = ∑𝑘𝑗=1 𝜋𝑗 𝐸{(𝒙 − 𝝁𝑗 )�𝒙 − 𝝁𝑗 � |𝐶𝑗 } = ∑𝑘𝑗=1 𝜋𝑗 Ω𝒋

(13)

𝑘
𝑴𝑜 = 𝐸{𝑋} = ∑𝑗=1
𝜋𝑗 𝝁𝑗

(15)

𝑘
𝑺𝒃 = ∑𝑗=1
𝜋𝑗 (𝝁𝒋 − 𝑴𝑜 )�𝝁𝒋 − 𝑴𝑜 �

𝑇

(14)

where 𝜋𝑗 is the probability of an instance belonging to cluster 𝐶𝑗 , k is the number of
clusters, 𝝁𝑗 is the sample mean vector of cluster 𝐶𝑗 , 𝑴𝑜 is the total sample mean, and Ω𝒋

is the sample covariance matrix of cluster 𝐶𝑗 [133]. In fact, 𝑺𝑤 measures how the samples
are scattered from their cluster means. 𝑺𝑏 measures how the cluster means are scattered

from the total mean. The goal of scatter separability criteria is to have as small a distance
between each pair of points in a specific cluster as possible and cluster means as far apart
as possible with respect to the selected similarity metric (for example, Euclidean) [133].
The 𝑡𝑟𝑎𝑐𝑒(𝑺−𝟏
𝑤 𝑺𝑏 ) criterion [134] is one of the most popular scatter separability

criteria. One of the advantages of this criterion is that it remains invariant under any
nonsingular linear transformation [134]. The larger the value of 𝑡𝑟𝑎𝑐𝑒(𝑺−1
𝑤 𝑺𝑏 ), the

larger the normalized distance between clusters, a circumstance which provides better
cluster devision [133] (𝑺−1
𝑤 𝑺𝑏 is 𝑺𝑏 normalized by the average cluster covariance).
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2.3.2.3 Hybrid Model
This model is suitable for large datasets and was recently developed by Das [135].
In fact, this model takes advantage of the above two models (filter and wrapper models)
and avoids the stopping criterion (the results from a classification algorithm provide a
stopping criterion). One example of a hybrid supervised feature selection is BoostingBased Hybrid for Feature Selection (BBHFS) [135], and an example of unsupervised
feature selection is Dash-Liu [136]. In the hybrid method, both independent and
dependent measures are used to evaluate the feature subset. The independent measure is
used to select the best subset for a given cardinality and uses the classifier algorithm to
choose the final subset among the best subsets across different cardinalities [85]. The
hybrid starts from a subset and tries to find the best subset by using the independent
criteria for the cardinality c. Then, by increasing the cardinality (adding the feature), the
best subset at the cardinality c +1 is obtained. By using the classification algorithm, the
quality of the best subset at level c and c +1 is compared. If the subset of c +1 is superior,
the algorithm keeps on its search to catch the optimal subset at the next level. Otherwise,
the algorithm stops and the subset of c level is the best subset [85].
2.3.2.4 Comparing Wrapper and Filter models
There are some advantages and disadvantages associated with the filter and
wrapper models [105], [85].
Filter Model Advantages and Disadvantages: Since filter models are involved in
the dataset and no non-iterative computation is needed, they can execute faster than a
wrapper model which uses a classifier and a training session. Furthermore, since the filter
63

model evaluates the intrinsic properties of the dataset itself instead of employing contact
with a classifier, the results show more generality. That is, the results can be used for
varieties of classifiers. The main disadvantage of the filter model is that its accuracy is
lower than the wrapper model. Another disadvantage of the filter model is that it tends to
select large subsets as the optimal solution.
Wrapper Model Advantages and Disadvantages: The wrapper model usually has
better accuracy than the filter model because it includes the interaction of a classifier for
selecting the optimum feature set. The main disadvantage of the wrapper model is its
slow execution. Because the wrapper model needs to train a classifier for each feature
subset (or several classifiers if cross-validation is used), the model consumes high
amounts of computational time. Another disadvantage of the wrapper model is the lack of
generality in its results. Since the results of a wrapper model are based on the classifier of
the evaluation criteria, the optimal subset is specific to the classifier used in the
evaluation criteria.
2.3.3

Stopping Criteria
A stopping criterion decides when the process of feature selection should end.

These criteria can be carried out by completing the search, reaching a given boundary
such as the minimum number of features or maximum number of iterations, adding or
removing features which do not change a superior subset, and finding a satisfactorily
good subset [85].
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2.3.4

Result Validation
If we have a priori knowledge about the data and relevant features, we can

validate the result. We can compare the relevant features with the selected features. We
do not expect the irrelevant and redundant features to be selected. In many applications,
we usually do not have such preceding information about relevant features. Therefore, we
can check the difference in performance before and after selecting the features set [85].
2.4 Unsupervised Dimensionality Reduction Based on Projection
In some applications the number of features used in classification or clustering is
large, and this volume of data creates high dimensionality. In many cases, one of the
problems with high dimensional datasets is that not all the measured variables are
“important” for understanding the underlying phenomena of interest [137]. One solution
can be to deploy a dimensionality reduction technique on the input patterns. In fact,
dimensionality reduction based on projection is a technique that transforms high
dimensional data into a meaningful representation of reduced dimensionality in which the
performance and computational efficiency of pattern classification is improved [138].
Dimensionality reduction can be performed either by transforming high-dimensional data
into a meaningful representation of reduced dimensionality-projecting datasets or by
using feature selection techniques as explained in the previous section. In this section,
when we refer to dimensionality reduction, we intend to signify dimensionality reduction
based on projection. Dimensionality reduction is an interesting alternative to feature
selection; both techniques produce a lower dimensional representation. However,
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dimensionality reduction techniques can preserve information from all input patterns,
whereas feature selection may remove all information of some features [139].
In the past few decades, many useful linear and nonlinear dimensionality
reduction techniques have been developed for supervised and unsupervised classification.
In the linear methods, the high dimensional data entries are reduced by a linear
combination of features. These techniques have beneficial characteristics including both
simplicity in computation and analytical analysis. The most well-known linear technique
is Principal Component Analysis (PCA) [140]. Recently, more nonlinear approaches have
been developed due to their ability to deal with the complex and nonlinear structure of a
dataset. Nonlinear dimensionality reductions can be carried out by different methods such
as graph-based and kernel-based methods [141], [142]. In graph-based methods, the
nearest neighbors of the input variables are computed first, and then a weighted graph
based on these neighborhood relationships is constructed. Next, a matrix from this
weighted graph is formed. Finally, a low dimensional sub-space from the top or bottom
eigenvectors of this matrix is produced. In the kernel-based method, the linear method
can be generalized to a nonlinear setting by using a “kernel trick” [141]. Dimensionality
reduction can be used for supervised and unsupervised techniques. Some popular linear
dimensionality reduction techniques are Principal Components Analysis (PCA),
Independent Component Analysis (ICA), and Neighborhood Preserving Embedding
(NPE). For nonlinear techniques, kernel PCA, Laplacian Eigenmaps (LEI), Locally
Linear Coordination (LLC), and Local Linear Embedding (LLE) are popular. In the
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following sections, some of the linear and nonlinear dimensionality reduction techniques
are explained.
2.4.1

Principal component Analysis (PCA)
PCA is a linear reduction technique which represents the high dimensional dataset

in a lower dimensional subspace, so that it preserves the covariance matrix of the high
dimensional dataset [141]. In addition, PCA finds the basis in which the variance of the
data is utmost [143] by minimizing the reconstruction error, defined as
(16)

ε(x) = ∑i‖𝒙𝑖 − �
𝒙𝑖 ‖2

� 𝑖 = ∑𝑚
where 𝒙𝒊 ∈ 𝑅 d is an input pattern and 𝒙
𝛼=𝑖(𝒙𝑖 . 𝒆𝛼 )𝒆𝛼 is a projected input in the
m-dimensional subspace; with 𝒆𝛼 being a basis for 𝑅 m . Moreover, it can be shown that

minimizing the reconstruction error maximizes the variance in the m-dimensional
subspace [141]. In order to obtain the 𝒆𝛼 basis, the covariance matrix
C=

1
∑ xi xiT
n

(17)

needs to be computed. So, the basis (𝒆𝜶 ) in the m-dimensional subspace are the top m

eigenvectors, which correspond to the top m eigenvalues of the covariance matrix. Note
that the eigenvector that corresponds to the largest eigenvalue has the highest data
variance [143].
2.4.2

Kernel PCA (KPCA)
KPCA is a nonlinear approach used to reduce the high dimensionality of a dataset.

In this method, the input patterns are first sent to a dot product space, and then PCA is
applied to the new space patterns [144]. The trick in KPCA is that we do not need to
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compute the dot products of the new space for obtaining the covariance matrix; but
instead, all the dot products of the new space can be obtained by the Euclidean dot
products of the space of the input patterns using the kernel function. In other words, if
(𝒙1 , … , 𝒙𝑛 ) are the input features, and 𝒙𝒊 ∈ 𝑅 d , then the kernel PCA first sends the input

features into a dot product “feature” space ℋ ( Ф(𝑥) ∈ ℋ) such that for all 𝒙𝑖 , 𝒙𝑗 ∈ 𝑅 d ,

we have Ф(𝒙𝑖 ). Ф�𝒙𝑗 � = K�𝒙𝑖 , 𝒙𝑗 �, where K�𝒙𝑖 , 𝒙𝑗 � is a kernel function; then the

principal components of the feature vectors (Ф(𝒙𝒊 ) … … . , Ф(𝒙𝒊 )) in that space are

computed. Using the kernel function trick, if the dot products in ℋ are substituted by the
Euclidean dot products in the space of the input patterns, we can compute the covariance
matrix of the feature vectors in ℋ. Assuming that the data has zero mean in the feature
space ℋ, its covariance matrix is given by:
𝑪=

1

n

n
∑i=1
Ф(𝒙𝑖 ) Ф(𝒙𝑖 )T

(18)

So that we have, λ𝑽 = 𝑪𝑽, where λ and 𝑽 are the eigenvalue and eigenvectors of C,
respectively. Thus, there exist a set of coefficients {α1 , … , αn } such that [144]:
𝑽 = ∑ni=1 𝛼i Ф(𝒙𝑖 ) .

(19)

𝑲�𝒙𝑖 , 𝒙𝑗 � = Ф(𝒙𝑖 )T Ф(𝒙𝑖 )

(20)

𝐾𝜶 = λ𝜶

(21)

The kernel function is K is defined as

so we can obtain the following equation:

where α is a vector whose ith element is the coefficient αi and 𝑲 is a kernel matrix whose
ith element is K�𝒙𝑖 , 𝒙𝑗 �. Note that λ and 𝜶 are the eigenvalue and eigenvector of K,
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respectively. Thus, we can straightforwardly attain the projection of every test point onto
the eigenvectors. That is,
n
< 𝒗k , Ф(𝒙) >= ∑m
i=1 𝛼i k(𝒙𝑖 , 𝒙),

𝑛 = 1, … , 𝑝

(22)

Note that in Eq. (20), we do not need that Ф(𝒙𝑖 ) to be in an explicit form. Only

the dot products are required. Thus, we can use kernel functions for computing these
inner products without actually performing the Ф(𝒙) mapping [144].
2.4.3

Locally Linear Embedding (LLE)

LLE is a nonlinear technique which represents the low dimensional subspace as
separate from the high dimensional dataset and preserves the local linear structure nearby
the input pattern [145]. In LLE, the local properties of the data are constructed by a linear
combination of their nearest neighbors. In the low dimensional representation of the data,
LLE tries to preserve the reconstruction weights in the linear combinations as well as
possible. In this method, a graph with edges and nodes is created based on computing knearest neighbors of each high dimensional input pattern. Then, a weight matrix W of the
edges is obtained by minimizing the following reconstruction error
𝜀(𝒙) = ∑i�𝒙𝑖 − ∑j 𝑾𝑖𝑗 𝒙𝑗 �

2

(23)

subject to the following constraints:
1) 𝑾𝑖𝑗 = 0 if 𝒙𝑗 is not among the k-nearest neighbors of 𝒙𝑖 , and

2) ∑𝑗 𝑾𝑖𝑗 = 1 for each 𝒙𝑖 , where 𝒙𝑖 ∈ 𝑅 d is the input pattern in the high dimensional
space.

Afterward, the corresponding low dimensional subspace 𝑦𝑖 is obtained by

minimizing the cost function
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Ф(𝒚) = ∑i�y𝑖 − ∑j 𝑾𝑖𝑗 𝒚𝑗 �

2

(24)

subject to ∑𝑖 𝒚𝑖 = 0 and the unit covariance matrix for the data in the low dimensional
subspace. Consequently, the m+1 bottom eigenvalues of the matrix (𝑰 − 𝑾)T (𝑰 − 𝑾) are

computed. The bottom eigenvalue is disregarded and the corresponding m eigenvectors
create the low dimensional output 𝒚𝑖 ∈ 𝑅 m [145].

The popularity of LLE has led to successful applications to many processes.

However, there also exist some drawbacks of this method such as weak performance
when large portions of the data are very close together in the low dimensional space
[146].
2.4.4

Neighborhood Preserving Embedding (NPE)
NPE intends to preserve the local structure of the high dimensional data points

[147]. However, NPE is linear, and can be used in both supervised and unsupervised
dimension reduction. Similar to LLE, it first builds a weight matrix that describes the
relationship between the data points. Then, it finds an optimal embedding such that the
neighborhood structure can be sustained in the dimensionality reduced space [147]. The
algorithm procedure is explained in more detail below.
An adjacency graph is constructed. Let G be a graph with m nodes, we denote
𝒙𝑖 ∈ 𝑅 d as the input pattern. There are two methods to create an adjacency graph; one is

K-nearest neighbors (KNN) which puts a directed edge from node i to node j if 𝒙𝑗 is

among the k nearest neighbors of 𝒙𝑖 . The graph created by this method is called the

directed graph. Another adjacency graph is the ε-Neighborhood in which an edge
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between nodes i and j is considered when �𝒙𝑖 − 𝒙j � ≤ ε. This graph is called the
undirected graph. In the NPE method, the KNN is used to create an adjacency graph.

Note that the neighborhood method is suitable when the computational complexity is a
major concern. The second step is to compute the weight matrix W by the following
objective function (the same as in the LLE method):
min ∑i�𝒙𝑖 − ∑𝑗 𝑾𝑖𝑗 𝒙𝑗 �

2

(25)

with constraints

(26)

∑𝑗 𝑾𝑖𝑗 = 1, 𝑗 = 1,2, … , 𝑚

In the final step, the linear projections are computed. Let 𝒚𝑖 be an input pattern in

the low dimensional subspace. That is
𝒀T = 𝑨T 𝑿

(27)

where 𝑨 = (𝒂0 , 𝒂1 , … , 𝒂𝑑−1 ). The following shows the cost function equation [147]
2

Ф(𝒚) = ∑i�𝒚𝑖 − ∑j 𝑾𝑖𝑗 𝒚𝑗 � = 𝒂T 𝑿𝑴𝑿T 𝒂

(28)

where 𝑿 = (𝒙1 , … , 𝒙𝑚 ) and also
𝑴 = (𝑰 − 𝑾)T (𝑰 − 𝑾)

(29)

in which 𝑰 = diag(1, … ,1). By minimizing the cost function we can have
𝑿𝑴𝑿𝑇 𝒂 = 𝜆𝑿𝑿𝑇 𝒂

(30)

and the matrix A is obtained by solving the above generalized eigenvector problem, and

then Y is computed from Eq. (27) [147].
Note that NPE is a linear approximation to LLE. Therefore, it has similar
neighborhood preserving properties. The advantage of the NPE to the LLE is that it is
defined everywhere, while the LLE is defined only on the training samples [147].
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2.4.5

Laplacian Eigenmaps (LEI)
LEI is a nonlinear dimensionality reduction technique that preserves the proximity

of relations near the input patterns [141], [148]. The algorithm is relatively simple. Most
of the computation is in local and spare eigenvalue problems. This method needs a
technique for finding nearest neighbors.

The locality-preserving character of the

Laplacian Eigenmap algorithm can make the algorithm robust and insensitive to outliers
and noise. This algorithm wholly emphasizes the natural clusters in the data, a
characteristic which has a close connection to spectral clustering algorithms. Similar to
LLE, given 𝒙𝑖 ∈ 𝑅 d , the algorithm is performed in three steps [148]:

1) Constructing the adjacency graph: In this step, a weighted graph is constructed

with k nodes and edges for each point. Similar to the NPE method, there are two methods
for constructing the graph; Both K-nearest neighbors (KNN) and ε-Neighborhood can be

used. In the ε-Neighborhood method, the two nodes i and j can be connected by an edge

when �𝒙𝑖 − 𝒙𝑗 � ≤ ε. One of the disadvantages of the ε-Neighborhood method is that it is
sometimes difficult to choose ε. In the k-nearest neighbors method, nodes i and j are

connected by an edge when i is among the k-nearest neighbors of j or vice versa.

2) Choosing the weights: There are two options to assign the weights, either Heat
kernel or Simple-minded methods. In the Heat kernel method, if nodes i and j are
connected, an exponentially decaying function, as in Eq. (31), is assigned to the edge;
otherwise 𝑾𝑖𝑗 = 0.

2

𝑾𝑖𝑗 = exp (−�𝒙𝑖 − 𝒙𝑗 � /𝜎 2 )
where σ2 is a scale parameter

(31)
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In the simple-minded method 𝑾𝑖𝑗 = 1 if nodes i and j are connected by an edge

and 𝑾𝑖𝑗 = 0 if the two nodes are not connected. Note that the Simple-minded method is
a specific condition of Heat kernel by selecting 𝜎 = ∞.

3) Computing the eigenmaps: In this final step, the eigenvalues and eigenvectors

for the following generalized eigenvector problem are computed [148].
(32)

𝑳𝒇 = λ𝑫𝒇

where D is the diagonal weight matrix and the entries are column sums of W, that
is, 𝑫𝑖𝑖 = ∑i 𝑾𝑖𝑗 and 𝑳 = 𝑫 − 𝑾 is the Laplacian matrix. The Laplacian is a symmetric,
positive semi-definite matrix. Let {𝒇0 , 𝒇1 , … , 𝒇𝑘−1 } be the solution of Eq. (32) which is
ordered according to their eigenvalues. That is,
𝑳𝒇0 = 𝜆0 𝑫𝒇0
𝑳𝒇1 = 𝜆1 𝑫𝒇1

(33)

…

𝑳𝒇𝑘−1 = 𝜆𝑘−1 𝑫𝒇𝑘−1

0 = 𝜆0 ≤ 𝜆1 ≤ ⋯ ≤ 𝜆𝑘−1

The eigenvector 𝒇0 corresponding to the eigenvalue 0 is discarded, and the

remaining m eigenvectors create the low dimensional outputs 𝒚𝑖 ∈ 𝑅 m [148]. In fact, in
LEI, the outputs 𝒚i ∈ 𝑅 m are obtained by minimizing the following cost function
Ф(𝒚) = ∑ij 𝑾𝑖𝑗 �𝒚𝑖 − 𝒚𝑗 �

2

(34)

subject to constraints that the outputs are centered and have unit covariance (similar to
LLE) [148].
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2.4.6

Locally Linear Coordination (LLC)
LLC is a nonlinear dimensionality reduction technique which computes a number

of locally linear models and then performs a global alignment on the linear models. In
this technique, local linear reconstruction weights are computed. Then, the pre-trained
mixture of a local dimensionality reducer [149] is applied to the input patterns of the high
dimensional space by using an EM (Expectation-Maximization) algorithm. The local
representation 𝑧𝑖𝑗 and responsibility 𝑟𝑖𝑗 for each data point 𝒙𝑖 and each reducer j are

obtained; 𝑟𝑖𝑗 shows how much a data point 𝒙𝑖 matches to the reducer j and ∑j 𝑟𝑖𝑗 = 1.

Then, the Matrix U having 𝑢𝑖𝑗 = 𝑟𝑖𝑗 𝑧𝑖𝑗 elements are computed; finally, the data in the
low dimensional subspace can be obtained from [149]

(35)

𝒀 = 𝑼𝑳

where L is an alignment weight matrix which can be formed by the 2nd to 𝑑 + 1st

eigenvectors corresponding to the d smallest eigenvalues of the generalized eigenvalue
system 𝑨𝒗 = λ𝑩𝒗 with

𝑨 = 𝑼T (𝑰 − 𝑾)(𝑰 − 𝑾)𝑼 , 𝑩 =

1

𝑁

𝑼𝑇 𝑼

(36)

where W contains the reconstruction weights computed by the LLE technique and N is
the number of data points in the high dimensional space [149]. By obtaining the L matrix,
the dataset in low dimension Y is obtained. The drawback of this technique is the
potential of local maxima [146]. This technique has been successfully used in face
images of a single person with variable poses and expressions, and to handwritten digits
[149].
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2.5 Cluster Ensembles
Clustering the dataset or unsupervised learning is essential in some applications
where it is sometimes considered a difficult problem. The task of clustering is to separate
the unlabeled homogenous data into groups [150]. Clustering is used in a variety of
applications, such as data mining [151], medical image analysis [152], remote sensing
[153], information retrieval [154], image segmentation [155], machine learning, etc. The
clusters can have diverse shapes, sizes, data sparseness, and degrees of separation [150].
In order to cluster a dataset, the similarity among the data is important; especially when
no prior knowledge about cluster shapes exists.
Many clustering methods have been developed [82, 156] in which no single
clustering method can identify all the kinds of cluster shapes and formations that are
confronted in practice. Each approach has its own method for estimating the number of
clusters and their shapes, and its own method of imposing structure on a dataset [150].
Clustering methods include parametric density-based, nonparametric density-based,
prototype-based, and graph-theoretical approaches.
The parametric density approaches are based on statistical modeling where each
cluster is identified by a basic parametric distribution (component). Usually, the
procedure of clustering in these clustering models involves first fitting a mixture model,
typically by creating the EM algorithm, and then calculating the posterior probability of
each mixture component given a data point. The component having the maximum
posterior probability is selected for that point. The data points associated with the
corresponding components create a cluster [157]. Mixture decomposition techniques
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[158] and the Bayesian approach [159] are examples of this algorithm. On the other hand,
the nonparametric density-based clustering technique tries to identify the high and low
density clusters (or arbitrary shaped cluster) using density estimates at each data point
[150], [160]. It is not necessary to have the prior information about the number of clusters
in this technique.
Prototype-based clustering methods find the quantization prototypes of data, and
then cluster these prototypes. By using the prototypes instead of the data, noise can be
reduced [161]. Examples of this type of clustering are square-error clustering [162], Kmeans [163], and central clustering [164] . Graph-theoretical approaches[165] are another
type of clustering which is used in hierarchical methods and can be presented as a tree or
dendrogram. Both agglomerative [166] and divisive approaches [167] are widely used
hierarchical methods. In addition, the single-link (SL) and the complete link (CL)
hierarchical methods are popular approaches for clustering objects.

A recent graph

partitioning approach, called spectral clustering, applies spectral graph theory in order to
cluster data [168].
Among the clustering methods, the K-means method is one of the simplest. This
technique minimizes the squared-error criteria. The advantage of this algorithm is that it
is computationally inexpensive and does not need to identify many parameters. The main
disadvantage of this method is that it cannot specify clusters with arbitrary shapes [150].
To identify hyper-ellipsoidal clusters, an extension of the basic K-means uses the
Mahalanobis distance [169]. Also, to obtain non-exclusive partitions, fuzzy theory has
been used [170].
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With hundreds of clustering techniques, it is difficult to find one method that is
superior to others, and also it is hard to make a decision which clustering method is better
for a particular dataset. Also, there is not a method that handles all types of cluster shapes
and sizes [150]. Two wise approaches include applying several different clustering
methods to the given dataset and then deciding which algorithm is the best, and
combining the results of different clustering techniques to find consensus clusters.
The success of sensor fusion and supervised classifier combination [171] provide
the motivation for combining the clustering results from different clustering techniques.
The process of combining the results from different supervised classifiers is still an active
research area which can reduce the predictive error. This approach can also increase the
robustness of the solution by overcoming the instability in classification problems [172,
173]. Examples of the supervised classification ensemble methods are bagging [174],
boosting [175], randomized decision forests [176], additive logistic regression [177], and
the random subspace method [178].
Combing clustering techniques is more difficult and also more challenging than
combining supervised classification methods. One of the problems is that the number of
clusters produced by base clustering methods may differ from each other. Furthermore,
the cluster labels are symbolic and it is difficult to align them for different clustering
methods. Also, in most cases, the original data are not available for consensus
mechanisms [179, 180].
The objective of cluster ensemble algorithms is to combine multiple ‘base
clustering’ of the same dataset into a single consolidated clustering to improve the overall
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clustering of the given data. The consolidated clustering is often referred to as the
consensus solution [180]. It provides an optimum solution and also increases the
clustering accuracy and stability when compared to individual clustering methods. The
quality of ensemble clustering depends on the ensemble technique exploited and the
effectiveness of the consensus method [179]. The cluster ensemble can be a solution for a
multitude models with different distance measures, different features, or different scales
[181]. Reasons for using a cluster ensemble are:
1) Cluster models improve the quality of the solution - similar to supervised
learning ensembles, it has been shown that cluster ensembles provides more accurate
results [180].
2) Robust clustering - for certain datasets, some of the popular clustering methods
may fail. A cluster ensemble can use different clustering methods to provide more robust
results for a wide range of datasets [180, 182]. By being less sensitive to noise, outliers,
and sample variations, it can provide better average performance across the domains and
datasets in terms of stability [35].
3) Knowledge reuse - the consensus solution can integrate the information by
clustering objects from the past and reusing them for current clustering.
4) Multiview clustering - sometimes the base clustering may be built to different
views and aspects which may not be involved in identical sets of features and data points.
In this case, consensus clustering can be effectively used to combine all such clustering
into a single consolidated partition. In these multiview clustering, the base clustering can
have the same dataset but different feature sets (Feature distributed clustering), or the
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base clustering can have the same features but a different dataset (Object distributed
clustering). In fact, multiview clustering can integrate solutions from multiple distributed
sources of data.
5) Distributed computing - in certain situations, the data is distributed and it is not
possible to access all of the data for various reasons (such as privacy, computational,
bandwidth, storage costs issues, etc.). A cluster ensemble can solve this problem as each
base cluster has access only to a certain subset of the features or a subset of the objects.
The cluster ensemble can be performed with different strategies [183], such as 1)
applying a single clustering with different random parameter initializations [184], 2)
applying multiple clustering algorithms [185], 3) selecting a random number of clusters
[150], 4) applying different subset data [186], and 5) employing data sampling techniques
[187].
To combine the clustering results, we are faced with some questions such as how
to combine them, how to generate different partitions, how to find an unbiased consensus
with respect to all partitions, and how to assess the weakness of a partition. Some of the
cluster ensemble methods exploit the similarity measures between two clustering results
to obtain a consensus solution [188]. Popular similarity measures include: 1) Adjusted
Rand Index (ARI); 2) Normalized Mutual Information (NMI); and 3) Variation of
Information (VI) or Normalized Variation of Information (NVI). These similarity
measures are briefly described below:
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2.5.1

Adjusted Rand Index (ARI)
The ARI was proposed by Hubert and Arabie [189]. To find the ARI similarity

between two clustering, suppose we have two candidate clustering, a and b, with
𝜆a = {Cℎ𝑎 |ℎ = 1, 2, … , 𝑘 𝑎 } and 𝜆𝑏 = �C𝑏𝑙 �𝑙 = 1, 2, … , 𝑘 𝑏 }, where C𝑞a is the qth cluster in
the clustering method, then, the ARI is defined as
∑ℎ𝑙�𝑛2ℎ𝑙 �−𝑆a 𝑆b /�𝑛
2�

simARI �λa , λb � = 0.5(𝑆
a

(37)

𝑛
a +𝑆a )−𝑆a 𝑆b /� 2 �
𝑏

where 𝑆𝑎 = ∑ℎ �𝑛2h� , 𝑆𝑏 = ∑𝑙 �𝑛2l �, n is the total objects, 𝑛ℎ𝑎 is the number of objects in
cluster Cℎa , 𝑛𝑙b is the number of objects in cluster C𝑙b , and nℎ𝑙 = � Cℎa ∩ C𝑙b �.
2.5.2

Normalized Mutual Information (NMI)

NMI is based on using mutual information to measure the similarity between two
clustering techniques. This method was proposed by Strehl and Ghosh [189, 190], and
was defined as follows.
𝑠𝑖𝑚NMI �λa , λb � =

𝐻(λa ) + 𝐻(λa ) − 𝐻�λa , λb �
�𝐻(λa )𝐻(λb )

=
where 𝐻(λa ) = − ∑h

a
𝑛h

𝑛

𝐼�λa ,λb �

(38)

�𝐻(λa )𝐻�λb �
𝑛a

log ( h) and 𝐻�λb � = − ∑l
𝑛

𝑛lb
𝑛

𝑛b

log ( l ) are the entropy of cluster

a and cluster b, respectively. The joint entropy is defined as
𝐻�λa , λb � = − ∑ℎ,𝑙

𝑛hl
𝑛

log (

𝑛hl
𝑛

𝑛

(39)

)
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with 𝐼�λa , λb � being the mutual information between two clusters λa and λb normalized
by the geometric mean of the entropies associated with λa and λb .
2.5.3

Variation of Information (VI)

VI is another similarity measure which is based on mutual information and
entropy. It is proposed by Melia [191] and is defined as
𝑠𝑖𝑚VI �λa , λb � = 𝐻(λa ) + 𝐻(λa ) − 2𝐼�λa , λb �

(40)

A normalized version of the VI is also proposed by Wu et al. [192] which is defined by

𝑠𝑖𝑚NVI �λa , λb � = 1 −

−2𝐼�λa ,λb �

(41)

𝐻(λa )+𝐻(λa )

Given the above similarity measures, the goal in cluster ensembles is to find an

optimal clustering, λ∗ , which maximizes the following equation
𝜑(M, λ∗ ) =

1

𝑘

∑𝑘𝑞=1 𝜑(λq , λ∗ )

(42)

where φ is the similarity measure, and can be any of the ARI, NMI, and VI (or NVI)
measures and M is a set of k base clustering. Obtaining λ∗ is generally difficult, and
some heuristic approaches may be used to attain it.
2.5.4

Cluster ensemble algorithms
Cluster ensemble algorithms can be categorized into three groups: 1) probabilistic

approaches, 2) methods based on pairwise similarity, and 3) direct and heuristic methods.
2.5.4.1 Cluster ensembles based on the probabilistic approaches
The mixture model and the Bayesian approach are among the most popular
probabilistic approaches for cluster ensembles [193], [194]. Using the same approach of
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mixture models to cluster a dataset, a consensus decision can be obtained if the number of
consensus clusters is specified. In this method, the labels resulting from the base
clustering are considered as random variables which are drawn from a probability
distribution which can be a mixture of multinomial component densities. Then, the
maximum likelihood estimation is used to find the best fitting mixture density for a given
dataset. A Bayesian version of the above mixture model can also be used as a Bayesian
cluster ensemble [194].
2.5.4.2 Cluster ensembles based on pairwise similarity
The clusters based on pairwise similarity can be categorized into the algorithms based
on a co-association matrix and the algorithms based on other optimization methods.
In the cluster ensemble method based on ensemble co-association matrices, first
the co-association matrix is obtained for each base clustering. Then, a weighted average
of all co-association matrices is computed. The co-association matrix of the qth base
clustering is defined as follows
1
𝑞
𝑺𝑖𝑗 = �

(𝑖, 𝑗) ∈ Cl (λ𝑞 ), l ∈ {1,2, … 𝑘 𝑞 }
0
otherwise

(43)
𝑞

where 𝑖, 𝑗 are two objects, and the co-association matrix, 𝑺𝑖𝑗 , is a n × n matrix (n is the
total objects). Using this co-association matrix for each cluster base, an ensemble co-

association matrix S can be obtained from
𝑺=

1

𝑀

𝑀
∑𝑞=1
𝑤𝑞 𝑺q

(44)

where 𝑤𝑞 corresponds to the weight for the qth base clustering, and M is the number of

co-association matrices available. The popular ensemble clustering methods based on
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ensemble co-association matrices include the CSPA (cluster-based similarity partitioning
algorithm) [190] , the evidence accumulation technique [150], the re-sampling based
method [195], and the iterative pairwise consensus (IPC) algorithm [196],
In the evidence accumulation approach, the individual co-association matrix is
initialized by a random k-means algorithm which causes more variation in the base
cluster results. Then, the ensemble co-association matrix is obtained. This matrix shows
the relative co-occurrences of the two data points in the same cluster. Finally, a minimum
spanning tree (MST) algorithm (single-link algorithm) is operated upon the ensemble coassociation matrix [150]. This provides a more robust solution than simply applying the
MST to the raw data without using an ensemble co-association matrix.
The re-sampling based method was developed by Monti et al. [195] and is similar
to the evidence accumulation approach but with performing subsampling or feature
subsampling on the base clustering [195]. Using any bootstrapping, data subsampling, or
feature subsampling can be considered a re-sampling scheme.
In the IPC cluster ensemble method [196], the k-means is applied to the ensemble
co-association matrix S. The consensus clustering solution, λ∗ = {Cl }𝑘l=1, is initialized to

the solution (after k-mean). Then, all objects and points are reassigned to the cluster
Cl based on the maximum average similarity with the objects belonging to Cl .

The cluster ensemble based on pairwise similarity can be based on other

optimization formulations such as correlation clustering. Gionis et al. [197] provides a
relationship between consensus clustering and correlation clustering. This team did not
compute the co-association matrix, but instead they created a correlation clustering. They
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assume that the dissimilarity between every pair of points in a dataset is between 0 and 1.
That is, 𝑑ij ∈ [0 , 1] for every 𝒙𝑖 , 𝒙𝑗 belonging to the dataset, where 𝑑ij is the dissimilarity
measurement between 𝒙𝑖 and 𝒙𝑗 . The goal of the correlation clustering is to find an
optimal partition, λ∗ , such that
λ∗ = argmin 𝑑(λ)

(45)

= argmin �∑(𝑖,𝑗): λ(𝒙𝑖 )= λ�𝒙𝑗� 𝑑𝑖𝑗 + ∑(𝑖,𝑗): λ(𝒙𝑖 )≠ λ�𝒙𝑗�(1 − 𝑑𝑖𝑗 )�

where the λ(𝒙𝑖 ) is the cluster label imposed to the 𝒙𝑖 by 𝜆.
2.5.4.3 Cluster ensemble based on direct methods

In cluster ensembles based on direct methods, the cluster labels resulting from the
base clustering are considered as input and the goal of these methods is to optimize Eq.
(42) without computing the co-association matrix or any other optimization matrix. The
two main categories of the direct method cluster ensemble are graph partitioning and
cumulative voting.
The hyper graph partitioning algorithm (HGPA) [190] and Meta Clustering
Algorithm (MCLA) are two popular approaches that use graph partitioning. The HGPA
technique clusters the objects based on their cluster memberships. It uses a graph in
which each object is a vertex. A hyper edge based on the clusters (resulting from based
clustering) is used to connect the vertices. In MCLA, a meta-graph is first created in
which each base cluster is a vertex. Then, the edge weight, which is the similarity
between vertices, is applied to the graph. Finally, this meta-graph is partitioned into k
balanced meta-classes, and each object is assigned to the meta-cluster while considering
its association to the clusters.
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The commutative voting approach is a direct method. It was proposed by Dudoit
et al. [198]. They used a bagging method to improve the accuracy of clustering. In this
approach, the base clustering methods are applied to the bootstrapped samples and each
base clustering gives a vote for its data point. Based on the votes, the final cluster
assignment is obtained. Ayad and Kamel [181] provide another cumulative voting
technique. In their work, each base clustering provides a soft or probabilistic vote for its
data point to belong to the corresponding consensus cluster. Then, these votes are
gathered in order to identify the membership of each object within the consensus clusters.
To obtain the stochastic information from the base clustering (stochastic clustering), an
information theoretic criterion based on the information bottle-neck principle was used in
their work.
In addition to the above ensemble algorithms, some heuristic search procedure
techniques are exploited to find the optimum suitable consensus solution. Genetic
algorithm formulations [199] and mutant colonies [200] are among these procedures.
The drawback of these techniques is that they are computationally expensive.
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CHAPTER III
METHODOLOGY
By incorporating wavelet and lightning features, feature selection, dimensionality
reduction, cluster ensemble, Median Merging (MM), and Selected Curve Fitting (SCF)
techniques, an enhanced version of the PERSIANN-CCS algorithm is developed in this
research. In this chapter, the methodology of the enhanced algorithm incorporating the
above features and methods are explained. This chapter is organized as follows: in
section 3.1, the high resolution precipitation estimation algorithm and the block diagrams
are described. In sections 3.2 and 3.3, the methodology for cloud segmentation and
feature extraction are studied. The corresponding feature selection and dimensionality
reduction techniques are discussed in sections 3.4 and 3.5. Classification of cloud patches
is presented in section 3.6. Finally, rain-rate to clusters assignment is explained in section
3.7.
3.1 The High Resolution Precipitation Estimation Algorithm
Figure 1 shows the block diagram of the high resolution satellite precipitation
estimation in the training and testing modes (without using lightning feature). This figure
demonstrates the following five main steps: 1) segmentation of satellite cloud images into
cloud patches; 2) feature extraction; 3) feature selection and/or dimensionality reduction;
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4) clustering of cloud patches; and 5) dynamic application of brightness temperature (Tb)
and rain-rate relationships derived using satellite and/or ground-based observations.

Figure1.

The high resolution satellite precipitation estimation block diagram
without lightning data

In the training mode, the objective is to attain the parameters, such as
classification weights and the Temperature-Rain-rate relationship curve of each cluster.
First, the raw infrared images from GOES-12 are calibrated into cloud-top brightness
temperature images. The images are segmented into patches and the corresponding
features are extracted. After applying feature selection and/or dimensionality reduction,
the patches are classified into clusters and also the weight parameters are computed. The
patch data block constructs a data structure to store information of each patch, such as
infrared, lightning, rain-rate training data (NEXRAD-Stage IV), and the features of each
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patch. To obtain a Temperature-Rain-rate relationship curve for each cluster, histogram
matching (Probability Matching Method (PMM) [45]), MM, and SCF are then applied to
the patch data of the cluster.
In the testing mode, the operation is the same as the training mode in terms of
segmentation, feature selection, and feature reduction. However, for classification, the
features of the input patch are compared with the weights of each cluster and the most
similar cluster is selected. The rain-rate estimation of the patch is computed based on the
T-R curve of the cluster selected and the infrared pixel values.
Figure 2 shows the high resolution satellite precipitation estimation in the training
and testing modes using lightning features.

Figure 2.

The high resolution satellite precipitation estimation block diagram with
lightning data
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This is similar to the above algorithm except that the patches, after segmentation,
are categorized into electrified/non-electrified based on the lightning occurred inside
them. Then, the lightning feature is only extracted for the electrified patches. Both
electrified and non-electrified patches are separately classified and two sets of electrified
and non-electrified clusters are obtained. In addition, two separate electrified/nonelectrified Temprature-Rain-rate schemes are attained in the training mode. In the testing
mode, the input electrified patches are compared to the electrified clusters and so do nonelectrified patches. The steps of the algorithm are described in more detail below.
3.2 Cloud Segmentation
As mentioned in the introduction, instead of pixel-based cloud classification,
some HRSPE algorithms use cloud-patch classification methods [46]. In these methods,
the cloud images are segmented into a set of disjoint cloud regions called patches. To
segment clouds into patches, different criteria and methods can be utilized. In this study,
the seeded region growing segmentation method [201] is applied for cloud segmentation.
First, the minimum brightness temperatures (Tbmin) of the clouds are used as seeds. Then,
Tbmin is incremented by 1 K, and a new set of pixels are identified. If these pixels are
neighbors of a seed, they are assumed to belong to the area of the seed. Otherwise, that
pixel is considered a new seed. The threshold of the temperature is iteratively increased
to a maximum of 255 K. Afterward, a morphological operation filtering [201] is applied
to remove and merge tiny patches. Figure 3 illustrates the concept of cloud patch
segmentation. Figure 3 (a) shows an example of a cloud image from the GOES-12 on
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July 5, 2008 at 1500 UTC. The corresponding cloud patch segmented from Figure 3 (a)
is depicted in Figure 3 (b). The cloud patches are the regions with different color labels.

(a)

(b)
Figure 3.

Cloud patch segmentation: (a) GOES-12 cloud-top brightness
temperatures and (b) Corresponding segmented patches of clouds
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3.3 Feature Extraction
Feature extraction is an important step for cloud classification. The suitable
features can help to better distinguish different cloud types. Cloud types can be identified
by their appearance and the altitude.
As previously mentioned, clouds can be divided into four primary groups based
on their heights: high level, middle level, low level, and vertically developed clouds [19].
In each group, cloud types are also identified by their appearance (from a ground
observer) such as convective (cumuliform), stratiform, and cirriform. For example,
cumulus, altocumulus, and cirrocumulus are convective clouds in different levels; and
stratus, altostratus, and cirrostratus are stratiform clouds in the different altitude. The
stratiform clouds are continuous layered sheet clouds with a smooth surface and have a
horizontal extent which is larger than the vertical extent (cloud thickness). On the other
hand, the convective clouds are mostly detached, heaped, and rolled with a larger
thickness and smaller area than the stratiform clouds. Cirriform clouds are wispy and
detached and located at high level [19]. To distinguish and identify the different cloud
types, the coldness (or brightness), texture, and shape features of IR imagery can be used.
In IR imagery, the brightness values, which are related to cloud top temperature, can be
used to identify the level of clouds, i.e., the coldness feature has low value (low
temperature) for high level clouds. The texture features, which detect roughness,
smoothness, lumpy and other patterns, can also help to identify cloud types. For example,
convective clouds have high local temperature variations and tight temperature gradients.
Conversely, stratiform clouds have low temperature variations with gradual temperature
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gradients. The shape features can also help to identify cloud types by distinguishing their
shape.
In this study, the coldness, geometry, and texture features of cloud patches are
extracted for different temperature thresholds of 220 K, 235 K, and 255 K. The coldness
features are the minimum and mean temperatures of each patch. Geometric features are
the cloud patch area and cloud patch shape index. The cloud patch index is defined as the
ratio of the geometric eccentricity of a cloud patch to that of a round patch having the
same size. That is,
(46)

𝑆𝐼 = 𝐼/𝐼0

2

𝑁
𝐼 = ∑𝑖=1
[(𝑥𝑖 − 𝐺𝑥 )2 + �𝑦𝑖 − 𝐺𝑦 � ]

(47)

where (𝑥𝑖 , 𝑦𝑖 ) is the coordinate of pixel 𝑖, (𝐺𝑥 , 𝐺𝑦 ) is the geometric center of the patch
1

1

𝑁
with 𝐺𝑥 = 𝑁 ∑𝑁
𝑖=1 𝑥𝑖 and 𝐺𝑥 = 𝑁 ∑𝑖=1 𝑦𝑖 , N is the total pixels in the patch, and 𝐼0 is the

geometric intertia of a round patch with the same area [46].

The texture features are the standard deviation (STD) and the local mean and
STD of the temperature of each patch. To calculate the local mean and STD, a 5×5
sliding window is allocated to each pixel, and then the mean and STD of the widow is
computed. The gray-image texture is analyzed by computing the gray-level cooccurrence matrix (GLCM). The GLCM features were proposed by Haralick et al. [52].
For each patch, The GLCM is created by computing how often a pixel with a temperature
(gray-level) value i occurs in a specific spatial relationship to a pixel with a temperature j.
In other words, the GLCM matrix is computed by estimating the probability that the
temperature values (gray-level) i and j are located at a distance d and at a specific
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direction with an angle φ. The GLCM texture features are obtained based on statistics of
the resulting GLCM. Here, the maximum angular second moment (MASM) [52], [46] is
used. That is,
𝐴𝑆𝑀𝑑,φ = ∑𝑖 ∑𝑗�𝒉(𝑖, 𝑗)𝑑,φ �

2

𝑀𝐴𝑆𝑀 = max { 𝐴𝑆𝑀𝑑,𝜑 |𝜑 = 0𝑜 , 45𝑜 , 90𝑜 , 135𝑜 }

(48)
(49)

where ℎ(𝑖, 𝑗)𝑑,φ is an element of the gray-level co-occurrence matrix.

The Temperature Gradient (TG) of a cloud cold core computes the average

gradient of the temperature around the coldest temperature and is used to distinguish the
convective and cirriform clouds [46]. This feature is defined as:
15

𝑁
𝑇𝐺 = ∑𝑖=1
(𝜇(𝑖)�𝑁)

(50)

where N is the number of pixels along the border of 𝑇𝑚𝑖𝑛 + 15 𝐾 and 𝜇(𝑖) is the distance

from the border pixel 𝑖 to the coldest pixel.

In addition to the PERCIANN-CCS features, the wavelet and lightning features

are incorporated in this study as well. These are described below.
3.3.1

Wavelet Features
The wavelet transform is one of the powerful tools in texture analysis. It analyzes

localized variations of energy and signal within a time series or the content of images.
For instance, in 1-D time series wavelet analysis, the time series is decomposed into a
time–frequency space, so one can find out both the principal modes of variability and
their variations in time [202].
In a 2-D image wavelet analysis, a 1-D wavelet transform is first performed along
the horizontal direction, x, and then along the vertical direction, y. In the first
93

decomposition level, the given image is decomposed into one low-pass approximation
and three added detail images which contain high-frequency information of the image in
the vertical, horizontal, and diagonal directions. In the next level, the decomposition is
repeated and performed in the low-pass approximation sub image resulted from level 1.
Using this process, wavelet analysis provides the decomposition of an image into
different frequency sub-bands while capturing localization information both in the spatial
and frequency domains [203].
Unlike the Fourier transform, whose basis functions are sinusoids, wavelet
transforms are based on small waves called wavelets, of varying frequency and limited
duration. This time-limited basis function helps to know what frequency and when it is
used in the expansion process. In a mathematical aspect, we can expand a twodimensional function, 𝑓(𝑥, 𝑦), using scale and wavelet function as follow [203]:
𝑠
(𝑥, 𝑦)
𝑓(𝑥, 𝑦) = ∑𝑘,𝑙 𝑐𝑗0 (𝑘, 𝑙)𝛷𝑗0 ,𝑘,𝑙 (𝑥, 𝑦) + ∑𝑠=𝐻,𝑉,𝐷 ∑𝑗=𝑗0 ∑𝑘,𝑙 𝑑𝑗s (𝑘, 𝑙)𝜓𝑗,𝑘,𝑙

(51)

where 𝑐𝑗0 (𝑘, 𝑙) is a scaling (or approximation) coefficient and 𝑑𝑗𝑠 (𝑘, 𝑙) correspond to the

horizontal, vertical, and diagonal wavelet coefficients (s = H, V, D respectively). Also we
have:
𝛷(𝑥, 𝑦) = 𝛷(𝑥)𝛷(𝑦)

𝜓𝐻 (𝑥, 𝑦) = 𝜓(𝑥)𝛷(𝑦)

𝜓𝑉 (𝑥, 𝑦) = 𝛷(𝑥)𝜓(𝑦)
𝜓𝐷 (𝑥, 𝑦) = 𝜓(𝑥)𝜓(𝑦)

(52)

where 𝜓(𝑡) and 𝛷(𝑡) are mother wavelets and scale functions such that:
𝑗

𝑗

𝜓𝑗,𝑘 (𝑡) = 22 𝜓(2𝑗 𝑡 − 𝑘) ,𝛷𝑗,𝑘 (𝑡) = 22 𝛷(2𝑗 𝑡 − 𝑘), respectively.
94

(53)

Figure 4 shows an example of using the wavelet transform to obtain the
approximation and detail wavelet coefficients at scales (level) 1 and 2 from a Daubechies
mother wavelet [203] with a sliding window of size 7. Note that the wavelet features are
obtained from two decomposition levels and the local mean and standard deviation of the
approximation and detail (horizontal, vertical, and diagonal) coefficient energies of the
sub bands for both levels.

Figure 4.

3.3.2

Approximation and vertical detail wavelet coefficients for level two (top
left and right) and horizontal and diagonal detail wavelet coefficients for
level one (bottom left and right)

Lightning features
Several studies have established the relationship between lightning, ice

microphysics in clouds, and precipitation [204], [205], [206], [207], [208], [209]. The
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relationship between cloud-to-ground (CG) lightning and warm season convective
rainfall in different regions of the globe is highly regime dependent [210], [206], with the
correlation between rainfall and lightning found to be the strongest where ice-phase
microphysics played a dominant role (in opposition to warm rain processes). The
correlation between precipitation and lightning was also found to vary with climate
regimes in Spain with the correlation being higher under semiarid conditions than for
humid ones [208]. Petersen and Rutledge [207] examined the variability in the vertical
structure of precipitating clouds by utilizing radar reflectivity, ice water content, and
lightning database for approximate 22 oceanic and continental regions, discovering that
the precipitation ice water content and lightning flash density were highly correlated,
inferring that the lightning flash density and mean instantaneous rain-rate are well-related
since precipitation ice water content and mean instantaneous rain-rate were also highly
correlated. Their results indicate that regions with higher lightning flash rates, tied to the
presence of more vigorous updrafts, will likely be associated with higher precipitation ice
water contents and a more significant portion of precipitation being produced through
mixed-phase processes.
Based on the observed inter-relationship between the generation and transport of
ice crystals in clouds, and lightning and precipitation processes, several different
approaches have been adopted to forecast convective rainfall [211], monitor local flood
conditions [212], and estimate precipitation from satellite observations [1], [23], [213].
These algorithms have utilized lightning data to detect convective areas and rain/no-rain
boundaries and have assigned different rain-rates to them. None of these algorithms have
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used lightning information as features in cloud classification. Our approach, which is
based on cloud segmentation and cloud patch classification, is structurally different from
those previous algorithms in using lightning data. In this work, for an electrified cloud
patch, the “lightning feature” is also computed. The lightning feature is defined as the
number of flashes occurring within 15 minutes of the nominal IR image scan. This is
illustrated in Figure 5. For instance, Figure 5 (a) shows the cloud-top brightness
temperature from the GOES-12 infrared for January 5th, 2008 at 23:15 UTC and the
corresponding lightning flashes that occurred within a 15-minute window around the time
of the nominal scan are shown in Figure 5 (b).

(a)
Figure 5.

(b)

(a) GOES-12 cloud-top brightness temperatures in Jan 5, 2008 at
2315UTC and (b) Corresponding lightning flash numbers within a 15minute window around the time of the nominal scan.
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3.4 Feature Selection
Figure 6 shows a block diagram of the feature selection method used in this
research. It includes a Feature Similarity Selection (FSS) method and a Filter-Based
Feature Selection using Genetic Algorithm (FFSGA). The Entropy Index (EI) fitness
function is used to evaluate the feature subsets. A combination of FSS and FFSGA
feature selection methods is used. First, some redundant features are removed by the FSS
technique [100], and then FFSGA is applied to find the optimal feature subset.

Figure 6.
3.4.1

Feature selection block diagram

FSS technique
Developed by Mitra et al. [100], the FSS technique is exploited in this study to

remove some redundant features, using a similarity feature clustering technique.
In this method, the original features are clustered into a number of homogeneous
subsets based on their similarity, and then a representative feature from each cluster is
selected. The feature clustering is carried out by a k-nearest neighbor (k-NN) classifier
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and feature similarity index. First, the k-nearest neighbors of each feature are computed.
Then, the feature having the most compact subset is selected (the one having the
minimum distance to the farthest neighbor; a constant error threshold (ε) is also set to the
minimum distance). In the next step, the k-neighbors of the feature are discarded. The
procedure is repeated for the remaining features until all features are selected or
discarded. Note that, for each iteration, if the kth-nearest neighbors of the remaining
features are greater than ε, the value of k decreases. Therefore, k may vary over iterations.
The similarity index, which is also called Maximal Information Compression Index, is
calculated as:
2

𝜆 = 0.5 × (𝑣𝑎𝑟(𝑥) + 𝑣𝑎𝑟(𝑦) − ��𝑣𝑎𝑟(𝑥) + 𝑣𝑎𝑟(𝑦)� − 4𝑣𝑎𝑟(𝑥)𝑣𝑎𝑟(𝑦)(1 − 𝜌(𝑥, 𝑦)2 )

(54)

where 𝑣𝑎𝑟(𝑥), 𝑣𝑎𝑟(𝑦), and 𝜌(𝑥, 𝑦) are the variance and the correlation coefficient of 𝑥

and 𝑦, respectively and 𝜆 is a measure of the similarity between the two variables 𝑥 and

𝑦. If 𝑥 and 𝑦 are linearly dependent, 𝜆 is zero. As the dependency decreases, 𝜆 increases
[100].
3.4.2

FFSGA technique
A search-based feature selection is used to find the optimal feature subset. It also

removes the irrelevant features and finds the best subset that maximizes the fitness
function. The FFSGA includes three steps: 1) subset generation using a Genetic
Algorithm (GA), 2) subset evaluation based on Entropy Index, and 3) stopping criterion.
The subset generation is a search procedure which produces candidate subsets
based on a strategy. In FFSGA, a GA is used to generate feature subsets. GAs are
adaptive heuristic and stochastic global search algorithms which mimic the process of
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natural evolution and genetics. A GA searches globally for a candidate having the
maximum fitness function by employing inheritance, mutation, selection, and crossover
processes. First, a large population (parents) of random subsets (chromosomes) is
selected. The fitness function of each subset is computed. Then, some subsets are chosen
from the population by a probability, based on their relative fitness function. The subsets
selected are recombined and mutated to produce the next generation. The process
continues through subsequent generations until a stopping criterion is satisfied. Using a
GA, it is expected that the average performance of each subset in population increases
when the subsets having high fitness are preserved and the subsets with low fitness are
eliminated [214].
For the subset evaluation ,the Entropy Index (EI), which provides the entropy of
the dataset, is utilized as a fitness function to evaluate the generated subset [136]. In order
to compute the EI, the distance and similarity between two data points, p and q, is
calculated as follows:
𝐷𝑝𝑞 =

𝑥𝑝𝑗 −𝑥𝑞𝑗
�∑𝑀
𝑗=1 �𝑚𝑎𝑥 −𝑚𝑖𝑛
𝑗

𝑗

2 1/2

(55)

� �

where 𝑚𝑎𝑥𝑗 and 𝑚𝑖𝑛𝑗 are the maximum and minimum values along the jth direction, Xpj
and Xqj are the feature values for p and q along the jth axis, respectively, and M is the
number of features. The similarity between p and q is defined as
𝑠𝑖𝑚 (𝑝, 𝑞) = 𝑒 −𝛼𝐷𝑝𝑞

(56)
0.5

� being the average distance between data points. The
where α is equal to – 𝐿𝑛 ( 𝐷� ) with 𝐷

entropy index is calculated by the following equation:
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𝐸 = − ∑𝑙𝑝=1 ∑𝑙𝑞=1�𝑠𝑖𝑚(𝑝, 𝑞) × log�𝑠𝑖𝑚(𝑝, 𝑞)� + �1 − 𝑠𝑖𝑚(𝑝, 𝑞)� × log�1 −

𝑠𝑖𝑚𝑝,𝑞

(57)

If the data is uniformly distributed, the entropy is maximum. When the data is

well-formed, both the uncertainty and the entropy are low [136]. It is expected that the
irrelevant and redundant features increase the entropy of the dataset.
The feature selection process stops when the stopping criteria are satisfied. The
stopping criteria include the bound range of the feature dimension (in this work, the
bound range is between 10 and 30 and the best subset is selected from this range with a
minimum EI). For each feature dimension, GA is satisfied when there is no improvement
in the fitness function for a specific time.
3.5 Dimensionality Reduction
As an alternative method to feature selection, a dimensionality reduction (based
on projection) method can be used. In this research, ICA is used to project the features
into new coordinates and then reduce the dimensionality. The performance of ICA is
compared to other Unsupervised Dimensionality Reduction (UDR) methods in the next
chapter. Detailed information on ICA is provided below.
3.5.1

Independent Component Analysis (ICA)
ICA is a statistical dimensionality reduction method which transforms the dataset

into components, which are as statistically independent from each other as possible [215].
In other words, the objective of the transformation is to find a representation in which the
transformed components are as statistically independent as possible. This independency
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of the components can be achieved by using criteria such as mutual information
minimization, likelihood maximization, nonlinear cross-correlation, and so on [216].
Let us denote 𝒙𝑖 ∈ 𝑅 n as a zero-mean n-dimensional random variable, and

𝒚𝑖 ∈ 𝑅 m the corresponding m-dimensional transformed component. We have:

𝒚 = 𝑾𝒙

(58)

where W is a transformation matrix. To identify the parameters in Eq. (58), nonGaussianity of the independent components is necessary (at least one of them) [217]. As
mentioned earlier, W can be obtained by some criteria, such as minimizing the mutual
information of the transformed component. Note that to obtain W, the whitening
operation that makes the covariance matrix unity is required for most criteria. Several
practical algorithms with different stability, convergence speeds, and memory
requirements have been proposed to attain W [216]. The algorithm used in this work is

FastICA, which is based on a fixed-point iteration method. The following shows the
iteration formula of the fixed-point FastICA algorithm [218]:
𝑾+ = E{𝒙g(𝑾T 𝒙} − E{g ′ (𝑾T 𝒙)}𝑾

(59)

𝑾∗ = 𝑾+ ⁄‖𝑾+ ‖

(60)

where x is the observed whitened matrix, 𝑾 is a weight matrix (old value), 𝑾∗ denotes

the new value of 𝑾 after normalization, and the function g is the derivative of the
function G, which can be defined as:

𝐺(𝒖) = tanh(a1 𝒖) ,𝐺(𝒖) = 𝒖3 , or 𝐺(𝒖) = exp(−a2 𝒖2 /2)
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(61)

3.6 Cloud Classification
In this step, the patches are classified into groups called clusters. The SOM neural
network is used to cluster the cloud patches. In addition, the link-based cluster ensemble
technique is examined for classifying the cloud patches. In the next chapter, the
performances of the two techniques are also compared to each other.
A SOM is an unsupervised learning system that enables input patterns to be
arranged in a two dimensional space [44]. Similar to other neural networks, SOM
consists of components called nodes or neurons, which are arranged in a hexagonal or
rectangular grid. In a SOM, not only the weights of the winner neuron are adjusted, but
also the weights of the neighbors of the winner neuron are modified. Figure 7 illustrates
the process of clustering and cloud classification.
Figure 7(a) shows a hexagonal topology of 10×10 neuron units of the SOM used
in this work, where the neighborhood topology structure of each neuron is hexagonal.
The three hexagonal graphs with different colors in Figure 7 (a) show the adjusted weight
neighbors of the winning cluster (red neuron) in the training mode, where the big
hexagon is for the first iteration, and the radius topological neighborhood is reduced
recursively. SOM has the ability to show the feature content maps for the clusters in two
dimensional schemes. For example, Figures 7 (b), (c), and (d) show the min, mean, and
STD features map for the clusters. As seen from these figures, the clusters in the
southwest have lower minimum and mean temperatures and the clusters in the northeast
have high minimum and mean temperatures. Also, the STD values are higher in the
southeast and lower in the northeast clusters.
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Figure 7.

Clustering and cloud classification: (a) Cluster arrangement; (b) Cluster
Maps for minimum temperature; (c) Mean temperature; and
(d) Standard deviation

The process of the SOM in the training mode is explained as follows:
Step 1: Initialization - the clusters weight vectors are randomly initialized. The
radius topological neighborhood (r) and the learning rate (α) are set.
Step 2: Competition - the input patterns are put into the SOM one after another.
The Euclidean distance between the input pattern and the weight vectors of the clusters
are computed. The most similar (smallest distance) cluster to the input feature is selected
as the winner cluster.
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Step 3: Weight adapting - the weight vectors of the winner cluster and its
neighbor nodes (within a radius r) are adapted toward the input feature. The updated
weight is then calculated via,
(62)

𝑾(new) = 𝑾(old) + 𝛼[𝒙 − 𝑾(old)]

where W is a weight vector of a neuron, x is an input pattern, and α is the learning rate.
Note that both α and r are reduced during the iteration process and the specified time.

Step 4: Recursive computation - a recursive process for steps 2 and 3 is performed

to adjust the weights of the clusters until a stopping criterion is satisfied. When the
training is accomplished, the input training patches are assigned to the closest cluster.
Figure 8 depicts the process of the training and testing modes of the SOM. In the
training mode, the input training pattern is used to adjust the weights of the clusters such
that the weights of the winner cluster along with its neighbors (within the hexagonal
graph) are updated. In the testing mode, the winner cluster is selected and the
Temperature–Rain-rate graph for that cluster, which is explained in the next section, is
used for rainfall estimation.
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Figure 8.
3.6.1

Clusters to input patterns relationship

Cluster ensemble using link-based method
Cluster Ensemble techniques combine multiple data partitions from different

clustering. There are different cluster ensemble methods which are described in chapter 2.
In this work, the link-based cluster ensemble recently developed is utilized. This
technique includes three steps [183]: 1) M base clustering, 2) computing clusterassociation matrix (CM), and 3) final clustering using a consensus function. Figure 9
shows a block diagram of the link-based cluster ensemble. The data are partitioned by
different base clusters, and then using Weighted Connected-Triples (WCT), the CM
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matrix is obtained. The final consensus clustering is applied to the CM using spectral
clustering (SPEC).

Figure 9.

Block diagram of the link-based cluster ensemble

M base clustering can be performed either using a single clustering, for instance,
the K-means with different initialization, or multiple clustering algorithms such as SOM.
In this work, we have examined different clustering algorithms such as SOM, K-mean,
Agglomerative hierarchical clustering, and Fuzzy C-mean.
In step 2, the CM is generated. Each entry in this matrix represents an association
degree between each sample and each cluster of the base clustering. If a sample belongs
to a cluster, the corresponding entry of the cluster-association matrix for the sample and
the cluster is one; otherwise, the similarities between the clusters are considered. The
cluster-association matrix is computed as follows [183]:
𝑪𝑴(𝑥i , cl) = �

1
𝑠𝑖𝑚(cl, C ∗ )

if cl = C∗
otherwise

(63)
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where 𝑥𝑖 and cl are a sample and a cluster, respectively. If 𝑥𝑖 belongs to cl , 𝑪𝑴(𝑥𝑖 , cl) =

1. If not, 𝑪𝑴(𝑥𝑖 , cl) is the similarity between the cluster cl and the cluster C ∗ , to which

𝑥𝑖 belongs. The similarity between any pair of clusters is defined based on the
Connected-Triple method [183], where a subgraph of three clusters with two non-zero

edges are considered for each pair of clusters. The similarity between two clusters is
calculated from:
𝑠𝑖𝑚 �Ci , Cj � =

𝑾𝑪𝑻𝑖𝑗

𝑾𝑪𝑻max

(64)

× 𝐷𝐶

𝑘
where 𝑾𝑪𝑻𝑖𝑗 = ∑𝑞k=1 𝑾𝑪𝑻𝑘𝑖𝑗 , and 𝑾𝑪𝑻𝑖𝑗
= min�𝑤𝑖𝑘 , 𝑤𝑗𝑘 �,

and 𝑤𝑖𝑗 =

�L𝑖 ∩L𝑗 �

�L𝑖 ∪L𝑗 �

(65)

. L𝑖 denotes the samples belonging to cluster Ci , and q represents all

triples between Ci and Cj . 𝐷𝐶 ∈ (0, 1) is also a constant delay factor [183].

In step 3, a consensus function is applied to obtain the final clustering. The

consensus function is a graph-based clustering; therefore, the CM is transformed to the
weighted bipartite graph, and then spectral graph partitioning (SPEC) is performed. A
weighted bipartite graph is constructed such that each sample and cluster are vertices (𝑣𝑖 )

of the graph. The weight edges between the vertices are computed as follows:
𝑤𝑖𝑗 = 0, when both vertices 𝑣𝑖 and 𝑣𝑗 are samples
𝑤𝑖𝑗 = 0, when both vertices 𝑣𝑖 and 𝑣𝑗 are clusters

𝑤𝑖𝑗 = 𝑪𝑴(𝑣𝑖 , 𝑣𝑗 ), when vertex 𝑣𝑖 is sample and 𝑣𝑗 is cluster, or vice versa

By obtaining this graph, SPEC [174] is applied to provide the final data partition.
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3.7 Assigning the Cluster Rain-rate
In the previous step, the patches were classified into clusters in the training mode.
Thus, each cluster includes different patches. In this step, the relationship between
Temperature and Rain-rate (T-R) for each cluster is empirically derived, and then a
representative curve that characterizes the T-R relationship is assigned. Based on the IR
(obtained from GOES-12 observations) and the corresponding rain-rate values (from
NEXRAD Stage IV rainfall estimates) of the patches in a cluster, the respective T-R pixel
pairs are obtained for each cluster. To compute the T-R for a cluster, the T-Rs for the
patches within a cluster are obtained. The T-R pixel pairs for each patch are two vectors
of T and the corresponding R which include temperature and rain-rate of all pixels of the
patch, respectively. The T-R pixel pairs are redistributed using the Probability Matching
Method (PMM) [45]. In this method, the separate Cumulative Distribution Function
(CDF) of T and R are obtained and matched such that the proportion of the R distribution
above a given rain-rate is equal to the proportion of the T distribution below the
associated T threshold value (It is assumed that higher rain-rates are associated with
lower IR brightness [27]). In this research, PMM is applied to each individual patch of
the cluster, i.e., the T-R relationship for each single patch is identified; and then the
Median Merging (MM) technique is applied to the T-R of the patches in which the
median rain-rate is obtained for a given temperature for the cluster.
The MM technique reduces the impact of any improper patches that may have
been introduced as a result of imperfect classification, feature extraction, as well as lack
of enough information of the cloud or other factors. A Selected Curve Fitting (SCF)
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procedure is then applied to the T-R data resulted from the MM method to find the
complete T-R graph for different temperature values. The SCF chooses a curve fitting
method with the minimum mean squared error (MSE) from a polynomial curve fitting
(with degree 10) [219] and an exponential curve fitting (with degree 5 [46]).
In the PERSIANN-CCS, the PMM is applied to the T-R pixel pairs (temperature
pixels and the corresponding rain-rate pixels) of all patches within the cluster; and then,
an exponential curve fitting with degree 5 [46] is applied to the T-R data resulting from
the PMM method.
Figure 10 depicts a cluster sample with T-R of the patches (dash line). The T-R
relationship is obtained by the MM approach and is depicted by ‘o’.

Figure 10

Temperature –Rain-rate of patches within a cluster (dash lines), and
median merging samples (filed dot) along with curve fitting techniques
(thick red, green lines) for the cluster
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Two types of curve fitting (polynomial (red) and exponential (green)) are applied
to the T-R samples. The curve fitting selected method selects a polynomial curve fitting
for this cluster because it has lower MSE values.
Figure 11 shows an example of T-R curves assigned for the clusters (10 ×10) in
the training mode for February 2008. As seen, the clusters which are in the southwest of
the map have more rainfall compared to other clusters. On the other hand, the clusters in
the north, northeast, and centers are non-rainy clusters or have less rainfall. Three T-R
graphs (out of 100), which have different T-R graphs, are shown in detail.

Figure 11.

Temperature-Rain-rate graph for the clusters in Feb 2008
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CHAPTER IV
RESULTS AND DISCUSSION
The study region covers an area of the United States extending between 30oN to
38oN and 95oW to 85oW. The whole 2008 year is used for testing. The training data is
one month before the respective testing month. The IR brightness temperature
observations are from the GOES-12 satellite. The NEXRAD Stage IV precipitation
products [17], produced by the National Centers for Environmental Prediction (NCEP),
are used for training and validation. The flash data of the National Lightning Detection
Network (NLDN), which consists of over 100 remote, ground-based sensing stations
located across the United States, is used for lightning features [21]. Also, we use the
PERSIANN-CCS precipitation estimates (obtained from the PERSIANN group) for
comparing the results. The IR data from GOES-12 (Channel 4) has 30-minute interval
images that cover the entire area of study. It also has a nominal spatial resolution of 4 km
× 4 km. The spatial resolution for NEXRAD Stage IV is 4 km × 4 km and the data are
available as 1, 6, and 24 hourly accumulated precipitation values over the United States
[17].
In this chapter, the results of the HRSPE algorithm based on Figures 1 and 2 and
the methodology described in Chapter 3 are discussed. This chapter is organized as
follows: In section 4.1, the results of an enhanced PERSIANN-CCS algorithm using the
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wavelet and selected features, MM, SCF are studied. In section 4.2, the effect of the
feature selection method is separately discussed. Instead of using feature selection, the
results of utilizing the ICA technique are discussed in section 4.3. In addition, its
performance is compared with other dimensionality reduction techniques. In section 4.4,
the performance of the cluster ensemble and SOM are compared. Finally, in section 4.5,
the algorithm based on lightning information (Figure 2) is studied and compared to the
implemented PERSIANN-CCS. In addition, the effect of lightning information to
precipitation using that methodology is investigated.
4.1 An Enhanced PERSIANN-CCS algorithm by incorporating wavelet and
selected features, median merging, and selected curve fitting
Based on the block diagram of Figure 1, the wavelet, selected features, MM, and
SCF methods are incorporated into the PERSIANN-CCS algorithm. The implemented
PERSIANN-CCS with these additional enhancement features is being referred to as
mCCS-WMS.
In order to obtain the wavelet features for each patch, the wavelet transform, with
a Daubechies mother wavelet [203], is applied to each pixel of the original IR image
(before segmentation) using a 7×7 sliding window. The sliding window is decomposed
into 7 wavelet coefficient sub-bands (horizontal, vertical, and diagonal detail coefficient
sub-bands for level 1 and 2 along with an approximation coefficient sub-band). By
calculating the mean and standard deviation of the coefficients’ energy for each of the 7
sub-bands, 14 corresponding values are obtained for each pixel of the IR image. The
wavelet features for each patch are the average of these values corresponding to the
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pixels covered by the patch at different threshold levels. Since we have three threshold
levels (220K, 235K, 255K), the number of wavelet features is 14×3 = 42. In the next step,
the feature selection method is applied to the wavelet features together with the
PERSIANN-CCS features. A total of 11 features, 7 features selected from the
PERSIANN-CCS and 4 selected from the wavelet features, are exploited for the mCCSWMS algorithm (they are also called Wavelet and Selected Features (WSF)).
Figure 12 shows an example of the hourly precipitation estimate at 1300 UTC on
February 4, 2008 (the precipitation estimates are typically derived every 30 minutes;
however, for validating the results against NEXRAD Stage IV we accumulate them in
hourly estimates).

Figure 12.

Estimated hourly rainfall estimates ending at 1300 UTC at threshold
1 mm/h on February 4, 2008: (a) mCCS-WMS,
(b) mCCS, and (c) Nexrad Stage IV
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The mCCS-WMS algorithm estimate is shown in Figure 12 (a). The
corresponding values of the implemented PERSIANN-CCS (hereafter being referred to
as mCCS) and NEXRAD Stage IV data are shown in Figures 12 (b) and (c), respectively.
A set of four commonly used verification metrics, which includes the Probability
of Detection (POD), False-Alarm Ratio (FAR), Equitable Threat Score (ETS), and bias
[4], are utilized to evaluate the enhanced algorithm against the NEXRAD stage IV
product at rainfall thresholds of 0.01, 0.1, 1, 2, 5, 15, and 25 mm. These metrics are
defined as follows:
𝐻

(66)

𝐹

(67)

𝐻+𝐹

(68)

𝑃𝑂𝐷 = 𝐻+𝑀
𝐹𝐴𝑅 =

𝐵𝑖𝑎𝑠 =
𝐸𝑇𝑆 =

where

𝐻+𝐹

𝐻+𝑀

𝐻−𝐻𝑒

𝐻+𝑀+𝐹−𝐻𝑒

, where 𝐻𝑒 =

(𝐻+𝑀)(𝐻+𝐹)
𝐻+𝐹+𝑀+𝑧

(69)

Hits (H): Number of pixels correctly classified as precipitation
Misses (M): Number of pixels incorrectly classified as no precipitation
False alarms (F): Number of pixels incorrectly classified as precipitation
Correct Negatives (Z): Number of pixels correctly classified as no precipitation
Figure 13 shows the verification metrics of daily estimates for the mCCS, mCCSMM (implemented PERSIANN-CCS using the MM technique with exponential curve
fitting), mCCS-MMSCF (implemented PERSIANN-CCS using MM and SCF methods),
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and mCCS-WMS in the winter and summer 2008 seasons against the NEXRAD stage IV
product at different rainfall thresholds.
Figures 13 (a) and (b) show the FAR for the winter and summer, respectively. In
Figure 13 (a), although at low rainfall thresholds, the mCCS-MM has the lowest FAR, its
FAR is larger than the FAR values obtained from other algorithms at the medium and
high thresholds. The FAR of the mCCS-WMS is best at the medium and large rainfall
thresholds in winter. In the summer (Figure 13 (b)), mCCS-WMS has a slightly better
FAR at lower thresholds than mCCS. But, at the medium and high rainfall, the two
algorithms have almost the same FAR values.
Figure 13 (c) depicts the POD for the algorithms in the winter. Both mCCS-WMS
and mCCS-MMSCF have larger POD than those of mCCS and mCCS-MM at all
threshold levels. At lower threshold levels, the POD of mCCS-WMS is around 5% more
than that of the mCCS-MM; and at high threshold levels, mCCS-WMS has 30% more
POD than mCCS. In the summer (Figure 13 (d)), mCCS has the lowest POD at all
threshold levels. The POD percentage improvement by mCCS-WMS is 10% compared to
mCCS. Note that mCCS-MM provides larger POD at the cost of deteriorating FAR.
Figures 13 (e) and (f) show the ETS of the algorithms for the winter and summer
seasons, respectively. As observed in these figures, the performance of the mCCS-WMS
is higher at medium and larger rainfall thresholds. By comparing the ETS obtained from
mCCS-WMS and mCCS in the winter (Figure 13 (e)), the percentage improvement of the
mCCS-WMS is about 2% to 20%, where the improvement is higher at the higher rainfall
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Figure 13.

Validation results for winter and summer 2008 (daily estimate): (a, b)
False Alarm Ratio; (c, d) Probability of Detection; (e, f) Equitable Threat
Score; (g, h) Bias

thresholds. In the summer (Figure 13 (f)), the mCCS-WMS improves the ETS by a 5% at
maximum. According to these figures, since the mCCS-WMS, mCCS-MMSCF, and
mCCS-MM provide better ETS performance than the mCCS at medium and large
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thresholds, it seems that the results obtained from the MM method has more effect on
these threshold levels, especially in the winter.
In addition, by comparing the ETS of the mCCS-MM and mCCS in Figure 13 (e),
it can be inferred that the MM method improves the ETS by approximately 10% at high
rainfall. Also this figure demonstrates that almost 7% improvement is obtained when the
SCF is applied to the mCCS-MM at medium and high rainfall thresholds. However, it
deteriorates the ETS at very low rainfall. Furthermore, by comparing mCCS-WMS and
mCCS-MMSCF, it can be inferred that WSF improves the ETS by approximately 4% at
medium and large rainfall thresholds in the winter. Moreover, WSF has less
dimensionality so the mCCS-WMS is less complex and faster than the mCCS-MMSCF.
But in the summer, the effect of WSF, MM, and SCF are not as significant as in the
winter. At low rainfall thresholds, almost all algorithms have the same ETS performance.
At medium and high thresholds, the mCCS-WMS provides larger ETS than others with a
maximum of 5% more than that of the mCCS.
Figures 13 (g) and (h) depict the bias for all algorithms in the winter and summer
seasons. The bias is the ratio of the estimated to observed rain areas [4]. A bias value of 1
indicates that the estimation and observation have identical area coverage. In the winter
and at low rainfall thresholds, all algorithms, except for the mCCS-MM, have bias values
more than one. However, at medium and large thresholds, the bias of the mCCS-MM
increases abruptly. Furthermore, for these thresholds, the mCCS underestimates and other
algorithms overestimate the bias. In the winter, the bias of the mCCS-WMS is almost less
than those obtained from other methods at medium and larger threshold levels. In the
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summer, all algorithms have bias more than 1, where the mCCS has the less bias at all
threshold levels. As the bias figures show, using SCF and WSF can improve the bias.
4.2 Incorporating the Genetic Algorithm Filter-Based Feature Selection technique
The feature selection method used in this study is a combination of a filter-based
technique and the feature similarity selection method (both techniques are explained in
Chapter 3). In this work, k (the FSS parameter) is set to 20. In addition, the bound range
is between 10 and 30 for the stopping criteria. The best subset is selected from this range
with the minimum EI. Figure 14 shows an example of the hourly precipitation estimate of
the two algorithms, with and without feature selection (hereafter they are called
WIFS/WOFS), at 1000 UTC on February 12, 2008.

Figure 14.

Estimated hourly rainfall estimates for ending at 1000 UTC on February
12, 2008: (a) WIFS; (b) WOFS; and (c) Nexrad Stage IV
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In addition, the corresponding NEXRAD Stage IV data are shown in Figure 14 (c),
respectively.
Figure 15 shows the verification metrics of daily estimates for the WIFS and
WOFS algorithms in the winter and summer 2008 against the NEXRAD stage IV product
at different rainfall thresholds. Figures 15 (a) and (b) show the FAR of both algorithms
for the winter and summer seasons. The FAR of the WIFS in the winter is less than that
of the WOFS at almost all threshold levels. At some threshold levels in the winter, the
WIFS provides up to 10% less FAR than the WOFS. In the summer, the two algorithms
have the same performance in terms of FAR.
Figures 15 (c) and (d) show the performance of POD for the two algorithms.
Except for a slight decrease in medium rainfall thresholds in the winter, the POD of the
WIFS and WOFS are similar. Figures 15 (e) and (f) show the ETS of the two algorithms
in the winter and summer seasons. In the winter, the ETS of the WIFS improves at almost
all rainfall thresholds. More improvement occurs at medium and high rainfall threshold
levels which are around 7%. In the summer, the ETS of the two algorithms are the same
at all rainfall thresholds.
Figures 15 (g) and (h) depict the bias of both algorithms in the winter and summer
seasons. Using the feature selection method, the bias decreases in both the winter and
summer almost at all rainfall thresholds. The bias decreases more in medium and high
rainfall thresholds. In the winter, the bias decreases in a range of 0.1 to 0.4 and in the
summer it decreases from 0.1 to 0.2 mm/day.
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Figure 15.

Validation results with/without using feature selection technique for
winter and summer 2008 (daily estimate): (a, b) False Alarm Ratio; (c, d)
Probability of Detection; (e, f) Equitable Threat Score; (g, h) Bias.

4.3 Incorporating ICA dimensionality reduction
As an alternative method to feature extraction, ICA as a dimensionality reduction
method, can be used. In this study, ICA reduces the dimensionality by 10 (k = 10). To
compare ICA to other unsupervised dimensionality reduction methods, PCA, KPCA,
LEI, LLC, LLE, and NPE are also applied to the algorithms (also k = 10 for these UDR
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methods). Figure 16 shows an example of the hourly precipitation estimate (at the rainfall
threshold 1 mm) ending at 1900 UTC on July 12, 2008 for all UDR techniques (hereafter
the algorithm does not use any dimensionality reduction method is simply referred to as
‘No-red’) with Figure 16 (i) depicting the corresponding values from the NEXRAD Stage
IV data.

Figure 16.

Hourly rainfall estimates of different UDR techniques along
NEXRAD Stage IV ending at 1900 UTC on July 12, 2008: (a) No UDR
used; (b) PCA; (c) ICA; (d) KPCA; (e) LEI; (f) LLC; (g) LLE; (h) NPE;
and (i) NEXRAD Stage IV
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Figure 17 shows the daily estimate performance of the algorithm based on ICA
compared to those methods that use the other UDR techniques in the winter and summer
seasons. In the winter and according to Figure 17 (a), ICA and NPE provide less FAR
compared to other UDR methods at very low rainfall thresholds. However, the FAR of
the LLC is less than others at around 0.5 to 5mm/day. At median and high rainfall
thresholds, ICA provides less FAR than other methods. Overall, ICA improves FAR by
approximately 8% in the winter when compared to “No-red”. The performance of the
LLE and LEI are worse than others in terms of FAR in the winter at all threshold levels.
Figure 17 (b) demonstrates the FAR performance in the summer, where it seems that all
the methods have almost the same performance.
Figure 17 (c) depicts the performance of these methods with respect to the POD in
the winter. Among the algorithms, those based on ICA, PCA, and NPE have larger POD.
At low and median level thresholds, the ICA performance is almost similar to that of
“No-red”. However, at high threshold levels, the use of ICA deteriorates the POD by
approximately 8%. In addition, the performance of the LLE and LIE are less than other
methods in this season. Figure 17 (d) demonstrates the POD performance of the UDR
methods in the summer. The ICA, PCA, and NPE methods have greater POD than other
methods. The LLE and LLC provide less POD performance than other methods in this
season. These techniques (ICA, PCA, and NPE) almost have the same POD performance
at all rainfall thresholds. Note that, based on this figure, ICA is almost similar to “Nored” and doesn’t deteriorate the POD performance. Figure 17 (e) shows the ETS of the
algorithms in the winter. As seen, the performance of ICA is larger than all other UDR
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methods. ICA not only reduces the dimensionality, but also improves the ETS by
approximately 5% at some thresholds. In fact, ICA improves the precipitation estimate
more at low and medium rainfall thresholds. Except ICA, PCA, and NPE, all other UDR
techniques deteriorate the ETS performance. Figure 17 (f) demonstrates the ETS
performance of the algorithms in the summer. The ETS of the ICA, PCA and NPE
methods are almost the same. Also ICA and “No-red” have the same ETS performance.
The ICA reduces the dimensionality by removing the redundant features without
reducing the ETS performance in the summer. Note that, except ICA, PCA, and NPE,
other UDR techniques deteriorate the ETS performance in the summer. Based on Figures
17 (e) and (f), LLE provides the less ETS compared to other UDR methods in both the
winter and summer seasons.
Figures 17 (g) and (h) depict the bias performance for all algorithms in the winter
and summer seasons. Figure 17 (g) shows that the ICA, PCA, NPE, and “No-red”
algorithms overestimate precipitation (the bias is bigger than 1) while LLE, LEI, KPCA,
and LLC underestimate rainfall. As seen, ICA provides less bias (close to 1) compared to
other techniques. ICA improves the bias by approximately 0.5 at high rainfall thresholds
when compared to “No-red”. The improvement of the bias is more in the high rainfall
thresholds. This figure also shows that the algorithms have less bias at low level rainfall
thresholds. Based on this figure, the ICA method provides less bias and LLE have greater
bias compared to other algorithms. Figure 17 (h) shows the bias performance for the
algorithms in the summer. All algorithms in this season overestimate the bias. In addition,
LLE and LLC provide less bias compared to other techniques. Furthermore, ICA
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provides slightly less bias than “No-red”, which means it improves the precipitation
estimation in terms of the bias in the summer.

Figure 17.

Validation results of UDR techniques for winter and summer 2008
(daily estimate): (a, b) False Alarm Ratio; (c, d) Probability of
Detection; (e, f) Equitable Threat Score; (g, h) Bias.
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As previously stated (Section 2.4), each UDR technique preserves specific
information when projecting the data, and reduces the dimensionality of the data. PCA
captures global information in terms of the variance. Accordingly, the dimensionality is
reduced by ignoring the k lower components which have less variance and might be
noise. ICA projects the dataset onto the components which are as statistically
independent from each other as possible. This results in m components with m = n – k;
which are independent from each other. LLE preserves local information and the
relationship between the neighboring input data. Therefore, the dimensionality of the data
is also reduced to m and local information is preserved. The same is true for LEI which
also preserves local information.
Based on the above discussion of the UDR methods and Figure 17, the following
assumptions can be inferred for daily estimates:
1) Some of the UDR methods, such as LLE, LEI, LLC and NPE preserve local
information. Among them only NPE can improve the ETS performance. It seems NPE
can remove some redundant information (or even irrelevant features) by linearly
projecting the features to new coordinates. Since NPE is a linear method, it can be
inferred that nonlinear projection may destroy important information which is related to
precipitation. Among the nonlinear approaches, LLC has better performance than others.
The reason might be because it attempts to preserve both the global and local
information. LEI also has a better estimate result than LLE which may be due to utilizing
the similarity approach between the data points and their neighbors.
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2) Although PCA decreases the dimensionality, the ETS and bias performance are
not diminished. It appears that the variance of the dataset carries significant information
for rainfall estimation and the effect of redundant features decreases by using PCA. Note
that although KPCA preserve the variance, it creates a nonlinear projection which may
destroy important information.
3) Among all of the UDR techniques tested, the ICA method has better
performance in both ETS and bias for both the winter and summer seasons. It seems that
some of the features utilized are redundant. In other words, it might be that some features
are simple combinations of a few independent components. The results show that ICA
may decrease the effect of redundant and irrelevant features by projecting the data onto
independent components.
Generally speaking, for this dataset and application, the nonlinear approaches
deteriorate the estimation. The ICA method improves the accuracy of rainfall estimation
in terms of intensity across different thresholds, and also performs better than the other
techniques implemented in this study.
4.4 Incorporating Cluster Ensemble
The link-based cluster ensemble technique is used to classify the cloud patches.
Based on Figure 9, eight base clustering methods first applied to the dataset. The
clustering methods include three K-means with different initialization, three
agglomerative hierarchical clusters with “average”, “complete”, and “single” methods,
one Fuzzy C-mean, and finally one SOM clustering.
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Figure 18 shows the results of link-based cluster ensemble daily estimates
compared to SOM for the winter season.

Figure 18.

Validation results of the cluster ensemble (CLE) and SOM for winter 2008
(daily estimate): (a) False Alarm Ratio; (b) Probability of
Detection; (c) Equitable Threat Score; (d) Bias.

Figure 18 (a) shows the FAR of the two algorithms. The FAR of the cluster
ensemble (hereafter it is called CLE) has better performance than SOM. Around 8%
improvement in FAR at medium rainfall thresholds is obtained by using the cluster
ensemble method. Figure 18 (b) demonstrates the POD of the two algorithms. The POD
of both algorithms at low and medium rainfall thresholds are almost the same. However,
at high rainfall thresholds, SOM has almost 5% larger POD than CLE. Figure 18 (c)
shows the ETS of both algorithms. The ETS performance of CLE is greater than that of
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SOM at low and medium thresholds. At some threshold levels, the improvement is
around 6%. At high rainfall thresholds, SOM and CLE have almost the same ETS
performance. Finally, the biases of the two algorithms are depicted in Figure 18 (d). The
bias of CLE is less than that of SOM at all threshold levels.
The CLE bias is around 1 at thresholds 1 to 5 mm/day. The range of the bias
improvement is between 0-.1 to 0.3. Based on Figure 18, the link based cluster ensemble
improves the estimation accuracy by combing different clustering methods. It can be
inferred that using the similarity index that is defined in Eq. (64) can increase the
performance by using consensus clustering.
4.5 Incorporating lightning features
The lightning feature, which is defined as the number of flashes occurring within
15 minutes of the nominal IR image scan, is computed for each electrified cloud patches.
The effect of incorporating lightning information based on this methodology (Figure 2) is
discussed in this section. From now on the implementation of the PERSIANN-CCS
with/without lightning data is referred to as ‘WIL’ and ‘WOL’, respectively. The rainfall
estimation procedures (WIL and WOL) are carried out in the training and testing modes.
Two separate cluster groups are created in the training mode for Electrified Cloud
Patches (ECPs) patches and Non-Electrified Cloud Patches (NECPs) based on the
methodology of Figure 2.
During the testing mode, an input patch is categorized as ECP or NECP, and then
the corresponding features are compared to each ECP (or NECP) cluster weights to
determine which cluster is most similar to the patch. The T-R relationship corresponding
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to the selected cluster is then used to estimate the rain-rate for each pixel of the cloud
patch IR images.
Figure 19 shows an example of the hourly precipitation estimate ending at 1400
UTC on February 6, 2008. The WIL and WOL estimates are shown in Figure 19 (a) and
Figure 19 (b), respectively. It can be noted that the rainfall pattern from the WIL estimate
is qualitatively similar to the NEXRAD rainfall (Figure 19 (c)).

Figure 19.

Estimated hourly rainfall estimates for ending at 1400 UTC on February
6, 2008: (a) WIL, (b) WOL, and (c) NEXRAD Stage IV
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Figure 20 illustrates the quantitative measures as a result of incorporating
lightening features. In the winter season (Figure 20 (a)), FAR is improved at all rainfall
threshold levels, when lightning information is incorporated. The improvement ranges
from 5% to 12% for the medium and higher rainfall thresholds. Also, when lightning
information is included, there is a corresponding improvement of 4% to 15% in the POD
in the winter (Fig 20 (c)). This improvement is evident at all rainfall thresholds but larger
for the medium and highest rainfall threshold levels.
The cumulative improvement in both FAR and POD during the winter season is
about 4% to 15% in the ETS (Fig 20 (e)). Figure 20 (g) depicts the bias metric for the
winter. The best performance in terms of not overestimating or underestimating is when
the bias is equal to 1. At low and medium level thresholds, the bias is not changing.
However, at high level thresholds the bias is reduced a little for the WIL case. Since FAR
and POD at all thresholds are improved, the unchanged bias shows that both miss
(observed rain not detected) and false alarm (rain detected but not observed) pixels
decrease so that the bias remains unchanged at the low and the medium thresholds. Also,
the unchanged bias helps further validate the results that the overall improvement
obtained from the ETS is robust [220]. Hence, based on this limited testing, it is
encouraging to note that lightning observations have the potential to improve satellite
precipitation estimation during the winter.
During the summer season, the marginal improvements in POD (Figure 20 (d))
under light and moderate rainfall conditions come at the cost of slightly increased bias
(Figure 20 (h)). Using lightning information does not otherwise lead to a significant
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change in estimating the summer rainfall. It is speculated that during the summer time the
new features extracted from lightning data are perhaps redundant; and hence not able to
contribute additional meaningful information in the methodology.

Figure 20.

Validation results (daily estimate) with/without lightning data for winter
and summer 2008: (a, c, e, and g) FAR, POD, ETS, and bias for winter;
(b, d, f, and h) FAR, POD, ETS, and bias for summer, respectively
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Figure 21 shows the ETS and differential ETS of daily estimate time series for the
area of study at a threshold of 5mm/day. Figure 21 (a) illustrates the ETS of the WIL
algorithm. The red areas show high ETS values which are more than 0.65. The blue
pixels are the areas with less ETS (less than 0.35). As seen, the area in the south middle
and northwest has high ETS. By comparing the ETS of WIL and WOL, the WIL has
improved most areas.

Figure 21.

The ETS of daily estimate (time series) for the area of study; (a) ETS for
WIL (b) ETS for WOL (c) the ETS differences between WIL and WOL
(d) the ETS difference between WIL and original PERSIANN-CCS
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The ETS differences between WIL and WOL, which are shown in Figure 21 (c),
show this improvement. The large area in this figure is red or yellow, which shows the
improvement. The improvement is more in the northwest, the middle, and part of the
southeast regions. The average improvement is 13%. Also, Figure 21 (d) shows the
improvement of WIL to the original PERSIANN-CCS. Most red areas are associated
with high ETS, which are more in the south and middle regions. Approximately 25%
improvement is obtained by WIL compared to the original PERCIANN-CCS.
Figure 22 depicts the log frequency distribution and scatter plot of the WIL and
WOL daily estimates.

Figure 22.

Frequency distribution of daily (a, b), and scatter plot (c, d) of
with/without lightning daily estimate for winter and summer 2008
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The histograms of WOL and WIL for the winter and summer seasons show that a
good degree of correspondence between them and that of NEXRAD data exists at less
than 40 mm/day. However, during the less frequent but higher rain-rates both WIL and
WOL have bias more than one, but WIL to a lesser extent. The summer shows that the
WOL is highly correlated to WIL (coefficient correlation = 0.94); that means lightning
information has less impact on the estimation (Figure 22 (d)). However, WIL and WOL
are less correlated in the winter (coefficient correlation = 0.8) showing the lightning data
effects on the estimate data in this season (Figure 22 (c)).
As previously mentioned, ice microphysical process in clouds can play an
important role in rainfall production, and are also highly correlated to lightning activity
[207], [205], [209], [209]. As suggested by Petersen and Rutledge [206] , to the extent
that ice processes dominate rain-water production, it is expected lightning information to
provide at least some gross indication of rainfall rate. In the context of this study, it
might be speculated that during the winter seasons more of the ice process is packed into
a thinner stratiform layer with lower cloud tops and freezing levels, and hence more of
that ice is contributing to precipitation at the ground. To the extent that the ice process
plays a larger role in precipitation production, it should be expected to see a noticeable
improvement in performance of the HSPE in the winter when the PERSIANN-CCS is
augmented with lightning information. Indeed, the analysis indicates that this is the case.
In summary, lightning information has the potential to improve winter-time high
resolution satellite precipitation estimation, especially using the PERSIANN-CCS
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methodology. The improvement during the winter includes a reduction in FAR, an
increase in POD, and an overall increase in ETS.
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CHAPTER V
CONCLUSION AND FUTURE WORK
In this research, pattern recognition and signal processing techniques are
incorporated to the PERSIANN-CCS methodology, one of the popular high resolution
satellite precipitation estimation algorithms, to enhance satellite precipitation and rainfall
estimation. The PERSIANN-CCS methodology incorporates four main steps to derive
precipitation estimates: 1) segmenting the satellite IR cloud images into patches; 2)
extracting features from the segmented cloud patches; 3) categorizing the cloud patches
into separate groups; and 4) obtaining a relationship between the brightness temperature
of cloud patches and the rain- rate (T-R) for every cluster. In addition, a further step
(feature selection or dimensionality reduction) is introduced in order to remove redundant
and irrelevant features as well as reduce the dimensionality. The steps are developed as
follows:
In step 2, in addition to the PERSIANN-CCS features, wavelet and lightning
features are incorporated. In order to obtain the wavelet features for each patch, a
wavelet transform with a Daubechies mother wavelet is applied to each pixel of the
original IR image using a 7×7 sliding window. The wavelet features were obtained from
the average of the mean and standard deviation of the coefficients’ energy of the subbands. Also a lightning feature is computed for electrified cloud patches. The lightning
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feature is defined as the number of flashes occurring within 15 minutes of the nominal IR
image scan. This step (feature extraction) is an important step in order to classify the
cloud patches. Therefore, extracting the proper features help to accurately categorizing
the cloud patches. The impact of IR cloud texture on precipitation is itself can be a
subject of future work. Due to top temperature information and the breadth of the system,
the IR brightness temperature may not have enough textural information of the cloud.
Nevertheless, tools such as wavelets can provide more texture information from cloudstop temperatures. In addition, the lightning information can provide some physical
information about clouds which is related to precipitation. The results show that using
this information can improve the precipitation estimation.
In step 3, both feature selection and dimensionality reduction techniques are
examined to reduce the dimensionality as well as diminish the effects of the redundant
and irrelevant features. The feature selection techniques include a Feature Similarity
Selection (FSS) method and a Filter-Based Feature Selection using Genetic Algorithm
(FFSGA). The Entropy Index (EI) fitness function is used to evaluate the feature subsets.
The results show that using feature selection not only reduces the dimensionality, but also
increases the estimation accuracy. In addition, ICA was examined as a UDR technique to
reduce the dimensionality and increase the estimation performance. The results also show
that ICA can improve the estimation accuracy. Furthermore, the results show that ICA
has better performance than other unsupervised feature reduction techniques. Since in this
research EI is used as evaluation criteria, other metrics such as Fuzzy Feature Evaluation
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Index (FFEI), Laplacian score, and Fisher score can be examined. Also the result of
combining feature selection and UDRs can be investigated in future study.
In step 4, the link-based cluster ensemble method is also examined and compared
to SOM. This technique includes three steps: M base clustering, computing clusterassociation matrices (CM), and final clustering using a consensus function. The result
shows the improvement of using this method. Other techniques such as cumulative voting
or MCLA and HGPA can also be investigated in future work.
In step 5, the Median Merging (MM) and Selected Curve Fitting (SCF)
techniques are utilized. After applying PMM to each single patch and obtaining the T-R
for each patch, Median Merging technique which computes the median rain-rate for a
given temperature is applied. Afterward, a Selected Curve Fitting (SCF) procedure is
used to obtain the T-R for each cluster. SCF is a process which chooses and applies a
curve fitting method with the minimum MSE from a polynomial curve fitting and an
exponential curve fitting. The result shows that using these two techniques improves the
estimation accuracy by approximately 7% to 10%. Since the features that are extracted in
step 4 are more related to the temperature of cloud top, some of the patches might be
classified incorrectly. Methods such as MM can improve these issues; as indicated by the
results presented in this study.
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