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Abstract  
This study aimed at addressing the problem of maximising the trapped amount of CO2 in a reservoir with heterogeneous and 
uncertain petro-physical properties. A multi-period injection strategy is adopted and an optimisation algorithm is employed to 
find out the injection quantities in different wells at different spans of time. A number of realisations of permeability and porosity 
are generated to represent the uncertainty in the model and are integrated into the optimisation framework. The optimisation 
algorithm employs a kriging based meta-modelling technique in each iteration to decide on the best sampling point for the 
successive iteration. This technique reduces the computational run time as the number of function calls to the actual flow solver 
is drastically reduced. As compared with Genetic Algorithm, the methodology gives better results in terms of computational time 
and convergence characteristics.  
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1. Introduction 
Optimisation of CO2 storage in saline aquifers and depleted oil and gas reservoirs by controlling the injection 
strategies have been studied by a number of researchers [1, 2]. It has been shown that by implementing a controlled 
injection strategy, risk of CO2 leakage can be reduced and the safety of CO2 storage by containment, structural and 
residual entrapment and dissolution in aquifer brine can be enhanced.  
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There are a number of issues that have to be carefully considered in the design of an optimised CO2 storage 
operation. Firstly, the uncertainty in petrophysical and geological properties of the reservoir must be accounted for. 
Secondly, the mechanism with which CO2 is stored must be assessed, recognised and thoroughly studied on a site-
by-site basis. Lastly, the operational factors, such as accessibility and cost of CO2 to be injected into the structure, 
the availability of wells for CO2 injection, physical field constraints such as group/individual injection rates and 
injection pressures should all be accounted for. 
The geological models are computationally expensive and a number of surrogate meta-modelling techniques have 
been proposed to overcome this problem. Surrogate kriging models have been used in the context of optimisation, 
parameter estimation and uncertainty quantification of porous media multiphase flow processes such as enhanced oil 
recovery in hydrocarbon reservoirs and CO2 storage in deep saline aquifers. Some examples include modelling a gas 
well with water coning and variable geological factors by Kalla and White [3]; optimisation of steam-injection in 
reservoirs by Queipo et al. [4]; estimation of the distribution of permeability and porosity in heterogeneous and 
multiphase petroleum reservoirs by Queipo et al. [5] using an integration of an artificial neural network and kriging; 
optimisation of alkaline-surfactant-polymer by Carrero et al. [6] using multiple surrogates; and optimisation of 
parameter estimation in CO2 storage by Espinet and Shoemaker [7] using a range of response surface surrogates 
including kriging in conjunction with various optimisation algorithms.  
This paper presents a procedure developed for a fast and reliable injection-rate controlled optimisation of CO2 in 
an aquifer with uncertainty in petrophysical data. The injection scenario is based on control of injection allocation 
between a number of available wells. The injection interval is then divided into a number of equal time intervals 
referred to as periods and in each period different allocation of the injection rate is allowed. This multi-period 
injection scenario, previously implemented by Shamshiri and Jafarpour [2] allows more flexibility and, with this 
flexibility, the objective function of the optimisation is found to have larger optimised values. The kriging-based 
surrogate models are used to improve computational efficiency of the procedure. 
2. Geological model description 
The model used in the present work is based on the PUNQ-S3 model [8] with modifications in some of the 
petrophysical and geological properties that adds considerably to the geological complexity of the model. The model 
is modified to have a higher grid resolution, to mimic a strong aquifer support from the surroundings, to include 
uncertainty in petrophysical data and to represent high heterogeneity in the form of channelised permeabilities and 
porosities. The model is refined from an original 19×28×5 grid blocks with only 1,761 active blocks to 57×84×5 grid 
blocks with 15,849 active blocks. This has been achieved by a 3×3×1 refinement of the original model. The 
refinement provides more flexibility in implementing the uncertain permeability and porosity fields and more 
realistic variations in the objective function of the optimisation. To mimic the aquifer support around the model, the 
boundary grid blocks have their pore volume enlarged by pore volume multipliers. The number of wells is reduced 
from eight to four with new locations (Fig. 1). 
 
Fig. 1. The refined PUNQ-S3 model with wells used for CO2 injection. The dimensional units are in metres. The blue cells will have their pore 
volume multiplied by pore volume multiplier to mimic a strong aquifer support and constant pressure boundary condition. 
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In order to create uncertainty in petrophysical properties, six realisations of porosity and permeability have been 
generated by using training images of the channels in the S-GeMS software. The channel facies are designed to 
exhibit long range correlation length features in the orientation of channel streaks, whereas the interchannel facies 
exhibit smoothly varying heterogeneous permeability distributions and homogenous porosity distributions. For the 
channel areas, a sequential stationary Gaussian process, using the covariance matrix through circulant embedding, is 
implemented as in Kroese and Botev [9]. Three of these realisations are shown in Fig. 2. 
 
   
(a) 
   
(b) 
Fig. 2. (a) The porosity and (b) the horizontal permeabilities (millidarcy) of the three realisations for the top layer of the model. Note that the 
permeabilities of the interchannel and channel areas have been shown with two separate colour bars.  
 
Fig. 3. Relative permeability curves used in the CO2 simulations, taken from Oak [12] for a water wet Berea sandstone. Note that hysteresis is 
limited to gas relative permeability curves. 
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The fluid properties of aquifer brine and CO2, such as CO2 formation volume factor, CO2 and water viscosity with 
respect to pressure, CO2 and water densities and the PVT data are obtained from fluid characterisations of McCain 
[10] and Garcia [11]. The hysteretic relative permeability curves used for the simulation and are shown in Fig. 3. 
As stated, four wells for the CO2 injection are used which are being controlled by the rate of injection. It is 
assumed that a power plant provides a fixed rate 2,000 rm3/day of CO2, for 12 years. Additional 40 years were 
considered for simulating the post-injection migration of CO2 and allowing the possible post-injection residual 
trapping mechanism to be fully accomplished. Also, it is assumed that the distribution of the total rates between the 
four wells can be controlled within three four-year long control periods. In this way, there are shares of injection rate 
between the four wells denoted hereafter by ,xw P  where 1, 2, 3, 4w   represents the wells and 1, 2, 3P   
represents the periods of injection control. These 12 values for ,w Px  will be used as variables in the optimisation 
algorithm. Schlumberger’s ECLIPSE E100 [13] is used for the CO2 injection simulation and trapping modelling. The 
mechanism of the CO2 storage considered is the residual entrapment triggered by the hysteretic relative permeability 
curves for CO2. The saturation of the trapped gas, denoted hereafter by Sgtrap, is a function of the maximum non-
wetting phase saturation reached in the run, Sgm, at which the flow reversal begins [13]. The aim of this paper is to 
maximise volume of the trapped gas which depends on the Sgtrap of the grid blocks of the simulation domain. 
3. Surrogate based global optimization 
Here the objective of optimisation is to maximise the residually trapped volume fraction of CO2 for all the 













F F F 
u
   
¦
         (1) 
where iV
F  and ,gtrap iS
F  denote, respectively, the pore volume and the residually trapped gas saturation and the 
total gas saturation of block i  of realisation F  at 40 years after the cessation of the injection. Finally, RVG  
represents the reservoir volume of gas in place (mobile or trapped) at 40 years after cessation of injection. 
It is evident that due to the heterogeneous petrophysical properties of the system, it is not possible to obtain 
analytical solutions for the objective function in Eq. (1) and ECLIPSE E100 is used to numerically solve the 
equations. However optimisation involves a large number of function calls to the ECLIPSE solver, which is 
computationally expensive. To circumvent this problem to some extent, a kriging based surrogate model is used to 
approximate the objective function in Eq. (1). The optimisation scheme is then run on the kriging model which takes 
orders of magnitudes less computational time than the original ECLIPSE simulation models.  
Fig. 4 shows the schematic for the kriging meta-model-based optimisation process. The Latin hypercube 
sampling scheme initially selects 50 points in the design space for sampling the objective function (by running the 
expensive flow solver model) and constructing the kriging meta-model. The kriging model may be constructed using 
any one of the available correlation functions: exponential, Gaussian, linear, spherical, cubic and spline. Next the 
initial kriging model is optimised to find its minima, using the Dynamically Dimensioned Search (DDS) algorithm. 
This minimum point is now passed on to the computationally expensive flow solver (here ECLIPSE) to calculate the 
actual value of the objective function. It may be noted that this actual value would differ from that predicted by the 
kriging model, since the kriging model is only an approximation over the whole design space. Once this actual value 
of the objective function is obtained, the kriging model is updated and the iteration continues. The iterative loop 
stops once the pre-specified number of function evaluations is reached. In the present case, the maximum number of 
function evaluations is restricted to 100. Since an initial 50 function evaluations are used to construct the kriging 
model, the remaining 50 function evaluations are carried out while iteratively optimising the kriging model and 
updating it. This methodology is different from evolutionary algorithms (e.g. Genetic Algorithm), which do not 
construct any response surface. They try to intelligently determine better minima by performing mutation and 
crossover operations on the solution vectors in an iterative manner. 
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Fig. 4. Schematic for the kriging meta-model based optimisation. 
4. Simulation results 
Table 1 reports the optimisation results obtained by the GA and the different kriging models for a rate of 2,000 
rm3/day. For this total rate of injection, the base case where the injection rates are a constant 500 rm3/day for all the 
wells and during all the periods, Ftrap at the end of simulation is 0.70. Comparing this value to the optimised values 
of Ftrap reported in the table, it can be deducted that the entrapment is relatively enhanced by 10 to 14 %. There is no 
comparability between the values of ,w Px from the different algorithms, suggesting a strong multimodality of the 
function in Eq. (1). 
Table 1. The results of optimisation with the Genetic Algorithm (GA) and the different kriging models (denoted by “Kr.” and the “model’s 
name”) for a rate of 2,000 rm3/day. The objective function value and the solutions for the injection rates ( ,w Px ) after convergence by each 
algorithm are also reported. 
 
The comparison between the number of function evaluations of the GA and the kriging models is shown in Fig. 
5. The figure clearly shows that the kriging models have outperformed the GA within 100 evaluations of the 
objective function as a limit imposed on the kriging models. This can be substantiated by observing the GA curve at 
this limit, marked by a black rectangle, showing a best Ftrap value of 0.75 at this limit for the GA. More importantly, 
at the end of the GA run, the best value of Ftrap is 0.78 while the Cubic and Gaussian kriging models have produced 




Values of optimised variables for the converged solution 
            
GA 0.777 0.78 0.01 0.13 0.08 0.64 0.14 0.19 0.03 0.48 0.06 0.44 0.02 
Kr. Exponential 0.770 0.64 0.17 0.06 0.14 0.60 0.20 0.06 0.14 0.46 0.03 0.52 0.00 
Kr. Gaussian 0.801 0.00 0.99 0.00 0.01 0.77 0.00 0.23 0.00 0.98 0.00 0.01 0.00 
Kr. Linear 0.766 0.56 0.28 0.02 0.13 0.38 0.21 0.38 0.04 0.65 0.04 0.24 0.07 
Kr. Spline 0.784 0.93 0.00 0.03 0.04 0.33 0.25 0.20 0.21 0.83 0.00 0.17 0.01 
Kr. Spherical 0.768 0.12 0.78 0.08 0.03 0.70 0.08 0.17 0.05 0.01 0.03 0.95 0.01 
Kr. Cubic 0.791 0.41 0.10 0.34 0.15 0.75 0.14 0.11 0.00 1.00 0.00 0.00 0.00 
1,1x 2,1x 3,1x 4,1x 1,2x 2,2x 3,2x 4,2x 1,3x 2,3x 3,3x 4,3x
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
Fig. 5. The objective function convergence curves obtained by the GA and the different kriging models versus number of function evaluations. 
In order to see the dynamic development of Ftrap throughout the simulation for the base case (non-optimised case) 
and the Gaussian kriging-based optimised case for the total rate of 2,000 rm3/day, the profiles of Ftrap for the 
ensemble of realisations are plotted in Fig. 6. It is interesting to note that the optimised case produces higher Ftrap 
both during and after injection, emphasising the importance of optimisation. The curvatures of plots also suggest 
that Ftrap is about to plateau around the time that the simulation is terminated. 

Fig. 6. The dynamic development of the trapped gas as a fraction of total injected gas for optimised case and non-optimised base case and for all 
the six realisations considered. The total injection rate is 2,000 rm3/day. The vertical hashed line marks the end of injection. 
Fig. 7 shows a comparison of the saturation and trapped saturation profiles for the first realisation at the top of the 
model between the non-optimised base case and the optimised case using the solution of the Gaussian kriging-based 
optimisation for the total rate of 2,000 rm3/day. Although visually the two cases do not seem to be very different 
from each other, for the base case 70% of the gas is residually trapped whereas for the optimised case this number 
reaches to 80%.  
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
Fig. 7. The comparison between the non-optimised base case for the total rate of 2,000 rm3/day (injecting uniformly 500 rm3/day CO2 with the 
four wells for all three periods) and the optimised case for the total rate of 2,000 rm3/day (using injection rates obtained by Gaussian kriging 
model), (a) The profile of gas saturation at the top of the model for the realisation number 1 at the end of the simulation for the base case; (b) the 
profile of residual trapped gas saturation for the base case; (c) the profile of gas saturation for the optimised case; and (d) the profile of residual 
trapped gas saturation for the optimised case.   
The allocation rate for the four wells corresponding to the solution obtained by Gaussian kriging model is shown 
in Fig. 8. The optimal solution indicates that Well 4 should be shut in all the time and most of the injection is carried 
out through Wells 1 and 2. 

Fig. 8. The bar plot of allocation rates based on the solution obtained by the Gaussian kriging model optimisation for the four wells and at the 
three control periods. Note that Well 4 has not been used in any of the three periods and the Period 1 has been mainly operated by Well 2 only.  
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5. Conclusions 
The kriging surrogate based optimisation approach was shown to be expedient for CO2 storage applications. It 
overcomes the issues of long run times in optimisation which is a pressing need in this field, since most of the 
realistic reservoir models are computationally expensive to simulate. A comparison with a standard evolutionary 
algorithm, shows that the kriging method not only has good convergence characteristics, but also gives solutions 
which are better than or similar to those obtained through evolutionary techniques. The kriging models are used in 
this paper to interpolate the objective function values for different input variables and to serve as a low 
computational-cost based proxy for the original ECLIPSE flow models. The advantage of this method is that the 
kriging models are flexible enough to capture the multi-modal nature of the optimisation landscape with few 
numbers of hyper-parameters. However since this is essentially a multi-dimensional regression process, other 
techniques like artificial neural networks, radial basis functions, wavelets etc. can be used instead. Each of these 
techniques have their own specific advantages and disadvantages and need to be tested in a case specific way to 
compare the relative merits and demerits. Future work can be focused in this direction. 
Acknowledgements 
This research was carried out as part of the UK Research Councils' Energy Programme funded project 
"Multiscale whole systems modelling and analysis for CO2 capture, transport and storage", Grant Reference: 
NE/H01392X/1.  
References 
[1] Cameron DA, and Durlofsky LJ. Optimization of well placement, CO2 injection rates, and brine cycling for geological carbon sequestration, 
International Journal of Greenhouse Gas Control 2012; 10:100–112. 
[2] Shamshiri H, and Jafarpour B. Controlled CO2 injection into heterogeneous geologic formations for improved solubility and residual 
trapping, Water Resources Research 2012; 48(2). 
[3] Kalla S, and White CD. Efficient design of reservoir simulation studies for development and optimization, SPE Reservoir Evaluation & 
Engineering 2007; 10(6):629–637. 
[4] Queipo NV, Goicochea JV, and Pintos S. Surrogate modeling-based optimization of SAGD processes, Journal of Petroleum Science and 
Engineering 2002; 35(1):83–93. 
[5] Queipo NV, Pintos S, Rincón N, Contreras N, and Colmenares J. Surrogate modeling-based optimization for the integration of static and 
dynamic data into a reservoir description, Journal of Petroleum Science and Engineering 2002; 35(3):167–181. 
[6] Carrero E, Queipo NV, Pintos S, and Zerpa LE. Global sensitivity analysis of Alkali-Surfactant-Polymer enhanced oil recovery processes, 
Journal of Petroleum Science and Engineering 2007; 58(1):30–42. 
[7] Espinet AJ, and Shoemaker CA. Comparison of optimization algorithms for parameter estimation of multi-phase flow models with 
application to geological carbon sequestration, Advances in Water Resources 2013; 54:133–148. 
[8] ICL. PUNQ-S3 model online datasets, [online] Available at: http://www3.imperial.ac.uk/earthscienceandengineering/research/perm/punq-
s3model/onlinedataset 2013. 
[9] Kroese DP, and Botev ZI. Spatial Process Generation. [online] Available at: http://www.maths.uq.edu.au/~kroese/ps/MCSpatial.pdf 2013. 
[10] McCain W. The properties of petroleum fluids. PennWell Books; 1990. 
[11] Garcia JE. Fluid dynamics of carbon dioxide disposal into saline aquifers. Ph.D. thesis. University of California, Berkeley; 2003. 
[12] Oak, M. Three-phase relative permeability of water-wet Berea, SPE/DOE 7th Symposium on Enhanced Oil Recovery Tulsa, Oklahoma, 
1990. 
[13] Schlumberger, Eclipse Technical Description 2010.1; 2010. 
 
