A super-resolution method for simultaneously realizing resolution enhancement and motion blur removal based on adaptive prior settings are presented in this article. In order to obtain high-resolution (HR) video sequences from motion-blurred low-resolution video sequences, both of the resolution enhancement and the motion blur removal have to be performed. However, if one is performed after the other, errors in the first process may cause performance deterioration of the subsequent process. Therefore, in the proposed method, a new problem, which simultaneously performs the resolution enhancement and the motion blur removal, is derived. Specifically, a maximum a posterior estimation problem which estimates original HR frames with motion blur kernels is introduced into our method. Furthermore, in order to obtain the posterior probability based on Bayes' rule, a prior probability of the original HR frame, whose distribution can adaptively be set for each area, is newly defined. By adaptively setting the distribution of the prior probability, preservation of the sharpness in edge regions and suppression of the ringing artifacts in smooth regions are realized. Consequently, based on these novel approaches, the proposed method can perform successful reconstruction of the HR frames. Experimental results show impressive improvements of the proposed method over previously reported methods.
Introduction
High-resolution (HR) video sequences are necessary for various fundamental applications, and acquisition of data with an HR image sensor makes quality improvement straightforwardly. However, it is often difficult to capture video sequences with sufficient high quality from current image sensors. Furthermore, video sequences often include motion blurs in many situations, e.g., there is not enough light to avoid the use of a long shutter speed. Then image processing methodologies for increasing the visual quality are necessary to bridge the gap between demands of applications and physical constraints. Many researchers have proposed super-resolution (SR) methods for increasing the resolution levels of low-resolution (LR) video sequences . Most SR methods are broadly categorized into two approaches, learning-based (examplebased) approach and reconstruction-based approach. The learning-based approach estimates the HR frame from *Correspondence: ogawa@lmd.ist.hokudai.ac.jp Graduate School of Information Science and Technology, Hokkaido University, Sapporo 060-0814, Japan only its LR frame, but several other HR frames are utilized to learn a prior on the original HR frame [1] [2] [3] [4] [5] [6] [7] [8] [9] . On the other hand, the reconstruction-based approach estimates the HR frame from their multiple LR frames, and many methods based on this approach have been proposed . In this article, we focus on the reconstruction-based approach and discuss its details.
The reconstruction-based SR was first proposed by Tsai and Huang [10] . They used a frequency domain approach, and their formulation was extended by Kim et al. [11, 12] . In general, the frequency domain approaches have strength of theoretical simplicity and high computational efficiency. However, in these frequency domain approaches [10] [11] [12] , the observation model of LR frames is restricted to only translational motion [17] . Due to the lack of data correlation in the frequency domain, it is difficult to effectively use the spatial domain knowledge. Therefore, spatial domain approaches have often been developed to overcome the weakness of the frequency domain approaches [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [27] [28] [29] [30] . http://asp.eurasipjournals.com/content/2013/1 /30 In general, since the estimation of HR frames is an illposed problem, the prior information is introduced to determine the solution of the SR problems. Also, it is represented as a prior probability or a regularization term, and they are adopted to stabilize the inversion of the illposed problem. Typically, intensity gradients are used for the regularization, and their L 1 -norm or L 2 -norm regularization approaches are often used [13, 14, 18] . Total variation (TV) [31] is utilized as the most common regularization. This means the conventional methods assume that the TV obtained from the original HR frames is based on the pre-defined distribution. Since L 2 -norm regularization penalizes high-frequency components severely, the solution tends to become oversmoothed. On the other hand, although L 1 -norm regularization keeps sharpness compared to L 2 -norm regularization, it tends to increase artifacts in smooth regions.
In addition to the above problems, these conventional SR methods try to only recover HR frames from their LR frames. However, motion blurs are also caused in the image acquisition process, and their removal must be performed with the resolution enhancement. Therefore, many methods for removing motion blurs have been proposed [32] [33] [34] [35] [36] . In order to realize the resolution enhancement and the motion blur removal, the conventional methods tend to separately perform these two procedures. Then, since the performance of the first procedure may cause the deterioration of the performance in the subsequent procedure, some artifacts such as blurring and ringing artifacts are enhanced in the final output.
As shown in the above discussions, the conventional methods have the following problems: (i) simultaneous resolution enhancement and motion blur removal cannot be realized, successfully, and (ii) regularization, i.e., prior information cannot be provided for target video sequences, adaptively.
This article presents an SR method for realizing the simultaneous resolution enhancement and motion blur removal based on adaptive prior settings. The main contributions in the proposed method are twofold.
(i) Simultaneous estimation of the HR frame and the motion blur kernels: In order to estimate the original HR frame from its motion-blurred LR frames, a posterior probability of the original HR frame and the motion blur kernels is newly defined. Then, by using the Maximum a Posterior (MAP) estimation, the proposed method performs the simultaneous resolution enhancement and motion blur removal. This enables suppression of the performance degradation due to the separate processing (problem (i)). Note that for realizing the successful estimation of the HR frame in this approach, the following approach becomes necessary.
(ii) A new prior probability for the HR frame: The proposed method derives a new prior probability distribution of the HR frame, whose shape can adaptively be set to the suitable one for each area. By estimating the optimal shape adaptively, oversmooth in edge regions and artifacts in smooth regions can be suppressed. Furthermore, the proposed method introduces a new weight factor concerning edge and blur directions into the derivation of the prior probability to reduce the oversmooth, which occurs in the blur direction, and the ringing artifacts. Then the problem (ii) can be alleviated by this approach.
Then, by combining the above two approaches, accurate reconstruction of the HR video sequences can be expected.
The remainder of this article is organized as follows. Section 2 shows the observation model of LR video sequences which is utilized in the proposed method. The resolution enhancement method of motion-blurred LR video sequences is presented in Section 3. In Section 4, the effectiveness of our method is verified by some results of experiments. Concluding remarks are shown in Section 5.
Observation model of motion-blurred LR video sequences
In this section, we present the observation model utilized in the proposed method. Let jth frame of a motionblurred LR video sequence be denoted in a vector form
is the size of the LR frame, and N L = N 1 N 2 . In this article, T denotes a vector/matrix transpose operator. An ith frame of its HR video sequence is denoted in a vector form by
where q 1 N 1 × q 2 N 2 is the size of the HR frame,
e., the ith HR frame is reconstructed from the 2M+1 motionblurred LR frames by our method in the following section. The observation model of jth LR frame is defined by the following equation.
where
In the above equations, F (i,j) ∈ R N H ×N H is a motion operator between ith HR frame x (i) and the original HR frame corresponding to jth motion-blurred LR frame y (j) , H (j) ∈ R N H ×N H is a blurring operator due to the motion blur in jth frame, B ∈ R N H ×N H is a low pass filter, D http://asp.eurasipjournals.com/content/2013/1/30 ∈ R N L ×N H is a downsampling operator, v (j) ∈ R N L is an additive white noise vector in jth LR frame. In this article, we assume D and B are known, and they are the bicubic operator. Furthermore, F (i,j) is calculated by using the simple block matching method whose function "cvCalcOpticalFlowBM" is published in the libraries of OpenCV [37] .
SR algorithm based on adaptive prior settings
This section presents the SR algorithm for simultaneously realizing the resolution enhancement and the motion blur removal based on the adaptive prior settings. In order to simultaneously estimate the HR frame and the motion blur kernels, the proposed method defines their posterior probability. Specifically, this posterior probability can be obtained by using Bayes' rule as follows:
In the above equation, β (i) is a parameter vector for a prior probability of the HR frame x (i) , where its details such as the role and the dimension are explained in Section 3.1. Furthermore,
As described above, 2M+1 is the number of the motionblurred LR frames for estimating the HR frame x (i) . In Equation (4), the motion blur kernel of jth (j = i − M, . . . , i + M) frame, which corresponds to the blurring operator H (j) , is denoted in a vector form by 
where x (j) ∈ R N H is a vector form of an original HR frame (jth HR frame) of jth motion-blurred LR frame y (j) .
are, respectively, the matrix forms of jth motion blur kernel k (j) and jth HR frame x (j) , and ⊗ is a convolution operator. In addition, vec[ ·] is a vectorization operator.
Since we generally assume the denominator Pr(y) in Equation (3) is constant, the following equation is obtained.
Pr
In the above equation, since the motion blur kernels k are independent on the HR frame x (i) and the parameter β (i) , the prior probability Pr(
Then we calculate the HR frame x (i) and the motion blur kernels k from the obtained posterior probability based on the MAP estimation as follows:
,k = arg max
From Equations (7) and (8), the above equation can be rewritten as follows.
In the above equation, we can utilize the observation model shown in the previous section for the likelihood Pr(y|x (i) , β (i) , k), where its details are shown in Section 3.2. Furthermore, the proposed method defines a new prior probability distribution of the HR frame Pr(x (i) , β (i) ), whose shape can adaptively be set for each area by determining the parameters β (i) , for accurately reconstructing the target HR frame. In addition, a new weight factor is determined by using motion blur and edge directions and introduced into this prior probability to suppresses the oversmooth in edge regions and the noise and ringing artifacts in smooth regions. Then successful estimation of the HR frame and the motion blur kernels from the obtained posterior probability based on the MAP estimation can be expected.
As described above, we adopt the probability model. Furthermore, we use the probability model simultaneously representing the original HR frame x (i) , the parameters β (i) and the motion blur kernels k. Thus, we briefly explain the reason why the probability model is adopted and the reason why the probability model simultaneously representing x (i) , β (i) and k is used, respectively.
Reason why we adopt the probability model There have been proposed many frameworks which do not adopt probability models. In general, in these methods, they tend to assume that the distribution of the http://asp.eurasipjournals.com/content/2013/1/30 estimation target is represented by only one simple distribution such as the Gaussian distribution. On the other hand, in the methods which adopt probability models, it becomes feasible to adaptively estimate the distribution from the statistic characteristic of the estimation target. Then, as shown in the proposed method, the probability model whose distribution matches the estimation target can directly be used for its reconstruction. Therefore, due to its high degree of freedom, the proposed method uses the probability model.
Reason why the probability model simultaneously representing x (i) , β (i) , and k is used Since the proposed method tries to simultaneously perform the SR and the motion blur removal, we must estimate both of the motion blur kernels k and the original HR frame x (i) from only the motion blurred LR frames y. Furthermore, it is difficult to represent the original HR frame x (i) by using a simple fixed distribution, and we have to model it by using a distribution whose shape can adaptively be determined for each area based on its parameters β (i) . Therefore, the original HR frame x (i) depends on the parameters β (i) , and the motion blurred LR frames y are generated from the original HR frame x (i) and the motion blur kernels k. In order to estimate these three unknowns
, and k from only the motion-blurred LR frames y without suffering from their contradictions, the proposed method adopts the probability model which enables their simultaneous representation.
This section is organized as follows. Section 3.1 shows the prior probability distribution used in the proposed method. The algorithm for the reconstruction of the HR frame is presented in Section 3.2.
Definition of prior probability distributions
This section explains the prior probability distributions of the HR frame, its parameters, and the motion blur kernels utilized in our method. As shown in Equation (8), the prior probability Pr(
) and Pr (k). Thus, in this section, we explain the details of Pr(x (i) , β (i) ) and Pr (k).
Prior probability of HR frame and its parameters
First, the prior probability of the HR frame and its parameters is defined as follows.
where we assume the prior probability Pr(β (i) ) ∝ const. in the above equation. The conditional probability Pr e (x (i) |β (i) ) is defined in such a way that sharp edges in the HR frame are kept. Therefore, we adaptively set its distribution based on intensity gradients for each area in the HR frame. Furthermore, the conditional probability Pr s (x (i) |β (i) ) is adopted to suppress noises and ringing artifacts in smooth regions of the HR frame. By using the intensity gradients of the motion blurred LR frame, we suppress the increase of the intensity gradients at smooth regions in the HR frame. The details of Pr e (x (i) |β (i) ) and Pr s (x (i) |β (i) ) are shown below.
The details of Pr e (x (i) |β (i) )
The conditional probability Pr e (x (i) |β (i) ) in Equation. (11) is defined by Generalized Gaussian Distribution (GGD) [38] as follows:
and N s is the set of pixels neighboring s, s / ∈ N s , and s ∈ N t ⇔ t ∈ N s . In the above equation,
s is an sth element of x (i) . In Equation (12) , μ, α, and β (i) s,t are the mean, scale, and shape parameters of the GGD, respectively. In addition, (·) is the Gamma function, which is defined as
Note that
s,t , where |N s | is the number of pixels in the neighborhood. Thus, the dimension of β (i) becomes N H |N s |. In the proposed method, the shape of the prior probability distribution Pr(x (i) , β (i) ) changes at each area in the HR frame by introducing the shape parameter β
and β (i)
s,t = 2, the distribution of Pr e (x (i) |β (i) ), respectively, equals to the Laplace distribution and the Gaussian distribution. It should be noted that the HR frame generally contains both of edge regions and smooth regions. If the prior probability of the HR frame is defined by one distribution, it means both of edge and smooth regions have the same properties. However, these regions actually have different properties each other. Thus, the proposed method estimates the parameter of the GGD, which determines its http://asp.eurasipjournals.com/content/2013/1/30 shape, at each area in the HR frame. In the HR frame, the edge regions should have large values of the intensity gradients. By automatically estimating the distribution, which nearly becomes the Laplace distribution, the penalty of the intensity gradient becomes weaker than that defined by using the Gaussian distribution, where the details of its estimation are shown in Section 3.2. Consequently, by keeping the large intensity gradients, the edge regions can preserve the sharpness. (11) is defined as follows:
The details of Pr
by the cubic interpolation. Note that in this article, we utilize the cubic interpolation to obtainỹ (i) for its simplicity. Several approaches for obtainingỹ (i) can be adopted, and better estimation results can be also expected. Furthermore, (σ 1 ) 2 is a variance of the Gaussian distribution, and
In Equation (15), we use the LR frame to constraint the intensity gradients of the HR frame for suppressing noises and ringing artifacts. Equation (15) is motivated by the fact that the motion blur can generally be considered as a smooth filtering process. In a locally smooth region of the LR frame, the corresponding region in the HR frame should be also smooth. In Equation (17) , since the estimated value of β (i) s,t becomes larger in smooth regions, m s also becomes larger in such regions. In the region having the large value of m s , the intensity gradient is strongly constrained by the LR frame. Since the LR frame does not have any ringing and noise artifacts, increasing of the intensity gradient is prevented in the estimated HR frame, and those artifacts can be suppressed.
Prior probability of motion blur kernels
As the prior probability of the motion blur kernels, we define its distribution as follows.
and η (j) is a rate parameter. It is commonly observed that since a motion blur kernel identifies the path of the camera, it tends to be sparse with most values close to zero. This prior probability for the motion blur kernel is used in [19] , and we adopt the same prior probability in this article.
Discussion of effectiveness of new prior probability
As shown in the above explanations, the proposed method tries to perform the resolution enhancement and the motion blur removal with keeping the sharpness in edge regions and suppressing noises and ringing artifacts in smooth regions. In general, in order to derive the posterior probability of the HR frame based on Bayes' rule as shown in Equation (3), the likelihood and the prior probability should be defined. Note that the likelihood is derived from the observation model, and its distribution tends to be common between different methods, where the details of the likelihood is shown in the following section. Therefore, the proposed method focuses on the prior probability and introduces the following novel points to solve the conventional problems.
• Adaptive setting of the distribution shape of the prior probability in Equation (12) The proposed method adaptively determines the parameters β (i) s,t which set the distribution shape of the prior probability in such a way that the reconstructed HR frame, respectively, keeps sharpness and smoothness in edge and smooth regions.
• Suppression of noises and ringing artifacts in Equation (15) The proposed method monitors the parameters β (i) s,t , which represent the distribution shape, in Equation (17) and derives the new prior probability to suppress the occurrence of noises and ringing artifacts in smooth regions.
The proposed method divides Pr( (i) |β (i) ) is adopted for correctly representing the prior on intensity gradients of the original HR frame. Therefore, the proposed method uses the GGD for providing http://asp.eurasipjournals.com/content/2013/1/30 its distribution correctly. Unfortunately, since there is a limitation to perfectly represent the prior even if we use the GGD, some artifacts may occur as a result, and Pr s (x (i) |β (i) ) becomes necessary to remove such artifacts by smoothing the corresponding regions. In the proposed method, we try to perform a simple smoothing, and thus, Pr s (x (i) |β (i) ) based on the Gaussian distribution using L 2 -norm is utilized. Note that since the smoothing should not be performed in edge regions, the proposed method monitors β (i) s,t to avoid the oversmoothing in those regions.
It is also possible to apply some post-processing techniques, such as smoothing filters, to the removal of those artifacts. In this case, we should introduce some functions such as those shown in Equations (15)- (17) into the design of the filters. Nevertheless, since artifacts (i.e., errors) caused in smooth regions affect the estimation of the whole target HR frame during the optimization and also cause the estimation errors, we simultaneously use Pr s (
Then it is expected that the errors in the smooth regions can be suppressed in the reconstruction process, and the propagation of those errors to the other areas tends to be avoided.
Then, from the above novel points, our method provides a solution to the problems of the conventional methods not being able to perform adaptive reconstruction.
Algorithm for reconstructing HR frame
In this section, we present the algorithm for reconstructing the HR frame. The proposed method simultaneously estimates the optimal results of the HR frame x (i) , its parameters β (i) , and the motion blur kernels k by using the MAP estimation scheme, and thus, they can be obtained as Equation (10) . In Equation (10), the conditional probability, i.e., the likelihood Pr(
where we assume y (j) is independent on β (i) . Using the model in Equation (1) and assuming that the noise is a zero mean white Gaussian noise of variance σ (j) 2 2 , the likelihood of the LR frame y (j) can be written as
By substituting Equations (11), (12), (15), (18) , and (21) into Equation (10) , the minimization cost function is calculated as follows:
,k = arg min
. In the above equation, w (i)
s,t , which is a new weight factor considering motion blur direction, is introduced into the third term and defined as follows:
where (s,t) y and (s,t) x are distances from sth pixel to tth pixel through x-and y-coordinates, respectively. The matrix K (i) corresponds to the matrix shown in Equation (6), and
. If the direction between sth pixel and tth pixel becomes parallel to the main direction of the motion blur, the weight factor becomes small. If the resolution enhancement is only performed, the regularization term is dependent only on the characteristic of the HR frame since the blur is commonly constant in all directions. However, due to both of the resolution reduction and the motion blur, the blur does not become constant in all directions. This weight factor is utilized for avoiding the oversmooth due to the regularization term.
Finally, we explain the optimization procedures of Equation (22) . Since the cost function shown in Equation (22) consists of the three large sets of unknowns (the HR frame x (i) , the parameters β (i) , and the motion blur kernels k), the use of direct search techniques is intractable. Therefore, the following cyclic coordinate http://asp.eurasipjournals.com/content/2013/1/30 descent optimization procedures are adopted to estimate the unknowns. Specifically, we iteratively perform the following three procedures.
Step 1: Update of the HR frame x (i) The parameters β (i) and the motion blur kernels k are fixed, and the HR frame is estimated by performing the following iterations:
∂x (i)
where r and h 1 , respectively, represents the iteration number and the step size, and the cost function E 1 (x (i) ) is defined as
Step 2: Update of the parameters β
The HR frame x (i) and the motion blur kernels k are fixed, and the parameters β (i) are estimated by performing the following iterations:
where h 2 is the step size, and the cost function E 2 (β (i) ) is defined as
Step 3: Update of the motion blur kernels k The HR frame x (i) and the parameters β (i) are fixed, and the motion blur kernel k (j) (j = i − M, . . . , i + M) of j th frame is estimated by performing the following iterations: All of these video sequences are 8-bit gray levels.
where h 3 is the step size, and the cost function E 3 k (j) is defined as
k is defined in the following equations:
Then we can simultaneously estimate the HR framex (i) , the parametersβ
, and the motion blur kernelsk. This optimization method is based on the steepest descend algorithm. Thus, the convergence of the iterative process may not be guaranteed.
In the proposed method, we newly define the posterior probability for simultaneous estimation of the HR frame and the motion blur kernels. Furthermore, the proposed method introduces the new prior probability, and by estimating the optimal parameter determining its distribution in each area, the sharpness in edge regions is preserved. In smooth regions, noises and ringing artifacts are reduced by using the information of the motion blurred LR frames. Therefore, the proposed method performs the reconstruction more adaptively than the conventional methods, and accurate restoration and resolution enhancement by our method can expected. 
Experimental results
The performance of the proposed method is verified in this section. We used video sequences shown in Table 1 . According to Equation (1), motion-blurred LR video sequences shown in Table 2 were generated from the motion blur kernels (PSF) shown in Figure 1 . Then we applied the proposed method to the LR video sequences and generated resolution-enhanced video sequences at the original resolution. When applying the proposed method to the test sequences, we simply set α = 1, μ = 0, λ 1 have been set to the reasonable values. Furthermore, since h 1 , h 2 , and h 3 only determine the step size in the cyclic coordinate descend optimization procedures, they do not affect the performance of the proposed method if we set them to sufficiently small values. Then the parameters which seem to affect the performance of the proposed method are λ 2 and η, and we set these parameters from some preliminary experiments. In addition to the setting of the above parameters, we also show the conditions in the experiments below.
• Number of frames used to reconstruct each HR frame : 5 (i.e., M = 2) • Number of iterations for the whole optimization: 10 Note that in each iteration, we also performed the following iterations for For comparison, we respectively performed the following reconstruction by using the conventional methods [13, 18, 39 ]:
Comparative methods 1 and 2
For comparison of the proposed method, we used the conventional methods [13, 18] . These methods are only the resolution enhance methods, which, respectively, use the L 2 -norm or L 1 -norm regularization term. In order to compare the proposed method and the conventional methods, the degradation model including the motion blur is used, and the motion blur kernels are estimated by Fergus et al. [34] . The proposed method adaptively determines the prior distribution, i.e., the regularization term is adaptively determined for the target video sequences. Thus, these comparative methods are suitable for the comparison of the proposed method. 
Comparative method 3
The conventional method [39] , which is implemented by using the software provided by the authors, is only a resolution enhancement method utilizing the frequency domain approach. In order to compare the performance between the proposed method and this method, we remove the motion blur by Fergus et al. [34] after applying the resolution enhancement. This methods is used as the benchmarking method.
In order to perform the same experiments between different methods, we performed the registration (motion estimation) by using the simple block matching procedures shown in Section 2 for the proposed method and Comparative methods 1 and 2. It should be noted that Comparative method 3 based on [39] is a different approach, and thus, we used their proposed motion estimation approach for this comparative method. Recently, many successful registration methods have been proposed, and the performance of the SR can drastically be improved. However, since the main focus of this article is the reconstruction algorithm, we adopted such simple procedures. The estimated HR results of "Mobile & Calendar" are shown in Figure 2 . For better subjective evaluation, their enlarged portions are shown in Figure 3 . It can be seen that the use of the proposed method has achieved improvements compared to the conventional methods. Specifically, the proposed method preserves the sharpness more successfully than do the conventional methods. Furthermore, the estimated kernels are shown in Figure 4 . In this result, the proposed method successfully estimates the kernel with keeping its sparseness. Different experimental results are shown in Figures 5, 6 , and 7. Compared to the results obtained by the conventional methods, it can be seen that various kinds of the motion blurs are accurately removed, and successful resolution enhancement is realized by using the proposed method. Therefore, high performance of the proposed method was verified by the experiments. Table 3 shows the mean PSNR values obtained by the proposed method and the comparative methods. The experimental results show that the proposed method outperforms other conventional methods. Furthermore, Figure 8 shows the details of the PSNR results obtained from the estimated HR video sequences.
From the obtained results, we can see the proposed method enables the successful reconstruction of the HR video sequences from the motion blurred LR video sequences. As shown in the previous section, the proposed method newly adopts the following two novel approaches:
(i) Simultaneous resolution enhancement and motion blur removal The proposed method uses the posterior probability for simultaneously estimating the HR frame and the motion blur kernels from the target motion blurred LR frames. Then this provides a solution to the problems of the conventional methods that separately perform these two reconstructions, i.e., the problem that errors caused in the first reconstruction affect the performance of the subsequent reconstruction. (ii) Adaptive setting of prior probability on HR frame
In the proposed method, the prior probability is adaptively set for the target video sequence. Specifically, we calculate the parameters which determine the distribution shape of the prior probability on intensity gradients to keep the sharpness in edge regions. Furthermore, the prior probability is also determined in such a way that noises and ringing artifacts are suppressed in smooth regions.
First, in order to confirm the effectiveness of (i), we show an example result which is obtained by separately performing the motion blur removal and the resolution enhancement in Figure 9 . Specifically, after the resolution enhancement based on the proposed SR method, the motion blur removal by Fergus et al. [34] is performed. From the obtained results, we can see that the results obtained by the separate procedures tend to suffer from some degradations compared to those obtained by the proposed method. Thus, from this experiment, the effectiveness of (i) can be confirmed.
When estimating unknown data from its observed data, its estimation generally becomes an ill-posed problem. Therefore, we have to provide some prior information on the estimation target. In general, since it is quite difficult to perfectly provide the prior, the estimation error is always caused due to the mismatch of the prior. In methods which separately perform the SR and the motion blur removal, this problem occurs in each process, and the estimation performance of the original HR frame is degraded. Furthermore, after finishing the first process, the obtained result contains errors due to the above problem, and the remaining second process estimates the original HR frame by regarding the result obtained by the first process as an observation. However, the model in the second process does not generally consider the error caused in the first process, and its compensation becomes difficult.
Therefore, we think if one is performed after the other, errors in the first process may cause performance degradation of the subsequent process. Thus, the probability model simultaneously estimating all unknowns is introduced into the proposed method.
Next, in order to confirm the effectiveness of (ii), we show two results obtained by fixing the parameters, which determine the distribution shape of the prior probability, as β the HR video sequences. Consequently, the proposed method effectively solves the conventional problems and realizes the accurate reconstruction of HR video sequences from motion blurred LR video sequences.
In the above results and discussions, we can confirm the effectiveness of the novelties in the proposed method. Furthermore, we compare the performance of the proposed method with those of recent works. As the recent previous works, we selected the studies of [26, 36] . Since these methods realize SR, we performed the motion blur removal by using [34] . Note that in [26] , the authors used L 1 -norm or L 2 -norm based regularization terms. Thus, in this experiment, we used both results obtained by these two regularization terms. Also, for implementing the method in [26] , we used the region segmentation algorithm [40] instead of their reported one. Results obtained by applying the above recent methods to "Mobile & Calendar" and "Susie" are shown in Figures 11 and 12 . Quantitative comparison between the proposed method and these methods are also shown in Figure 13 . Furthermore, in Table 4 , the mean PSNR values obtained by these methods are also shown. From the obtained results, it can be seen that the proposed method enables successful reconstruction compared to these conventional methods.
In addition to the above results, we also show results obtained by applying the proposed method to some real video sequences. Specifically, we used the video sequences shown in [41] and performed the resolution enhancement by using the proposed method. Note that since these sequences do not include motion blurs, we focus on how successfully resolution enhancement can be achieved. Figures 14, 15, and 16 show the results of the proposed method. From the obtained results, we can see that the proposed method enables successful resolution enhancement in several areas of the obtained HR frames. On the other hand, the results of some areas are not satisfactory. Thus, we focus on the problem of the proposed method below. http://asp.eurasipjournals.com/content/2013/1/30 Finally, we discuss the limitation of the proposed method and show its future outlook. In the proposed method, we calculate the motion vectors for estimating F (i,j) by using the simple block matching method [37] . It is well known that results of SR severely depend on the estimation performance of F (i,j) . In this article, we only focus on the performance of the reconstruction algorithm, but it is necessary to adopt more accurate motion estimation algorithms for improving the performance of SR.
Next, enhancing only the spatial resolution with removing motion blurs will introduce temporal aliasing effects. Therefore, video-to-video SR becomes necessary for reducing the above problem. There have been proposed many space-time based methods such as [36, 41, 42] , and we also have to expand our method to the video-to-video version.
Furthermore, in this article, we only considered motion blur caused by the ego (camera) motion. However, in real applications, we have to focus on the motion blur caused by two different factors: the ego (global) motion and the objects' (local) motions. For the successful video-to-video SR, we have to consider both global/local motion blurs. These topics are future work in our study. (a) LR frame, (a) HR frame estimated by the proposed method. In this experiment, the resolution is enhanced to the twice size, and the obtained HR frame in (b) is 946 × 708 pixels. Note that the LR frame in (a) is enlarged to the same size as that of (b) by the cubic interpolation.
Conclusion
A resolution enhancement method of motion-blurred LR video sequences based on the SR technique has been presented in this article. In the proposed method, we introduce the following two approaches: (i) simultaneous estimation of the HR frame and the motion blur kernels, and (ii) a new prior probability for correctly representing the HR frame. Then we simultaneously estimate the HR frame and the motion blur kernels based on the new prior probability. Consequently, successful reconstruction of HR video sequences can be realized with preserving the sharpness and suppressing some artifacts.
Note that although the proposed method can perform the accurate SR in the experiments, some artifacts occur between the edge regions and smooth regions. This is because it becomes difficult to accurately estimate the parameters in the prior distribution of the original HR frame from only the motion blurred LR frames. We will have to tackle this problem in the future work. Furthermore, we simply set the parameters used in the proposed method. These parameters were set to the values that output the highest performance. However, they should be determined from the target video sequences, adaptively. In addition, we also have to realize the video-to-video SR approach for reducing temporal aliasing effects. Therefore, we will study this point in the subsequent report.
