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Abstrakt
V súčasnej dobe narastá dôležitosť kryptografie exponenciálnym tempom.
V dobe moderných technológii, kde sú informácie tou najcennejšou hodnotou,
je žiadúce chrániť túto hodnotu. Informácie však potrebujeme aj vymieňať
medzi sebou, ale dodržať pritom utajenie. Aby bolo možné preniesť infor-
máciu v utajenom tvare, treba použiť špeciálny mód. Na prenosovej ceste
sa však vyskytujú poruchy, proti ktorým nie je každý mód odolný. Preto sa
vyvinuli módy, ktorých úlohou je čo najlepšie ochrániť šifrovanú informáciu
pri prenose.
Táto práca sa zaoberá problematikou samosynchronizačných módov blo-
kových šifier. Ide o ochranu prenášanej informácie proti rôznym druhom po-
rúch počas prenosu informácie prenosovým kanálom. V práci budú vyšetro-
vané dva druhy samosynchronizačných módov - OCFB (Optimized Cipher
FeedBack) a SCFB (Statistical Cipher FeedBack). Oba tieto módy majú
svoje výhody a nevýhody. Cieľom práce je analyzovať tieto módy a vytvoriť
simulačný model, ktorý pomôže zlepšiť ich ďalší výskum.
Kľúčové slová
blokové šifry, Advanced Encryption System, samosynchronizačné módy, OCFB,
Optimized Cipher FeedBack, SCFB, Statistical Cipher FeedBack, simulačný
model, metóda Monte–Carlo
Abstract
There is a enormous rise in importance of cryptography. In age of hi-
technologies, where information are the most valuable asset, is need to pro-
tect this value. But we need to transport information between us and keep
information confidental. In this case we use special modes of block cipher
because of defect in communication canal. Not all modes are able to deal
with this problem. For this purpose, there are special modes.
This work deal with self-synchronization modes of block cipher. It is pro-
tection of tranfered information in communication canal against different ty-
pes of defects. We will exam two self-synchronization modes - OCFB (Opti-
mized Cipher FeedBack) and SCFB (Statistical Cipher FeedBack). Both
have their advantages and disadvantages. The goal of this work is to provide
analyse of both modes and to create simulation model. This model should
help with further research of self-synchronization modes.
Keywords
block cipher, Advanced Encryption System, self-synchronization modes, OCFB,
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U´vod
Kryptografia je v dnesˇnej dobe vel’mi doˆlezˇitou su´cˇast’ou kazˇdodenne´ho zˇivota. Mozˇno si to va¨cˇsˇina
z na´s ani neuvedomuje, ale pricha´dza s nˇou do styku takmer neusta´le. Naprı´klad vy´ber z banko-
matu alebo platba platobnou kartou. Tieto jednoduche´ opera´cie spreva´dzaju´ na´sˇ kazˇdodenny´ zˇivot
a vyuzˇı´vaju´ pra´ve kryptografiu. Kryptografia sa nepouzˇı´va iba u financˇny´ch opera´cii, ale pre mo-
derne´ho cˇloveka i u u´plne bezˇny´ch vecı´, ako je prihlasovanie na pocˇı´tacˇ pod heslom (heslo je v
pocˇı´tacˇi ulozˇene´ v zasˇifrovanej podobe), posielanı´ emailu (email moˆzˇe byt’ poslany´ v zasˇifrovanej
podobe) alebo pouzˇı´vanı´ cˇipovy´ch kariet v knizˇniciach, sˇkola´ch, mestskej doprave (informa´cie
ulozˇene´ na karte su´ cˇasto chra´nene´ proti zneuzˇitiu pra´ve kryptografiou).
Kryptoanaly´za je opak kryptografie. Jej hlavny´m ciel’om je analy´za odolnosti kryptograficky´ch
syste´mov a hl’adanie meto´dy vedu´cej k preniknutiu do ty´chto syste´mov. Hromadne´ pouzˇitie kryp-
tografie prisˇlo s masovy´m rozsˇı´renı´m pocˇı´tacˇov a na´sledne sprı´stupnenia Internetu sˇirokej vere-
jnosti.
Odolnost’ sˇifier proti u´toku je najdoˆlezˇitejsˇou vlastnost’ou sˇifrovacieho syste´mu. Dˇalsˇou vy´zna-
mnou vlastnost’ou sˇifrovacieho syste´mu je odolnost’ vocˇi chyba´m, pretozˇe sˇifrovy´ text je vel’mi
citlivy´ na aky´kol’vek druh chy´b. Tieto chyby spoˆsobuju´ vo vy´sledku nemozˇnost’ spra´vne desˇifrovat’
blok sˇifrove´ho textu v prı´pade blokovy´ch sˇifier, v za´vislosti na pouzˇitom mo´de to moˆzˇe byt’ aj cely´
zvysˇok spra´vy.
Rozlisˇujeme roˆzne typy chy´b. Bitova´ chyba je chyba, ktora´ nastane invertovanı´m bitu, to zna-
mena´ zmenou hodnoty z 0 na 1 alebo naopak. Dˇalsˇı´m typom chy´b su´ chyby, ked’ sa pocˇas prenosu
prenosovy´m kana´lom stratı´ niektory´ bit, alebo naopak sa niektory´ bit zduplikuje. Ta´to porucha sa
anglicky nazy´va slip a tento termı´n bude pouzˇity´ aj d’alej. Slipy vznikaju´ z doˆvodu rozdielnosti
cˇasovy´ch za´kladnı´ vysielacˇa a prijı´macˇa, respektı´ve moˆzˇe tento druh chyby vzniknu´t’ pri prenose
dlhej postupnosti bitov rovnakej hodnoty. Slip sa vyskytuje vzˇdy v rozsahu za´kladnej prenosovej
jednotky (bit, byte). Automatickou elimina´ciou uvedene´ho javu umozˇnˇuju´ sˇifrove´ preva´dzky so
samosynchroniza´ciou. V su´cˇasnej dobe su´ publikovane´ tri druhy preva´dzky blokovej sˇifry tohto
typu - preva´dzka CFB, OCFB a SCFB.
V ra´mci projektu bude popı´sana´ problematika blokovy´ch sˇifier a ich preva´dzkovy´ch rezˇimov
odolny´ch vocˇi slipom a bude popı´sany´ su´cˇasny´ stav problematiky. V d’alsˇej cˇasti bude popı´sana´




Blokove´ sˇifry sa radia medzi sˇifry symetricke´, teda sˇifry, v ktory´ch sa pouzˇı´va rovnaky´ kl’u´cˇ pre
sˇifrovanie i desˇifrovanie. Tieto sˇifry pracuju´ s pevne stanoveny´m pocˇtom bitov, ktory´ sa nazy´va
blok a s nemennou transforma´ciou. Pri sˇifrovanı´ sa vezme naprı´klad ako vstupny´ su´bor 128 bitov
otvorene´ho textu a ako vy´stup je 128 bitov sˇifrovane´ho textu. Pre vy´stup je rozhoduju´ci druhy´
vstup - tajny´ kl’u´cˇ. Desˇifrovanie je podobne´, desˇifrovacı´ algoritmus vezme na vstupe 128 bitovy´
blok sˇifrove´ho textu a pomocou tajne´ho kl’u´cˇa zı´ska poˆvodny´ otvoreny´ text. Pre sˇifrovanie spra´v,
ktore´ su´ dlhsˇie ako je dl´zˇka bloku, sa musı´ spra´va algoritmicky upravit’.
1.1 Vlastnosti blokovy´ch sˇifier
Blokove´ sˇifry maju´ charakteristicke´ vlastnosti, ktore´ umozˇnˇuju´ ich pouzˇitie v mnohy´ch aplika´cia´ch.
Medzi vlastnosti blokovy´ch sˇifier patria:
Vel’kost’ kl’u´cˇa - efektı´vna bitova´ dl´zˇka kl’u´cˇa definuje hornu´ hranicu bezpecˇnosti danej sˇifry (na
tom za´visı´ ry´chlost’ u´toku hrubou silou). Dlhsˇia dl´zˇka kl’u´cˇa typicky znamena´ nejaku´ nadbytocˇnu´
cenu, ako je zlozˇitejsˇie generovanie, prenos a ulozˇenie.
Ry´chlost’ sˇifrovania - ry´chlost’ sˇifrovania za´visı´ na zlozˇitosti sˇifrovacieho algoritmu, zvolene´ho
druhu sˇifry a tiezˇ na mo´de blokovej sˇifry.
Vel’kost’ bloku - vel’kost’ bloku ovplyvnˇuje ako bezpecˇnost’ (va¨cˇsˇı´ je lepsˇı´), tak zlozˇitost’ riesˇenia
(va¨cˇsˇı´ blok je na´rocˇnejsˇı´ na implementa´ciu).
Zlozˇitost’ kryptograficke´ho zobrazenia - zlozˇitost’ algoritmu ovplyvnˇuje cenu implementa´cie ako
z hl’adiska vy´voja a zdrojov, tak i z hl’adiska ry´chlosti a vy´konnosti samotne´ho sˇifrovania v rea´lnom
cˇase.
Expanzia da´t - vsˇeobecne je vhodne´, a v niektory´ch prı´padoch dokonca nutne´, aby sa pri sˇifrovanı´
nezva¨cˇsˇovalo mnozˇstvo da´t (aby neprebiehala expanzia da´t). Napriek tomu niektore´ techniky maju´
za vy´sledok expanziu da´t.
Propaga´cia chyby - desˇifrovanie sˇifrove´ho textu obsahuju´ceho chybu v jedinom bite moˆzˇe vyu´stit’
v rozdielny efekt na vy´sledny´ text, podl’a toho, aky´ algoritmus bol pouzˇity´. Propaga´ciu chyby ov-
plyvnˇuje naprı´klad dl´zˇka bloku alebo pouzˇity´ mo´d.
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Obra´zok 1.1: Za´kladny´ mo´d blokovy´ch sˇifier – ECB
Blokove´ sˇifry patria medzi symetricke´ sˇifry, cˇo znamena´ zˇe pouzˇı´vaju´ jeden a ten isty´ kl’u´cˇ pre
sˇifrovanie a desˇifrovanie, z cˇoho vyply´vaju´ ako iste´ vy´hody, tak aj niektore´ obmedzenia.
Vy´hody symetrickej kryptografie:
1. Symetricke´ sˇifry moˆzˇu byt’ navrhnute´ pre ry´chlejsˇie sˇifrovanie da´t, u niektory´ch hardwarovy´ch
riesˇenı´ ide o stovky megabitov za sekundu
2. Kl’u´cˇe pre symetricke´ sˇifry su´ relatı´vne kra´tke pri zachovanı´ dostatocˇnej bezpecˇnosti
3. Symetricke´ sˇifry moˆzˇu byt’ pouzˇite´ ako za´klad pre d’alsˇie roˆzne kryptograficke´ mechanizmy,
ako su´ naprı´klad genera´tory pseudona´hodny´ch cˇı´sel, hashovacie funkcie a podobne
4. Symetricke´ sˇifry moˆzˇu byt’ kombinovane´ a skladane´ do seba, cˇı´m sa zvysˇuje zabezpecˇenie
sˇifrove´ho textu
Nevy´hody symetrickej kryptografie:
1. Pri komunika´cii dvoch entı´t musı´ zostat’ kl’u´cˇ tajomstvom na oboch strana´ch
2. Vo vel’kej sieti je treba mat’ ulozˇene´ vel’ke´ mnozˇstvo pa´rov kl’u´cˇov
3. Pri komunika´cii medzi dvomi entitami je konvenciou menit’ cˇasto kl’u´cˇe, optima´lne je mat’
novy´ kl’u´cˇ pre kazˇdu´ komunikacˇnu´ rela´ciu, cˇo moˆzˇe byt’ komplikovane´, pretozˇe prenos kl’u´cˇa
vyzˇaduje zabezpecˇeny´ kana´l
1.2 IV - Inicializacˇny´ vektor
IV je blok bitov, ktory´ je pozˇadovany´ pri pru´dovy´ch alebo blokovy´ch sˇifra´ch na vykonanie niek-
tory´ch mo´dov. Je nutny´ pri mo´doch ako CBC alebo CFB, kde sa pouzˇı´va ako ”nulty´” blok sˇifrova-
ne´ho textu.
Dl´zˇka IV za´visı´ na sˇifrovacom algoritme a vel’kosti bloku tohto algoritmu. Hodnotu IV musı´
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poznat’ aj prı´jemca sˇifrovanej spra´vy, aby mohol spra´vu desˇifrovat’ (je mozˇne´ sa nanˇ pozerat’ ako na
d’alsˇı´ kl’u´cˇ). Je mnozˇstvo spoˆsobov ustanovenia IV , naprı´klad vy´pocˇtom urcˇitej hodnoty (zvycˇajne
inkrementa´ciou), alebo meranı´m niektory´ch parametrov, ako je naprı´klad aktua´lny cˇas, ID odosiela-
tel’a a/alebo prı´jemcu. Moˆzˇe byt’ kombinovany´ch viacero spoˆsobov a/alebo sa moˆzˇe hashovat’, za´lezˇı´
na algoritme. Ak je IV ustanoveny´ na´hodne, sˇifra´tor musı´ brat’ do u´vahy aj mozˇne kolı´zie.
V operacˇny´ch mo´doch, kde sa inicializacˇny´ vektor pouzˇı´va, je tiezˇ mozˇne´ vyuzˇı´vat’ meto´du
solenia IV . Spocˇı´va v tom, zˇe komunikuju´cej strane sa sı´ce preda´va hodnota IV , ale k sˇifrovaniu
sa pouzˇije ina´ hodnota IV ´ (tzv. ”osoleny´ IV ”), ktora´ sa na oboch strana´ch vypocˇı´ta z IV a kl’u´cˇa
K nejaky´m definovany´m spoˆsobom. Naprı´klad to moˆzˇe byt’ hashovacia hodnota, vypocˇı´tana´ zo
zret’azenia hodnoˆt. Bezpecˇnostnou vy´hodou je, zˇe skutocˇna´ pouzˇita´ hodnota IV ´ sa nikde neob-




Pomocou roˆznych mo´dov blokovy´ch sˇifier moˆzˇeme dosiahnut’ niektore´ zaujı´mave´ vlastnosti, ako
je naprı´klad lepsˇia odolnost’ vocˇi chyba´m, efektı´vnejsˇia ochrana proti slipom a zlepsˇenie d’alsˇı´ch
vlastnostı´. Za´kladne´ mo´dy su´:
ECB (Electronic code book) - v tomto mo´de su´ rovnake´ bloky otvorene´ho textu transformovane´
do rovnaky´ch blokov sˇifrove´ho textu. Tento mo´d je pre blokove´ sˇifry natı´vny, je najjednoduchsˇı´ a
aj najmenej bezpecˇny´. Vy´hodou je, zˇe vzniknuta´ chyba spoˆsobı´, zˇe blok v ktorom sa chyba vyskyt-
la, nie je mozˇne´ desˇifrovat’. Toto sa vsˇak ty´ka iba tohto jedine´ho bloku.
CBC (Cipher block chaining) - na za´klade pouzˇitia ret’azenia blokov, kde kazˇdy´ blok za´visı´ aj
na predcha´dzaju´com bloku sˇifry. Dosahuje sa to aplikovanı´m opera´cie XOR na predcha´dzaju´ci a
aktua´lny blok a na´sledny´m sˇifrovanı´m. Ty´m dosiahneme zlepsˇenie vlastnostı´, nakol’ko rovnake´
bloky otvorene´ho textu budu´ transformovane´ do roˆznych blokov sˇifrove´ho textu. Nevy´hodou je
propaga´cia chyby, ktora´ na rozdiel od mo´du ECB, znemozˇnˇuje desˇifrovat’ kvoˆli ret’azeniu cely´
zvysˇok spra´vy.
CTR (Counter mode) - vyuzˇı´va cˇı´tacˇ, ktory´ sa aktualizuje pri kazˇdom sˇifrovanı´ bloku, najcˇastejsˇie
pricˇı´tanı´m jednicˇky. Ciel’om je zarucˇit’ maxima´lnu periodicitu hesla. Oproti mo´du CBC tu nie je
zˇiadna spa¨tna´ va¨zba, teda nie je nutne´ poznat’ predcha´dzaju´ci blok.
CFB (Cipher Feedback) a OFB (Output Feedback) - tieto mo´dy budu´ podrobne popı´sane´ d’alej.
Pouzˇitie niektore´ho zo za´kladny´ch mo´dov ECB, CBC, CFB alebo OFB je vhodne´ takmer pre
kazˇdu´ aplika´ciu, naproti tomu va¨cˇsˇina roˆznych zlozˇity´ch mo´dov moˆzˇe priniest’ minima´lne zvy´sˇenie
bezpecˇnosti oproti zvy´sˇeniu komplexnosti alebo vy´pocˇtovej na´rocˇnosti za´kladne´ho algoritmu. Ex-
istuje i cela´ rada d’alsˇı´ch mo´dov, ktore´ su´ viac cˇi menej obdobou doteraz uvedeny´ch mo´dov alebo
ich kombina´ciou.
Mo´dy ECB, CBC a CT R su´ za´kladne´ mo´dy vsˇeobecne dobre zna´me a nebudu´ popisovane´.
Z pohl’adu tejto pra´ce su´ doˆlezˇite´ mo´dy CFB, OFB, OCFB a SCFB, pretozˇe su´ to mo´dy ktore´
umozˇnˇuju´ blokovej sˇifre zı´skat’ vlastnost’ samosynchroniza´cie, teda vlastnost’ ktora´ je charakteri-
sticka´ pre pru´dove´ sˇifry. Preto sa roˆznymi u´pravami za´kladny´ch mo´dov dospelo k vyvinutiu niek-
tory´ch mo´dov, ktore´ samosynchroniza´ciu umozˇnˇuju´.
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Vlastnosti samosynchro´nnych sˇifier:
1. Samocˇinna´ synchroniza´cia - samocˇinna´ synchroniza´cia je mozˇna´, i ked’ su´ niektore´ cˇasti
sˇifrove´ho textu zmazane´ alebo nejake´ nove´ vlozˇene´, pretozˇe desˇifrovanie za´visı´ na fixnom
pocˇte predcha´dzaju´cich znakov sˇifrove´ho textu. Takzˇe sˇifra je schopna´ znovu zaviest’ spra´vne
desˇifrovanie automaticky po strate synchroniza´cie a iba s fixny´m pocˇtom nedesˇifrovany´ch
znakov spra´vy.
2. Obmedzena´ propaga´cia chyby - vieme zˇe stav samosynchro´nnej sˇifry za´visı´ na n predcha´dza-
ju´cich znakoch sˇifrove´ho textu. Ak je jeden znak sˇifrove´ho textu zmeneny´ (zmazany´ alebo
vlozˇeny´ novy´) pocˇas prenosu, potom desˇifrovanie azˇ n d’alsˇı´ch znakov moˆzˇe byt’ nespra´vne,
ale potom uzˇ nasleduje spra´vne desˇifrovanie spra´vy.
3. Difu´zia sˇtatistı´k vstupne´ho textu - nakol’ko kazˇdy´ znak sˇifrove´ho textu ovplyvnı´ cely´ nasle-
duju´ci sˇifrovy´ text (kazˇdy´ sˇifrovy´ znak je pouzˇity´ pre generovanie nasleduju´ceho bloku hes-
la), tak sˇtatisticke´ vlastnosti vstupne´ho textu su´ rozprestrete´ do cele´ho sˇifrove´ho textu. Takzˇe
samosynchronizuju´ce sˇifry su´ odolnejsˇie proti u´tokom zalozˇeny´m na redundancii vstupne´ho
textu nezˇ synchro´nne sˇifry.
Aj ked’ sa zda´, zˇe operacˇny´ch mo´dov je dost’, nie je tomu tak. Nove´ potreby vyzˇaduju´ nove´
mo´dy, prı´kladom nech je nutnost’ sˇifrovat’ da´ta a su´cˇasne pocˇı´tat’ ich zabezpecˇovacı´ ko´d MAC
(su´cˇasne´ pouzˇitie mo´du CBC a MAC), cˇo moˆzˇe byt’ na niektory´ch vy´pocˇtovo obmedzeny´ch zari-
adeniach pomale´ alebo prı´lisˇ na´rocˇne´ na syste´move´ prostriedky, hlavne na pama¨t’. Kazˇdy´ mo´d ma´
vsˇak svoje sˇpecifika´ a odstranˇuje sˇpecificke´ nedostatky, preto National Institute of Standards and
Technology (NIST) vyhla´sil iniciatı´vu na tvorbu mo´dov [1].
Vsˇetky uvedene´ operacˇne´ mo´dy definuju´ normy FIPS PUB 81, ANSI X3.106, ISO 8732 a
ISO/IEC 10116. V d’alsˇej cˇasti budu´ popı´sane´ iba mo´dy, ktore´ maju´ schopnost’ obnovit’ stratu syn-
chroniza´cie, teda su´ odolne´ vocˇi slipu. Su´ to mo´dy CFB, OFB, OCFB a SCFB.
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2.1 CFB (Cipher FeedBack mode)
V tomto mo´de sa blokova´ sˇifra chova´ ako pru´dova´ sˇifra s vlastnou synchroniza´ciou. Ako uzˇ bolo
zmienene´, niektore´ aplika´cie (hlavne siet’ove´), aby mohla byt’ dana´ sˇifra pouzˇita´ na bloky mensˇej
vel’kosti nezˇ je vel’kost’ pouzˇı´vana´ v algoritme sˇifrovania. Ako prı´klad si moˆzˇeme vziat’ naprı´klad
termina´l - ten by mal byt’ schopny´ predat’ serveru kazˇdy´ vlozˇeny´ znak (avsˇak pri dl´zˇke bloku sˇifry
64 bitov by bolo treba najskoˆr zadat’ celkom 8 znakov, nezˇ by mohli byt’ tieto zasˇifrovane´ a odoslane´
serveru). V niektory´ch prı´padoch dokonca komunikacˇna´ cesta nemusı´ dosahovat’ sˇı´rku, po ktorej sa
maju´ zasˇifrovane´ da´ta prena´sˇat’, vel’kosti bloku sˇifry. Taky´ spoˆsob sˇifrovania nesplnˇuje ani za´kladny´
ECB mo´d sˇifry, ani mo´d CBC8.
Obra´zok 2.1: Sˇifrovanie v mo´de CFB
Pra´ve tento proble´m riesˇi CFB. Princı´p sˇifrovania a desˇifrovania 8-bitove´ho CFB mo´du pre
64-bitovu´ blokovu´ sˇifru je uka´zany´ na obr. 2.1. Na zacˇiatku musı´ byt’ posuvny´ register naplneny´
IV - vel’kost’ registru odpoveda´ vel’kosti bloku sˇifry. Pomocou sˇtandardne´ho sˇifrovacieho mecha-
nizmu (pre danu´ sˇifru) zasˇifrujeme obsah posuvne´ho registra a z vy´sledku si vezmeme najl’avejsˇı´ch
tj. najviac vy´znamny´ch 8 bitov (vo vsˇeobecnom n-bitovom CFB by sme vzali n-bitov). Na prvy´ch
8 bitov otvorene´ho textu a tu´to hodnotu potom aplikujeme opera´ciu XOR, cˇı´m zı´skame prvy´ch 8
bitov sˇifrove´ho textu. Obsah posuvne´ho registru posunieme o 8 bit (vo vsˇeobecnom prı´pade o n-
bitov) dol’ava. Prı´slusˇny´ch 8 bitov sˇifrovane´ho textu potom vlozˇı´me na miesto najnizˇsˇieho bytu v
posuvnom registri – tj. vlastne ako keby nasunieme tieto bity sprava do posuvne´ho registru (ty´mto
spoˆsobom je zaistena´ spa¨tna´ va¨zba). Obsah posuvne´ho registru opa¨t’ zasˇifrujeme a vyberieme na-
jl’avejsˇı´ byte, vykona´me XOR s d’alsˇı´mi 8 bitmi otvorene´ho textu atd’.
Desˇifrovanie je obdobne´. Rovnaky´m spoˆsobom ako pri sˇifrovanı´ zı´skame z IV prvy´ podkl’u´cˇ
k (8 najl’avejsˇı´ch bytov zasˇifrovane´ho obsahu posuvne´ho registru). Ten potom pouzˇijeme pre XOR
s prvy´mi 8 bitmi sˇifrove´ho textu, cˇı´m zı´skame poˆvodny´ byte otvorene´ho textu. Pritom kazˇdu´ jed-
notku (tu 8 bitov) prijate´ho sˇifrove´ho textu nasu´vame do posuvne´ho registru rovnaky´m spoˆsobom
ako pri sˇifrovanı´. Ty´mto spoˆsobom pokracˇujeme v desˇifrovanı´ pricha´dzaju´cej postupnost’ jednotiek
sˇifrove´ho textu.
Vsˇeobecne´ n-bitove´ CFB je tiezˇ mozˇne´ graficky vyjadri ako na obr. 2.1. Tomu odpoveda´
matematicky´ za´pis:
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ST0 = IV ,
STi = OTi⊕EK(STi−1), i = 1,2, ...,n.
Predpis pre odsˇifrovanie v mo´de CFB:
ST0 = IV ,
OTi = STi⊕EK(STi−1), i = 1,2, ...,n.
kde OTi je i−ty´ blok otvorene´ho textu a STi je i−ty´ blok sˇifrove´ho textu.
Doˆlezˇity´m pozˇiadavkom je, aby obidve strany (odosielatel’ i prı´jemca) mali spra´vne inicializo-
vany´ posuvny´ register (jeden spoˆsob moˆzˇe byt’ taky´, zˇe ako prvy´ch N bitov kde N je dl´zˇka bloku
sˇifry, sa vysˇle IV , a potom azˇ nasleduje samotny´ obsah spra´vy. IV tiezˇ moˆzˇe byt’ predany´ cez inu´
komunikacˇnu´ cestu). Rovnako ako u CBC nemusı´ byt’ IV tajny´ (pretozˇe bez znalosti kl’u´cˇa nie
je samotne´ IV prı´lisˇ platne´). Napriek tomu je z hl’adiska bezpecˇnosti vhodne´, aby kazˇda´ spra´va
pouzˇı´vaju´ca rovnaky´ kl’u´cˇ bola zasˇifrovana´ pouzˇitı´m ine´ho IV . Tu by som tiezˇ ra´d upozornil zˇe
neznalost’ IV pri znalosti kl’u´cˇa spoˆsobı´ nespra´vne desˇifrovanie iba prve´ho bloku sˇifrove´ho textu,
ostatne´ bloky uzˇ budu´ desˇifrovane´ spra´vne. Ty´mto sa poukazuje na to, zˇe v tomto prı´pade nie je
mozˇne´ sa na IV pozerat’ ako na ”d’alsˇı´” kl’u´cˇ. U CFB za´visı´ vy´sledok sˇifrovania danej jednotky
otvorene´ho textu na predcha´dzaju´cich cˇastiach otvorene´ho textu.
Preva´dzka CFB sa podl’a vel’kosti pouzˇity´ch bytov oznacˇuje ako h−CFB preva´dzka, pricˇom
v praxi sa najcˇastejsˇie pouzˇı´va varianta h = 1,8 alebo n. Preva´dzka CFB je odolna´ vocˇi slipom,
ktory´ch dl´zˇka je celistvy´m na´sobkom bytu h. K obnoveniu synchroniza´cie docha´dza po N bytoch,
tj. po bloku n bitov. V prı´pade slipu s inou dl´zˇkou je potrebne´ synchroniza´ciu obnovit’ externe alebo
pouzˇit’ preva´dzku 1−CFB. Nevy´hodou preva´dzky CFB je neefektı´vne vyuzˇitie sˇifra´toru, pretozˇe z
N mozˇny´ch bytov hesla sa vyuzˇı´va iba jediny´.
Vlastnosti mo´du CFB:
1. Mo´d CFB vd’aka ret’azeniu sa rovnake´ bloky otvorene´ho textu zasˇifruju´ do roˆznych blokov
sˇifrovej spra´vy, pricˇom takisto ako u OFB nie je potrebne´ tajit’ inicializacˇnu´ hodnotu IV .
2. Ret’aziaci mechanizmus zaist’uje, zˇe blok sˇifrove´ho textu za´visı´ ako na bloku na prı´slusˇnom
bloku otvorene´ho textu, takisto aj na vsˇetky´ch predcha´dzaju´cich blokoch.
3. Propaga´cia chyby - jeden alebo viac bitova´ chyba v jednom bloku sˇifrove´ho textu ovplyvnı´
desˇifrovanie tohto bloku i d’alsˇı´ch N/n blokov sˇifrove´ho textu, kde N je dl´zˇka bloku a n pocˇet
znakov pre sˇifrovanie (typicky 1 alebo 8).
4. Oprava chy´b - CFB mo´d je samosynchro´nny mo´d na obnovenie synchroniza´cie potrebuje
N/n blokov.
5. Vy´kon - pre bloky n < N vy´kon klesa´, pretozˇe kazˇdy´m zavolanı´m sˇifrovacej funkcie je
sˇifrovany´ alebo desˇifrovany´ iba blok dl´zˇky n.
2.2 OFB (Output FeedBack mode)
Tento operacˇny´ mo´d preva´dza blokovu´ sˇifru na pru´dovu´. Sa´m o sebe nedoka´zˇe ochra´nit’ pred slipom
(nema´ schopnost’ samosynchroniza´cie), ale je vyuzˇity´ v mo´de SCFB, ktory´ bude popı´sany´ d’alej.
Pouzˇı´va na´hodnu´ inicializacˇnu´ hodnotu IV k nastaveniu odpovedaju´ceho konecˇne´ho automatu do
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na´hodnej polohy. Automat potom produkuje postupnost’ hesla tak, zˇe je privedene´ na vstup blokovej
sˇifry a zasˇifrovanı´m je produkovany´ d’alsˇı´ blok hesla. Toto heslo aplikujeme pomocou opera´cie
XOR na otvoreny´ text. Prvy´ blok hesla sa zı´ska zasˇifrovanı´m IV . Tento spoˆsob netvorı´ ”skutocˇnu´”
spa¨tnu´ va¨zbu medzi sˇifrovy´m a otvoreny´m textom tak, ako tomu je u iny´ch mo´dov (CBC, CFB),
tomu to sa niekedy hovorı´ vnu´torna´ spa¨tna´ va¨zba (internal feedback).
OFB ma´ vlastnost’ cˇistej (synchro´nnej) pru´dovej sˇifry, pretozˇe heslo je generovane´ u´plne au-
tono´mne bez vplyvu otvorene´ho a sˇifrove´ho textu.
Obra´zok 2.2: Sˇifrovanie v mo´de OFB
Predpis pre zasˇifrovanie v mo´de OFB:
H0 = IV = ST0,
pre i = 1,2, ...,n : {H = EK(H),STi = OTi⊕Hi}
Predpis pre odsˇifrovanie v mo´de OFB:
H0 = IV = ST0,
pre i = 1,2, ...,n : {H = EK(H),OTi = STi⊕Hi}
Pomerne zaujı´mavou vlastnost’ou OFB je to, zˇe aktua´lne heslo na vstupe moˆzˇeme pri znalosti IV
a kl’u´cˇa K pocˇı´tat’ takpovediac offline, tj. bez toho aby sme poznali otvoreny´ (pri sˇifrovanı´) cˇi sˇifrovy´
(pri desˇifrovanı´) text. To samozrejme moˆzˇe vy´razne ury´chlit’ opera´cie sˇifrovania i desˇifrovania. Esˇte
ako pozna´mku uvedieme, zˇe pre OFB na´m postacˇı´ znalost’ sˇifrovacieho algoritmu blokovej sˇifry
(desˇifrovacı´ algoritmus sa nikde nevyuzˇı´va).
Pre IV platia rovnake´ pravidla´ ako u CFB. Avsˇak, ako uzˇ bolo zmienene´ u CFB, neznalost’ IV
spoˆsobı´ chybne´ desˇifrovanie vsˇetky´ch blokov sˇifrove´ho textu.
Modus OFB poskytuje synchro´nnu pru´dovu´ sˇifru. Heslo generuje konecˇny´m automatom, ktory´
ma´ maxima´lne 2N vnu´torny´ch stavov. Po tomto pocˇte krokov sa produkcia hesla musı´ nutne opako-
vat’. Dl´zˇka perio´dy hesla je preto maxima´lne 2N, jej konkre´tna dl´zˇka je urcˇena´ hodnotu IV a moˆzˇe
sa pohybovat’ na´hodne v rozmedzı´ od jednej do 2N. Sˇtruktu´ra hesla je znacˇne za´visla´ na tom, cˇi
spa¨tna´ va¨zba je plna´ alebo nie. OFB/CFB je vhodne´ pre sˇifrovanie postupnosti znakov, obycˇajne
8-bitovy´ch, kedy je vhodne´, aby kazˇdy´ znak bol spracova´vany´ neza´visle.
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Vlastnosti mo´du OFB:
1. Dva rovnake´ bloky otvorene´ho textu nie su´ sˇifrovane´ do dvoch rovnaky´ch blokov sˇifrove´ho
textu, pokial’ nie su´ pouzˇite´ rovnake´ hodnoty IV .
2. Heslo je u´plne neza´visle´ na vstupnom texte.
3. Propaga´cia chyby - jedno alebo viac bitova´ chyba v ktoromkol’vek bloku sˇifrove´ho textu
ovplyvnı´ iba tento blok. Naviac sa ta´to chyba objavı´ iba na odpovedaju´cich miestach vo
vy´slednom texte, takzˇe je mozˇne´ tieto chyby spa¨tne opravit’.
4. Oprava chy´b - OFB mo´d umozˇnˇuje obnovit’ bitove´ chyby v sˇifrovom texte, ale nemoˆzˇe sa
sa´m resynchronizovat’ po strate synchroniza´cie. V tomto prı´pade je nutna´ explicitna´ obnova
synchroniza´cie - tento mo´d nie je samosynchronizacˇny´.
5. Vy´kon - vy´kon tohto mo´du klesa´, ale vd’aka tomu, zˇe kl’u´cˇ neza´visı´ ani na otvorenom texte
ani na sˇifrovom texte, tak moˆzˇe byt’ prepocˇı´tany´ dopredu, cˇo umozˇnı´ urcˇite´ zry´chlenie.
2.3 OCFB (Optimized Cipher Feedback Mode)
Z jednotlivy´ch mo´dov blokovy´ch sˇifier je vhodny´ na vyriesˇenie proble´mu slipu iba mo´d CFB. A
tento mo´d je jediny´, ktory´ umozˇnˇuje sˇifrovanie blokov, ktore´ su´ kratsˇie ako pevne stanovena´ dl´zˇka
bloku, cˇo znamena´ zˇe sa nemusı´ prena´sˇat’ cely´ blok sˇifry.
Takisto aj slip moˆzˇe vzniknu´t’ iba ako za´kladna´ jednotka prenosu, to znamena´ zˇe v siet’ach
ISDN, v ktory´ch su´ prena´sˇane´ byty, moˆzˇe vzniknu´t’ slip iba v dl´zˇke 8 bitov.
Blokova´ sˇifra pouzˇita´ v preva´dzkach CFB, OCFB a SCFB pracuje s blokmi o dl´zˇke n bitov, pri
cˇom platı´ zˇe dl´zˇka bloku sˇifry je celistvy´m na´sobkom N dl´zˇky bytov, tj platı´ n = N.h. Jednotlive´
preva´dzky sa lı´sˇia spoˆsobom odvodenia bytov hesla Yi.
Obra´zok 2.3: Sˇifra v mo´de OCFB, ktory´ umozˇnˇuje opravit’ desˇifrovanie aj po vy´skyte slipu
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Modifika´ciou CFB je preva´dzka oznacˇovana´ OCFB (”Optimized CFB” - Optimalizovany´ CFB
mo´d). Princı´p preva´dzky h−OCFB je ilustrovany´ na obr 2.3. Na zacˇiatku je vstupny´ register
blokove´ho sˇifra´tora naplneny´ inicializacˇny´m vektorom IV . Tento vektor je zasˇifrovany´ a vo vy´-
stupnom registri sa objavia byty X1 azˇ XN , ktore´ su´ postupne pouzˇite´ ako N bytov hesla Yi. Byty
kryptogramu Ci sa vo vysielacˇi i prijı´macˇi priebezˇne ukladaju´ do vstupne´ho posuvne´ho registru.
Potom cˇo je zasˇifrovany´ N-ty´ byte, je vo vstupnom registri nova´ n-tica bitov, ktora´ je zasˇifrovana´.
Zı´ska sa tak d’alsˇı´ch N bytov hesla. Uvedena´ cˇinnost’ sa periodicky opakuje s vy´nimkou, kedy sa
v l’avej cˇasti vstupne´ho registra objavı´ dopredu stanovena´ kombina´cia s bitov. Ta´to kombina´cia
sa nazy´va synchronizacˇna´ sekvencia. Pokial’ je taka´to sekvencia prı´slusˇny´m detektorom zistena´,
potom sa vykona´ nove´ sˇifrovanie i cez to, zˇe doteraz nebolo vyuzˇity´ch vsˇetky´ch N bytov hesla.
Vy´hodou popı´sanej preva´dzky je vysˇsˇia efektı´vnost’ pri generovanı´ hesla. S kazˇdy´m spustenı´m
blokove´ho sˇifra´tora sa zı´ska azˇ N bytov hesla oproti jedine´mu bytu v preva´dzke CFB. Z hl’adiska
slipov je h−OCFB odolna´ vocˇi slipom s dl´zˇkou celistve´ho na´sobku h bitov. K obnoveniu synchro-
niza´cie doˆjde azˇ ked’ sa v kryptogramu vyskytne synchronizacˇna´ sekvencia. Tu´to sekvenciu rozozna´
sˇifra´tor i desˇifra´tor. Pokial’ nedosˇlo k zˇiadnym prenosovy´m chyba´m alebo k vy´skytu d’alsˇieho slipu
tak sa vo vstupny´ch registroch vysielacˇa i prijı´macˇa nacha´dzaju´ totozˇne´ bitove´ bloky. Vysielacˇ i
prijı´macˇ tak odvodia rovnaky´ blok hesla, ktory´ pouzˇiju´ k desˇifrovaniu rovnake´ho bytu kryptogra-
mu. Tak sa obidve strany dostanu´ opa¨t’ do synchroniza´cie. Stredna´ doba obnovy synchroniza´cie v
tomto prı´pade za´visı´ na pravdepodobnosti vy´skytu synchronizacˇnej sekvencie.
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2.4 SCFB (Statistical Cipher FeedBack mode)
Dˇalsˇı´m samosynchronizuju´cou preva´dzkou blokovej sˇifry je preva´dzka SCFB (”Statistical CFB” -
Sˇtatisticka´ CFB). Principia´lne je preva´dzka SCFB hybrid medzi preva´dzkou OFB a OCFB. Za
norma´lnych podmienok sa vyuzˇı´va OFB preva´dzka a priebezˇne sa sleduje postupnost’ bitov kryp-
togramu. V prı´pade vy´skytu synchronizacˇnej sekvencie v kryptograme sa vykona´ resynchroniza´cia.
Princı´p SCFB je ilustrovany´ na obr. 2.4. Na zacˇiatku sa do vstupne´ho registru vlozˇı´ inicializacˇny´
vektor IV , ktory´ sa zasˇifruje a vy´sledok sˇifrovania sa ulozˇı´ do vy´stupne´ho registru. Byty X1 azˇ XN
z tohto registru su´ postupne pouzˇite´ ako N bytov hesla Yi. Byty kryptogramu Ci su´ vo vysielacˇi
i prijı´macˇi ukladane´ do posuvne´ho registra. Za norma´lnej situa´cie sa po vyuzˇitı´ vsˇetky´ch bytov
hesla obsah vy´stupne´ho registru skopı´ruje do vstupne´ho registru, novy´ obsah tohto registru sa zno-
va zasˇifruje a popı´sana´ cˇinnost’ sa periodicky opakuje (prakticky preva´dzka OFB). Vy´nimkou je
situa´cia, ked’ sa v kryptograme vyskytne synchronizacˇna´ sekvencia. Ked’ je ta´to sekvencia de-
tekovana´ na konci registra, tak je obsah registru zasˇifrovany´ a vy´sledok sˇifrovania je pouzˇity´ ako
heslo (prakticky preva´dzka OFB). Syste´m sa potom vra´ti k norma´lnemu spoˆsobu preva´dzky azˇ
do vy´skytu novej synchronizacˇnej sekvencie. Z hl’adiska slipov je h−SCFB odolna´ vocˇi slipom s
dl´zˇkou rovnou celistve´mu na´sobku h bitov. K obnoveniu synchro´nnosti doˆjde, azˇ sa v kryptograme
vyskytne synchronizacˇna´ sekvencia. Stredna´ doba obnovy synchroniza´cie v tomto prı´pade za´visı´
na pravdepodobnosti vy´skytu synchronizacˇnej sekvencie.





Ta´to pra´ca sa zaobera´ poruchou slip, teda vlozˇenı´m alebo stratou za´kladnej prenosovej jednotky
na prenosovej ceste, ktora´ predstavuje metalicke´, opticke´ alebo bezdroˆtove´ vedenie. Najcˇastejsˇie
je za´kladnou jednotkou prenosu jeden bit. Je stanovena´ rozhodovacia hladina, ktora´ za´visı´ od typu
prenosu, ta´to hladina je naprı´klad stanovena´ v jednotka´ch napa¨tia. Ked’zˇe prenosovy´ kana´l pred-
stavuje fyzicke´ vedenie, simula´cia vzniku slipu by bola vel’mi problematicka´. Preto bolo rozhod-
nute´, zˇe simula´cia bude prebiehat’ softwarovo.
Ako bolo spomenute´ v u´vode, slip vznika´ z doˆvodu rozdielnych cˇasovy´ch za´kladnı´ vysielacˇa a
prijı´macˇa, kedy cˇasova´ za´kladnˇa prijı´macˇa je o urcˇitu´ odchy´lku ”ry´chlejsˇia”, respektı´ve ”pomalsˇia”
oproti cˇasovej za´kladni vysielacˇa, cˇo sa vo vy´sledku prejavuje vznikom slipu. Dˇalsˇou mozˇnost’ou
vzniku slipu je prenos dlhy´ch postupnostı´ bitov rovnakej hodnoty, kedy v tomto prı´pade odchy´lka v
cˇasovej za´kladnı´ spoˆsobı´ nespra´vnu identifika´ciu pocˇtu ty´chto bitov. Pre zabezpecˇenie pouzˇitel’nosti
simulacˇne´ho softwarove´ho syste´mu je treba presne definovat’ niektore´ akcie, ktore´ sa nevyskytuju´
pri simula´cii bez poru´ch. Dˇalej uva´dzame popis za´kladny´ch cˇinnostı´ a ich realiza´ciou v pra´ci:
- sˇpecifika´cia poru´ch
Spocˇı´va v urcˇenı´, ktore´ poruchy a aky´ch typov sa budu´ modelovat’ v priebehu simula´cie.
Spravidla sa urcˇuju´ vsˇetky poruchy, ktore´ sme schopnı´ v danom obvode modelovat’. Ta´to
mnozˇina sa potom na za´klade urcˇity´ch technı´k redukuje.
V nasˇom prı´pade ide o poruchy invertovania bitu a tzv. slip. Ta´to pra´ca sa zaobera´ iba slipmi,
preto sa budu´ simulovat’ vy´hradne tieto poruchy.
- vkladanie (injekcia) poru´ch
Musı´ byt’ mozˇnost’ sˇpecifikovat’ typ poruchy a miesto v obvode, kde sa dana´ porucha vysky-
tuje. Vlozˇenı´m poruchy docha´dza k transforma´cii modelu bezporuchove´ho obvodu na model
obvodu s poruchu.
V simulovanom kryptosyste´me uvazˇujeme iba jeden typ poruchy a to je slip. Miesto vklada-
nia poru´ch bolo zvolene´ na vy´stup sˇifra´tora. Toto odpoveda´ modelu, kedy syste´m okamzˇite
prena´sˇa zasˇifrovane´ da´ta cez prenosovy´ kana´l, teda porucha bude vkladana´ ihned’ po zasˇifro-
vanı´ jedne´ho bloku.
- sˇı´renie poru´ch
Simulacˇny´ syste´m musı´ byt’ schopny´ zabezpecˇit’ sˇı´renie vplyvu poruchy syste´mom. Konkre´tny
spoˆsob za´lezˇı´ na pouzˇitej technike simula´cie poru´ch.
Vlozˇenie poruchy spoˆsobı´ stratu synchroniza´cie, ty´m simulujeme nedokonalost’ vysielacˇa a
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prijı´macˇa a ich rozdielnych cˇasovy´ch za´kladnı´. Vlozˇenie slipu spoˆsobı´, zˇe text od tohto mi-
esta nebude mozˇne´ nad’alej spra´vne sˇifrovat’.
- detekcia poru´ch
Syste´m musı´ byt’ schopny´ urcˇit’, kedy je porucha pozorovatel’na´ v niektorom mieste kryp-
tosyste´mu alebo na jeho vy´stupe.
Toto miesto bude identifikovane´ na za´klade neschopnosti syste´mu spra´vne desˇifrovat’ sˇifrovy´
text od miesta vlozˇenia slipu.
3.2 Meto´da Monte-Carlo
Prı´stup k riesˇeniu u´loh, ktory´ na zı´skanie vy´sledkov vyuzˇı´va vhodny´ pravdepodobnostny´ model, sa
vo vsˇeobecnosti nazy´va meto´da Monte-Carlo. Pouzˇitı´m tejto meto´dy mozˇno riesˇit’ vel’mi roˆznorode´
u´lohy, pricˇom moˆzˇe ı´st’ o urcˇenie tak hodnoˆt deterministicky´ch velicˇı´n, ako aj charakteristı´k na´hod-
ny´ch velicˇı´n. Pri samotnej realiza´cii pravdepodobnostne´ho modelu vycha´dzame pra´ve z mozˇnosti
vytva´rat’ na´hodne´ velicˇiny s dany´m rozdelenı´m pravdepodobnosti, pricˇom model zobrazuje ich
vzt’ah k sku´many´m velicˇina´m.
V prakticky´ch u´loha´ch by´va vzt’ah medzi na´hodny´mi velicˇinami a hl’adany´m vy´sledkom vel’mi
zlozˇity´, pricˇom za´lezˇı´ aj na rozdelenı´ pravdepodobnosti na´hodny´ch velicˇı´n. Analyticke´ riesˇenie
u´lohy je cˇasto zlozˇite´ alebo ho dokonca nepozna´me. Vtedy moˆzˇeme vy´sledok urcˇit’ pouzˇitı´m
meto´dy Monte-Carlo.
Ak pozna´me rozdelenie pravdepodobnosti pre jednotlive´ elementa´rne procesy, z ktory´ch sa
sku´many´ jav sklada´, moˆzˇeme modelovat’ rozdelenie pravdepodobnosti urcˇitej konfigura´cie syste´mu.
Pre na´zornost’ moˆzˇeme uviest’ prı´klad:
Obra´zok 3.1: Sˇtvrt’kruzˇnica vpı´sana´ do sˇtvorca
Ma´me urcˇit’ hodnotu cˇı´sla pi (podl’a obra´zku 3.1). Je jasne´, zˇe ak vpı´sˇeme do sˇtvorca sˇtvrt’kruzˇnicu,
bude pre plochu sˇtvorca a sˇtvrt’kruzˇnice platit’:











Predpokladajme, zˇe budeme na sˇtvorec ha´dzat’ sˇı´pky. Predpokladajme tiezˇ, zˇe budu´ na sˇtvorec
dopadat’ u´plne na´hodne a rovnomerne (oboje je vel’mi doˆlezˇite´). Potom moˆzˇeme prehla´sit’, zˇe pocˇet





kde nkr je pocˇet za´sahov do sˇtvrt’kruzˇnice a nst je pocˇet vsˇetky´ch za´sahov do sˇtvorca a za´rovenˇ aj do
sˇtvrt’kruzˇnice.
Doˆlezˇity´ je odhad chyby, ktorej sa touto meto´dou dopustı´me. Matematicky´ popis presnosti meto´dy
Monte-Carlo je nasleduju´ci: Uvazˇujeme o nejakej udalosti A, pricˇom pravdepodobnost’ jej vy´skytu
je p. Oznacˇı´me Vi na´hodnu´ velicˇinu ktora´ nadobu´da hodnotu 1 ak udalost’ v i-tom pokuse nastala
a hodnotu 0 ak udalost’ A nenastala. Pocˇet vy´skytov m udalosti A v n vykonany´ch pokusoch je






Predpoklada´me, zˇe pokusy su´ neza´visle´. Pretozˇe pravdepodobnost’ p odhadujeme pomocou hodnoty



































0− p)2(1− p)+(1− p)2 p)= p(1− p)
n
(3.7)
Nasˇou u´lohou je urcˇit’ vzt’ah, ε> 0 take´, aby vzt’ah∣∣∣∣Mn
∣∣∣∣− p≥ ε (3.8)





Iny´mi slovami povedane´ to znamena´, zˇe vzt’ah∣∣∣∣Mn − p
∣∣∣∣< ε (3.10)
platı´ s pravdepodobnost’ou va¨cˇsˇou ako 1−δ.
Z Cˇebysˇevovej nerovnosti dosta´vame, zˇe pre kazˇdu´ na´hodnu´ velicˇinu X s konecˇny´m rozptylom






































platı´ pre n > 12500 pokusov.
Odhad chyby, ktorej sa dopustı´me moˆzˇeme zlepsˇit’, ak pravdepodobnost’ nejakej udalosti nahra-
dı´me jej relatı´vnou pocˇetnost’ou. Doˆlezˇite´ je zˇe ta´to chyba ma´ ra´d 1/
√
n. Z toho vidiet’, zˇe na to,
aby sme zvy´sˇili presnost’ vy´sledku zı´skane´ho meto´dou Monte-Carlo o jeden ra´d, treba zvy´sˇit’ pocˇet
vykonany´ch pokusov stokra´t. V prakticky´ch aplika´cia´ch dosta´vame vy´sledky, ktory´ch relatı´vna
chyba je 0,01 azˇ 0,001. Je vhodne´ si uvedomit’, cˇı´ si charakter u´lohy vyzˇaduje vysoku´ presnost’
vy´sledku alebo nie.
Meto´da Monte-Carlo je za´visla´ na kvalitnom genera´tore na´hodny´ch cˇı´sel, pretozˇe vycha´dza z
pravdepodobnostne´ho modelu. Genera´tor na´hodny´ch cˇı´sel nie je vo va¨cˇsˇine prı´padov pocˇı´tacˇovy´
program. Tieto su´ oznacˇovane´ ako genera´tory pseudona´hodny´ch cˇı´sel (ide naprı´klad o funkciu ran-
dom() v jazyku Pascal a podobne). Tieto genera´tory totizˇ cˇı´sla generuju´ naprı´klad odvodenı´m zo
syste´move´ho cˇasu. Preto skoˆr cˇi neskoˆr v tomto pseudona´hodnom signa´li na´jdeme urcˇitu´ perio´du a
rozlozˇenie ty´chto cˇı´sel nezodpoveda´ na´hodne´mu (Gaussovske´mu, norma´love´mu) rozlozˇeniu.
3.3 Na´vrh riesˇenia
Simulacˇny´ syste´m bude vyuzˇı´vat’ meto´du Monte-Carlo pre vy´pocˇet pozı´cie, na ktoru´ bude slip umie-
stneny´. Ta´to pra´ca sa zaobera´ u´cˇinkami slipu na mo´dy blokovy´ch sˇifier a nie slipom samotny´m.
Preto bolo zvolene´, zˇe slip bude simulovany´ tak, zˇe po vy´pocˇte pozı´cie slipu sa bit z tejto pozı´cie
odoberie (to znamena´ zˇe nastane prı´pad, ked’ sa bit stratı´). Meto´da Monte-Carlo je charakteristicka´
dany´m vstupny´m rozdelenı´m pravdepodobnosti, ktore´ bolo zvolene´ pre tento prı´pad ako exponen-
cia´lne. Pouzˇita´ bude meto´da inverznej funkcie. Pre nasˇe potreby bude vytvorena´ na´hodna´
velicˇina s definovany´m rozdelenı´m (exponencia´lne rozdelenie) distribucˇnu´ funkciu F(x).





X = F−1(RND) - na´hodna´ velicˇina s rozdelenı´m podl’a F(x)
Bude pouzˇity´ nasleduju´ci vy´pocˇet pre pozı´ciu slipu:
F(x) = 1− e−λx - o vstupne´ rozdelenie bolo zvolene´ exponencia´lne
RND = 1− e−λx
e−λx = 1−RND
−λx = ln(1−RND)
x = 1λ ln(1−RND) - pozı´cia, na ktorej sa bude slip nacha´dzat’
Obra´zok 3.2: Funkcia hustoty exponencia´lneho rozdelenia.
Obra´zok 3.3: Distribucˇna´ funkcia exponencia´lneho rozdelenia.
Pre potreby projektu bude pouzˇita´ funkcia random() v jazyku Pascal na vygenerovanie na´hodnej
poruchy. Tu je vzorovy´ ko´d ktory´ bude pouzˇity´ pre generovanie:
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Ta´to funkcia vra´ti pozı´ciu v bloku, na ktory´ bude vlozˇeny´ slip. Dˇalej definujeme velicˇiny:


















kde δ je je konfidencˇny´ koeficient, zvycˇajne je δ v intervale < 0,95;1).


















































kde ε je maxima´lna chyba ktorej sa moˆzˇeme dopustı´me.
3.4 Zvolene´ programove´ vybavenie
Blokova´ sˇifra bude realizovana´ v mo´doch CFB, OCFB a SCFB, za´kladny´ sˇifrovacı´ algoritmus bol
zvoleny´ AES (Advanced Encryption Standard) s vel’kost’ou bloku 128 bitov a s vel’kost’ou kl’u´cˇa
128 bitov, nakol’ko je vel’mi dobre zna´my a je v su´cˇasnosti asi najrozsˇı´renejsˇı´ sˇifrovacı´ algoritmu v
symetrickej kryptografii. Takisto aj hardwarova´ alebo softwarova´ implementa´cia algoritmu je jedna
z menej na´rocˇny´ch. Cely´ kryptosyste´m sa sklada´ z troch cˇastı´, a to z vysielacˇa, prenosovej cesty a
prijı´macˇa.
Simulovat’ sa bude rea´lny kryptosyste´m, ktory´ bude da´ta sˇifrovat’ a okamzˇite odosielat’ do
prijı´macˇa k desˇifrovaniu. Slipy budu´ simulovane´ pri odosielanı´, to znamena´ na vy´stupe sˇifra´tora.
Kryptosyste´m bude implementovany´ softwarovo a pre tu´to implementa´ciu bol zvoleny´ progra-
movacı´ jazyk Delphi. Samotna´ realiza´cia bude prebiehat’ vo vy´vojovom prostredı´ Borland Devel-
oper Studio 2006 pre Windows.
Pomocou zvolene´ho programove´ho vybavenia budeme simulovat’ na´hodne´ deje v prenosovom
kana´li, ktore´ spoˆsobuju´ tzv. slipy a budu´ analyzovane´ popı´sane´ mo´dy blokovej sˇifry.
V rea´lnom svete predstavuje prenosovy´ kana´l najcˇastejsˇie metalicke´ vedenie, po ktorom sa in-
forma´cie prena´sˇaju´ vo forme nu´l a jednicˇiek. Toto je ovplyvnˇovane´ vonkajsˇı´mi nezˇiadu´cimi vplyv-
mi, ktore´ su´ zna´me ako sˇum a su´ prı´cˇinou ty´chto poru´ch. Tieto poruchy sa interferencˇne pripoja
k signa´lu a nie je mozˇne´ ich oddelit’ zo signa´lu. Toto je vel’ky´ proble´m pre prenos sˇifrovy´ch da´t,
kde taka´to porucha moˆzˇe spoˆsobit’ nemozˇnost’ spra´vne desˇifrovat’ spra´vu. Slip je porucha, ktoru´
spoˆsobuju´ rozdielne cˇasove´ za´kladne prijı´macˇa a vysielacˇa. Ta´to chyba takisto znemozˇnˇuje spra´vne
desˇifrovat’ zvysˇok spra´vy. Popis vkladania a generovania slipu bol popı´sany´ vysˇsˇie. Po vlozˇenı´ slipu
bude sˇifrovy´ text desˇifrovany´ pouzˇitı´m niektore´ho z mo´dov, ktore´ maju´ schopnost’ samosynchro-
niza´cie. Su´cˇasne budu´ analyzovane´ a sku´mane´ jednotlive´ charakteristiky dane´ho mo´du. Vsˇetky




V nasleduju´cej cˇasti bude popı´sana´ sˇtruktu´ra programu, jednotlive´ funkcie a zdrojove´ su´bory. Tiezˇ
budu´ uvedene´ prı´klady komentovany´ch zdrojovy´ch ko´dov a popis funkciı´.
Pre na´vrh graficke´ho rozhrania bol pouzˇity´ za´kladny´ su´bor komponent, ktore´ ponu´ka vy´vojove´
sˇtu´dio Borland Developer Studio (BDS). Rozhranie bolo navrhovane´ s ohl’adom na jednoduchost’ a
efektivitu pouzˇitia a cˇo najlepsˇie mozˇnosti vyuzˇitia analy´zy.
4.1 Sledovane´ parametre - SRD a EPF
Pri samotnej analy´ze preva´dzky blokovej sˇifry so samosynchronizacˇny´m mo´dom je hlavny´m sle-
dovany´m parametrom Synchronization Recovery Delay (SRD) - resynchronizacˇna´ vzialenost’. Je to
vzdialenost’ v bitoch od miesta posledne´ho vy´skytu slipu po prvy´ bit spra´vne desˇifrovane´ho textu.
Obra´zok 4.1: SRD - Synchronization Recovery Delay
Ta´to vzdialenost’ za´visı´ na pravdepodobnosti vy´skytu synchronizacˇnej sekvencie, a pravde-
podobnost’ vy´skytu synchronizacˇnej sekvencie zasa za´visı´ na dl´zˇke synchronizacˇnej sekvencie.
Kazˇdy´ mo´d ma´ inu´ resynchronizacˇnu´ vzdialenost’, vzhl’adom na svoj na´vrh. Naprı´klad v prı´pade
CFB mo´du je resynchronizacˇna´ vzdialenost’ rovna´ dl´zˇke bloku sˇifry. Je to najmensˇia resynchro-
nizacˇna´ vzdialenost’, ktoru´ je mozˇne´ dosiahnut’. Naproti tomu, tento mo´d je vel’mi neefektı´vny,
pretozˇe z N mozˇny´ch bitov sa vyuzˇı´va iba h bitov vzniknute´ho hesla. Tento mo´d je vsˇak odolny´
iba slipom s celistvy´m na´sobkom h, ak vznikne slip inej dl´zˇky je potrebne´ obnovit’ synchroniza´ciu
iny´m spoˆsobom alebo pouzˇit’ h= 1, ktory´ sa zosynchronizuje pri akomkol’vek slipe. SRD tiezˇ za´visı´
na zvolenej dl´zˇke bloku.
Samosynchronizacˇne´ mo´dy SCFB a OCFB maju´ SRD vzˇdy horsˇie. Z toho vyply´va, zˇe pouzˇı´vanie
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ty´chto mo´dov je vhodne´ iba vtedy, ak je doˆlezˇity´m pozˇiadavkom efektı´vne vyuzˇitie blokove´ho
sˇifra´tora. Z uvedene´ho grafu vyply´va, zˇe SRD vy´znamne za´visı´ na dl´zˇke synchronizacˇnej sekvnecie,
preto by sme sa mali snazˇit’ o cˇo najmensˇie hodnoty najma¨ s (dl´zˇky synchronizacˇnej sekvencie), ale
aj N (dlzky bloku) a h (dl´zˇky bytu).
Obra´zok 4.2: Na´rast SRD so zva¨cˇsˇovanı´m dl´zˇky synchronizacˇnej sekvencie pri mo´de OCFB
Na tomto mieste by som chcel upozornit’, zˇe synchroniza´cia a prenos moˆzˇu byt’ bitove´ alebo
bytove´. Pre samosynchronizacˇny´ operacˇny´ mo´d OCFB bolo SRD odvodene´ v [1], kde je vy´sledok
je SRD definovane´ ako h.[2S+ (N − S)], kde h je pocˇet bitov bytu, S je dl´zˇka synchronizacˇnej
sekvencie v bytoch a N je dl´zˇka bloku v byte. Takto uvedeny´ vzt’ah uda´va strednu´ hodnotu SRD
v bitoch. Mo´d SCFB ma SRD horsˇie, pretozˇe po na´jdenı´ synchronizacˇnej sekvencie sa na dl´zˇku
zı´skavania nove´ho inicializacˇne´ho vektoru synchroniza´cia zablokuje, preto ma´ menej prı´lezˇitostı´ sa
synchronizovat’ ako mo´d OCFB.
Vo vy´stupe z programu bola vyznacˇena´ sekcia, kde nastal slip a takisto sekcia, kde nastala
opa¨tovna´ resynchroniza´cia.
Zacˇiatok farebne odlı´sˇenej sekvencie je miesto vy´skytu slipu. Za bezˇny´ch okolnostı´ by nebolo
mozˇne´ text desˇifrovat’ spra´vne, ale vd’aka pouzˇitiu samosynchronizacˇne´ho mo´du je mozˇne´ spra´vne
desˇifrovanie. Cˇervenou farbou je vyznacˇena´ sekvencia od miesta vy´skytu slipu azˇ po opa¨tovne´
zı´skanie synchroniza´cie. Na obra´zku hore moˆzˇeme vidiet’ postupnost’ bitov pred zasˇifrovanı´m, na
obra´zku dole je desˇifrovany´ text.
Dˇalsˇı´m parametrom, ktory´ budeme sledovat’, je parameter EPF (Error Propagation Factor). Ide
o u´daj, ktory´ urcˇuje, ako dlho trva´ obnovenie spra´vneho sˇifrovania po chybe. Ta´to pra´ca je prima´rne
zamerana´ na analy´zu samosynchronizacˇny´ch mo´dov, ktore´ poskytuju´ ochranu pred slipom. Vlast-
nosti ty´chto mo´dov tiezˇ moˆzˇu ochra´nit’ pred chybou slip, preto bude tento parameter sku´many´ d’alej.
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Obra´zok 4.3: Uka´zˇka vplyvu slipu s vyznacˇenı´m posˇkodene´ho desˇifrovane´ho textu
4.2 Softwarova´ sˇtruktu´ra programu
Jadrom cele´ho sˇifrovania je zdrojovy´ su´bor AES.PAS, v ktorej sa nacha´dza samotne´ jadro sˇifrovacieho
algoritmu AES a taktiezˇ aj jednotlive´ mo´dy tohto algoritmu. Cely´ algoritmus je zapuzdreny´ v objekt
TAES, cˇo je trieda ktora´ obsahuje vsˇetky potrebne´ funkcie pre inicializa´ciu sˇifry a tiezˇ jej spra´vnu
preva´dzku. Taktiezˇ su´ v tomto zdrojovom su´bore nadefinovane´ kosˇtanty a da´tove´ typy pouzˇite´ pri
sˇifrovanı´.
Funkcia GetSet a procedu´ra PutSet sa pouzˇı´vaju´ vy´lucˇne pre interne´ nastavenie blokovej sˇifry.
Procedu´ra KeySetupEnc vykona´ expanziu kl’u´cˇa CipherKey pred sˇifrovanı´m. Ked’zˇe sˇifra AES
vyuzˇı´va rundy (rundou nazy´vame jeden krok v internom algoritme), expanzia kl’u´cˇa rozlozˇı´ kl’u´cˇ na
viacero podkl’u´cˇov a tie su´ potom pouzˇite´ pre jednotlive´ rundy. Pocˇet rund za´visı´ na dl´zˇke kl’u´cˇa.
Procedu´ra KeySetupDec vykona´ expanziu kl’u´cˇa CipherKey pred desˇifrovanı´m. Vykona´ sa ex-
panzia ale podkl’u´cˇe su´ v tomto prı´pade urcˇene´ pre desˇifrovanie. Procedu´ry Encrypt a Decrypt
- su´ to vnu´torne´ funkcie sˇifry, samotne´ jadro algoritmu AES.
Zdrojovy´ su´bor Routines.pas obsahuje roˆzne pomocne´ funkcie a procedu´ry, ide najma¨ o kon-





function KeySetupEnc(var rk: ExpandedKey; const cipherKey: array of byte Block;
keyBits: longint): longint;
function KeySetupDec(var rk: ExpandedKey; const cipherKey: array of byte Block;
keyBits: longint): longint;
function GetSet(const pt: array of BYTE Block; pos: LONGINT): SET32;
procedure PutSet(var ct: array of BYTE Block; pos: LONGINT; st: SET32);
procedure Encrypt(const rk: ExpandedKey; Nr: longint; const pt: array of byte Block;
p0: longint; var ct: array of byte Block; c0: longint);
procedure Decrypt(const rk: ExpandedKey; Nr: longint; const ct: array of byte Block;
c0: longint; var pt: array of byte Block; p0: longint);
public
// Electronic CodeBook Mode
function EncryptECB(const Key: array of byte; PlainText: ansistring): ansistring;
function DecryptECB(const Key: array of byte; CipherText: ansistring): ansistring;
// Cipher FeedBack Mode
function EncryptCFB(const IV: array of byte; const Key: array of byte;
PlainText: ansistring): ansistring;
function DecryptCFB(const IV: array of byte; const Key: array of byte;
CipherText: ansistring): ansistring;
// Output FeedBack Mode
function EncryptOFB(const IV: array of byte; const Key: array of byte;
PlainText: ansistring): ansistring;
function DecryptOFB(const IV: array of byte; const Key: array of byte;
CipherText: ansistring): ansistring;
// Optimized Cipher FeedBack Mode
function EncryptOCFB(const IV: array of byte; const Key: array of byte;
PlainText: ansistring): ansistring;
function DecryptOCFB(const IV: array of byte; const Key: array of byte;
CipherText: ansistring): ansistring;
// Statistical Cipher FeedBack Mode
function EncryptSCFB(const IV: array of byte; const Key: array of byte;
PlainText: ansistring): ansistring;
function DecryptSCFB(const IV: array of byte; const Key: array of byte;
CipherText: ansistring): ansistring;
end;
4.3 Realiza´cia samosynchronizacˇny´ch mo´dov
V programe, ktory´ je su´cˇast’ou tejto pra´ce, je mozˇne´ pouzˇit’ tri druhy samosynchronizacˇny´ch mo´dov
- mo´d CFB (Cipher Feedback), OCFB (Optimized Cipher Feedback mode) a mo´d SCFB (Statis-
tical Cipher Feedback mode). V programe su´ realizovane´ vsˇetky tri mo´dy, ale pre nasˇe potreby
budeme vyuzˇı´vat’ iba mo´dy OCFB a SCFB. Implementovane´ boli aj d’alsˇie za´kladne´ mo´dy, ale ti-
eto pouzˇı´vat’ nebudeme. Mo´d CFB je pri pouzˇitı´ pre u´cˇely samosynchroniza´cie vel’mi neefektı´vny.
Mo´d SCFB je kombinovany´ mo´d OFB a CFB. V za´kladnej polohe funguje tento mo´d ako OFB.
Ak je vsˇak na´jdena´ synchronizacˇna´ sekvencia, d’alsˇı´ch N bitov je zı´skany´ch z vy´stupu sˇifra´tora cˇo
je mo´d CFB. Po N bitoch sa zı´skane´ bity pouzˇiju´ ako novy´ inicializacˇny´ vektor. Ty´mto spoˆsobom
sa dosahuje mozˇnost’ samosynchroniza´cie. Pocˇas zı´skavania N bitov je hl’adanie synchronizacˇnej
sekvencie vypnute´.
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function TRijndael.EncryptSCFB(const IV, Key: array of byte; PlainText:
ansistring; SyncPattern : string): ansistring;
var
Nr, i, j: LONGINT;
ek: ExpandedKey;
pt, ct, vt, st : Block;
ptB, ctB, vtB, stB : BitBlock;
keybits, syncc, cnt: integer;
resultB, PlainTextB : array of byte;
sync: boolean;
begin
if Length(PlainText) = 0 then exit;
keyBits := KeySize * 8;
Nr := KeySetupEnc(ek, Key, KeyBits);
SetLength(PlainTextB,(Length(PlainText)*8));
SetLength(resultB,(Length(PlainText)*8));
for I := 0 to BlockSize - 1 do
pt[i] := IV[i];
ByteToBinArray(PlainText,PlainTextB);
Encrypt(ek, Nr, pt, 0, ct, 0);







for I := 0 to (Length(PlainText)*8) - 1 do begin
ctB[cnt] := ctB[cnt] xor PlainTextB[i];
resultB[i] := ctB[cnt];
cnt := cnt + 1;
if sync then begin
stB[syncc] := resultB[i];
inc(syncc);
if syncc = (BlockSize*8) then begin
BinArrayToByte(stB,st);
Encrypt(ek, Nr, st, 0, ct, 0);












if i > 2 then begin





if cnt = BitBlockSize then begin
BinArrayToByte(ptB,pt);
Encrypt(ek, Nr, pt, 0, ct, 0);











Pri OCFB sa pouzˇı´va posuvny´ register, kam sa ukladaju´ bity z vy´stupu sˇifra´tora. Ak je deteko-
vana´ synchronizacˇna´ sekvencia, je vykonane´ nove´ sˇifrovanie aj napriek tomu, zˇe nebolo vyuzˇity´ch
vsˇetky´ch N bitov hesla. Oproti mo´du SCFB je hl’adanie synchronizacˇnej sekvencie sta´le cˇinne´, cˇo
umozˇnˇuje mo´du OCFB viac prı´lezˇitostı´ pre synchroniza´ciu. Naproti tomu je vsˇak menej efektı´vny,
pretozˇe sa vykona´ nove´ sˇifrovanie aj ked’ nebolo vyuzˇity´ch vsˇetky´ch N bitov hesla.
function TRijndael.EncryptOCFB(const IV, Key: array of byte; PlainText: ansistring): ansistring;
var




PlainTextB : array of byte;




keyBits := KeySize * 8;






for I := 0 to BlockSize - 1 do
pt[i] := IV[i];
Encrypt(ek, Nr, pt, 0, ct, 0);
ByteToBinArray(ct,ctB);
ByteToBinArray(pt,ptB);
for I := 0 to (Length(PlainText)*8) - 1 do begin // XOR statement
ctB[cnt] := ctB[cnt] xor PlainTextB[i];
resultB[i] := ctB[cnt];
ShiftRegisterAdd(ctB[cnt], ptB);
cnt := cnt + 1;
if (ptB[0] = 0) and (ptB[1] = 1) and (ptB[2] = 0) then begin //010
BinArrayToByte(ptB,pt);




if cnt = (BlockSize*8) then begin
BinArrayToByte(ptB,pt);









U ty´chto mo´dov sa vyuzˇı´va sˇifrovacia funkcia takisto pre desˇifrovanie. Tento ko´d je prispoˆso-
beny´ pre h = 1, to znamena´ zˇe pouzˇı´va bit ako za´kladnu´ prenosovu´ a sˇifrovaciu jednotku. Ked’zˇe
mo´dy su´ implementovane´ softwarovo v prostredı´ operacˇne´ho syste´mu Windows, najmensˇou jed-
notkou ktoru´ moˆzˇeme pouzˇit’ je jeden byte, ktory´ sa sklada´ z oˆsmich bitov. Preto je tu nutnost’
preva´dzat’ jednotlive´ znaky na bity a tie d’alej spracova´vat’. Ta´to implementa´cia je z hl’adiska soft-
warove´ho vyuzˇitia pod operacˇny´m syste´mom vel’mi neefektı´vna.
Takisto samosynchronizacˇne´ mo´dy nie su´ vhodne´ pre implementa´ciu v prostredı´ operacˇny´ch
syste´mov, pretozˇe u´cˇelom ty´chto mo´dov je ochra´nit’ prena´sˇany´ signa´l pred slipom. Na toto ale
pouzˇı´vaju´ operacˇne´ syste´my napr. protokol TCP/IP, ktory´ vyuzˇı´va vlastne´ ochranne´ mechanizmy
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nielen pred chybami typu slip, ale aj pred chybami. Implementa´cia je preto vhodna´ pre hardwarove´
sˇifrovacie syste´my, resp. pre syste´my ktore´ pouzˇı´vaju´ vlastny´ prenosovy´ mechanizmus bez vyuzˇitia
protokolov alebo iny´ch ochranny´ch mozˇnostı´. Zariadeniami, ktore´ moˆzˇu vyuzˇı´vaju´ samosynchro-
nizacˇne´ mo´dy su´ naprı´klad telefo´ny alebo faxy.
4.4 Graficke´ rozhranie
Su´cˇast’ou tejto pra´ce je software, v ktorom boli implementovane´ popisovane´ meto´dy. Pri po-
rovna´vanı´ jednotlivy´ch meto´d bol kladeny´ najva¨cˇsˇı´ doˆraz na vy´sledky meto´d SCFB a OCFB,
ktore´ umozˇnˇuju´ samosynchroniza´ciu. Vy´stupom z programu analy´za doby resynchroniza´cie a
sˇı´renie chyby. Tieto vy´sledky budu´ vyuzˇitel’ne´ hlavne pre dal’ˇsı´ vy´voj a zdokonal’ovanie mo´dov
so samosynchroniza´ciou.
Navrh simulacˇne´ho modelu bol popı´sany´ skoˆr a jeho implementa´cia prebehla podl’a tohto na´vrhu.
Model ma´ analyzovat’ vplyv prenosovy´ch chy´b na vy´stupnu´ chybovost’. Toto je dosiahnute´ gra-
ficky´m rozlı´sˇenı´m chybne´ho desˇifrovania spoˆsobene´ho prenosovou chybou. V modeli sa chybne
desˇifrovana´ sekvencia prejavı´ cˇerveny´m sfarbenı´m danej cˇasti.
Dˇalsˇı´m pozˇiadavkom bola analy´za doby resynchroniza´cie. Toto je taktiezˇ splnene´, model zo-
brazuje SRD vypocˇı´tane´ podl’a zvoleny´ch parametrov.
Obra´zok 4.4: Graficke´ rozhranie programu
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Rozhranie pozosta´va z niekol’ky´ch logicky rozdeleny´ch cˇastı´. Prvou cˇast’ou je nastavenie vs-
tupu. V prı´pade zˇe uzˇı´vatel’ chce vygenerovat’ vstupny´ text, pouzˇije sa prva´ cˇast’.
Obra´zok 4.5: Graficke´ rozhranie - nastavenie vstupu
Uzˇı´vatel’ zvolı´ pocˇet znakov, ktory´ ma´ byt’ vygenerovany´. Podobne moˆzˇe zvolit’ znak, ktory´
sa ma´ vygenerovat’. Pri pouzˇitı´ vol’by ’na´hodne’ sa vygeneruju´ na´hodne´ znaky zo sady Base64.
Nastavenie zobrazenia urcˇı´, cˇi sa cely´ proces bude zobrazovat’ ako znaky (zvolena´ vol’ba ”znaky”)
alebo ako postupnost’ bitov (volba ”bity”). Po stlacˇenı´ tlacˇidla ”Generovat’”’ sa v poli ”Vstupny´
text” objavı´ vstupna´ postupnost’.
Cˇast’ ’Nastavenie sˇifrovania’ slu´zˇi pre nastavenie sˇifrovacieho algoritmu AES.
Obra´zok 4.6: Graficke´ rozhranie - nastavenie sˇifrovania
Za´kladom je zvolenie jedne´ho z implementovany´ch mo´dov, ktore´ sa volia v roletovacom menu.
Dˇalsˇı´m vstupom je kl’u´cˇ sˇifrovania a inicializacˇne´ho vektoru, ktore´ su´ nutne´ pre sˇifrovanie. V
prı´pade samosynchronizacˇny´ch mo´dov SCFB a OCFB je nutne´ zadat’ aj synchronizacˇnu´ sekven-
ciu v podobe postupnosti bitov. Pouzˇitı´m tlacˇidiel ”Sˇifrovat’”’ alebo ”Desˇifrovat’” sa vstupny´ text
zasˇifruje, resp. desˇifruje. Vy´znam synchronizacˇnej sekvencie bol popı´sany´ v predcha´dzaju´cich
kapitola´ch.
Obra´zok 4.7: Graficke´ rozhranie - nastavenie chy´b
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V cˇasti ”Nastavenie chy´b” sa zvolı´ druh chyby. Volı´ sa medzi bitovou chybou (to znamena´
chybou vzniknutou invertovanı´m bitu pri prenose) alebo chybou slip.
Ta´to cˇast’ slu´zˇi pre nastavenie simula´cie prenosove´ho kana´lu, v ktorom docha´dza k chyba´m.
Ako bolo popı´sane´ v predcha´dzaju´cich kapitola´ch, pre simula´ciu je pouzˇita´ meto´da Monte-Carlo
s exponencia´lnym vstupny´m rozdelenı´m. Parameter λ urcˇuje strednu´ vzdialenost’ medzi dvoma
chybami. Pomocou tohto parametru sa vypocˇı´ta pozı´cia, na ktoru´ je na´sledne chyba vlozˇena´.
Nepouzˇitie vol’by ’chyby sa moˆzˇu prekry´vat’’ znamena´, zˇe sˇifre poskytneme pri desˇifrovanı´ dostatok
cˇasu na to, aby sa obnovilo spra´vne sˇifrovanie textu (pokial’ to mo´d umozˇnˇuje). Je to z doˆvodu, zˇe
na´hodne´ generovanie chy´b moˆzˇe vytvorit’ niekol’ko chy´b v kra´tkom slede za sebou, cˇo znehodnotı´
analy´zu. V rea´lnej preva´dzke vsˇak moˆzˇe nastat’ aj taka´to situa´cia, preto tu´to simula´ciu mozˇno usku-
tocˇnit’ s pouzˇitı´m vol’by ”chyby sa moˆzˇu prekry´vat’”. Tlacˇidlom ”Vytvorit’ chyby” sa do sˇifrovane´ho
textu zanesu´ chyby.
Doˆlezˇitou cˇast’ou je analy´za, kde sa zobrazuju´ vy´sledky jednotlivy´ch simula´cii.
Obra´zok 4.8: Graficke´ rozhranie - analy´za
V tejto cˇasti nie su´ nutne´ zˇiadne nastavenia, pouzˇije sa tlacˇidlo ”Analyzovat’” a zobrazia sa
vy´sledky analy´zy. Pri analy´ze sa porovna´va vstupny´ text a vy´stupny´ text po bitoch a zist’uju´ sa
rozdiely, ktore´ su´ potom vyhodnotene´. Su´cˇast’ou graficke´ho rozhrania su´ jednotlive´ polia, v
ktory´ch sa zobrazuje spracova´vany´ text. V poli ”Vstupny´ text” sa zobrazuje text, s ktory´m budeme
pracovat’, teda vstup pre blokovu´ sˇifru. V poli sˇifrovany´ text je vy´stup z blokovej sˇifry, teda po
sˇifrovanı´ zvoleny´m mo´dom. Toto je text, na ktorom sa simuluje prenosovy´ kana´l a do neho su´ zane-
sene´ chyby. V poli ”Rozsˇifrovany´ text” sa zobrazuje text po desˇifrovanı´ a v tomto texte je sku´many´
vplyv chy´b pocˇas prenosu.
Dˇalsˇie dve polia slu´zˇia pre analy´zu chybovosti - v poli ”Zoznam chy´b” sa zobrazuju´ pozı´cie jed-
notlivy´ch chy´b v sˇifrovom texte. V poli ’Vy´sledok analy´zy’ su´ potom zobrazene´ resynchronizacˇne´




V programe su´ pouzˇite´ mo´dy pre ktore´ platı´ h = 1, pretozˇe ta´to hodnota je pouzˇita´ ako vy´chodzia
pre vsˇetky d’alsˇie h. Slipy boli generovane´ na´hodne pouzˇitı´m softwarove´ho genera´tora s exponen-
cia´lnym rozdelenı´m. Vo vy´sledku budeme sku´mat’ dobu resynchroniza´cie v dvoch prı´padoch. Prvy´
je ten, zˇe d’alsˇı´ slip je vygenerovany´ azˇ potom, cˇo sa syste´m obnovı´ synchroniza´ciu po vzniku pred-
cha´dzaju´ceho slipu. Toto je zabezpecˇene´ ty´m, zˇe d’alsˇı´ slip je vygenerovany´ priblizˇne po 105 bitoch.
Ty´m dosiahneme zˇe syste´m ma´ po kazˇdom slipe dostatok cˇasu na synchroniza´ciu. Toto vsˇak nie
je rea´lne chovanie syste´mu, pretozˇe v rea´lnej preva´dzke sa moˆzˇe napr. vyskytovat’ niekol’ko slipov
hned’ za sebou. V takomto prı´pade vsˇak vznikne situa´cia, zˇe prvy´ slip nema´ dostatok cˇasu na syn-
chroniza´ciu a je prekryty´ d’alsˇı´m slipom. Vo vy´sledkoch budeme uva´dzat’ oba tieto prı´pady.
Podobne budeme sku´mat’ sˇı´renie chyby v desˇifrovanom texte. Budu´ opa¨t’ uvedene´ dva prı´pady
– s prekrytı´m chy´b a bez prekrytia chyb. Pre tieto prı´pady platia rovnake´ podmienky ako v prı´pade
slipov bez prekrytia a s prekrytı´m.
5.1 Vy´sledky SRD bez prekrytia slipov
Obra´zok 5.1: Porovnanie SRD medzi mo´dmi OCFB a SCFB
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Zvolene´ vstupne´ rozdelenie bolo exponencia´lne. Parameter λ v prı´pade exponencia´lneho rozde-
lenia urcˇuje strednu´ vzdialenost’ medzi dvoma slipmi. Na za´klade tohto rozdelenia budu´ generovane´
slipy a λ pritom urcˇuje strednu´ vzdialenost’ jednotlivy´ch slipov. Podrobnejsˇou analy´zou samosyn-
chronizacˇny´ch mo´dov sa zaobera´ H. Heys vo svojich pra´cach [6], [7] a [8]. Tieto pra´ce je mozˇne´
pouzˇit’ k verifika´cii na´sˇho simulacˇne´ho modelu.
Z predcha´dzaju´ceho grafu vidı´me, zˇe pri mo´de OCFB narasta´ SRD priblizˇne exponencia´lne s
narastaju´cou dl´zˇkou synchronizacˇnej sekvencie. Pri maly´ch dl´zˇkach synchronizacˇnej sekvencie S
(S < 4) ma´ tento mo´d vel’a prı´lezˇitostı´ na synchroniza´ciu. S d’alsˇı´m narastanı´m S synchronizacˇna´
vzdialenost’ narasta´ priblizˇne exponencia´lne. Mo´d SCFB ma´ pre male´ dl´zˇky S vel’ke´ hodnoty. Je
to z doˆvodu konsˇtrukcie tohto mo´du. Pri maly´ch hodnota´ch S mo´d zablokuje synchroniza´ciu vel’mi
cˇasto. V tomto prı´pade je kriticke´ miesto vy´skytu slipu. V prı´pade zˇe zasiahne synchronizacˇnu´
sekvenciu, potrebuje mo´d dlhu´ dobu na obnovu. To sa prejavı´ na celkovom SRD. S rastu´cou dl´zˇkou
S hodnota SRD klesa´ a priblizˇne od dl´zˇky S = 6 ma´ rovnaky´ priebeh ako pri mo´de OCFB. Name-
rane´ vy´sledky sme overili porovnanı´m s vy´sledkami zverejneny´mi v [8]. Z obra´zku cˇ. 5.2 je vidiet’,
zˇe sme dospeli k zhodny´m vy´sledkom ako H. Heys.
Obra´zok 5.2: Porovnanie zı´skany´ch vy´sledkov SRD a vy´sledkov uvedeny´ch v [8]
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5.2 Vy´sledky SRD s prekrytı´m slipov
V tomto prı´pade moˆzˇe doˆjst’ k tomu, zˇe slipy budu´ vygenerovane´ prı´lisˇ blı´zko seba. Ty´m nebude
mat’ syste´m dostatok cˇasu na to, aby sa po prvom slipe zosynchronizoval.
Obra´zok 5.3: Porovnanie SRD pre mo´dy OCFB a SCFB so strednou vzdialenost’ou slipov λ= 4096
Tento simulacˇny´ model je simula´ciou rea´lnej preva´dzky, pretozˇe slipy sa vyskytuju´ u´plne na´-
hodne na za´klade exponencia´lneho rozdelenia. Parameter rozdelenia λ v tomto prı´pade urcˇuje stred-
nu´ vzdialenost’ jednotlivy´ch slipov. Vy´sledky su´ porovnatel’ne´ s prvou simula´ciou bez prekrytia
slipov, oba mo´dy mali dostatok cˇasu na svoju synchroniza´ciu.
Mo´d potrebuje po slipe urcˇitu´ dobu (SRD) na obnovenie synchroniza´cie. Ked’zˇe slipy su´ gen-
erovane´ u´plne na´hodne, moˆzˇe nastat’ prı´pad, ked’ budu´ dva slipy vygenerovane´ prı´lisˇ blı´zko seba.
To znamena´, zˇe prvy´ slip nebude mat’ dostatok cˇasu aby sa zosynchronizoval. Vo vy´sledku sa to
prejavı´ ako dlhsˇia sekvencia posˇkodene´ho textu. Preto uva´dzam percentua´lne porovnanie chybny´ch
znakov v otvorenom texte v porovnanı´ s prı´padom, kedy sa slipy neprekry´vali.
Obra´zok 5.4: Porovnanie chybny´ch znakov na vy´stupe (v %)
Uvedene´ hodnoty platia pre dl´zˇky synchronizacˇny´ch sekvencii od 1 do 10. Mensˇie hodnoty
pre slipy s prekrytı´m su´ spoˆsobene´ spomı´nany´m vznikom dvoch slipov prı´lisˇ blı´zko seba. V takom
prı´pade nema´ syste´m dostatok cˇasu na synchroniza´ciu prve´ho slipu, na synchroniza´ciu d’alsˇieho
slipu vsˇak uzˇ moˆzˇe mat’ dostatok cˇasu. To spoˆsobuje vy´sledne´ mensˇie posˇkodenie desˇifrovane´ho
textu. Podobne moˆzˇeme pozorovat’, zˇe mo´d SCFB ma vy´razne va¨cˇsˇie posˇkodenie textu z doˆvodu,
zˇe pri maly´ch hodnota´ch S dosahuje vysoke´ hodnoty SRD a to je dane´ na´vrhom tohto mo´du.
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5.3 Vy´sledky EPF bez prekrytia chy´b
V tomto prı´pade porovna´vame spomı´nane mo´dy pri sˇı´renı´ chyby (EPF - Error Propagation Factor).
Obra´zok 5.5: Porovnanie EPF medzi mo´dmi OCFB a SCFB
Z grafu moˆzˇeme pozorovat’, zˇe pre mo´d OCFB ma´ najnizˇsˇie hodnoty EPF pri maly´ch hod-
nota´ch S. So vzrastaju´cimi hodnotami S narasta´ hodnota EPF priblizˇne linea´rne. Je to spoˆsobene´
ty´m, zˇe pri va¨cˇsˇı´ch hodnota´ch S nedocha´dza k nove´mu sˇifrovaniu tak cˇasto ako pri mensˇı´ch hod-
nota´ch. Ty´m sa zva¨cˇsˇuje aj vplyv chyby v otvorenom texte. Dˇalej moˆzˇeme pozorovat’, zˇe mo´d
SCFB ma´ pri maly´ch hodnota´ch S pomerne vel’ke´ hodnoty EPF . S d’alsˇı´m na´rastom S sˇı´renie
chyby klesa´ a priblizˇne od vzdialenosti S = 6 ma´ priblizˇne linea´rny priebeh. Toto je opa¨t’ dane´
konsˇtrukciou mo´du SCFB. Kriticke´ je taktiezˇ miesto vy´skytu chyby. Podobne ako pri slipe, aj
v prı´pade chyby, ak sa vyskytne v synchronizacˇnej sekvencii, znamena´ to vel’mi dlhu´ obnovu.
Doˆvodom je zablokovanie synchroniza´cie pocˇas zı´skavania nove´ho inicializacˇne´ho vektoru.
Spra´vnost’ nasˇich za´verov sme overili porovnanı´m s grafmi a hodnotami z [8].
Obra´zok 5.6: Porovnanie zı´skany´ch vy´sledkov EPF a vy´sledkov podl’a [8]
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5.4 Vy´sledky EPF s prekrytı´m chy´b
Pre oba mo´dy boli vykonana´ rovnaka´ simula´cia s exponencia´lnym rozdelenı´m medzi chybami.
Stredna´ vzdialenost’ medzi chybami je λ= 4096.
Obra´zok 5.7: Porovnanie EPF pre mo´dy OCFB a SCFB so strednou vzdialenost’ou chy´b λ= 4096
Namerane´ hodnoty obnovy po chybe su´ podl’a predpokladov. Zhoduju´ sa taktiezˇ s prı´padom
analy´zy chyby bez prekrytia, pretozˇe oba mo´dy maju´ dostatok cˇasu na zotavenie. Pre u´plnost’
uva´dzam tiezˇ percentua´lne hodnoty posˇkodenia otvorene´ho textu.
Obra´zok 5.8: Porovnanie % chybny´ch znakov na vy´stupe
Podobne ako v v cˇasti 5.3, aj v prı´pade chy´b s prekrytı´m je vy´sledne´ posˇkodenie desˇifrovane´ho
textu mierne nizˇsˇie oproti vol’be bez prekrytia. Ako sme spomenuli, prı´cˇinou je vznik slipov vo





V pra´ci sme analyzovali samosynchronizacˇne´ mo´dy OCFB a SCFB. Tieto mo´dy boli simulovane´
softwarovo vo vy´vojovom prostredı´ Borland. V su´cˇasnosti su´ popı´sane´ tri samosynchronizacˇne´
mo´dy - CFB, OCFB a SCFB. Pouzˇitie kazˇde´ho z ty´chto mo´dov nesie svoje vy´hody a nevy´hody.
Najdoˆlezˇitejsˇı´m parametrom v prı´pade samosynchronizacˇny´ch mo´dov je SRD (Synchronization Re-
covery Delay) - stredna´ doba resynchroniza´cie, ktora´ urcˇuje za ako dlho po vy´skyte slipu sa obnovı´
spra´vne desˇifrovanie. Z tohto hl’adiska je najvhodnejsˇı´ mo´d CFB, ktory´ ma´ SRD rovne´ dl´zˇke bloku,
jeho hlavnou nevy´hodou je vsˇak neefektı´vne vyuzˇı´vanie sˇifry. Tento mo´d totizˇ z n mozˇny´ch bitov
pouzˇije pra´ve jeden. Toto je nezˇiadu´ce vo vysokory´chlostny´ch syste´moch, kde je potrebne´ sˇifrovat’
vel’ke´ mnozˇstva´ da´t a tento mo´d je nevhodny´. Mo´dy SCFB a OCFB naproti tomu vyuzˇı´vaju´ bity
hesla vzniknute´ho sˇifrovanı´m efektı´vnejsˇie, proble´mom je ale zˇe vzrasta´ hodnota SRD. Na´rast hod-
noty SRD spoˆsobı´ vsˇak vacˇsˇiu stratu prena´sˇanej informa´cie. Na tomto mieste si treba uvedomit’
pozˇiadavky na syste´m. U´cˇelom vy´skumu je poskytnu´t’ mo´d, ktory´ by poskytol minima´lne SRD pri
efektı´vnom vyuzˇitı´ sˇifrovacieho algoritmu.
Bol vytvoreny´ simulacˇny´ model, ktory´ spl´nˇa pozˇiadavky zadania. Simula´ciou bolo zistene´,
zˇe mo´d OCFB ma´ najmensˇie SRD pri najkratsˇej synchronizacˇnej sekvencii. Toto je vsˇak za cenu
menej efektı´vneho vyuzˇitia sˇifra´tora. So stu´paju´cou dl´zˇkou synchronizacˇnej sekvencie je sa vyuzˇitie
zlepsˇuje. So stu´paju´cou dl´zˇkou synchronizacˇnej sekvencie narasta´ SRD priblizˇne exponencia´lne,
preto je na mieste volit’ dl´zˇku synchronizacˇnej sekvencie podl’a pozˇiadaviek na syste´m. Pokial’ ide
o analy´zu sˇı´renia chyby, priebeh je priblizˇne konsˇtantny´. Mo´d dosahuje dobre vy´sledky, pretozˇe
obmedzuje sˇı´renie chyby.
Mo´d SCFB naproti tomu ma´ najefektı´vnejsˇiu dl´zˇku synchronizacˇnej sekvencie priblizˇne 4 - 5
bitov pri dl´zˇke bloku 128 bitov. Od tejto dl´zˇky sa priebeh podoba´ priebehu mo´du OCFB. Efektivita
vyuzˇitia sˇifra´tora je va¨cˇsˇia, pretozˇe vyuzˇı´va vsˇetky bity hesla v prı´pade na´jdenia synchronizacˇnej
sekvencie. Aj v tomto prı´pade je vol’ba tohto mo´du opra´vnena´ ak pozˇadujeme vysˇsˇiu efektivitu
vyuzˇitia sˇifra´tora, cˇo sa odvı´ja od pozˇiadaviek na syste´m. V prı´pade analy´zy sˇı´renie chyby bolo
zistene´, zˇe s rastu´cou dl´zˇkou synchronizacˇnej sekvencie klesa´ doba na zotavenie z chyby.
Z vy´sledkov je zrejme´, zˇe cˇi uzˇ SRD alebo EPF za´visia na mieste vy´skytu chyby alebo slipu
v sˇifre. To znamena´ cˇi zasiahne synchronizacˇnu´ sekvenciu alebo blok. Najviac sa ta´to vlastnost’
prejavuje pri mo´de SCFB, cˇo vsˇak vyply´va z jeho na´vrhu.
Zadanie pra´ce bolo splnene´, bol navrhnuty´ a implementovany´ simulacˇny´ model pre samosyn-
chronizacˇne´ mo´dy. Podobne aj zı´skane´ vy´sledky potvrdili teoreticke´ predpoklady. Je mozˇny´ aj
d’alsˇı´ rozvoj projektu, naprı´klad rozsˇı´renie parametrov alebo mo´dov ktore´ je mozˇne´ pouzˇit’. Takisto
v prı´pade analyticke´ho na´stroja je mozˇne´ zlepsˇenie a zefektı´vnenie jeho cˇinnosti. Zı´skane´ vy´sledky
budu´ pouzˇite´ v d’alsˇom vy´skume a zdokonal’ovanı´ samosynchronizacˇny´ch mo´dov.
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Pouzˇite´ vy´razy
algoritmus - postup (najcˇastejsˇie matematicky´), ktory´ umozˇnˇuje na za´klade mnohy´ch transforma´cii
premenu otvorene´ho textu na text sˇifrovy´ a naopak (v prı´pade symetricky´ch algoritmov)
u´tok - ty´mto termı´nom oznacˇujeme v kryptolo´gii pokus a/alebo postup k prelomeniu sˇifrovacieho
algoritmu, pricˇom vycha´dza z niecˇoho zna´meho (sˇifrovy´ text, cˇast’ kl’u´cˇa a pod.). U´tok by
mal byt’ prakticky vysku´sˇany´, ale existuje vel’a teoreticky´ch u´tokov
bit - za´kladna´ jednotka informa´cie, nadobu´da hodnoˆt 0 alebo 1
byte - skupina 8 bitov, ktore´ tvoria jeden znak. To znamena´, zˇe maxima´lne moˆzˇeme ty´mto
spoˆsobom zako´dovat’ 256 znakov. Je to za´kladna´ vel’kostna´ jednotka informa´ciı´ v pocˇı´tacˇi
otvoreny´ text - nezasˇifrovany´ text
sˇifrovy´ text - otvoreny´ text, na ktory´ bol aplikovany´ niektory´ zo sˇifrovacı´ch algoritmov
sˇifra´tor - osoba alebo zariadenie alebo pocˇı´tacˇovy´ program, ktory´ sˇifruje
sˇifrovanie, desˇifrovanie - v symetrickej kryptografii vza´jomne opacˇne´ postupy - algoritmy, ktore´
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Algoritmus Rijndael bol jedny´m z kandida´tov na Advanced Encryption Standard (AES). Podl’a
na´vrhu by mala ta´to sˇifra odola´vat’ prelomeniu niekol’ko desat’rocˇı´. U´lohou tohto sˇtandardu bolo
nahradit’ algoritmus DES, ktory´ prestal vyhovovat’ pozˇiadavka´m na bezpecˇne´ sˇifrovanie.
Blokovu´ sˇifru Rijndael prihla´sili do su´t’azˇe zna´mi kryptolo´govia Joan Daemen a Vincent Ri-
jmen. Aj ked’ tento algoritmus podporuje roˆzne dl´zˇky blokov, pre sˇtandard AES bola stanovena´
dl´zˇka 128 bitov. Dl´zˇka kl’u´cˇa je volitel’na´ – 128, 192, 256 bitov, cˇo je Nk =(4, 6 alebo 8) 32 bitovy´ch
slov. Rijndael je vel’mi flexibilny´. Aj ked’ jeho popis uvedieme v bytoch, je mozˇne´ efektı´vne ho
zapı´sat’ v 32 bitovy´ch slova´ch. Na´vrh je priamocˇiary´ a za za´klad su´ pouzˇite´ opera´cie v roˆznych al-
gebraicky´ch sˇtruktu´rach. Pracuje sa s prvkami Galoisovho telesa GF(28) a s polyno´mami, ktory´ch
koeficienty su´ prvky z GF(28). Prı´slusˇne´ opera´cie s nimi je mozˇne´ vykona´vat’ bud’ tabul’kovo, ale-
bo vy´pocˇtom priamo, cˇo je v prvom prı´pade vy´hodne´ pre implementa´ciu softwarovu´ a v druhom
prı´pade hardwarovu´. Bytovo orientovany´ na´vrh tiezˇ umozˇnˇuje optimalizovat’ programovy´ ko´d pre
roˆzne mikroprocesory. Pre opera´cie sˇifrovania a desˇifrovania sı´ce nie je mozˇne´ vyuzˇit’ u´plne totozˇny´
hradware, znacˇnu´ cˇast’ jeho prvkov vsˇak pouzˇit’ mozˇne´ je.
Prvky v Galoisovom teleso GF(28) maju´ osem bitov (b7, ..., b0), nereprezentuju´ vsˇak byty, ale
polyno´my (b7x7, ..., b1x1,b0x0). Na´sobenie ty´chto prvkov je preto zavedene´ nie ako na´sobenie by-
tov, ale ako na´sobenie im odpovedaju´cich polyno´mov, a to modulo m(x) = x8+ x4+ x3+ x1+1.
Takzˇe neprı´klad ”57”(v apostrofoch pı´sˇeme bezˇne vyjadrenie bitov (b7,...., b0) kra´t ”83”je rovne´
”C1”, alebo (x6+ x4+ x2+ x1+1) (x7+ x1+1) = (x7+ x6+1) mod m(x).
Rijndael pracuje v runda´ch. Ich pocˇet Nr = 10,12,14 je urcˇeny´ podl’a toho, aky´ dlhy´ je sˇifrovacı´
kl’u´cˇ. Pre dlhsˇie kl’u´cˇe sa teda pouzˇije viacej rund. Pred opera´ciou zasˇifrovania (alebo v jej priebehu,
tzv. on-the-fly) sa vypocˇı´ta 4+Nr4 rundovy´ch kl’u´cˇov (32bitovy´ch slov). Prve´ sˇtyri sa ”naxoruju´”na
otvoreny´ text (tzv. ”whitening”). Potom prebehne Nr rund a v kazˇdej z nich sa pouzˇiju´ 4 rundove´
kl’u´cˇe. Na zacˇiatku sa 16 bytov otvorene´ho textu naplnı´ postupne po stl´pcoch (tj. zhora dole a zl’ava
doprava) do matice bytov A = (ai j)i=0..3, j=0..3 a na nˇu sa v rovnakom poradı´ postupne ”naxoruje”16
bytov tvoriacich prve´ sˇtyri rundove´ kl’u´cˇe.
Potom prebehne NR rund, podl’a pseudoko´du na obra´zku 6.1, kde ”State”znamena´ stav matice
A. Pripomenˇme, zˇe prvky matice A su´ sı´ce byty, ale pri na´sobenı´ su´ cha´pane´ ako prvky GF(28).
Scˇı´tanie ty´chto prvkov (pri opera´cii MixColumn) je bezˇna´ opera´cia XOR. Vy´sledny´ sˇifrovy´ text sa
opa¨t’ vybera´ po stl´pcoch z matice A.
Vsˇetky rundy su´ rovnake´, azˇ na poslednu´, kde je mala´ zmena – nevykona´va sa opera´cia Mix-
Column. Teraz k jednotlivy´m opera´cia´m z obra´zku 6.1:
39
Obra´zok 6.1: Jedna runda v algoritme Rijndael
ByteSub - bytova´ substitu´cia (a→ b), ktoru´ aplikujeme na kazˇdy´ byte ai, j matice A. Najskoˆr vy-
pocˇı´tame multiplikatı´vnou inverziou prvu a, tj. c = a−1 mod m(x), a potom byte c transfor-
mujeme na b substitu´ciou S podl’a obra´zku 6.1. Substitu´ciu nemusı´me pocˇı´tat’ podl’a vzorca,
ale moˆzˇeme si ju ulozˇit’ ako pevnu´ tabul’ku.
ShiftRow - vykona´ v matici A cyklicku´ rota´ciu jej prvkov jednotlivy´ch riadkoch dol’ava, a to tak,
zˇe prvy´ necha´ bez zmeny, druhy´ rotuje o jednu pozı´ciu, tretı´ o dve a sˇtvrty´ o tri.
MixColumns - zvy´sˇi zlozˇitost’ prvkov v ra´mci kazˇde´ho stl´pca matice A. Vstupom tejto trans-
forma´cie su´ vsˇetky prvky dane´ho stl´pca (na obra´zku je oznacˇeny´ a), a vy´stupom ich novej
hodnoty (b). Tak bude naprı´klad b0 =”02” a0⊕ ”03” a1⊕ ”01” a2⊕ ”01” a3.
AddRoundKey - touto opera´ciou sa nakoniec, opa¨t’ po stl´pcoch, ”naxoruju´”po riadkoch jednotlive´
byty rundovy´ch kl’u´cˇov, ktore´ su´ na rade.
Odsˇifrovanie prebieha trochu inak ako sˇifrovanie, ale vyuzˇı´va jeho stavebne´ prvky. Zosta´va
popı´sat’ vy´pocˇet rundovy´ch kl’u´cˇov zo sˇifrovacieho kl’u´cˇa.
Sˇifrovacı´ kl’u´cˇ key (obra´zok 6.2) o Nk 32 bitovy´ch slova´ch (4, 6 alebo 8) sa naplnı´ pocˇiatok
pomocne´ho pol’a 32 bitovy´ch slov W [0...Nk − 1]. Toto pole sa potom expanduje tak, zˇe kazˇde´
nove´ W je vypocˇı´tane´ ako W [i] =W [i−Nk]⊕ temp, kde temp je W [i−1] alebo jeho modifika´cia -
obra´zok Y. Pri modifika´cii sa vyuzˇı´va opera´cie cyklicke´ho posuvu bytov slova temp o jeden doprava
(RotByte), d’alej zna´me substitu´cie bajtov SubByte, a to aplikovane´ na kazˇdy´ byte premennej temp,
a pole konsˇta´nt Const[].
Obaja autori dokazuju´ skvele´ vlastnosti stavebny´ch blokov sche´my i odolnost’ vocˇi linea´rnej a
diferencia´lnej kryptoanaly´ze. Pretozˇe sche´ma pre zasˇifrovanie i odsˇifrovanie (v hardware) sa lı´sˇi,
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Obra´zok 6.2: Expanzia kl’u´cˇa
nie je tu riziko slaby´ch kl’u´cˇov. Ekvivatelncii kl’u´cˇov (cˇo je prı´pad, kedy roˆzne sˇifrovacie kl’u´cˇe
da´vaju´ i rovnake´ sady rundovy´ch kl’u´cˇov) bra´ni podl’a autorov nelinea´rnej expanzii.
Pri tejto sˇifre je ceneny´ hlavne jej priehl’adny´ na´vrh, zalozˇeny´ na roˆznych algebraicky´ch op-
era´cia´ch. Sˇifra je flexibilna´ pri realiza´cii na roˆznych typoch procesorov s vel’mi maly´mi na´rokmi i
vel’kost’ou ko´du. Pri tom vykazuje esˇte dostatocˇnu´ ry´chlost’. Je vhodna´ i pre paralelne´ spracovanie
a je odolna´ vocˇi fyzicky´m typom u´tokov.
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