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estudio de las me´tricas inducidas por un
ana´lisis en componentes principales1
Eduardo Piza Volio2
Resumen
En este art´ıculo se estudia una amplia gama de me´tricas inducidas obtenidas al realizar un
Ana´lisis en Componentes Principales con fines exploratorios, as´ı como algunas de sus consecuen-
cias. Se demuestra que la aplicacio´n iterada del Ana´lisis en Componentes Principales, utilizando
sucesivamente las me´tricas inducidas, conduce de manera natural a la conocida me´trica de Ma-
halanobis, M = V −1, como u´nico medio para garantizar la convergencia de la sucesio´n de
me´tricas inducidas y obtener por lo tanto un proceso estable.
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1. Introduccio´n
El Ana´lisis en Componentes Principales (ACP) es una metodolog´ıa ampliamente difundida del
ana´lisis multivariado de datos, u´til a nivel de ana´lisis descriptivo de los datos. Es muy emplea-
do como una te´cnica eficiente para la condensacio´n de la informacio´n multivariada, eliminando
la redundancia de la informacio´n. Tambie´n se emplea como te´cnica de representacio´n visual de
datos. Por estas razones es especialmente adecuado como estudio exploratorio y preliminar de la
informacio´n en investigaciones que involucran Ana´lisis de Datos [Pag76], [Tak82].
Mediante estudios de ACP es posible extraer una “radiograf´ıa” de los datos, dejando que e´stos
“hablen” por s´ı solos, y nos muestren su estructura interna que ocultan a simple vista. Por otra
parte el ACP es la base para el estudio de muchas otras te´cnicas del ana´lisis multivariado, en las
cuales se imponen condiciones adicionales, o se cuenta con informacio´n adicional.
Una de las principales caracter´ısticas del ACP es que nos permite visualizar la informacio´n en
estudio representando simulta´neamente tanto los “individuos” como las variables que los carac-
terizan. Esta visualizacio´n —en un plano o espacio tridimensional— es posible gracias al llamado
esquema de dualidad [Pag76]. En la Figura 1 se incluye un ejemplo t´ıpico de estas representaciones
mixtas de “individuos” y variables en un mismo plano.
Sin embargo al realizar un ACP con sus datos, el investigador debe escoger adecuadamente la
me´trica a emplear en el espacio eucl´ıdeo de los “individuos”. Dependiendo de la me´trica escogida,
as´ı variara´n sus resultados. Por ejemplo, en la Figura 1 se utilizo´ la me´trica D1/σ2 , obtenie´ndose
esos resultados. Diferente panorama hubie´semos obtenido si realizamos el ACP con otra me´trica.
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Eje 1
Eje 2
Encuesta de Opinio´n Pu´blica 1988
Mapa de la Tierra
Intranquilidad
Inconformidad
Reto
Seguridad
Consenso
Disenso
Violencia
Mesura
Plano Principal 1–2: • Edad ◦ Sexo ? Estudios  Religio´n
?Universitaria completa
?Te´cnica
?Universitaria incompleta
?Secundaria
?Primaria
?Ninguna
◦Mujer
◦Hombre
Sin religio´n
Otra religio´n
Practicante ocasional
Practicante regular
No practicante
•18 a 24 an˜os
•55 an˜os o ma´s
•25 a 34 an˜os •35 a 44 an˜os
•45 a 54 an˜os
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Eje 1
Eje 2Encuesta de Opinio´n Pu´blica 1988
Mapa del Cielo
•Semana laboral de 35 horas •Aumentar las cuotas patronales
•Fomentar empleos de medio tiempo
•Privatizar el Seguro Social
•Reducir edad de pencionarse
•Frenar tecnol. expulse mano de obra
•Cotizaciones no deben ser obligatorias
•Privatizar empresas
•Noriega debe quedarse
•Esta´ bien que los hombres se maquillen
•Existe buen cre´dito para producir
•Ma´s empleo en sector pu´blico
•Subvencionar pe´rdidas de cosechas
•FMI ayuda resolver crisis
•Homosexuales integrados a la sociedad
•Mujeres desnudas en la TV
•Gorvatchov inspira confianza
•Relaciones con la URSS
•Intervencio´n militar USA en C.A.
•No pagar la deuda externa
•La polic´ıa es ineficaz
•Capacitacio´n al desempleado
•Obligar a empresas emplear minusv.
•Hay muchas huelgas
•Igualdad de sexos
•Dios existe
•Crear empresas
•Ailar enfermos del SIDA
•Controles de identidad
•Acortar campan˜a electoral
•Vacunacio´n indispensable
•Producir lo que comemos
•Ya no nos sentimos seguros
•Luchar contra pornograf´ıa
•Sacrificarse por la patria
•Precarismo es un mal social
Figura 1: Ejemplo de una representacio´n visual de un Ana´lisis en Componentes Principales, tomada
de [Pol89]. En el gra´fico de arriba esta´n representados algunos “individuos suplementarios”, mien-
tras que en el de abajo esta´n representadas las variables. Ambos gra´ficos son complementarios,
gracias al esquema de dualidad.
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De esta forma, “individuos” que antes parec´ıan estar muy lejanos en el mapa, podr´ıan estar mucho
ma´s cercanos de lo que se pensaba originalmente.
Lo anterior nos lleva a preguntarnos, en forma precisa, ¿ cu´al es la me´trica que realmente nos
interesa utilizar, mediante la cual podamos explicar satisfactoriamente nuestro universo de datos
en estudio ? Adema´s, una vez escogida una me´trica particular M y realizado un ACP con dicha
me´trica, ¿ cua´l es la me´trica que induce ese ACP? ¿Que´ sucede si ponderamos adecuadamente
los ejes principales, empleando convenientemente el porcentaje de inercia total que explica tal eje ?
¿Cua´l es la “mejor” me´trica a utilizar, si estamos interesados en observar las distintas agrupaciones
de los individuos, y bajo cua´l criterio es la “mejor” ?
La respuesta a tales preguntas es quiza´s una de las cosas ma´s dif´ıciles del Ana´lisis de Datos, y
no hay un criterio unificado. Sin embargo veremos en este art´ıculo las consecuencias de una u otra
escogencia de una me´trica particular, desde un punto de vista de estabilidad del ana´lisis.
2. Resumen de resultados de un ACP
En esta seccio´n haremos un breve resumen teo´rico de los resultados cla´sicos del Ana´lisis en
Componentes Principales. Una exposicio´n detallada puede encontrarse por ejemplo en [Pag76].
Disponemos de una coleccio´n finita Ω = {x 1, . . . , x n } de n individuos en estudio. Cada indi-
viduo x i tiene asignado un peso ωi, donde
∑n
i=1 ωi = 1.
Disponemos adema´s de p variables cuantitativas o atributos que caracterizan a nuestros individ-
uos, de manera que el i–e´simo individuo x i se representa en el espacio eucl´ıdeo E = R
p mediante
x i = (x
1
i , x
2
i , . . . , x
p
i )
t ∈ E, para i = 1, 2, . . . , n. La matriz de datos es entonces
Xp×n = (x 1, x 2, . . . , xn ) =
 x
1
1 · · · x 1n
...
. . .
...
x p1 · · · x pn
 .
Supondremos adema´s que n > p y todos las variables han sido previamente centradas, de
manera que X es una matriz centrada por filas: la suma de cada fila, ponderada por los pesos de
los individuos, es nula.
Al espacio eucl´ıdeo E = Rp se le conoce como el espacio de los individuos, mientras que al
espacio eucl´ıdeo F = Rn se le llama el espacio de las variables.
En E = Rp podemos representar a los individuos mediante los vectores columna de la tabla de
datos centrada X:
X = (x 1, x 2, . . . , xn) ;
donde x i ∈ E es la representacio´n
del i–e´simo individuo.
En F = Rn podemos representar a las variables mediante los vectores fila de la tabla de datos
centrada X:
X =

x1
x2
...
xp
 ; donde x
j ∈ F es la representacio´n
de la j–e´sima variable centrada.
Sea M una me´trica definida sobre E, esto es, una matriz sime´trica y definida positiva que nos
permitive definir un producto interno y una norma en E, de la manera usual: ||x||M = √<x, x>M =
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√
xtMx. Luego se verifica el conocido esquema de dualidad , que permite organizar matema´tica-
mente los objetos “individuos” y “variables” mediante un enfoque unificado, por dualidad:
E = Rp X←− F ∗
M
yxV WyxDω
E∗ −→
Xt
F = Rn
donde:
Dω es la me´trica de los pesos de los individuos en el espacio F de las variables: Dω = diag [ω1,
ω2, . . . , ωn].
E∗ y F ∗ son los espacios duales algebraicos de E y F respectivamente.
Xt es la traspuesta de X.
V = X ◦Dω ◦Xt es la forma cuadra´tica de inercia o matriz de variancias y covariancias de
las p variables. Es sime´trica y definida positiva.3
W = Xt ◦M ◦X.
El Ana´lisis en Componentes Principales sobre el espacio de los “individuos” ba´sicamente es el
estudio de los valores y vectores propios del operador V ◦M :
E
M−→ E∗ V−→ E
Sean λ1, λ2, . . . ,λp los p valores propios de V ◦M ordenados en orden decreciente contando
posibles repeticiones (todos los λi son reales y positivos pues V ◦M es M–sime´trica y definida
positiva):
λ1 ≥ λ2 ≥ · · · ≥ λp
Sean u 1, u 2, . . . , u p los vectores propios correspondientes, escogidos de manera que {u i : i =
1, . . . , p } sea una base M–ortonormal de E, esto es:
∀i, ∀j : utiM u j = δij .
Luego, los ejes principales del ACP esta´n dados por ∆u1 , ∆u2 ,. . . , ∆up , donde ∆ui denota la
recta engendrada por u i. Cada eje aporta un porcentaje de explicacio´n de la inercia, el cual es igual
a (100λi/
∑p
k=1 λk )% para el eje ∆ui . Los individuos se proyectan en los diversos ejes principales,
obtenie´ndose
x i =
p∑
k=1
x̂ ki u k ; x̂
k
i = x
t
iM u k
donde x̂ ki es la coordenada de x i en el eje ∆uk .
El primer plano principal es <∆u1 ,∆u2 > y dentro de todos los posibles planos de E es el
que mejor representa a los individuos, con un porcentaje de inercia explicada igual a 100 [(λ1 +
λ2)/
∑p
k=1 λk ] %.
En s´ıntesis, el Ana´lisis en Componentes Principales es la bu´squeda de los mejores sub-espacios
∆u1 , <∆u1 ,∆u2 >, <∆u1 ,∆u2 ,∆u3 >, . . . , en donde se alcanzan las mejores proyecciones M–
ortogonales de la nube inicial de individuos Ω.
3Sin pe´rdida de generalidad vamos a suponer que las variables son linealmente independientes, desde el punto de
vista algebraico. En caso contrario, se puede prescindir de aquellas variables redundantes.
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3. Me´tricas cla´sicas y me´tricas inducidas
La escogencia de la me´trica M es de central importancia cuando se realiza un Ana´lisis en
Componentes Principales. Dentro del espacio de los individuos F = Rn siempre se escoge la
me´trica de pesos Dω, llamada tambie´n la me´trica de la democracia, pues respeta la asignacio´n de
pesos de los individuos y tiene una interpretacio´n estad´ıstica natural [Pag76].
Algunas escogencias usuales para la me´trica M son:
M = Ip: la matriz identidad, o me´trica eucl´ıdea cla´sica. Es utilizada cuando se presupone
que las variables son independientes, y todas esta´n medidas en la misma escala.
M = diag[1/σ12, . . . , 1/σp2]: la matriz diagonal cuyas entradas diagonales son las inversas de
las variancias de las variables. Se utiliza cuando hay razones para presuponer que las variables
son independientes, pero medidas con diferentes escalas.
Una vez escogida una me´tricaM para el ACP, que puede ser tan general como se desee, podemos
echar una mirada a los primeros planos principales, para encontrar dibujos como el mostrado en la
Figura 1. All´ı inmediatamente nos ponemos a hacer comparaciones: ciertos individuos se encuentran
concentrados en algu´n sector del plano, muy cercanos a algunas variables, y muy alejados de otros
grupos de individuos, etc.
Esa manera de medir cercan´ıas y lejan´ıas entre los individuos evidentemente la sopesamos
tomando adema´s en consideracio´n la importancia relativa del eje o componente que estemos mi-
rando. El primer eje tiene mayor importancia que los restantes, de forma que es de suponer que
las diferencias de los individuos en el primer eje son posiblemente ma´s importantes que las corre-
spondientes diferencias en los otros ejes. Esto al menos es cierto si lo que nos interesa es visualizar
agrupaciones de individuos, para intentar formular algunas hipo´tesis posteriormente.
Cuando hacemos este tipo de visualizaciones —cosa comu´n en todos los ana´lisis de ACP—
estamos en realidad introduciendo una nueva me´trica, o manera de medir las distancias entre los
individuos. En general, cualquier escogencia de la me´trica M nos lleva, luego de realizar el ACP,
a la definicio´n de una me´trica inducida correspondiente, dM , la cual expresa la cercan´ıa o lejan´ıa
entre los individuos, al ser mirados en una representacio´n del ACP, tomando alguna consideracio´n
de la importancia relativa de cada eje que estemos mirando. Esta me´trica inducida usualmente se
define de la manera siguiente:
dM (x i, x j) =
p∑
k=1
λk (x̂ ki − x̂ kj )2
donde:
M es la me´trica empleada en el ACP.
λk es la inercia explicada por el k–e´simo eje principal ∆uk del ACP.
x̂ ki y x̂
k
j son la coordenadas de los individuos x i y x j proyectados sobre el k–e´simo eje
principal ∆uk .
En la definicio´n anterior empleamos las inercias explicadas por cada eje, λk, como una forma
de ponderar la importancia relativa del eje k–e´simo. Sin embargo, surgen ahora varias otras posi-
bilidades de definicio´n de me´tricas inducidas, utilizando potencias o radicales de λk, en vez de λk.
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Por ejemplo:
dM (x i, x j) =
p∑
k=1
λrk (x̂
k
i − x̂ kj )2,
donde r > −2 es un nu´mero real. Todav´ıa ma´s general, podemos definir la me´trica inducida por
un Ana´lisis en Componentes Principales, d(M,f), mediante:
d(M,f)(x i, x j) =
p∑
k=1
f(λk) (x̂ ki − x̂ kj )2, (1)
donde f es una funcio´n no negativa de variable real. En [Piz89] se estudio´ el caso particular en que
f es la funcio´n identidad. Ahora abordaremos un caso ma´s general.
4. Algunos resultados obtenidos
Un resultado elemental de la teor´ıa de matrices establece que si f es una funcio´n anal´ıtica
definida en un dominio abierto que contenga a todos los valores propios distintos λ1, λ2, . . . , λs de
una matriz cualquiera A, con multiplicidades m1, m2, . . . , ms, entonces tiene sentido la expresio´n
f(A), matriz que se calcula como
f(A) = p(A),
donde p es cualquier polinomio que satisface p(l)(λk) = f (l)(λk), para k = 1, 2, . . . , s, y l = 0,
1, . . . , mk − 1. El valor de f(A) no depende del polinomio espec´ıfico escogido, siempre que e´ste
cumpla con las condiciones descritas. Una manera ra´pida de hallar el polinomio p es mediante
interpolacio´n de Lagrange [Gol89, Zad63].
En nuestro contexto la matriz A sera´ adema´s definida positiva yM–sime´trica,4 lo cual simplifica
las cosas, pues todos sus valores propios son reales y positivos. Ma´s au´n, en tal caso A admite una
descomposicio´n espectral del tipo
A = R diag[λ1, λ2, . . . , λp]RtM, (2)
donde R es una matriz cuyas columnas son los vectores propios M–normalizados correspondientes
a los valores propios λ1, . . . , λp. La matriz R es M–ortonormal.
Fa´cilmente se demuestra [Gol89, Zad63] que, para cualquier funcio´n anal´ıtica f definida en
un dominio abierto que contenga a todos los valores propios λk de una matriz A como en (2), se
cumple que
f(A) = R diag[f(λ1), f(λ2), . . . , f(λp)]RtM, (3)
esto es, f(λk) es valor propio de f(A), con los mismos vectores propios asociados que A.
Volviendo a nuestro problema de me´tricas inducidas, tenemos el siguiente resultado.
Teorema 1 Sea f una funcio´n anal´ıtica no negativa definida en un dominio abierto que contenga
a todos los valores propios de VM . Entonces la me´trica inducida d(M,f) definida en (1) tiene matriz
asociada M f(VM).
4Una matriz A es M–sime´trica si cumple con la condicio´n (MA)t = MA, o bien, AtM = MA. Las principales
propiedades de las matrices M–sime´tricas pueden consultarse en [Pag76], pa´ginas 152-153.
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Demostracio´n: Se utilizara´ simplemente el hecho de que f(λk) es valor propio de f(VM), con
vector propio asociado u k, como se explico´ anteriormente en (3). En efecto, de la definicio´n (1) se
obtiene directamente,
d(M,f)(x i, x j) =
p∑
k=1
f(λk) (x̂ ki − x̂ kj )2
=
p∑
k=1
f(λk) (xtiM u k − xtjM u k)2
=
p∑
k=1
f(λk)(x i − x j)tM u k utkM (x i − x j)
= (x i − x j)tM
[ p∑
k=1
f(λk)u k u
t
k
]
M (x i − x j)
= (x i − x j)tM
[ p∑
k=1
f(VM)u k u
t
k
]
M (x i − x j)
= (x i − x j)tM f(VM)UU tM (x i − x j),
donde U = (u 1, u 2, . . . , u p). Como los vectores propios uk son M–ortonormados, entonces
∀i,∀j : utiM u j = δij
de donde U tMU = Ip. Luego se obtiene que M = (U t)−1U−1 = (UU t)−1, lo cual lleva a la
simplificacio´n M f(VM)UU tM =M f(VM), de donde finalmente se obtiene
dM (x i, x j) = (x i − x j)tM f(VM) (x i − x j).
Del teorema anterior se deduce que el u´nico caso en que la me´trica inducida d(M,f) coincide con
la me´trica inicial M es cuando f es la funcio´n constante 1, esto es, del todo no ponderamos los ejes
principales por ningu´n factor. En todos los dema´s casos, se induce una me´trica distinta M f(VM),
de la cual se obtendra´n conclusiones interesantes.
Surge la inquietud de estudiar que´ sucede si ahora realizamos el ACP utilizando la me´trica
inducida Q1 := M f(VM) en vez de Q0 := M , debido a que Q1 es en realidad la que empleamos
en las interpretaciones de los planos principales. Obtenemos una nueva me´trica inducida Q2 :=
Mf(VM)f(VMf(VM)). Y si continuamos aplicando esta me´trica para realizar otro nuevo ACP,
obtendr´ıamos ahora la nueva me´trica inducida
Q3 :=Mf(VM)f(VMf(VM))f(VMf(VM)f(VMf(VM))),
cuya fo´rmula es cada vez ma´s complicada, pero la me´trica es cada vez ma´s adecuada para los
fines de clasificacio´n de los individuos. De inmediato nos preguntamos si esta sucesio´n de ACP’s
es convergente hacia alguna me´trica estable, cuya interpretacio´n fuese sin duda la “mejor” me´trica
posible para efectos de clasificacio´n de objetos.
Hay una respuesta por lo menos para el caso sencillo en que f tiene una forma simple: f(z) = zr,
donde r > −2 es un nu´mero real. Para esta funcio´n simple, la fo´rmula (2) es aplicable au´n en los
casos en que r no sea entero. La solucio´n a este problema esta´ asociada a la famosa me´trica de
Mahalanobis, M = V −1, la cual tiene varias propiedades interesantes en Ana´lisis de Datos [Pag76].
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E
X←− F ∗ X−→ E
M=Q0
yxV xDω VxyQ1
E∗ −→
Xt
F ←−
Xt
E∗
Q2
xyV yDω VyxQ3
E ←−
X
F ∗ −→
X
E
Q4
yxV xDω VxyQ5
E∗ −→
Xt
F ←−
Xt
E∗
...
...
Figura 2: Sucesio´n de esquemas de dualidad de ACP’s, correspondientes a la me´trica inicial Q0 =M
y una funcio´n f que pondera la importancia relativa de cada eje.
Teorema 2 Sea f(z) = zr, donde r > −2 es un nu´mero real. Conside´rese la sucesio´n de aplica-
ciones del ACP como en la Figura 2, a partir de una me´trica inicial M . Entonces las me´tricas
inducidas Q1, Q2, Q3, . . . , tienen la forma matricial
Qm =M (VM)(r+1)
m−1, m ∈ N.
Adema´s, pueden distinguirse tres casos:
(a) Si −2 < r < 0, el proceso siempre es convergente hacia la me´trica de Mahalanobis, V −1,
independientemente de M .
(b) Si r = 0 (caso trivial) el proceso siempre produce la me´trica constante M .
(c) Si r > 0 una condicio´n necesaria y suficiente para que el proceso sea convergente a una
me´trica es que M sea la me´trica de Mahalanobis.
Demostracio´n: Para establecer la primera parte, calculamos los primeros te´rminos:
Q1 = M f(VM) =M (VM)r
Q2 = d(Q1,f) = Q1 (V Q1)
r =M (VM)r
2+2r =M (VM)(r+1)
2−1
Q3 = d(Q2,f) = Q2 (V Q2)
r =M (VM)r
3+3r2+3r =M (VM)(r+1)
3−1
y fa´cilmente se demuestra por induccio´n matema´tica la fo´rmula general para Qm, con m ∈ N:
Qm = M (VM)(r+1)
m−1
= M R diag[λ(r+1)
m−1
1 , . . . , λ
(r+1)m−1
p ]R
tM,
en donde R es la matriz M–ortonormal de la descomposicio´n espectral de VM , esto es, VM =
R diag[λ1, . . . , λp]RtM , como en (2), y estamos haciendo uso directo de (3).
Ahora, en el caso (a) tenemos que −2 < r < 0, de donde |r + 1| < 1 y entonces,
l´ım
m→∞Qm = l´ımm→∞ M R diag[λ
(r+1)m−1
1 , . . . , λ
(r+1)m−1
p ]R
tM
= M Rdiag[λ−11 , . . . , λ
−1
p ]R
tM
= M (VM)−1 = V −1,
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obtenie´ndose la me´trica de Mahalanobis. El caso (b) es evidente. En el caso (c), en el cual r > 0,
el exponente (r + 1)m − 1 tiende a +∞, de manera que la u´nica posibilidad de convergencia de la
sucesio´n de me´tricas (Qm) ocurre cuando 0 < λk ≤ 1, para k = 1, 2, . . . , p. En tal caso obtenemos
l´ım
m→∞Qm = l´ımm→∞ M R diag[λ
(r+1)m−1
1 , . . . , λ
(r+1)m−1
p ]R
tM
= M R diag[a1, . . . , ap]RtM,
donde los nu´meros ak ∈ {0, 1}. Espec´ıficamente,
ak =
{
1 , si λk = 1
0 , si 0 < λk < 1.
Ahora, si alguno de los ak fuese nulo, el proceso no converge a una me´trica, pues la matriz l´ımite
no ser´ıa definida positiva. Luego es necesario que todos los valores propios λk de VM sean iguales
a 1, de donde se concluye que M = V −1. Es evidente que esta condicio´n es adema´s suficiente para
garantizar la convergencia de (Qm).
5. Conclusiones
Uno de los problemas ma´s dif´ıciles y hasta cierto punto subjetivo que se presenta en la disciplina
del Ana´lisis de Datos es la escogencia de la me´trica a utilizar en los estudios particulares.
Para cada tipo de ana´lisis hay algunas me´tricas consideradas cla´sicas, cuyo empleo se recomien-
da generalmente a falta de otra opcio´n espec´ıfica que obedezca a alguna razo´n de importancia en
el estudio realizado.
Se demostro´ en este trabajo que para una amplia gama de me´tricas inducidas mediante ACP’s,
la u´nica me´trica inicial M que conduce a un proceso estable de me´tricas es la me´trica de Maha-
lanobis M = V −1. Para otra amplia gama de me´tricas inducidas el proceso en s´ı converge hacia la
me´trica de Mahalanobis M = V −1, independientemente de la escogencia inicial de M .
Los resultados obtenidos en este trabajo ponen en evidencia que, para aquellos estudios ex-
ploratorios con fines de bu´squeda de tipolog´ıas en los individuos, a partir de una tabla de datos de
individuos contra variables, es innecesario realizar primero un ACP, pues es mejor opcio´n trabajar
directamente con la me´trica de Mahalanobis, M = V −1.
En efecto, la me´trica de Mahalanobis M = V −1 conduce a procesos estables y permite una
mejor diferenciacio´n de los individuos, poniendo en evidencia las relaciones de cercan´ıa y lejan´ıa
entre ellos. Con esta me´trica es innecesario realizar un ACP, pues en este caso VM ser´ıa igual a la
matriz identidad.
Esto simplifica al menos parcialmente una vieja costumbre arraigada en los investigadores que
buscan clasificar sus datos, cual es la de realizar primero un Ana´lisis en Componentes Principales
y luego emplear te´cnicas de Clasificacio´n Automa´tica.
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