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a b s t r a c t
In this paper we investigate the linearizability problem for the two-dimensional
Lotka–Volterra complex quartic systems which are linear systems perturbed by fourth
degree homogeneous polynomials, i.e., we consider systems of the form x˙ = x(1− a30x3−
a21x2y − a12xy2 − a03y3), y˙ = −y(1 − b30x3 − b21x2y − b12xy2 − b03y3). The necessary
and sufficient conditions for the linearizability of this system are found. From them the
conditions for isochronicity of the corresponding real system can be derived.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and statement of the results
Consider a planar analytic differential system in the form of a linear center perturbed by higher order terms, that is,
u˙ = −v + U(u, v), v˙ = u+ V (u, v), (1)
where U and V are real analytic functions whose series expansions in a neighborhood of the origin start in at least second
order terms. Taking polar coordinates we can see that near the origin either all non-stationary trajectories of (1) are ovals (in
which case the origin is a center) or they are spirals (in which case the origin is a focus). By the Poincaré–Lyapunov theorem,
system (1) has a center at the origin if and only if there is a first integral
Φ(u, v) = u2 + v2 +
∞−
k+j=3
φkjxkyj,
where the series converge in a neighborhood of the origin. To distinguish between a center and a focus at the origin of the
system (1) is the so-called center problem, see e.g. [1,2].
If the origin is a center, then the problem that arises is to determine when the period of the solutions near the origin is
constant. A center with such a property is called an isochronous center. The research of the isochronous center phenomena
was started in 1673whenHuygens studied the cycloidal pendulum, see [3]. The isochronous center theorem of Poincaré and
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Lyapunov says that the center of (1) is isochronous if and only if it is linearizable, see [4]. Hence, the isochronicity problem
is equivalent to the linearizability problem and, therefore, can be generalized to the case of complex systems as follows.
Introducing a complex structure on phase plane (u, v) by setting the x = u+ iv system (1) becomes the equation
x˙ = R(x, x¯).
Adding to the later equation its complex conjugate equation we obtain the system
x˙ = R(x, x¯), ˙¯x = R¯(x, x¯).
Let us consider x¯ as a new variable y and R¯ as a new function. Then, in the case when U and V are polynomials of degree
n, from the later system we obtain, after a change of time idt = dτ and rewriting t instead of τ , a system of two complex
differential equations of the form
x˙ = x−
n−1
p+q=1
ap,qxp+1yq = P(x, y),
y˙ = −y+
n−1
p+q=1
bp,qxqyp+1 = Q (x, y).
(2)
Here p ≥ −1 and q ≥ 0 and we denote the coefficients of system (2) by (A, B) = (a1,0, a0,1, . . . , a−1,n, b1,0, b0,1, . . . , bn,−1).
It is said that a system (2) has a center at the origin if it admits a first integral of the form
Ψ (x, y) = xy+
∞−
l+j=3
vl,j xlyj. (3)
The linearizability problem for system (2) is the problem to decide whether the system can be transformed to the linear
system z˙1 = z1 and z˙2 = −z2 by means of the formal change of the phase variables
z1 = x+
∞−
m+j=2
cm−1,j(A, B) xmyj, z2 = y+
∞−
m+j=2
dm,j−1(A, B) xmyj. (4)
If such a transformation exists we say that the system is linearizable, i.e. there is a linearizable center at the origin. Moreover,
it is well known that if there exists a formal series (4) linearizing (2) then there exists a series which converges in a
neighborhood of the origin, see [5,2]. The linearizability problem for the complex system (2) is a generalization of the
linearizability (isochronicity) problem for the real system (1) in the sense that if we know all linearizable centers within
a given family (2) then going back to the real coordinates (u, v) we obtain all linearizable (isochronous) centers of family
(1). However, there are linearizable systems (2) which do not have a real preimage.
The history of the study of the isochronous center is also interesting in the sense thatmany results have been rediscovered
several times, see for instance [6–8] and references therein. Severalmethods have been developed to compute the necessary
conditions to have an isochronous center, see [9–13] and references therein. There are only a few families of polynomial
differential systems in which a complete classification of the isochronous centers is known, see for instance [9–11,14–18].
In particular, in 1964 Loud [14] classified isochronous centers of system (1) with U and V being homogeneous polynomials
of degree 2; and in 1969, Pleshkan [16] found all isochronous centers in the family (1), where U and V are homogeneous
polynomials of degree 3. However, the classifications of isochronous centers in the form of a linear center perturbed by
homogeneous polynomials of degree four and five turned out to be much more difficult. In [9,10] isochronous centers
for time-reversible systems (1) in the case of a homogeneous perturbations of the fourth and fifth degree were found (by
definition, system (1) is time-reversible if it is invariant under reflectionwith respect to a line passing through the origin and
a change in the direction of time). More recently in [19], all linearizable centers for time-reversible systems (1) in the case of
a homogeneous perturbation of degree four have been obtained. Moreover, the complete classification of the isochronous
centers for a linear center perturbed by fifth degree homogeneous polynomials has been given in [17]. However, the
complete classification of isochronous and linearizable centers for a linear center perturbed by fourth degree homogeneous
polynomials is an open problem. In this work we solve the linearizability problem for the complex Lotka–Volterra case,
i.e. for systems that have two invariant straight lines.
More specifically we study the linearizability problem for the following two-dimensional planar complex system
x˙ = x(1− a30x3 − a21x2y− a12xy2 − a03y3),
y˙ = −y(1− b30x3 − b21x2y− b12xy2 − b03y3).
(5)
This eight-parameter quartic system contains some families studied in [9,19]. To the best of our knowledge it is the largest
subfamily of the quartic system that has been studied so far joined with the family studied in [19]. System (5) has two
complex invariant lines passing through the origin, that is why we call it a Lotka–Volterra complex system. The differential
equations modeling the interaction of the two species have been studied extensively by real systems of the form
x˙ = x F(x, y), y˙ = y G(x, y),
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also known as Kolmogorov systems, see [20–22]. In that case, attention is restricted to the behavior of orbits in the ‘‘realistic
quadrant’’ {(x, y) ∈ R2 | x > 0, y > 0}. In the classical Lotka–Volterra model, F and G are linear and it is well known that
there are no limit cycles. If F and G are of degree greater or equal 2, of particular significance in applications is the existence
of limit cycles and the number of them that can arise. This type of problem goes back to Coleman [23]who poses the question
whether a predator–prey system can have two or more ecologically stable limit cycles in a function of the degree of F and G.
A first step to approach the problem of the number of limit cycles and the problem of bifurcation of critical periods for real
polynomial systems of the form (1) is to solve the center problem and the linearizability problem for the associated complex
system (2). Once we know solutions to the latter problems, we can study the bifurcations of limit cycles from the period
annulus and bifurcations of critical periods for the real systems, see for instance [24,2]. We discuss in more detail how our
results are connected to the problem of isochronicity in the last section.
2. Preliminaries
In this section, we briefly describe the general approach used to study the linearizability problem for the polynomial
system (2). The first step is the calculation of the so-called linearizability quantities,which are polynomials of the coefficients
ai,j and bi,j of system (2). Taking derivatives with respect to t in both parts of each of the equalities in (4) and equating
coefficients of the terms xq1+1yq2 and xq1yq2+1 we obtain the recurrence formulae
(q1 − q2)cq1,q2 =
q1+q2−1−
s1+s2=0
[(s1 + 1)cs1,s2aq1−s1,q2−s2 − s2cs1,s2bq1−s1,q2−s2 ], (6)
(q1 − q2)dq1,q2 =
q1+q2−1−
s1+s2=0
[s1ds1,s2aq1−s1,q2−s2 − (s2 + 1)ds1,s2bq1−s1,q2−s2], (7)
where s1, s2 ≥ −1, q1, q2 ≥ −1, q1+ q2 ≥ 1, c1,−1 = c−1,1 = d1,−1 = d−1,1 = 0, c0,0 = d0,0 = 1 and we set ap,q = bp,q = 0
if p+q < 1. Hence, we compute the cq1,q2 and dq1,q2 of the formal change of variables (4) step by step using the formulae (6)
and (7). In the case q1 = q2 = q the coefficients cq,q and dq,q can be chosen arbitrarily (we set cq,q = dq,q = 0). The system
is linearizable if, and only if the quantities on the right-hand side of (6) and (7) are equal to zero for all q1 = q2 = q ∈ N.
In case q1 = q2 = qwe denote the polynomials on the right-hand side of (6) by iq and on the right-hand side of (7) by−jq,
calling them the q-th linearizability quantities. Hence, system (2) with the given coefficient (A, B) is linearizable if, and only
if, iq(A, B) = jq(A, B) = 0 for all q ∈ N.
In the space of the parameters of a given family of systems (5) the set of all linearizable systems is an affine varietyV of the
ideal ⟨i1, j1, i2, j2, . . .⟩. We recall that the variety of a given polynomial ideal F = ⟨f1, f2, . . . , fs⟩ is the set of common zeros of
polynomials f1, f2, . . . , fs and it is denoted by V(F). Denote by Ik the ideal generated by the first k pairs of the linearizability
quantities,
Ik = ⟨i1, j1, . . . , ik, jk⟩. (8)
By the Hilbert basis theorem there exists N ∈ N such that V is equal to the variety of the ideal IN , V = V(IN). However, the
theorem does not give a constructive procedure to find N . In practice, N0 is taken such that
V(IN0) = V(IN0+1). (9)
Subsequently, the minimal associated primes of the ideal are computed.
IN0 = ⟨i1, j1, . . . , iN0 , jN0⟩,
which defines the irreducible decomposition of the variety V(IN0) of the ideal IN0 and for each component one tries to find
the linearizing transformation (4). The most powerful method to find linearizing transformations is the so-called Darboux
linearization, see [25–28]. A smooth function F(x, y) satisfying
∂F
∂x
x˙+ ∂F
∂y
y˙ = KF , (10)
is called a Darboux factor of system (5) and the polynomial K(x, y) is called the cofactor.
The following theorem allows us to construct linearizing substitutions if sufficiently many Darboux factors are known.
Theorem 1 ([29]). Assume that the coordinate axes are trajectories of system (2) and the system has Darboux factors Fi(x, y)
satisfying Fi(0, 0) = 1 with the cofactors Ki(x, y), i = 1, . . . , s. If
(1− c)P(x, y)
x
− c Q (x, y)
y
+
s−
i=1
αiKi = 1 (11)
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for some c, α1, . . . , αs ∈ C, then the first equation of (2) can be linearized by the substitution X = x1−cy−cΨ c f α11 · · · f αss , and if
− c P(x, y)
x
+ (1− c)Q (x, y)
y
+
s−
i=1
βiKi = −1 (12)
for some c, β1, . . . , βs ∈ C, then the second equation of (2) can be linearized by the substitution Y = x−cy1−cΨ c f β11 · · · f βss ,
where Ψ is a first integral of the form (3).
The theorem is a generalization of the theorems of [30,28]. The difference between Theorem1 (and other generalizations,
see also [27]) and the Darboux linearization theorems of [30,28] is that to construct linearizations they use only invariant
algebraic curves and exponential Darboux factors with non-zero cofactors, but in the above generalization we use a first
integral of the system,which is aDarboux factorwith zero cofactor. In fact, in someparticular cases,we also use an integrating
factor which has the divergence as a cofactor. Hence, in some cases, the linearizing change of variables is obtained from the
invariant algebraic curves of system (2). But, in other cases, this is not sufficient, and we need to introduce a first integral
or an integrating factor to construct the linearizing change. In these cases we must prove the existence of such an analytic
first integral or integrating factor. In principle, there is no difference between those systemswhere the isochronicity follows
from the invariant curves that we have found and those where a first integral is required, because in these last cases the
system can have invariant curves of a large degree that we have not found.
If system (2) has a first integral (3) and a linearization of one of the equations of (2) is known, say the second equation is
linearizable by z2 = Y (x, y), then the first one is linearizable by the substitution z1 = Ψ (x, y)/Y (x, y).
3. The linearizability conditions
In this section, we will find the conditions for linearizability of system (5). For this system using a straightforward
modification of Mathematica code from [18], we have computed the first seven pairs of linearizability quantities. The
polynomials are too long, so we do not give them here. The interested reader can easily compute them using any available
computer algebra system with the algorithms of [26,18], for instance. Thus, we obtained the increasing chain of ideals
I1 ⊆ I2 ⊆ · · · ⊆ I7 and the decreasing chain of varieties V(I1) ⊇ V(I2) ⊇ · · · ⊇ V(I7), where the Is are ideals (8). By
the radical membership test (see e.g. [31, Chapter 4]) a polynomial f vanishes on the variety of the ideal J ⊂ C[x1, . . . , xn]
if and only if a Groebner basis of the ideal ⟨1 − wf , J⟩ ⊂ C[w, x1, . . . , xn] is equal to one. Using the test we checked that
both i7 and j7 vanish on the variety V(I6), that is, (9) holds with N0 = 6. Therefore, we guess that the chain of the varieties
V(I1) ⊇ V(I2) ⊇ · · · stabilizes on V(I6), that is, V(I6) = V(⟨i1, j1, i2, j2, . . .)⟩, and now we have to prove that this is indeed
the case.
Thus, to obtain necessary conditions for linearizability of system (5) we have to find the set of solutions of the polynomial
system i1 = j1 = · · · = i6 = j6 = 0 or, speaking in algebraic language, to find the irreducible decomposition of the variety
V(I) of the ideal I = ⟨i1, j1, . . . , i6, j6⟩. We recall that the nonempty variety V is irreducible if V = V1 ∪ V2 for varieties V1
and V2, only if either V = V1 or V = V2. As it is known (see e.g. [31]) the variety of every polynomial ideal F = ⟨f1, . . . , fs⟩
admits a minimal decomposition, that is V(F) can be uniquely represented as V(F) = V1 ∪ · · · ∪ Vt , where V1, . . . , Vt are
irreducible varieties and Vi ⊄ Vj for i ≠ j. Each variety Vi is a variety of a prime ideal Pi. The ideals P1, . . . , Pt are called the
minimal associate primes of the ideal F (for example, if F = ⟨xy, xz⟩, then V(F) = V(⟨x⟩)∪V(⟨y, z⟩), that is the variety V(F)
is a union of the plane x = 0 and the line y = z = 0, and the minimal associate primes of F are the ideals P1 = ⟨x⟩ and
P2 = ⟨y, z⟩). The minimal decomposition of V(F), that is, the minimal associate primes of F can be computed automatically
using, for instance, the routineminAssGTZ [32] of Singular [33] which finds the minimal associated primes by means of the
Gianni–Trager–Zacharias method [34].
Note that if for system (5) a12 ≠ 0 and b21 ≠ 0, then by a linear transformation we can set in (6) a12 = b21 = 1. Using
this observation in order to simplify calculations we split system (5) into three systems considering separately the cases:
(α) a12 = b21 = 1, (β) a12 = 1, b21 = 0, (γ ) a12 = b21 = 0.
For the case (α)wehave obtained the necessary and sufficient conditions to have a linearizable center at the origin presented
in Theorem 2. The other remaining cases are studied in Theorems 3 and 4. Notice that if we apply to the conditions of
Theorem 3, which give the conditions for the case (β), the involution aij ↔ bji then we obtain the integrability conditions of
system (5) for the case a12 = 0, b21 = 1. Thus, Theorems 2–4 provide the complete solution to the linearizable center
problem of system (5). In the proof of Theorem 2 we briefly describe an approach to find the necessary linearizability
conditions, and then we show that the obtained conditions are also the sufficient conditions for a linearizable center. For
most of cases the sufficiency of the conditions is established by applying Theorem 1, that is, looking for Darboux factors of
each family in order to construct a linearizing transformation of the form (4), however to treat some other cases we have
used other approaches.
Theorem 2. The following conditions are the necessary and sufficient conditions for linearization of system (5) with a12 =
b21 = 1:
(1) b12 + 1 = a03 + b03 = a21 + 1 = a30 + b30 = 0;
(2) 5b03 + 3 = 5b12 + 8 = 5b30 + 6 = 5a03 + 6 = 5a21 + 8 = 5a30 + 3 = 0;
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(3) b03 + 3 = 2b12 + 5 = 2b30 + 3 = 2a03 + 3 = 2a21 + 5 = a30 + 3 = 0;
(4) b03 + 3 = b12 − 8 = b30 + 6 = a03 + 6 = a21 − 8 = a30 + 3 = 0;
(5) b12 − 2 = b30 = a21 − 2 = a30 = 0;
(6) b03 = b12 − 2 = a03 = a21 − 2 = 0;
(7) b12 − 2 = b30 = a03 = a21 − 2 = 0;
(8) b03 − 1 = b30 + b12 − 2 = a03 − b12 + 2 = a21 + b12 − 4 = a30 − 1 = 0.
Proof. To obtain the necessary condition for the linearizable center of system (5) with a12 = b21 = 1 we look for the
irreducible decomposition of the variety of the ideal I = ⟨i1, j1, . . . , i6, j6⟩, where a12 = b21 = 1. This is an extremely
difficult computational problem which represents the most laborious part of our study.
Making use of the routine minAssGTZ of computer algebra system Singular [33], we were unable to find the irreducible
decomposition of the variety of the ideal I6 = ⟨i1, j1, . . . , i6, j6⟩ over the field of rational numbers, however we have found
it computing in the field of characteristics 32003. The obtained decomposition consists of 8 components defined by the
following prime ideals:
(1) ⟨b12 + 1, a03 + b03, a21 + 1, a30 + b30⟩;
(2) ⟨b03 − 6400, b12 − 6399, b30 − 12,800, a03 − 12,800, a21 − 6399, a30 − 6400⟩;
(3) ⟨b03 + 3, b12 − 15,999, b30 − 16,000, a03 − 16,000, a21 − 15,999, a30 + 3⟩;
(4) ⟨b03 + 3, b12 − 8, b30 + 6, a03 + 6, a21 − 8, a30 + 3⟩;
(5) ⟨b12 − 2, b30, a21 − 2, a30⟩;
(6) ⟨b03, b12 − 2, a03, a21 − 2⟩;
(7) ⟨b12 − 2, b30, a03, a21 − 2⟩;
(8) ⟨b03 − 1, b30 + b12 − 2, a03 − b12 + 2, a21 + b12 − 4, a30 − 1⟩.
Then we use the rational reconstruction algorithm of [35], which is as follows. 
Algorithm RATCONVERT (c,m)
[1] u = (u1, u2, u3) := (1, 0,m), v = (v1, v2, v3) := (1, 0, c)
[2] while
√
m/2 ≤ v3 do {q := ⌊u3/v3⌋, r := u− qv, u := v, v := r}
[3] if |v2| ≥ √m/2 then error()
[4] return v3, v2
Given an integer number c and a natural numberm the algorithmproduces integers v3 and v2 such that v3/v2 ≡ c mod m
and |v2|, |v3| ≤ √m/2. In our case m = 32,003. Applying the algorithm to the components (1)–(8) given above we obtain
the component (1)–(8) of the statement of Theorem 2.
We now have to check that the obtained result is correct. Denote by P1, P2, . . . , P8 the ideals given in Theorem 2, that is,
P1 = ⟨b12 + 1, a03 + b03, a21 + 1, a30 + b30⟩, P2 = ⟨5b03 + 3, 5b12 + 8, 5b30 + 6, 5a03 + 6, 5a21 + 8, 5a30 + 3⟩ and so on,
and let V be the union of varieties defined by components (1)–(8), that is, V = ∪8k=1 V(Pk).
It is trivial to check by the direct substitutions that under each of conditions (1)–(8) of Theorem 2 i1 = j1 = · · · = i6 =
j6 = 0, that is V ⊆ V(I6). To check that no condition is lost under the computations we need to check that
V(I6) ⊆ V . (13)
Note that V = V(P) (see e.g. [31,2]), where P = ∩8i=1 Pi. With the routine intersect of Singular we easily compute the ideal P
(the output list contains 20 polynomials p1, . . . , p20, but we do not write them here). Clearly, (13) holds if every polynomial
pi (i = 1, . . . , 20) vanishes on the variety of V(I6). By the radical membership test this is the case when ⟨1−wpi, I6⟩ = ⟨1⟩.
Computing with Maple 13 the reduced Groebner bases we find that ⟨1 − wpi, I6⟩ = ⟨1⟩ for each i = 1, . . . , 20. It means
that (13) holds.1
We now show that under these conditions the system is linearizable. In order to find the Darboux factors of system
(2) we look for them in the form F = ∑ni+j=0 αijxiyj with K = ∑m−1i+j=0 βijxiyj. (m is the degree of the system, in our case
m = 4; to find a bound for n is the Poincaré problem, still unresolved). Substituting these expressions in (10) and equaling
the coefficients of the same terms on the both sides of the equality we obtain a system of polynomial equations in variables
αij, βij. If a solution of the system exists, then solving the system we find a Darboux factor F (or few such factors) of (2),
which geometrically is the trajectory of (2) defined by F(x, y) = 0. Since F is a polynomial, it is called an algebraic invariant
curve of (2).
For Case 1 the corresponding system is written as
x˙ = x− a30x4 + x3y− x2y2 − a03xy3,
y˙ = −y− a30x3y+ x2y2 − xy3 − a03y4.
1 It appears the usage of the modular arithmetic to decomposition of varieties defined by coefficients of normal forms of system (2) goes back to the
work by Edneral [36]. It was also successfully used in [37].
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Using the described approachwe find that the system has the following invariant curve f1 = 1+3x2y+3xy2−a30x3+a03y3
with the cofactor k1 = −3a30x3+3x2y−3xy2−3a03y3 which yields the Darboux linearization z1 = x f −1/31 and z2 = y f −1/31 .
In Case 2 the system (5) has the form
x˙ = 1
5
x (5+ 3x3 + 8x2y− 5xy2 + 6y3),
y˙ = −1
5
y (5+ 6x3 − 5x2y+ 8xy2 + 3y3)
and admits the invariant curves
f1 = 1+ 3x
2y
5
+ 6xy
2
5
+ 3y
3
5
, f2 = 1+ 12x
2y
5
+ 12xy
2
5
,
and
f3 = 1+ 3xy
2
5
+ 6x
2y
5
+ 3x
3
5
,
with corresponding cofactors k1 = 3y(x − 3y)(x + y)/5, k2 = 12xy(x − y)/5 and k3 = 3x(3x − y)(x + y)/5. A Darboux
linearization is given by
z1 = xf 2/31 f −2/32 f −1/33 , z2 = yf −1/31 f −2/32 f 2/33 .
The system of Case 3 is a particular case of case (6) of Theorem 1 in [19].
In Case 4 the system (5) has the form
x˙ = x(1+ 3x3 − 8x2y− xy2 + 6y3),
y˙ = −y(1+ 6x3 − x2y− 8xy2 + 3y3)
and admits the following invariant curves f1 = 1−24x2y−24xy2, f2 = 1+3x2y−6xy2+3y3 and f3 = 1+3x3−6x2y+3xy2,
with corresponding cofactors k1 = −24xy(x−y), k2 = 3y(x−y)(x+3y) and k3 = 3x(x−y)(3x+y). A Darboux linearization
is given by
z1 = xf −1/61 f 2/32 f −1/33 , z2 = yf −1/61 f −1/32 f 2/33 .
The system of Case 5 is written as
x˙ = x(1− 2x2y− xy2 − a03y3),
y˙ = −y(1− x2y− 2xy2 − b03y3).
(14)
In this case we are not able to find more invariant curves than the coordinate axes. Moreover, it is impossible to find a
Darboux integral or integrating factor using these lines. Although we are not able to find a linearization of (14) in a closed
form, we can prove that it exists using the method developed in [25,38,39].
To this end, we make the substitution
u = xy2, v = y3. (15)
In these new coordinates system (14) takes the form
u˙ = −u+ 3u2 + (2b03 − a03)uv,
v˙ = −3v + 3u2 + (6+ 3b03)uv.
(16)
By the Poincaré Lyapunov normal form theory (see e.g. [5]) an analytic system
u˙ = −u+
−
j+k=2
Ujkujvk, v˙ = −nv +
∞−
j+k=2
Vjkujvk,
by a convergent transformation
ξ = u+
∞−
j+k=2
αjkujvk, η = v +
∞−
j+k=2
βjkujvk, (17)
can be brought to the normal form
ξ˙ = −ξ, η˙ = −nη + aξ n. (18)
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Computing we find that for system (16) a = 0, that is, the system is linearizable by the substitution (17). Then, the
substitution
X = ξη−2/3, Y = η1/3, (19)
transforms (18) into X˙ = X, Y˙ = −Y . Substituting into (19) the expressions (15) we see that the functions on the
right hand sides of (19) are analytic functions of x and y. Thus, there is an analytic change of variables of the form
X = u+ h.o.t., Y = v + h.o.t., which changes (16) into the linear system system X˙ = X, Y˙ = −Y .
Case 6 is dual to the previous one under the involution akj ↔ bjk.
Case 7. In this case the system (5) has the form
x˙ = x(1− a30x3 − 2x2y− xy2),
y˙ = −y(1− x2y− 2xy2 − b03y3).
(20)
It admits the invariant curve ℓ = 1− a30x3 − 3x2y− 3xy2 − b03y3. Let g(x, y) = ℓ− 1. The substitution
X = xℓ−1/6, Y = yℓ−1/6 (21)
transforms (20) into
X˙ = X(1+ g(x, y)/2), Y˙ = −Y (1+ g(x, y)/2). (22)
Substituting x = Xℓ1/6 and y = Yℓ1/6 into g(x, y) we see that g(x, y) = g(X, Y )√ℓ(x, y) and, therefore, g(X, Y )2 =
g(x, y)2/(1+ g(x, y)).
Since there exists a functionm(X, Y ) such that dm(X, Y )/dt = g(x, y) (see e.g. [17, p. 5915]), system (20) is linearizable
by the substitution x1 = Xe− 12m(X,Y ), y1 = Ye− 12m(X,Y ).
In Case 8 the system is written as
x˙ = x(1− x3 − (4− b12)x2y− xy2 − (b12 − 2)y3), y˙ = −y(1− (2− b12)x3 − x2y− b12xy2 − y3). (23)
It has invariant curves f1 = 1 − x − y and f2 = 1 + x + x2 + y + 2xy + y2. If there is an analytic first integral
Ψ = xy + · · · then also there is an inverse integrating factor r(x, y), and the system is linearizable by the substitution
X = x1−cy−cΨ c f α11 f α12 rα2 , Y = x−c1y1−c1Ψ c1 f −α11 f −α12 r−α2 ,where c = (1+ b12)/(2(b12 − 2)), c1 = (b12 − 5)/(2(b12 − 2)),
α1 = (−1− 4b12 + b212)/(6(b12 − 2)), α2 = 1/(b12 − 2).
To complete the study of this case we prove the existence of an analytic first integral of the form (3) for system (23). After
the substitution b12 = 2+ iλ, x = ξ + iη, y = ξ − iη and t = it1, system (23) becomes
dξ
dt1
= −(1− 2ξ)(1+ 2ξ + 4ξ 2)η,
dη
dt1
= ξ(1− 4ξ 3 − 4λξ 2η + 4ξη2 − 4λη3).
(24)
Using the transformations
u = ξ
(1− 4ξ 3) 13
,
v = 3(1− 8ξ
3)
−3+λ2
18 (1− 4ξ 3) 9−λ29 η
3− 12ξ 3 − 4λξ 2η ,
dτ = 3(1− 4u
3)(1− 16u6) 16 dt1
3(1− 16u6) λ218 + 4λu2(1− 16u6) 16 v
,
(25)
that is,
ξ = u
(1+ 4u3) 13
,
η = 3v
(1+ 4u3) 13 [3(1− 16u6)−3+λ218 + 4λu2v]
,
dτ = 3(1− 4u
3)(1− 16u6) 16 dt1
3(1− 16u6) λ218 + 4λu2(1− 16u6) 16 v
,
(26)
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we have that system (24) can be written into the form
du
dτ
= −v = P(u, v),
dv
dτ
= u(1− 16u6)−12+λ29
[
1− 4
27
λ(1− 16u6) 3−λ26 (45− 432u6 + 32λ2u6)v3
]
= Q (u, v).
(27)
The vector field defined by system (27) is symmetric with respect to the v-axis for any complex number λ. Taking z = v+ iu,
w = v − iu, and T = −iτ , system (27) is written as
dz
dT
= z +
∞−
α+β=2
Aαβzαwβ = Z(z, w),
dw
dT
= −w −
∞−
α+β=2
Bαβwαzβ = −W (z, w),
(28)
where
Z(z, w) = −P

i(w − z)
2
,
w + z
2

+ iQ

i(w − z)
2
,
w + z
2

,
W (z, w) = −P

i(w − z)
2
,
w + z
2

− iQ

i(w − z)
2
,
w + z
2

.
(29)
Since P(u, v) = P(−u, v), Q (u, v) = −Q (−u, v), we have from (29) that Z(z, w) = W (w, z). So, for all (α, β), we have
Aαβ = Bαβ . It implies that all elementary Lie-invariants2 g defined in [13] satisfy the condition g = g∗. Therefore according
to Theorem 2.6 of [13] (or Theorem 3.5.5 of [2]) system (29) has a first integral Ψ = zw+ · · ·. Hence, system (23) has a first
integral of the form (3).
To obtain the necessary conditions for cases (β) and (γ ), presented in Theorems 3 and 4, respectively, we found the
minimal associate primes of the corresponding ideals I6 = ⟨i1, j1, . . . , i6, j6⟩. For these ideals we were able to complete all
the calculations with Singular over the field of rational numbers, so that modular calculations were not involved.
Theorem 3. System (5) with a12 = 1, b21 = 0 is linearizable at the origin if and only if one of the following conditions holds:
(1) b12 − 2 = b30 = a03 = a21 = 0;
(2) b12 = b30 = 2a03 − b03 = a30b03 + 2a21 = a21b03 − 8 = a221 + 4a30 = 0;
(3) b12 = b30 = 2a03 + b03 = a30b03 − 2a21 = a21b03 + 8 = a221 + 4a30 = 0;
(4) b30 = a30 = a21 = 0;
(5) b03 = 4b12 − 5 = a03 = a30 − 2b30 = a21 = 0;
(6) b12 + 1 = a03 + b03 = a30 + b30 = a21 = 0;
(7) b12 − 2 = a21 = b03 = a03 = 0.
Proof. We now prove that they are the sufficient conditions.
The proof of linearizability for Case 1 goes similarly as for Case 7 of Theorem 2 with the invariant curve replaced by
ℓ = 1− a30x3 − 3xy2 − b03y3.
In Case 2, system (5) with conditions (2) takes the form
x˙ = x(4a21 + a
3
21x
3 − 4a221x2y− 4a21xy2 − 16y3)
4a21
, y˙ = y(−a21 + 8y
3)
a21
. (30)
System (30) has the following invariant curves
f1 = a21 − 8y
3
a21
, f2 = 1+ a
2
21x
3
4
− 3
2
a21x2y,
with the corresponding cofactors
k1 = 24y
3
a21
, k2 = 34a21x
2(a21x− 2y).
Moreover, we can construct an inverse integrating factor of the form V = x2y2f 5/61 f 2/32 . Multiplying both parts of (30) by
f 5/61 f
2/3
2 we obtain a system
x˙ = P(x, y), y˙ = Q (x, y), (31)
2 In [2,40] these invariants are called the invariants of the rotation group.
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such that V = x2y2 is an inverse integrating factor for (31) and the coefficients of x2y and xy2 in the series expansions for P
and Q respectively, are equal to zero. Therefore, by Theorem 4.13 and (4.28) of [25] system (30) admits a first integral Ψ of
the form (3). (Note that using the integrating factor it is possible to find a first integral of (30) in the closed form, but it is a
long expression that we do not include here.)
Looking for a solution of the equation Q (x, y)/y+∑αiKi = −1, we find that the second equation is linearizable by the
substitution z2 = yf −1/31 . Finally, using the existence of the analytic first integral Ψ the first equation is linearizable by the
substitution z1 = Ψ /z2.
In Case 3, system (5) with conditions (3) takes the form
x˙ = x(4a21 + a
3
21x
3 − 4a221x2y− 4a21xy2 − 16y3)
4a21
, y˙ = −y(a21 + 8y
3)
a21
. (32)
System (32) has the following two invariant curves
f1 = a21 + 8y
3
a21
, f2 = 1+ a
2
21x
3
4
− 3
2
a21x2y+ 8y
3
a21
,
with corresponding cofactors
k1 = −24y
3
a21
, k2 = 3(a21x− 4y)(a
2
21x
2 + 2a21xy+ 8y2)
4a21
.
Moreover, system (32) has an inverse integrating factor of the form V = x2y2f −1/61 f 2/32 . Using this inverse integrating factor
we found a first integral Φ which has such a long expression that we do not include it here. Using the same reasoning as
in Case 2 and applying Theorem 4.13 and (4.28) of [25], we see that system (32) admits a first integral Ψ of the form (3).
Finally, system (32) is linearizable by the substitutions z1 = Ψ /z2 and z2 = y f −1/31 .
In Case 4, system (5) with conditions (4) takes the form
x˙ = x− x2y2 − a03xy3, y˙ = −y+ b12xy3 + b03y4. (33)
Performing the substitution (15) we obtain the system
u˙ = −u+ (2b12 − 1)u2 + (2b03 − a03)uv,
v˙ = −3v + 3b12uv + 3b03v2.
(34)
Computing we find that in the normal form (18) of system (34) a = 0, that is, the system is linearizable by the substitution
(17). Then, the substitution (19) linearizes (34).
In Case 5 the system (5) has the form
x˙ = x(1− 2b30x3 − xy2), y˙ = y

−1+ b30x3 + 54xy
2

,
and admits the following invariant curves f1 = −2 + 3xy2 and f2 = −2 + 4b30x3 + 3xy2, with corresponding cofactors
k1 = 3xy2/2 and k2 = 3x(4b30x2 − y2)/2. A Darboux linearization is given by z1 = xf1f −1/32 and z2 = yf −11 f 1/62 .
In Case 6 the system (5) with conditions (6) takes the form
x˙ = x+ b30x4 − x2y2 − a03xy3,
y˙ = −y+ b30x3y− xy3 − a03y4
and admits the following invariant curve f1 = 1 + 3xy2 + b30x3 + a03y3 with a cofactor k1 = 3b30x3 − 3xy2 − 3a03y3. A
Darboux linearization is given by z1 = xf −1/31 and z2 = yf −1/31 .
In Case 7 the system is written as
dx
dt
= x(1− a30x3 − xy2),
dy
dt
= −y(1− b30x3 − 2xy2).
(35)
Taking u = x3, v = x2y, system (35) becomes
du
dt
= 3u(1− a30u− v),
dv
dt
= v[−1+ (2b30 − a30)u+ 3v].
(36)
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The origin of system (36) is a saddle point with a rational hyperbolicity ratio. According to [38,25], system (36) is linearizable
at the origin, that is, there exist power series u˜ = uf (u, v), v˜ = vg(u, v)with f (0, 0) = g(0, 0) = 1, such that
du˜
dt
= 3u˜, dv˜
dt
= −v˜. (37)
Therefore, taking
ξ = u˜ 13 = xf 13 ,
η = u˜− 16 v˜ 12 = yf − 16 g 12
(38)
where f = f (x3, x2y), g = g(x3, x2y), system (35) is transformed to
dξ
dt
= ξ, dη
dt
= −η, (39)
and the proof of the theorem is completed. 
Remark. Some functions appearing in the proofs of Theorem 3 are not defined for specific values of parameters. The
existence of linearizations for these specific values follows from the fact that the set of all linearizable systems (5) is a
closed set in the Zariski topology.
Theorem 4. System (5) with a12 = b21 = 0 is linearizable at the origin if and only if one of the following conditions holds:
(1) b03 = b12 = a03 = 0;
(2) b03 = a30 = a03b30 − a21b12 = a21a03 + b212 = a221 + b30b12 = 0;
(3) b03 = a03 = a21 = 0;
(4) b30 = a21 = a30 = 0;
(5) b12 = b30 = a30 = 0;
(6) b12 = a03 + b03 = a21 = a30 + b30 = 0;
(7) b12 = b30 = a03 = a21 = 0.
Proof. The linearizability of Case 1 and Case 4 follows from Theorem 4.3.5 of [2].
In Case 2, the system is time-reversible. Hence, this case is studied in [19]. Namely, the Case 2 corresponds to the Case 3
of Theorem 1 in [19].
In Case 3, system (5) has the form
x˙ = x(1− a30x3), y˙ = y(−1+ b30x3 + b12xy2).
It has the invariant curves
f1 =

(1− a30x3)
1
6a30 , if a30 ≠ 0,
e
−x3
6 , if a30 = 0,
f2 = 1− a30x3 − 2b12xy2 2F1

−1
3
,
a30 + 2b30
3a30
; 2
3
; a30x3

(1− a30x3)
2b30
3a30
+ 13
with the cofactors k1 = − 12x3, k2 = −3a30x3 + 2b12xy2 (where 2F1(a1, a2; b; x) is the hypergeometric function defined by
2F1(a1, a2; b; x) =∑∞k=0 (a1)k (a2)k xk(b)k k! ), and it is linearizable by the change of variables
z1 = x(1− a30x3)− 13 , z2 = yf 3a30+2b301 f −
1
2
2 .
The Case 5 is the dual to Case 3 under the involution aij ↔ bji.
In Case 6, system (5) with conditions (6) becomes
x˙ = −x(−1+ a30x3 + a03y3), y˙ = y(1+ a30x3 + a03y3). (40)
Similarly to Case 6 of Theorem 3 system (40) has only one invariant curve given by f1 = 1− a30x3+ a03y3 with the cofactor
k1 = −3(a30x3 + a03y3). Its linearization is given by z1 = xf −1/31 and z2 = yf −1/31 .
In Case 7, system (5) with conditions (7) takes the form
x˙ = −x(−1+ a30x3), y˙ = y(−1+ b03x3). (41)
System (41) has the invariant curves f1 = 1 − b03y3 and f2 = 1 − a30x3 with the corresponding cofactor k1 = 3b03y3 and
k2 = −3a30x3. Applying, Theorem 1, system (41) is linearizable by the change of variables z1 = xf −1/31 and z2 = yf −1/31 . 
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4. Concluding remarks
We have presented the solution to the linearizability problem for the general complex quartic systems which are linear
systems perturbed by fourth degree homogeneous polynomials with two invariant lines. From our results one can easily
obtain the classification of all isochronous centers for the general real quartic systems which are linear systems perturbed
by fourth degree homogeneous polynomials with two complex lines u ± iv = 0. To obtain the isochronicity conditions of
such systems from the conditions of linearizability of system (5) we can set
a30 = a1 + ib1, a21 = a2 + ib2, a12 = a3 + ib3, a03 = a4 + ib4, (42)
and consider the equation
x˙ = ix(1− a30x2 − a21x2x¯− a12xx¯2 − a03x¯3). (43)
Substituting in this equation instead of akj the expressions (42) and x = u+ iv, and then, separating the real and imaginary
parts of (43), we obtain from (43) a system
u˙ = −u+ P˜4(u, v), v˙ = v + Q˜4(u, v), (44)
where P˜4 and Q˜4 are homogeneous polynomials of degree four. Then, substituting the expressions (42) with a3 = 1, b3 = 0
into the conditions (1)–(8) of Theorem 2, we obtain 8 conditions for isochronicity of system (44). Similarly, substituting the
expressions (42) with a3 = b3 = 0 into the conditions (1)–(7) of Theorem 4 we obtain 7 more conditions for isochronicity
of (44). Since every real quartic system which is a linear system perturbed by fourth degree homogeneous polynomials
with two complex lines u ± iv = 0 can be transformed to system (44) and systems studied in Theorem 3 have no real
counterparts, the obtained 15 conditions present the solution of isochronicity problem for this system (we do not write
down the conditions here, however the interested reader can easily compute them using the described way).
Acknowledgements
The authors are grateful to the referees for their valuable remarks which helped to improve the manuscript. The first
author is partially supported by a MCYT/FEDER grant number MTM2008-00694 and by a CIRIT grant number 2009SGR
381. The third author is partially supported by the National Natural Science Foundation of China (10771196). The fourth
author is supported by the Slovenian Research Agency, by the Nova Kreditna Banka Maribor, by TELEKOM Slovenije, and
by the Transnational Access Programme at RISC-Linz of the European Commission Framework 6 Programme for Integrated
Infrastructures Initiatives under the project SCIEnce (Contract No. 026133).
References
[1] J. Chavarriga, H. Giacomini, J. Giné, J. Llibre, On the integrability of two-dimensional flows, J. Differential Equations 157 (1999) 163–182.
[2] V.G. Romanovski, D.S. Shafer, The Center and Cyclicity Problems: A Computational Algebra Approach, Birkhäuser, Boston, Inc., Boston, MA, 2009.
[3] L. Feigenbaum, The center of oscillation versus the textbook writers of the early 18th century. in: From ancient omens to statistical mechanics, Acta
Hist. Sci. Nat. Med. Edidit Bibl. Univ. Haun., vol. 39, Univ. Lib. Copenhagen, Copenhagen, 1987, pp. 193–202.
[4] A.M. Liapunov, Stability of Motion, Academic Press, New York, 1966, With a Contribution V. Pliss Translated by F. Abramovici and M. Shimshoni.
[5] Y.N. Bibikov, Local Theory of Nonlinear Analytic Ordinary Differential Equations, in: Lecture Notes in Mathematics, vol. 702, Springer-Verlag, Berlin,
New York, 1979.
[6] J. Giné, Isochronous foci for analytic differential systems, Internat. J. Bifur. Chaos Appl. Sci. Engrg. 13 (6) (2003) 1617–1623.
[7] J. Giné, M. Grau, Characterization of isochronous foci for planar analytic differential systems, Proc. R. Soc. Edinburgh Sect. A 135 (5) (2005) 985–998.
[8] G.Y. Zhang, From an iteration formula to Poincaré’s isochronous center theorem for holomorphic vector fields, Proc. Amer. Math. Soc. 135 (9) (2007)
2887–2891.
[9] J. Chavarriga, J. Giné, I.A. García, Isochronous centers of a linear center perturbed by fourth degree homogeneous polynomial, Bull. Sci. Math. 123
(1999) 77–96.
[10] J. Chavarriga, J. Giné, I.A. García, Isochronous centers of a linear center perturbed by fifth degree homogeneous polynomial, J. Comput. Appl. Math. 126
(2001) 351–368.
[11] Y.P. Lin, J.B. Li, The normal form of a planar autonomous system and critical points of the period of closed orbits, Acta Math. Sin. 34 (1991) 490–501
(in Chinese).
[12] Y. Liu, W. Huang, A new method to determine isochronous center conditions for polynomial differential systems, Bull. Sci. Math. 127 (2) (2003)
133–148.
[13] Y. Liu, J. Li, Theory of values of singular point in complex autonomous differential systems, Sci. China Ser. A 33 (1) (1990) 10–24.
[14] W.S. Loud, Behavior of the period of solutions of certain plane autonomous systems near centers, Contrib. Differ. Equ. 3 (1964) 21–36.
[15] N.A. Lukashevich, The isochronism of a center of certain systems of differential equations, Differencial nye Uravn. 1 (1965) 295–302 (in Russian).
[16] I. Pleshkan, A new method of investigating the isochronicity of a system of two differential equations, Differ. Equ. 5 (1969) 796–802.
[17] V.G. Romanovski, Chen Xingwu, Hu Zhaoping, Linearizability of linear systems perturbed by fifth degree homogeneous polynomials, J. Phys. A, Math.
Theor. 40 (22) (2007) 5905–5919.
[18] V.G. Romanovski, M. Robnik, The centre and isochronicity problems for some cubic systems, J. Phys. A, Math. Gen. 34 (47) (2001) 10267–10292.
[19] Chen Xingwu, V.G. Romanovski, Weinian Zhang, Linearizability conditions of time-reversible quartic systems having homogeneous nonlinearities,
Nonlinear Anal. 69 (5–6) (2008) 1525–1539.
[20] N.G. Lloyd, J.M. Pearson, E. Sáez, I. Szántó, Limit cycles of a cubic Kolmogorov system, Appl. Math. Lett. 9 (1) (1996) 15–18.
[21] N.G. Lloyd, J.M. Pearson, E. Sáez, I. Szántó, A cubic Kolmogorov system with six limit cycles, Comput. Math. Appl. 44 (3–4) (2002) 445–455.
[22] Y. Ye,W. Ye, Cubic Kolmogorov differential systemwith two limit cycles surrounding the same focus, Ann. Differential Equations 1 (2) (1985) 201–207.
[23] C.S. Coleman, Hilbert’s 16th problem: how many cycles? in: W. Lucas (Ed.), Differential Equations Models, Vol. 1, 2nd ed., Springer-Verlag, 1978,
pp. 279–297.
J. Giné et al. / Computers and Mathematics with Applications 61 (2011) 1190–1201 1201
[24] C. Chicone, M. Jacobs, Bifurcation of limit cycles from quadratic isochrones, J. Differential Equations 91 (2) (1991) 268–326.
[25] C. Christopher, P. Mardešić, C. Rousseau, Normalizable, integrable and linearizable saddle points for complex quadratic systems in C2 , J. Dyn. Control
Syst. 9 (2003) 311–363.
[26] C. Christopher, C. Rousseau, Nondegenerate linearizable centres of complex planar quadratic and symmetric cubic systems inC2 , Publ. Mat. 45 (2001)
95–123.
[27] J. Giné, S. Maza, Orbital linearization in the quadratic Lotka–Volterra systems around singular points via Lie symmetries, J. Nonlinear Math. Phys. 16
(4) (2009) 455–464.
[28] P. Mardešić, C. Rousseau, B. Toni, Linearization of isochronous centers, J. Differential Equations 121 (1995) 67–108.
[29] D. Dolićanin, G.V. Milovanović, V.G. Romanovski, Linearizability conditions for a cubic system, Appl. Math. Comput. 190 (1) (2007) 937–945.
[30] P. Mardešić, L. Moser-Jauslin, C. Rousseau, Darboux linearization and isochronous centers with a rational first integral, J. Differential Equations 134
(1997) 216–268.
[31] D. Cox, J. Little, D. O’Shea, Ideals, Varieties, and Algorithms, Springer-Verlag, New York, 1992.
[32] G. Pfister, W. Decker, H. Schönemann, S. Laplagne, primdec.lib. A singular 3.0 library for computing primary decomposition and radical of ideals, 2005.
[33] G.M. Greuel, G. Pfister, H. Schönemann, Singular 3.0 A computer algebra system for polynomial computations, Centre for Computer Algebra, University
of Kaiserslautern, 2005. http://www.singular.uni-kl.de.
[34] P. Gianni, B. Trager, G. Zacharias, Gröbner bases and primary decomposition of polynomials, J. Symbolic Comput. 6 (1988) 146–167.
[35] P.S. Wang, M.J.T. Guy, J.H. Davenport, P-adic reconstruction of rational numbers, SIGSAM Bull. 16 (2) (1982) 2–3.
[36] V.F. Edneral, Computer evaluation of cyclicity in planar cubic system, in: Proceedings of the 1997 International Symposium on Symbolic and Algebraic
Computation, ACM Press, New York, 1997, pp. 305–309.
[37] A. Fronville, A.P. Sadovski, H. Żoła¸dek, The solution of the 1 : −2 resonant center problem in the quadratic case, Fund. Math. 157 (1998) 191–207.
[38] T. Gravel, P. Thibault, Integrability and linearizability of the Lotka–Volterra systemwith a saddle point with rational hyperbolicity ratio, J. Differential
Equations 184 (2002) 20–47.
[39] Y. Liu, The generalized focal values and bifurcation of limit cycles for quasi quadratic systems, Acta Math. Sin. 45 (2002) 671–682 (in Chinese).
[40] K.S. Sibirskii, Algebraic Invariants of Differential Equations and Matrices, Kishinev, Shtiintsa, 1976 (in Russian).
