We present an algorithm to compute the exact value of the packing measure of self-similar sets satisfying the so called SSC and prove its convergence to the value of the packing measure. We also test the algorithm with examples that show both, the accuracy of the algorithm for the most regular cases and the possibility of using the additional information provided by it to obtain formulas for the packing measure of certain self-similar sets. For example, we are able to obtain a formula for the packing measure of any Sierpinski gasket with contractio factor in the interval (0, 1/3] (Theorem 2).
Introduction and definitions
In this paper we deal with the problem of computing the value of the packing measure of (totally disconnected) self-similar sets, i.e., compact sets E ⊂ R n that satisfy E = N i=1 f i (E) for some system Ψ = {f 1, f 2,..., f N } of contracting similitudes on R n . The system Ψ is said to satisfy the open set condition (OSC ) if there exists an open, non-empty, bounded subset O ⊂ R n such that
From now on we shall call feasible open set of the system Ψ (or of E) to any set O ⊂ R n satisfying (1) . The self-similar sets with separation conditions are probably the nowadays better understood fractal sets. For example, it is well known that the similarity dimension of E, i.e., the unique solution s of N i=1 r s i = 1, coincides with the most classical concepts of metric dimension such as the Hausdorff, packing or Minkowski dimension when the OSC is fulfilled. Associated to these dimensions we have the corresponding measures such as the Hausdorff, centered Hausdorff or packing measures (H s , C s and P s , respectively). These metric measures are the appropriate tool to study the size of zero Lebesgue measure sets in R n , but in most cases they are hard to compute or estimate computationally. For example, under the OSC, the set E is easily seen to be an s-set, i.e., 0 < H s (E) < ∞ (the same inequality holds for C s and P s ), but the problem of finding the precise value of any of these measures even for self similar sets remains as a challenging open problem. Many efforts has been done in this direction and the exact values or estimations for the lower and upper bounds of measures are known for some fractal sets (see [1] - [7] , [8] - [10] , [12, 16, 20] and the references therein). Particularly, in [2, 3, 4, 5, 7] and [16] , the authors use the relation between the packing measure and the lower density to obtain formulas for the packing measure of some totally disconnected (but not necessarily self-similar) fractal sets. Namely, in these papers it holds that for µ-a.e. x ∈ A, where µ is the natural uniformly distributed probability measure defined on A ⊂ R n . Hence, in the mentioned papers, the problem of computing P s (A) is reduced to the problem of evaluating the lower density of µ. We propose to tackle the problem of computing P s (E) from a different point of view. We continue here the development of the program on computability of metric measures on self-similar sets, whose foundations were laid in [12] . Following the lines developed in [10] , where the same problem was considered for the centered Hausdorff measure, we are going to build an algorithm able to find the precise or approximate value of the packing measure of totally disconnected self-similar sets (see (9) ). To this aim, the above lower density approach is not suitable as it involves measuring balls of arbitrarily small radii. However, we know by [8] and [19] that, in the totally disconnected case, it is not necessary to pass to the limit. In [12] it was proved that
Using this fact, it is shown in [8, Theorem 3.3] that
(see Remark 3) . Independently, Tricot [19, Theorem 10 .1] proved a version of (3) where the condition B(x, d) ⊂ O is not needed (see (20) ). Nevertheless, for numerical purposes, small balls yield problems such as rounding errors. Moreover, the present algorithm computes the value of P s (E) using approximations to the density functions h(x, d) and it happens that the smaller the balls are the bigger the error in the numerical approximation of h(x, d) is. Thus, we need to refine Tricotś formula so the balls to be explored are as large as possible. This is the content of our first theorem.
Theorem 1 Assume that the system Ψ = {f 1, f 2,..., f N } of contracting similitudes on R n satisfies the SSC. Then, for any a ∈ (0,
(see (9) , (10) and (8) for notation).
We will prove Theorem 1 in Section 2. Section 3 is devoted to the construction of the packing measure algorithm built upon (5) and in Theorem 15 we manage to prove its convergence to P s (E). The structure of the algorithm is based on the algorithm for the centered Hausdorff measure given in [10] , however the extension of previous results is considerably more involved. The underlying reason is that, while in the centered Hausdorff measure case we could restrict the search of optimal balls to balls intersecting at least two different basic cylinder sets, the competing balls for the packing measure have radii in a certain closed interval and the nature of such an interval impedes the restriction to balls touching two different basic cylinder sets (see Section 4 for a detailed discussion). In order to prove Theorem 15, we need some results from [10] and some new lemmas which are proved at the beginning of the section. Finally, in Section 5, we test the efficiency of the algorithm as a tool to give the precise value of the packing measure when the contractio factors of the similitudes in Ψ are small enough. In this section we explain how the additional information provided by the algorithm (the socalled candidates for optimal balls) can be used to rigorously prove explicit formulae for the exact value of certain self similar sets. For illustration we collect here the case of the Sierpinski gasket. Let S r be the self-similar set associated to the system Ψ = {f 1, f 2, f 3 } where
r ∈ (0, 1) and x = (x, y) ∈ R 2 . If r ∈ (0, 1 2 ), then S r is a Sierpinski gasket satisfying the SSC. We shall denote by s(r) = − log 3 log r to the similarity dimension of the set S r . Our methods prove that,
Theorem 2 extends the formula given by Taylor and Tricot in [16] for the case where all the contraction factors are equal to 1 3 . As an illustration we indicate at the end of this section how the algorithm together with the method used in the proof of (7) enable us to recover the known formulas for the value of the packing measure with an alternative proof. We also discuss the cases where the contractio ratios are not small enough to get precise values. Next, we list the definitions and notation used throughout the paper. Given the system Ψ = {f 1 , ..., f N } of contracting similitudes on R n , we shall denote by r i ∈ (0, 1) the similarity ratio of f i ∈ Ψ and write r min := min i=1,...,N r i and
The self-similar set E (associated to Ψ) is totally disconnected if
this condition is known as Strong Separation Condition (SSC). We shall assume all the time SSC on the system Ψ and write
where
is the distance that separates f i (E) and f j (E). Regarding the code space we shall keep the following notation. Let M := {1, ..., N } and
• f i k with similarity ratio r i k = r i 1 r i 2 ...r i k and given A ⊂ R n , we shall denote by A i k = f i k (A) and refer to the sets E i k = f i k (E) as the cylinder sets of generation k. The self-similar set E can be written as the image of the space of codes M := M ∞ = M × M × ... under the projection mapping π : M → E given by
•f i k We shall denote by µ the natural probability measure, or normalized Hausdorff measure, defined on the ring of cylinder sets by
and then extended to Borel subsets of E. Given A ⊂ R n , we shall write |A| for the diameter of A and for any δ ∈ R + , A δ = {x ∈ R n : dist(x, y) ≤ δ} will be the δ−parallel neighborhood of A, where dist(·, ·) denotes the Euclidean distance. The closed ball centered at x and with radius r > 0 will be denoted by B(x, d) and for the open ball we shall write B (x, d) = {y ∈ R n : dist(x, y) < d}. Throughout the paper we shall assume without lost of generality that R := |E| = 1.
2 The packing measure of self-similar sets satisfying the SSC.
The packing measures were introduced by Tricot [17, 18] , Taylor and Tricot [15, 16] and Sullivan [14] , as the natural metric measure to analyze Brownian paths and limit sets of Kleinian groups. They are defined by a two-stage definition using efficient packings: first the packing premeasure is defined by
is a non-decreasing set function with respect to δ and the supremum is taken over all δ−packings of A, i.e., countable collections of disjointed Euclidean balls centered at A and with diameter smaller than δ. The packing measure is then given by
However, this second step (15) may be omitted if the measured set is (as in our case) a compact set with finite packing premeasure (see [6] ). Theorem 1, based on (2), gives an alternative characterization of the packing measure for self-similar sets satisfying the SSC more suitable to the computability problem. The main advantage of working with self-similar sets satisfying the SSC is that we can guarantee that the supremum in (2) 
A further advantage of Theorem 1 is that we are able to get rid of the condition B(x, d) ⊂ O at the same time that we constrain the set of balls where the supremum is to be obtained to balls having radii on a closed interval bounded away from zero. These results are possible due to the invariance of the density function
under certain inverse images of the similarity functions of the system Ψ. We recall this fact widely used throughout the paper.
).
ii) Assume that for some
iii) Let i ∈ M be such that r i = r min and suppose that d ≤ c r min . Then
Proof. In the situation of i) we may write
Then, (16) holds because, by [11] , we know that the boundary of any given ball is a µ-null set (see Remark 3.2 in [8] ). Assume now that d ≤ cr i(k) . If
then (17) holds trivially from i). So we need only to show that (19) holds if d ≤ cr i(k) . Assume, on the contrary, that there exists y ∈ E ∩B (x, d)\E i(k+1) and let q = max {l : j(l) = i(l)} where j ∈M is such that π(j) = y. Then,
with j(q + 1) = i(q + 1) and
giving the desired contradiction. This shows (19) and concludes the proof of ii).
and iii) follows. Now we turn to the proof of Theorem 1 whose aim is a reduction of the set of balls where the supremum in (2) is to be computed. From a computational point of view this reduction is more efficient if the balls to be explored are larger, so the idea is to seek the largest possible balls which still give the packing measure. In [19, Theorem 10 .1], Tricot obtained the following result in this direction: "If E is totally disconnected then
Theorem 1 is an extension of Tricot's result more suitable to our purposes and proved with different arguments.
Proof of Theorem 1.
] and suppose without loss of generality that b < a . We are going to show first that
Notice that, if a ∈ (0, 
This shows that, for any k ∈ N + such that ar
concluding the proof of (21). Now take (x, d) ∈ A(b) and let i ∈M be such that π(i) =x and k := min l ∈ N :
where the first and the third inequalities hold by the selection of k. This shows that (f
) and, by (21), we obtain
for any a, b ∈ (0, 
On the other hand, the connectivity of the Euclidean balls, imply that any
Hence, if we apply (2) to O 2 , (24) implies that
which shows the desired equality. Notice that, since the µ−measure of boundaries of balls is null, h is a continuous function in E × R n and the supremum in the definition of S(ar min , a) is attained (the set A(ar min , a) is compact), this observation ends the proof of the theorem.
The following lemma will allow us to narrow the search for optimal balls to those whose boundary intersects E (see also Corollary 8) .
contradicting the maximality of (x 0 , d 0 ) (see (5)).
Remark 6
Observe that the case d 0 = a in Lemma 5 might be omitted, this is because (18) implies that for any x ∈ E,
where i ∈ M is such that r min = r i .
Two straightforward consequences of the above remark are the following corollaries to Theorem 1 and Lemma 5, respectively.
Corollary 7
Under the conditions of Theorem 1,
and
It is useful to note that, for any pair (x 0 , d 0 ) ∈ E × [ar min , a) satisfying (25), Corollary 8 guarantees the existence of a point y ∈ E such that
Description of the algorithm
This section is devoted to describe an algorithm to compute the packing measure of self-similar sets satisfying the SSC. We recall that, for this particular class of self-similar sets, the packing measure can be defined as
where a is any real number within the interval (0, ] (see Theorem 1). Our method is strongly based on (28) as, to find the value of P s (E), we construct an algorithm for maximizing the value of
when x ∈ E andc ≤ d ≤c r min , wherec is an estimate of c . The idea is to estimate c withc and construct sequences {A k } of finite sets and {µ k } of discrete measures supported on A k such that ∪ ∞ k=1 A k = E and {µ k } converges weakly to µ. A stands for the closure of A. This allows us to construct another sequence {m k } converging to P s (E) by choosing on each step k, a pair (
.
Remark 9
Notice that the definition of the discrete density function h k (x, r) uses open balls rather than the closed balls used in the continuous version h(x, d). Actually, since µ(∂B(x, d)) = 0 (see ([11] )), it is also possible to use open balls in (29). The situation with h k (x, d) is slightly different. Either the use of open or closed balls in the definition of h k (x, d) leads to a convergent algorithm, but the numerics have proved that for the packing measure is more convenient to use open balls while, in the centered Hausdorff measure case, closed balls were more adequate. The difference between these two cases relies on the nature of the candidates to optimal balls: in the first case they have to be as emptiest as possible while in the present case, the fuller the better.
Homogeneous case (r
Next, we describe the algorithm for self-similar sets where all the contraction ratios coincide as this case illustrates better the central idea of the construction. Afterwards, we shall explain in Section 3.2 the modifications needed to treat the case of unequal similarity ratios. Observe that if r i = r j := r ∀ i = j, the invariant measure µ satisfies that
Algorithm 10 (Homogeneous case: r i = r j := r ∀i = j, i, j ∈ M ) Input of the Algorithm: System of contracting similitudes, k max (the number of iterations),k and N ≥ 2 (see step 3).
1. Construction of A k . Let A 1 = {x 1 , x 2 , ..., x m } be the set of the fixed points for the similitudes in Ψ, that is, for every
for some y ∈ A 1 and we shall write x as x i k (x) . Note that, in this case, y = f i k (x) (y) and that
2. List of distances. This step consists on computing the set Lemma 18 (ii)). It is then clear that, in order to construct ∆ k , there is not need to compute again the distances already computed in ∆ k−1 , so we calculate only the distances dist(x, y) between those points (x, y) ∈ A k ×A k satisfying that
From now on we assign the code (i k (x), i k (y)) to each dist(x, y) ∈ ∆ k and refer to (i k (x), i k (y)) as the k−address of dist(x, y). Notice that if dist(x, y) ∈ ∆ k , its (k + 1)−address will be
We definec :=ck (33)
wherek is the biggest k ∈ N + allowed by the computer capacity such thatc k > 0.
Remark 12
In many examples and, in particular, when all the similitudes in Ψ are homotheties, the above approximation of c byc is not needed because the minimal distance between basic cylinder sets is known. In these cases, the present step should be replaced with the value of c in the construction of the algorithm. It is easy to see that Theorem 15 also holds if c is replaced withc in the construction of the sequence {m k }.
Thus,
is a probability measure with spt(µ k ) = A k = {x 1 , ..., x m k }.
in their addresses and such that d ≤c r . 6. If k = k max end the program. If k < k max let k = k + 1 and go to step 1.
Let
We recall again the importance from the computational point of view of reducing the set of balls where the supremum is to be computed. Moreover, these balls should be as large as possible. This is the reason to build the algorithm upon the formula
Notice that, for every x ∈ A k , the algorithm finds the maximum value of
3.2 General case (r i = r j )
Next we list the changes needed to build the algorithm when the contraction ratios are unequal. The main difference with the previous case is the value assigned to the measures µ k . The structure of the algorithm is the same in either case.
1. In step 3, replace (32) withc
2. In step 4, replace (34) with
(see Notation 11) . Consequently, µ k is a probability measure with
3. In step 5.1 write d ≤c r min instead of d ≤c r .
4. In step 5.2, replace (35) with
Replace also (36) with
Observe that the last equality in (38) does not hold in this general case.
Remark 13 Since |E| = 1 and for every
(see (33) for notation). Hence, by (28)
Notation 14 For the rest of the paper we shall keep the following notation. Let A k = SΨ(A k−1 ) be the set of m k points obtained after k iterations with A 1 = {x ∈ R n : f i (x) = x, i = 1, ..., m}, we write 
We shall refer to the sequence {(
as the (optimal) algorithm sequence.
Convergence of the algorithm
In this section we show the convergence of the algorithm sequence {m k }. This is stated in the following theorem.
Theorem 15
The algorithm sequence {m k } k∈N + given by (47) converges to
The proof of Theorem 15 is postponed to the end of the section. It will follow the structure of the proof given in [9] , where equivalent results were obtained for the centered Hausdorff measure. However, the case of the packing measure is structurally more difficult. On one hand, the value of the centered Hausdorff measure was found as the maximum of the densities of balls intersecting at least two different basic cylinder sets. This is not the case of the packing measure since the balls upon which we seek the minimum value have radii bounded betweenc andc r min < c r min
. This means that we cannot restrict to balls touching two different basic cylinder sets since the radii these balls might be bigger than c r min if some of the contractio factors of the similarities are bigger than c. A preliminary step will be to show the existence of a sequence {(
This is done in Lemma 19. It is important to notice that, although Lemma 19 guarantees the existence of a nice sequence {m k } converging to P s (E), there is a priory no reason for this sequence to coincide with the algorithm sequence {m k }. The algorithm selects its own sequence {m k } ∞ k=1 by choosing on each step k, those pairs (
and even if {m k } and {m k } coincide, B (x k , d k ) and B (x k ,d k ) might be different. Actually, for each k ∈ N + there could be more than one pair (x k ,d k ) satisfying (47). However, an important feature of the algorithm is that, in many cases, it gives the candidate to optimal ball. At the end of the section we shall prove that the sequence of maximal values {m k } converges to the maximum P s (E) (see Theorem 15) . We shall need the following result from [9] to show the existence of the sequences given in Lemma 19.
Theorem 16 ([9] Theorem 4.9) Let x 0 , y 0 ∈ E with x 0 = y 0 and let
Remark 17 Before stating Lemma 19, let us recall some basic results given in [9] that we shall use to show the convergence of the algorithm sequence.
Lemma 18 ([9] Lemma 4.1) (i)
For every x ∈ E there exists a sequence {x k } with x k ∈ A k such that lim k→∞ x k = x.
(ii) For every
(iv) The sequence {µ k } k∈N + converges weakly to µ and thus
for every set A satisfying µ(∂A) = 0.
Lemma 19
There exist k 0 ∈ N + and two sequences {x k },
Proof. Let x 0 , y 0 ∈ E be such that
(see Corollaries 7 and 8). By Lemma 18 (i) and Theorem 16, we can take two sequences {x k }, {y k } with x k , y k ∈ A k ∀k ∈ N + , such that
Observe that D k is the set of those distances between points of A k within the interval [c,c r min ]. We claim that, either there exists k 0 ∈ N + such that d k ∈ D k for every k ≥ k 0 , or we can construct two other sequences {x k }, {y k } with x k , y k ∈ A k ∀k ∈ N + , satisfying (51) and (52). It is clear that if d 0 ∈ (c,c r min ) we are in the first case and the theorem holds. Suppose now that d 0 =c and let i =i 1 i 2 ... ∈ M be such that π(i) = x 0 . Then, asc ≤ c (see Remark 13) 
where 
Hence, by Theorem 16 and (54),
∈ (c,c r min ], there exists
This concludes the proof of the theorem as the sequences (51) and (52).
We state as a lemma the following result extracted from the proof of [9, Theorem 4.13] that we shall need to prove the convergence of {m k }.
Lemma 20 For any sequence
Then,
. This, together with the triangle inequality gives
The last is true by the compactness of E × [c,c r min ], the continuity of µ and the fact that µ(∂B(x, d)) = 0 (see [11] ).
We obtain, as immediate consequence of Lemma 20 and (38), the following result useful in the proof of Theorem 15.
We are now ready to show our main theorem.
Proof of Theorem 15. (46) is immediate since, for any
We turn now to the convergence. Observe that, although the sequencem k is not necessarily monotone, for any k ∈ N + , the argument of h k ranges on the compact set A × [c,c r min ] and hence we can take a convergent subsequence {m k j } j∈N + . It is enough to show thatm := lim j→∞mk j = P s (E). We assume the subsequence {m k j } j∈N + to be the whole sequence and writẽ m := lim k→∞mk . We first show thatm
Hence, if we suppose on the contrary thatm < P s (E), we can find
in contradiction with (47). With the aim of showing the reverse inequality, assume thatm > P s (E). Then, by Corollary 21 ii), there exists
Moreover, by (45), we can take (
which is a contradiction since (
. This concludes the proof of the theorem.
Examples
In this section we test the algorithm with several examples that allow us to explain how, besides providing empirical evidence of the precise (or approximate) value of P s (E), the algorithm suggests a candidate to optimal ball. In many cases, this information can be used to prove rigorously that the value suggested by the algorithm is in fact the true value of P s (E). We test this with some examples showing first which is the information provided by the algorithm and secondly how this info can be used to prove theorems giving the precise value of P s (E).
Testing efficiency:
The packing measure of a class of Sierpinski gaskets with SSC.
The algorithm presented in this job is specially useful to find the exact value of the packing measure when the examples under consideration have an stable behavior in the sense that both, the ball(s) selected by the algorithm and the values ofm k (see (30)) are the same in consecutive generations. In these cases the results obtained could be considered as an empirical evidence that the inverse density of the selected ball(s) is going to give the precise value of the packing measure. Actually, this ball(s) can be used to show that the value of the packing measure equals to the correspondingm k . This is precisely the method that we are going to follow to prove Theorem 2. We first present a table of results obtained from applying the algorithm to some members of the class of Sierpinski gaskets defined by (6) . The stability observed (see Table 1 ) allow us the obtention of candidates for optimal balls. In the proof of Theorem 2 we make use of these candidates, that are the actual optimal balls, to show that P s(r) (S r ) = 2 1−r r s(r) when r ∈ (0, 1 3 ]. The next table shows the results obtained after applying the algorithm to different members of the class S r when r ∈ (0, 1 3 ]. Keeping the notation given in Section 3, {x 1 , x 2 , x 3 } stands for the set of fixed points of the similarities {f 1, f 2, f 3 }, respectively. More precisely , {x 1 ,
From the results given in Table 1 , we can conjecture that
where i = 1, 2, 3; r s(r) Algorithm output provided r ∈ (0, 1 3 ]. This conjecture is based on the fact that the algorithm selects in all the cases the three same balls, namely B(x 1 , 1 − r), B(x 2 , 1 − r) and B(x 3 , 1 − r) (see Figure 1 ), all having inverse density equal to 2 1−r r s .
Therefore one can say that there is empirical evidence that the inverse density, h(x i , 1 − r), of any of these balls is going to give the precise value of P s(r) (S r ) when r ∈ (0, 1 3 ]. We turn now to the proof of Theorem 2 that states the above conjecture to be true.
Proof of Theorem 2.
The lower bound holds trivially by taking (x, d) = ((0, 0), 1 − r) in (37). The upper bound follows from Theorem 1 if the following inequality holds
∀x ∈ S r and 1 − 2r
Due to the symmetry of the Sierpinski gaskets, we need to show (56) only for x ∈ f 1 (S r ) and 1 − 2r
. Moreover, by the geometry of the picture one can see that, for a fixed d ∈ [1 − 2r,
1−2r r
] and every x ∈ f 1 (S r ),
This is because moving the center of the ball from (0, 0) in any direction within the Sierpinski gasket, can only increase the amount of set S r lying in the ball. More precisely, for any 1 − 2r ≤ d ≤ 1−2r r and x ∈ f 1 (S r ),
We now proof (58). Observe that, given
Clearly (58) holds if, for any
It is enough to check this inclusion when i = 2, 3 since 1 − 2r > r and hence, B((0, 0),
and concludes the proof of (58), which in turn implies (57). It remains to prove that h((0, 0), d) ≤ 2 1−r r s(r) for every
. By Corollary 8, we need to check the upper bound only when d ∈ [1 − 2r, 1]. We divide the proof in the following two cases:
(k+1)s(r) and thus,
So we need to show
or, equivalently,
r s(r) , = 1 + 2r ks(r) .
(60)
s(r) and g 2 (t) = 1 + 2t s(r) , both functions taking the same value at t = 0. Then, (60) holds if g 1 (t) ≤ g 2 (t) ∀t ∈ [0, 1 3 ] or, equivalently,
The last inequality is true because r, t ≤ and s(r) − 1 ≤ 0 and, therefore
Remark 22 What happens when r > ? In these cases we have observed that, if the contractio factors are not bigger than 0.365, then the selected balls are still B(x i , 1 − r), i = 1, 2, 3. Notice that showing (7) for r ∈ [ , 0.365] requires a modification of the arguments given in the proof of Theorem 2. Namely, as s(r) ≥ 1, it will be necessary to find the right decomposition of the interval [1 − r, 1]. Finally, we have also noticed a loss of stability in the numerical results when r ∈ (0.365, 0.5). Namely, the selected ball varies on a small scale from one iteration to the next, that is, only an approximation of the optimal ball is reached since the center of the selected ball remains fixed but the radius changes slightly (see tables 2 and 3 for the cases r = 0.37 and r = 0.42).
Further examples
1. Cantor sets in the real line Let C r be the linear Cantor set obtained as the attractor of the iterated function system {f 1 (x) = rx, f 2 (x) = 1 − r + rx}, x ∈ [0, 1] and 0 < r <
0.630009 Table 2 : Algorithm output for S 0.37 , s = − log 3 log 0.37 where, for j = 1, 2, i j (n) is the word formed by the letter j repeated n times and n = n(r) . Therefore, the numerical results indicate that the right formula for the packing measure should be
where s(r) = − log 2 log r is the similarity dimension of C r and {x 1 , x 2 } = {0, 1}. A previous work by Feng shows that (61) actually holds. In [5] the author obtains by other means a general formula for the packing measure of linear Cantor sets. Notice that (61) coincides with the formula given in the Sierpinski gasket case (see Theorem 2).
Remark 23 After testing several examples we have noticed that the number of steps needed to observe an stable behavior varies from 1 to 4. If the contractio factors are near 0.5, then it is clear that we cannot expect stability from early iterations. This is due to the big size of the contractio ratios that makesm k = h k (x k ,d k ) (see 47) to be a bad approximation of h(x k ,d k ) at early stages. However, even in the worse cases the selected interval is the same from iteration 4th to 15th. Therefore, we can conclude that, empirically, the algorithm is recovering the formula (61) given by Feng in [5] .
2. Cantor sets in the plane Let K r be the attractor of the iterated function system Ψ = {f 1 , f 2 , f 3 , f 4 } where f i (x) = rx + b i , i = 1, 2, 3, 4, x = (x, y) ∈ R 2 , 0 < r < , i = 1, .., 4
∀r ∈ (0, 1 4 ]. Observe that for both, the planar Cantor sets with dimension less than one and the linear Cantor sets, one can argue as in the proof of Theorem 2 to show that (61) and (62) are the corresponding actual formulas for the packing measure of these two families ( K r with 0 < r ≤ 1 4 and C r with 0 < r < 1 2 ). For example, in the case of K r with 0 < r ≤ . In the case of planar Cantor sets having dimension bigger than one, our experimental results indicate that there is still a range of contractio factors for which (62) still holds. Namely, B(x i , 1 − r) is selected whenever we take r ≤ 0.35 (see Figure 2 for the case r =
3
). Actually, in [4] and [3] we can find a proof of (62) for the cases r = ), respectively. In both papers the authors used the classical relation between the packing measure and the upper densities (see, for example, [18] ) to obtain the corresponding formulas. Finally, we have noticed that above these values of r the selected ball varies on a small scale from one iteration to the next, meaning that only an approximation of the optimal ball is reached. In these cases the observed selected balls are of the form f i j (n) B(x j , 1 − r + (r)), where j ∈ {1, 2, 3, 4}, i j (n) is the word formed by the letter j repeated n times, n = n(r) and (r) is a small number depending on r (see Figure 2 for the case r = 0.4). 
