Abstract. We present a modular approach to defining logics for a wide variety of state-based systems. We use coalgebras to model the behaviour of systems, and modal logics to specify behavioural properties of systems. We show that the syntax, semantics and proof systems associated to such logics can all be derived in a modular way. Moreover, we show that the logics thus obtained inherit soundness, completeness and expressiveness properties from their building blocks. We apply these techniques to derive sound, complete and expressive logics for a wide variety of probabilistic systems.
Introduction
Modularity has been a key concern in software engineering since the conception of the discipline [20] . This paper investigates modularity not in the context of building software systems, but in connection with specifying and reasoning about systems. Our work focuses on reactive systems, which are modelled as coalgebras over the category of sets and functions. The coalgebraic approach provides a uniform framework for modelling a wide range of state-based and reactive systems, see [26] for an overview. Furthermore, coalgebras have also been used to model a large class of probabilistic systems, as shown by the recent survey [2] , which discusses the coalgebraic modelling of eight different types of probabilistic systems.
In the coalgebraic approach, a system consists of a state space C and a function γ : C → T C, which maps every state c ∈ C to the observations γ(c) which can be made of c after one transition step. Different types of systems can then be represented in the coalgebraic approach by varying the type T of observations. A closer look at the coalgebraic modelling of state based and reactive systems reveals that in nearly all cases of interest, the type T of observations arises as the composition of a small number of basic constructs.
The main goal of this paper is to lift this compositionality at the level of observations to the level of specification languages and proof systems. That is, we associate a specification language and a proof system to every basic construct and show, how to obtain specification languages and proof systems for a combination of constructs in terms of the ingredients of the construction. Our main technical contribution is the study of the properties, which are preserved by a combination of languages and proof systems. On the side of languages, we isolate a property which ensures that combined languages are expressive, i.e. have the Hennessy-Milner property w.r.t. behavioural equivalence.
Since this property is present in all of the basic constructs, we automatically obtain expressive specification languages for a large class of systems. Concerning proof systems, our main interests are soundness and completeness of the resulting logical system. In order to guarantee both, we investigate conditions which ensure that soundness and completeness of a combination of logics is inherited from the corresponding properties of the ingredients of the construction. Again, we demonstrate that this property is present in all basic building blocks.
As an immediate application of our compositional approach, we obtain sound, complete and expressive specification logics for a large class of probabilistic systems. To the best of the authors' knowledge, this class contains many types of systems, for which neither a sound and complete axiomatisation nor the Hennessy-Milner property was previously established.
Our main technical tool to establish the above results is the systematic exploitation of the fact that coalgebras model the one-step behaviour of a system, i.e. that one application of the coalgebra map allows us to extract information about one transition step. This one-step behaviour of systems is parallelled both on the level of specification languages and proof systems. Regarding specification languages, we introduce the notion of syntax constructor, which specifies a set of syntactic features allowing the formulation of assertions about the next transition step of a system. Similarly, a proof system constructor specifies how one can infer judgements about the next transition step.
These notions are then used to make assertions about the global system behaviour by viewing the behaviour as the stratification of the observations which can be made after a (finite) number of steps. This is again parallelled on the level of the languages and proof systems. Completeness, for example, can then be established by isolating the corresponding one-step notion, which we call one-step completeness, and then proving that this entails completeness in the ordinary sense by induction on the number of transition steps. Expressiveness and soundness are treated similarly by considering the associated notions of one-step expressiveness and one-step soundness. When combining the logics, we combine both the syntax constructors and the proof system constructors, and show, that such combinations preserve one-step soundness, completeness and expressiveness.
The combination of logics and specification languages has been previously studied in the literature in different contexts. In the area of algebraic specification [28] , structured specifications have been studied in order to allow various ways of combining already existing specifications along with their proof systems, see [3, 5] . There, the main technique is the use of colimits in a category of algebraic signatures and corresponding constructions on the level of models and proof systems. Since the coalgebraic approach uses endofunctors to describe the behaviour of systems, our notion of signature is much richer, and we can accordingly investigate more constructions, with functor composition being the prime example. Furthermore, the coupling of the language and its semantics is much stronger in the algebraic approach, due to the particular notions of signature and model (there is a 1-1 correspondence between function symbols on the syntactical side and functions on the level of models), so the (dual) notion of expressiveness does not play a role there.
The combination of logical systems has also been studied in its own right, based on Gabbay's notion of fibring logics [11] . The result of fibring two logics is a logic, which freely combines the connectives and proof rules from both logics, and one is interested in the preservation of soundness and, in particular, completeness [30, 6] . Our approach differs from fibring in that we consider a set of particular combinations of logical operators. The combination of our logical operators is also of a very specific nature, since they allow to specify information about one transition step of the system. This makes our approach specific to coalgebras and modal logics, and allows us to use induction on the number of transition steps as a proof tool.
Finally, modal logics for coalgebras have been investigated by a number of authors, starting with Moss [19] , who describes an abstract syntax for a large class of systems, but there is no general completeness result. Concrete logics for coalgebras and complete proof systems are described in [19, 15, 25, 13] . This approach applies to an inductively defined class of systems, which is strictly subsumed by our approach, since we also obtain logics for probabilistic systems. Furthermore, thanks to the modularity of our construction, our logics are easily extensible to accommodate more features of transition systems, whereas it is a priori difficult to extend the approach of loc. cit. as one would have to work through one large inductive proof.
Regarding further work, we plan to extend our approach to more expressive logics, in particular to a coalgebraic version of CTL [9] and the modal µ calculus [14] .
A long version of this paper, which also contains the proofs, is available as [8] .
Preliminaries and Notation
We denote the category of sets and functions by Set and pick a final object 1 = { * }. Binary products (coproducts) in Set are written
is a relation and T : Set → Set is an endofunctor, we write T R ⊆ T X 1 ×T X 2 for the relation defined by t 1 (T R) t 2 if there exists w ∈ T R such that T π 1 (w) = t 1 and T π 2 (w) = t 2 . Finally, X Y denotes the set of functions Y → X. We write Σ BA for the algebraic signature specifying the boolean operators ff, tt, ¬, → , ∨, ∧. For any set X, its power set PX carries the structure of a Σ BA -algebra. Then, for a set L and a function d : L → PX, we write L for the carrier of the free Σ BA -algebra over L, and d : L → PX for the induced Σ BA -morphism.
A boolean preorder (L, ⊢) is a Σ BA -algebra L together with a preorder ⊢ ⊆ L × L which is closed under the axioms and rules of propositional logic. The category of boolean preorders and order-preserving maps is denoted by Preord BA ; the objects of
′ . We use endofunctors T : Set → Set to specify particular system types, and we refer to T sometimes as signature functor. More exactly, T specifies how the information which can be observed of the system states in one step is structured. Systems themselves are then modelled as T -coalgebras.
Definition 1 (Coalgebras, morphisms).
A T -coalgebra is a pair (C, γ) where C is a set (the carrier, or state space of the coalgebra) and γ : C → T C a function (the coalgebra map, or transition structure).
For (C, γ) ∈ CoAlg(T ), the transition structure determines the observations γ(c) ∈ T C which can be made from a state c ∈ C in one transition step. Morphisms between coalgebras preserve this one-step behaviour. The next example shows, that coalgebras can be used to model a wide variety of state-based and probabilistic systems: Example 1. We use P to denote the covariant powerset functor and D for the probability distribution functor, given by DX = {µ : X → [0, 1] | µ(x) = 0 for all but finitely many x ∈ X and x∈X µ(x) = 1}.
A , it is easy to see that T -coalgebras γ : C → P(A × C) are in 1-1 correspondence with labelled transition systems (C, R) where
Similarly, every P-coalgebra determines a Kripke frame and vice versa.
(ii) Coalgebras for T X = (1 + DX) A are A-labelled probabilistic transition systems (see [10] for details).
(iii) The simple probabilistic automata and general probabilistic automata of [27] can be modelled as coalgebras for T X = P(A × DX) and T X = P(D(A × X)), respectively.
Note that the endofunctors in the above examples are combinations of a small number of simple functors (constant, identity, powerset and probability distribution functor) using products, coproducts, exponentiation with finite exponents, and composition. In the sequel, we don't treat exponentiation with finite exponents explicitely, as it can be expressed using finite products. A recent survey of systems used in probabilistic modelling [2] identified no less than eight probabilistic system types of interest, all of which can be written as such a combination. Our goal is to derive languages and proof systems for these systems, using similar combinations on the logical level.
Apart from making this kind of compositionality explicit, the coalgebraic approach also allows for a uniform definition of behavioural equivalence, which specialises to standard notions of equivalence in many important examples.
Definition 2 (Behavioural equivalence). Given
Two states c and
The notion of ω-behavioural equivalence only takes finitely observable behaviour into account and is strictly weaker than behavioural equivalence. It can be shown that for ω-accessible T , both notions coincide [16] . It is often possible to define finitary logics for which logical equivalence coincides with ω-behavioural equivalence. On the other hand, we can not in general hope to characterise behavioural equivalence by a logic with finitary syntax.
It can be shown that for weak pullback preserving endofunctors, the notion of behavioural equivalence coincides with coalgebraic bisimulation, introduced by Aczel and
Mendler [1] and studied by Rutten [26] . All functors considered in the sequel are weak pullback preserving. In the examples, the situation is as follows:
Example 2. We consider some of the systems introduced in Example 1.
(i) For labelled transition systems, i.e. coalgebras for T X = P(X)
A , behavioural equivalence coincides with Park-Milner bisimulation [21, 18] .
(ii) The notion of behavioural equivalence for coalgebras for T X = (1 + DX) A , that is, probabilistic transition systems, coincides with the notion of probabilistic bisimulation considered in [17] . (This is proved in [10] .)
A more detailed analysis of probabilistic systems from a coalgebraic point of view can be found in [2] .
Modular Construction of Modal Languages
In this section we introduce syntax constructors and the modal languages they define. If we consider a modal language L as an extension of propositional logic, the idea of a syntax constructor is that it describes what we need to add to the propositional language in order to obtain L. The important feature of syntax constructors is, that they can be combined like the signature functors which define the particular shape of the systems under consideration. After introducing the abstract concept, we give examples of syntax constructors for some basic functors and show how they can be combined in order to obtain more structured modal languages.
Definition 3 (Syntax constructor and induced language).
(i) A syntax constructor is an ω-accessible endofunctor S : Set → Set, which preserves inclusions, i.e. SX ⊆ SY for all X ⊆ Y .
(ii) The language L(S) associated with a syntax constructor is the least set of formulas containing
The requirement that syntax constructors preserve inclusions is mainly for ease of exposition, since in this case they define a monotone operator on sets, and languages can be constructed as least fixed points in the usual way. Equivalently, one could drop the requirement of inclusion-preservation at the expense of having to work with abstract (first oder) syntax, that is, constructing the language associated with a syntax constructor as the initial algebra of the functor LX = 1 + X 2 + SX. Recall that an inclusion preserving endofunctor is ω-accessible iff, for all sets X and all x ∈ T X, there is a finite S ⊆ X with x ∈ T S. Hence the requirement of ω-accessibility ensures that the construction of the associated language terminates after ω steps, that is, we are dealing with finitary logics only.
Before we show how syntax constructors can be combined, we introduce syntax constructors for some simple languages.
Example 3.
(i) If A is a set (of atomic propositions), then the constant functor S A X = A is a syntax constructor. The associated language L(S) is the set of propositional formulas over the set A of atoms.
(ii) If M is a (possibly infinite) set of modal operators with associated (finite) arities, then S M is a syntax constructor, where S M maps a set X (of formulas) to the set S M (X) of formal expressions, given by
Viewing M as an algebraic signature, S M (X) is the set of terms with exactly one function symbol applied to variables in X. In the context of modal logic, M is called a modal similarity type [4] . The language of S M is the set of modal formulas with modalities in M over the empty set of variables. For later reference, we let S P = S { } where has arity one, and
having arity one, and Q denotes the set of rational numbers. The language associated with S P is standard modal logic over the empty set of propositional variables. The language associated with S D has a countable number of unary modalities, and will be used to describe probabilistic transition systems.
(iii) If T is an inclusion-preserving and ω-accessible endofunctor, then S = T qualifies as a syntax constructor, and the associated language L(S) is a variant of Moss's coalgebraic logic. In the original treatment [19] , the language is infinitary and only has modal operators (obtained using functor application) and conjunctions. In contrast, the language L(S) is finitary and comes with all standard propositional connectives.
We are now ready for the first modularity issue of the present paper: the combination of syntax constructors to build more powerful languages from simple ingredients.
Definition 4 (Combinations of syntax constructors). Consider the following operations on sets
For syntax constructors S 1 , S 2 we let
When combining syntax constructors, we add another layer of modal operators to already defined syntax. Closure under propositional connectives is needed to express propositional judgements also at the level on which the construction operates, e.g. to
The above definition is modelled after the definition of signature functors. In contrast to the logics treated in [25, 13] , our syntax constructors do not deal with exponentiation. This is due to the fact that infinite exponents fail to be ω-accessible, whereas finite exponents can be simulated by finite products. The clause dealing with the composition of syntax constructors gives rise to S 1 -modal operators which are indexed by S 2 -formulas. Alternatively, the composition of syntax constructors can be thought of as introducing an additional sort:
Then the language L = L(S 1 S 2 ) can be described by the following grammar:
Languages of this kind can be used to specify properties of systems, whose signature functor T is the composition of two functors T = T 1 • T 2 . In order to capture all possible behaviour described by T , we first have to describe the T 2 behaviour, and then use these descriptions to specify the observations which can be made according to T 1 . Since propositional connectives will be in general necessary to capture all possible T 2 behaviour, the definition of the syntax constructor S 1 S 2 involves the closure under propositional connectives before applying S 1 .
Similarly, languages of form L(S 1 ⊗ S 2 ) and L(S 1 ⊕ S 2 ) will be used to formalise properties of systems whose signature functors are of form T 1 × T 2 and T 1 + T 2 , respectively.
The next proposition shows that the constructions in Definition 4 indeed give rise to syntax constructors:
In ordinary modal logic, the modal language L can be viewed as stratification L = n∈ω L n , where L n contains all modal formulas of rank ≤ n. We close the section by showing that the same can be done in our abstract framework. This in particular allows us to use induction on the rank of formulas as a proof principle.
n (S), we say that ϕ has rank at most n.
If S = S M for a set M of modal operators, then L n (S) contains the modal formulas, whose depth of modal operators is at most n. The fact that L(S) can be viewed as a stratification of L n (S), for n ∈ ω, is the content of the next lemma.
Proof. Induction on the structure of formulas proves ⊆, while induction on n proves the reverse inclusion in 1. 2 follows from 1 using the ω-accessibility of S.
Modular Construction of Coalgebraic Semantics
In the previous section, we have argued that a syntax constructor with associated language L specifies those features which have to be added to propositional logic in order to obtain L. In standard modal logic, this boils down to adding the operator , which can be used to describe the observable behaviour after one transition step. Abstracting from this example, we now introduce the one-step semantics of a syntax constructor, which relates the additional modal structure (specified by a syntax constructor) to the observations (specified by a signature functor) which can be made of a system in one transition step. Throughout the section, S denotes a syntax constructor and T is an endofunctor. Also, we write S : Alg(Σ BA ) → Alg(Σ BA ) for the functor taking a Σ BA -algebra L to the Σ BA -algebra S(L), and a Σ BA -morphism t : L → L ′ to the obvious extension of S(t) : SL → SL ′ to a Σ BA -morphism.
The compatibility with interpretation-preserving translations between languages ensures that the one-step semantics of a syntax constructor is defined uniformly on interpretations. This will subsequently guarantee that the (yet to be defined) coalgebraic semantics of the induced language L(S) is adequate w.r.t. behavioural equivalence; that is, behaviourally-equivalent states of coalgebras cannot be distinguished using formulas of the language. Remark 1. Let Int be the category whose objects are interpretations, and whose arrows from d :
L → PX to X, and (t, f ) to f . A one-step semantics of a syntax constructor S can alternatively be defined as a functor
A similar notion was defined in [7] .
For languages with unary modalities, a one-step semantics essentially corresponds to choosing a predicate lifting for each modal operator; languages and proof systems arising in this way were previously studied in [22, 23] .
The key feature of a one-step semantics of a syntax constructor is that it gives rise to a semantics of L(S) w.r.t. T -coalgebras, that is, it defines a satisfaction relation between T -coalgebras and formulas of L(S). Furthermore, we can define a one-step semantics of a combination of syntax constructors in terms of the one-step semantics of the ingredients. Before describing these constructions, we provide one-step semantics for some simple syntax constructors.
Example 5. We define one-step semantics for the syntax constructors introduced in Example 3.
(i) Suppose A is a set. Then the function which maps an arbitrary interpretation to the unique interpretation extending the identity function on A is a one-step semantics of S A w.r.t. the constant functor T X = A.
(ii) A one-step semantics for S P w.r.t. P is given by
(iii) For the syntax constructor S D associated with the probability distribution functor, we define a one-step semantics by
(iv) If T preserves weak pullbacks, a one-step semantics of the syntax constructor associated with Moss' coalgebraic logic is given by
We now return to the claim made at the beginning of this section and show, that a one-step semantics gives rise to an interpretation of the associated language L(S) over T -coalgebras.
Definition 7 (Coalgebraic semantics). Suppose S is a syntax constructor with onestep semantics [[S]], and (C, γ) ∈ CoAlg(T ).
The coalgebraic semantics
is defined inductively on the structure of formulas by
where we inductively assume that [[ϕ] ] is already defined for ϕ ∈ Φ, giving rise to the map
Before showing that this definition captures the standard interpretation of some known modal logics, we need to show that the coalgebraic semantics is well defined, as we can have σ ∈ SΦ and σ ∈ SΨ for two different Φ, Ψ .
Lemma 2. The coalgebraic semantics of L(S) is well defined, that is, for
Proof. Follows from the definition of a one-step semantics by considering the diagram
where i : Φ → Φ ∪ Ψ and j : Ψ → Φ ∪ Ψ are the inclusions.
Note that the definition of the coalgebraic semantics generalises the semantics of modal formulas, as well as the semantics of the formulas considered in [12] and in [19] 
This is the standard textbook semantics of modal logic [4] .
(ii) Consider the syntax constructor
The above example shows that the coalgebraic semantics specialises to known semantics in concrete cases. We now turn to the issue of combining semantics, and show that we can derive a one-step semantics for a combination of syntax constructors (see Definition 4) by combining one-step semantics for the ingredients.
Definition 8 (Combinations of one-step semantics
and consider the functions
is a one-step semantics of a syntax constructor S i , for i = 1, 2, the one-step semantics of various combinations of S 1 and S 2 is given as follows:
Note the absence of the closure operator · in the last clause; this is already taken care of by the definition of S 1 S 2 . The intuitions behind the definitions of
Assuming that L 1 and L 2 are interpreted over X 1 and X 2 , respectively, we can interpret the language L 1 ⊗L 2 (respectively L 1 ⊕L 2 ) over X 1 ×X 2 (respectively X 1 + X 2 ). In the first case, a formula π(ϕ 1 , ϕ 2 ) holds at a state x = (x 1 , x 2 ) iff ϕ i holds in x i , i = 1, 2. Also, κ i ϕ i holds in x ∈ X 1 + X 2 iff x = ι i (x i ) and ϕ i holds in x i .
Proposition 2. Suppose [[S i ]] is a one-step semantics for S
We have therefore seen how we can combine syntax constructors and their associated one-step semantics. This gives rise to a modular way of constructing languages for coalgebras. The following two sections present applications of the modular approach. In the next section we show that a combination of logics has the Hennessy-Milner property if all the ingredients satisfy an expressiveness property. In the subsequent section, we show how to obtain sound and complete proof systems for a combination of logics by suitably combining sound and complete proof systems for the building blocks.
Behavioural versus Logical Equivalence
In this section, we show that any two behaviourally equivalent points necessarily have the same logical theory. In order to prove the Hennessy-Milner property for a logic which arises from a combination of syntax constructors, we introduce the notion of one-step expressiveness for an interpretation L → PX, and show that the language associated with a one-step semantics which preserves one-step expressiveness has the Hennessy-Milner property. To treat languages which arise from a combination of syntax constructors, we show that the combination of one-step semantics preserves one-step expressiveness if all of the ingredients do. This in particular allows us to establish the Hennessy-Milner property for combined languages in a modular fashion. We begin with the easy part and show that behaviourally equivalent states cannot be distinguished by formulas of a logic which is induced by a syntax constructor.
Proposition 3. Suppose S is a syntax constructor with one-step semantics [[S]], and (C, γ), (D, δ) ∈ CoAlg(T ). Then
Proof. Induction on the structure of formulas. Definition 6 gives
The remainder of the section is concerned with the converse of Proposition 3. For that, we introduce the notion of (preservation of) one-step expressiveness, which allows to derive a Hennessy-Milner property for the language associated with a syntax constructor. Moreover, we show that this condition automatically holds for a combination of syntax constructors, if it is valid for the ingredients of the construction.
The formal definition of one-step expressiveness is as follows:
Definition 9 (One-step expressiveness).
injective. (ii) A one-step semantics [[S]] preserves one-step expressiveness if [[S]](d) is one-step expressive whenever d is.
Using this terminology, our first main result can be stated as follows:
Theorem 1. If [[S]] preserves one-step expressiveness, then L(S) is expressive w.r.t. ≃
In other words, the logic is strong enough to distinguish all states, which exhibit different behaviour, which can be witnessed by observing finitely many steps only. The proof of this theorem uses induction on the rank of the formulas (see Definition 5) .
We begin by showing that a formula of rank at most n can be semantically represented by a subset of T n 1, where T n 1 is the n-fold application of the signature functor T to the one element set 1. This representation is computed by the functions d n , which we now introduce. where ||ϕ|| is the interpretation of (the purely propositional formula) ϕ in the boolean algebra P (1), that is, d 0 (ϕ) = 1 iff ϕ is a tautology, and d 0 (ϕ) = ∅, otherwise.
The relationship between the semantical representation d n (ϕ) and the coalgebraic semantics of ϕ is as follows:
Using this terminology, the proof of Theorem 1 can be stated as follows:
Proof. Assume that (C, γ), (D, δ) ∈ CoAlg(T ) and (c, d) ∈ C × D have the same logical theory, that is, c |= C ϕ ⇐⇒ d |= D ϕ for all ϕ ∈ L(S). We have to show that γ n (c) = δ n (d) for all n ∈ ω. This will follow from Proposition 4, if we show that d
is injective for all n ∈ ω. For n = 0, this is obvious. For n > 0, this follows from d n = [[S]](d n−1 ) using the preservation of one-step expressiveness by
Using the fact that ω-behavioural equivalence coincides with behavioural equivalence for coalgebras of an ω-accessible endofunctor (see [29] ), we have the following corollary:
Note that the accessibility degree of the underlying endofunctor T basically limits the branching degree of T -coalgebras [23] , so the above corollary is a coalgebraic Hennessy-Milner result.
It is easy to see that the one-step semantics of all basic syntax constructors preserve one-step expressiveness: (ii) [[S P f ]] preserves one-step expressiveness. To see this, let d : L → PX be a one-step expressive interpretation, and let Y, Z ∈ P f X be such that Y = Z. Say ∅ = (Y \ Z) ∋ y. The expressiveness of d together with L being closed under negation yields, for each z ∈ Z, a formula ϕ z ∈ L such that y |= ϕ z whereas z |= ϕ z . Then, the formula
] preserves one-step expressiveness. To show this, let d : L → PX be a one-step expressive interpretation, let µ, ν ∈ DX be such that µ = ν, and let dom(µ) ∪ dom(ν) = {x 1 , . . . , x n }. Since µ = ν, there exists x ∈ dom(µ) (say x = x 1 ) such that µ(x) > ν(x). Then, for i ∈ {2, . . . , n}, let ϕ i be such that x 1 |= ϕ i and x i |= ϕ i . Also, choose q ∈ Q ∩ (ν(x 1 ), µ(x 1 )). Then, the formula L q i=2,...,n ϕ i holds in µ but not in ν.
As the one-step semantics of all the basic syntax constructors preserve one-step expressiveness, our next goal is to show that this property is preserved by all the combinations of syntax constructors. To this end, we introduce the following notation: 
In the former case, the formula [π i ]ϕ i distinguishes (x 1 , x 2 ) from (y 1 , y 2 ) whenever ϕ i distinguishes x i from y i . In the latter case, the formula [κ 2 ]ff distinguishes any x ∈ ι 1 (X 1 ) from any y ∈ ι 2 (X 2 ), whereas the formula
Thus, Theorem 1 applies to any combination of one-step semantics which preserve one-step expressiveness. Note that this in particular implies that the language associated with the combination of two syntax constructors distinguishes any two states up to ω-behavioural equivalence, or in case T is ω-accessible, even up to behavioural equivalence. As an immediate application, we obtain expressive languages for all system types discussed in Example 1.
Modular Construction of Proof Systems
In the previous sections we have seen how to combine syntax constructors and their corresponding semantics in a modular fashion. This allows us to obtain adequate and expressive specification languages for a wide variety of systems. We now show that we can also derive proof systems for these languages in a modular fashion. Our main result shows that this can be done in such a way that the combined proof system inherits soundness and completeness from its building blocks. The key notion needed to formulate the modularisation of proof systems is that of a proof system constructor.
Definition 11 (Proof system constructor).
Suppose S is a syntax constructor. A proof system constructor for S is a functor P :
(ii) P preserves order-reflecting morphisms.
The intuition is as follows. The syntax constructor S specifies a set of modalities to be added to propositional logic, while the induced functor S produces the language which arises by applying the given modal operators exactly once, and subsequently closing under propositional connectives. Now a corresponding proof system constructor takes a boolean preorder ⊢ L ⊆ L × L, which represents all facts that can be proved about formulas in L, and produces a boolean preorder
, which defines all provable sequents over the next transition step, that can be derived from sequents over L. In other words, a proof system constructor specifies how we can lift sequents to formulas containing an extra degree of nesting of the modal operators. The second requirement in Definition 11 formalises a well-behavedness property of proof system constructors, which will ensure that the proof systems induced by proof system constructors can be constructed inductively.
Since the axioms of modal logic involve formulas of rank one only, we can give a straightforward encoding of modal logic in a proof system constructor.
Example 8. Consider the syntax constructor S
is the relation generated by the following axioms and rules:
augmented with the axioms and rules of propositional logic. Then P P is a proof system constructor for S P .
In the case of probabilistic transition systems, the logic in [12] can also be captured by a proof system constructor. , for a finite sequence of formulas ϕ 1 , . . . , ϕ m , let ϕ (k) stand either for k) states that, from among the formulas ϕ 1 , . . . , ϕ m , at least k are true at any point.
, where the relation ⊢ ′ is generated by the following axioms and rules: whenever µ(E i ) ≥ p i for i = 1, . . . , m and µ(F j ) ≤ q j for j = 2, . . . , n, then neces-
With these axioms and rules, the functor P D : Preord BA → Preord BA defined above qualifies as a proof system constructor for S D .
A proof system constructor P for S induces a derivability relation ⊢ g P on the language L(S), defined as the set of judgements, which one can infer by applying the proof system constructor.
Definition 12 (Global proof system induced by P). The global proof system induced by P is the least boolean preorder (L(S),
In particular, since ⊢ g P is a boolean preorder, it contains all instances of propositional tautologies.
We now apply our main programme also to this definition, and show, that the global proof system can be viewed as stratification of a sequence of relations
. This will open the road for the proof of soundness and completeness using induction on the rank of the formulas.
Definition 13 (Inductive proof system induced by P). For
The inductive proof system induced by P is given by
where ι n : L n (S) → L(S) denote the inclusions arising from Lemma 1.
Proof. Lemma 1 and 1 are used to prove 2.
The two requirements in the definition of proof system constructors are exactly what is needed to show that the two proof systems induced by P coincide.
Induction on n is then used to show that (ι
Using this, the inclusion ⊢ P ⊆⊢ g P is immediate. The reverse inclusion follows by induction on n, using 2 of Lemma 3.
We can therefore use induction on n to prove properties of (L(S), ⊢ g P ). In the following, we consider soundness and completeness of (L(S), ⊢ 
(ii) A proof system constructor P for S preserves one-step soundness Proof. It follows by induction on n that ⊢ n is one-step sound (complete) w.r.t. d n for n ∈ ω. Now soundness (completeness) of (L(S), ⊢ P ) w.r.t. the coalgebraic semantics of L(S) amounts to ϕ ⊢ P ψ implies
. Thus, assuming that P preserves one-step soundness, it follows that (L(S), ⊢) = n∈ω (L n (S), ⊢ n ) is sound w.r.t. the coalgebraic semantics of L(S). Now assume that P preserves one-step completeness, and let ϕ, ψ ∈ L n (S) be such that
, and hence, using the one-step completeness of ⊢ n w.r.t. d n , ϕ ⊢ n ψ.
In the case of probabilistic transition systems, the axioms and rules given in Example 9 form a sound and complete proof system. This was proved in [12] using the standard filtration method. However, for the purposes of this paper, which aims to derive soundness and completeness results in a modular fashion, the result of [12] is not useful. Instead, we must prove that the proof system constructor defined in Example 9 preserves one-step soundness and completeness. This will later allow us to derive sound and complete proof systems for more complex types of probabilistic systems.
The following proposition, which deals with the base case of the probability distribution functor, puts us into the position to apply our techniques to a large class of probabilistic systems. Proof. The preservation of one-step soundness by P D follows easily from the properties of the one-step semantics [[S D ]] (see also the discussion motivating the last rule in Example 9). The preservation of one-step completeness by P D is proved using the following version of the theorem of the alternative. [24] ). Let Z be a subspace of Q N , and let I 1 , . . . , I n be intervals in Q. Then, one and only one of the following alternatives holds: denominator of α 1 , . . . , α m , β 1 , . . . , β n . Now assume, for the sake of contradiction, that
Theorem 3 (Rockafellar
This allows us to construct a maximally-consistent set of formulas Φ ⊆ L ′ which contains L αi ϕ i for i = 0 . . . m, as well as M βj ψ j and ¬E βj ψ j for j = 1 . . . n. We can then apply Rockafellar's theorem to the subspace
and to the intervals I ζ defined by
The first alternative in Rockafellar's theorem allows us to construct a probability dstribution µ with the prop-
Thus, in this case, we arive at a contradiction. The second alternative ultimately yields formulas ζ 1 , . . . , ζ k and ζ
Then, a suitable application of the last rule defining ⊢ SD (L) allows us to derive ∧Φ ⊢ SD (L) ff. So also in the second case, we arive at a contradiction. This concludes the proof.
We note that, although the proof of preservation of one-step completeness by P D resembles the proof in [12] (which also uses Rockafellar's theorem), our proof is substantially simpler, and avoids the use of filtrations by only considering one step in the definition of the logic and its associated proof system.
In what follows, we will show how one can combine proof system constructors for simple languages in order to derive proof systems for more complex languages. Moreover, we will show that whenever the building blocks of such constructions preserve one-step soundness and completeness w.r.t. some given one-step semantics, the resulting proof system is sound and complete w.r.t. the induced coalgebraic semantics.
Definition 15 (Combinations of proof system constructors).
Let (L 1 , ⊢ 1 ) and (L 2 , ⊢ 2 ) be boolean preorders. Definition 4 , and the relation ⊢ ⊗ is generated by the following axioms and rules:
augmented with the axioms and rules of propositional logic.
(
where L 1 ⊕ L 2 is as in Definition 4, and the relation ⊢ ⊕ is generated by the following axioms and rules:
If P 1 and P 2 are proof system constructors for S 1 and S 2 , respectively, define: If P 1 and P 2 are defined using some axioms and rules (as is, for instance, the case for P P and P D of Examples 8 and 9), then those axioms and rules, together with the axioms and rules in 1 and 2 completely define P 1 ⊗ P 2 and P 1 ⊕ P 2 , respectively. Also, recall from Example 4 that the composition of syntax constructors can be regarded as introducing an additional sort. In the same way, the composition of proof system constructors can be regarded as introducing a boolean preorder on formulas of this sort. Then, the proof system induced by P 1 P 2 can alternatively be generated using the following axioms and rules:
together with the axioms and rules of propositional logic, where A 1 , R 1 and A 2 , R 2 are the axioms and rules defining P 1 and P 2 , respectively. In the above axioms and rules, ρ and σ range over formulas of the additional sort, whereas ϕ and ψ range over formulas of L(S 1 S 2 ).
As we have already argued in the beginning, a large class of probabilistic systems can be modelled as coalgebras of signature functors of the following form:
We can therefore use Propositions 1, 2 and 8 to derive, for any probabilistic system type of the above form, a logic which is sound, complete and expressive.
Example 10 (Probabilistic automata). Simple probabilistic automata [27] are modelled coalgebraically using the functor T X = P f (A × DX). The language L = L(T ) obtained by applying the modular techniques presented earlier can be described by the following grammar:
The coalgebraic semantics of L is given by:
c |= γ ϕ iff γ(c) |= ϕ where the relations
The proof system for simple probabilistic automata can be similarly described by a three layer construction.
