Abstract-Algorithms that jointly allocate resources across different layers are envisioned to boost the performance of wireless systems. Recent results have revealed that two of the most important parameters that critically affect the resulting cross-layer designs are channel-and queue-state information (QSI). Motivated by these results, this paper relies on stochastic convex optimization to develop optimal algorithms that use instantaneous fading and queue length information to allocate resources at the transport (flow-control), link, and physical layers. Focus is placed on a cellular system, where an access point exchanges information with different users over flat-fading orthogonal channels. Both uplink and downlink setups are considered. The allocation strategies are obtained as the solution of a constrained utility maximization problem that involves average performance metrics. It turns out that the optimal allocation at a given instant depends on the instantaneous channel-state information (CSI) and Lagrange multipliers, which are associated with the quality-of-service (QoS) requirements and the operating conditions of the system. The multipliers are estimated online using stochastic approximation tools and are linked with the window-averaged length of the queues. Capitalizing on those links, queue stability and average queuing delay of the developed algorithms are characterized, and a simple mechanism is devised to effect delay priorities among users.
I. INTRODUCTION

I
N DYNAMIC wireless networks where the channel-state information (CSI) and the queue-state information (QSI) vary, nodes must adapt their transmission and reception parameters to these changes while adhering to power constraints and diverse quality-of-service (QoS) requirements. In recent years, the design of optimal resource allocation schemes (ASs) that take into account cross-layer information has attracted the attention of information theory, signal processing, communication, adaptive control, and networking communities. Existing works can mainly be classified in one of the following two categories. In the first category, approaches rely on convex optimization and dual decomposition techniques; for example, see [4] , [15] - [17] , and [30] . In these works, the solution of a properly formulated optimization problem dictates how resources are allocated, whereas the structure of the solution typically suggests the design of signaling protocols. In the second category, approaches build on dynamic backpressure policies, pioneered by Tassiulas and Ephremides [32] ; for example, see [6] , [8] , [9] , [27] , and [31] . These works rely on adaptive control tools (the so-called Lyapunov optimization) and aim at stabilizing queues of the wireless network. Such queues correspond not only to actual queues where packets are buffered before transmission but also to virtual queues whose role is to account for QoS requirements. Most existing works have focused on the impact of the cross-layer features on higher layers, and fewer works have addressed the design of cross-layer networking algorithms that take into account instantaneous fading; see [4] , [7] , [8] , [15] , [17] , and [28] for some of the exceptions. In this context, this paper aims at optimally designing crosslayer resource allocation algorithms for fading wireless cellular networks under the following operating conditions. At the transport layer, every node receives packets from higher layers. The packets of each user entail different utility levels, and nodes implement simple flow-control mechanisms to keep the network stable. At the link layer, users orthogonally share a set of parallel flat-fading channels. At the physical layer, nodes can adapt their power and rate loadings per channel realization. Both uplink (multiple-access) and downlink (broadcast) channels will be considered. The optimal cross-layer resource allocation (flows, powers, rates, and channels) is obtained as the solution of a constrained optimization problem, which naturally takes into account flow-specific utility functions, individual QoS requirements, and the network's operating conditions. The resulting optimum dynamic resource allocation is found in closed form, and it is shown to depend only on the current channel realization and user-specific prices (Lagrange multipliers). An adaptive dual stochastic algorithm is developed to estimate the optimal Lagrange multiplier values. The developed 0018-9545/$31.00 © 2012 IEEE algorithm is robust to nonstationarities, does not require knowledge of the channel distribution, and arbitrarily incurs minimal loss of performance (optimality). Furthermore, it is shown that, under very mild conditions, stochastic estimates of some of the Lagrange multipliers correspond to scaled versions of window averages of queue lengths. In other words, the developed schemes reveal one way in which QSI metrics that are related to the queue length can be used to optimize network performance. Building on the relationship between queues and multipliers, both stability and average queuing delay of the novel crosslayer resource allocation algorithms are characterized.
The main differences relative to the state of the art and the most relevant contributions of this paper are listed as follows.
1) The specific cross-layer resource allocation algorithms designed in this paper have not been considered. 2) The convergence results are stronger than the results available in the QSI literature. The convergence results are similar to the results in [28] , which neither deals with queues nor considers window averages. 3) Approximations for the average queuing delay are provided, and a simple mechanism for effecting delay priorities is presented, which is attractive from a practical perspective. 4) The QSI corresponds to window averages of the instantaneous queue lengths. 5) The CSI/QSI adaptive schemes are designed by purely relying on convex optimization and dual stochastic algorithms, without explicitly including the queue lengths in the formulation.
Contributions 4 and 5 deserve further elaboration. From a practical perspective, contribution 4 is interesting, because the QSI variability will be smaller, and its time correlation is stronger; therefore, for example, more aggressive coding schemes can be employed for QSI feedback. Indeed, several actual congestion control and queue management protocols rely on windowaveraged queue lengths [21] . From an analytical perspective, contribution 4 entails that the convergence (feasibility and optimality) proofs in the paper have to account for QSI updates being biased and outdated versions of the actual instantaneous queue lengths. As a result, the proofs can easily be adapted to deal with additional sources of QSI imperfections, which are relevant from a practical perspective (e.g., noise or delay in the signaling channels). The approach in contribution 5 opens the door to applying several known results to the problem at hand. For example, sensitivity analysis can be used to quantify tradeoffs between the considered constraints and the average queuing delay. The approach also allows for different versions of the dual stochastic updates, each potentially giving rise to different forms (metrics) of QSI; see [25] , [28] , and [33] for works that do not deal with QSI but use different stochastic updates to allocate resources in wireless networks. The rest of this paper is organized as follows. The system setup and operating conditions are described in Section II. The constrained optimization problem is formulated in Section III. Its solution is presented in Section IV, where a stochastic method of estimating the optimum Lagrange multipliers is also developed, along with the connection between Lagrange multipliers and queue lengths. Queue stability and the average delay are characterized in Section V, where a method of effecting delay priorities among users is also presented. Sections III-V deal with the uplink, whereas Section VI briefly presents their counterparts for the downlink. The signaling overhead required to implement the developed schemes is discussed in Section VII. Numerical results and conclusions in Sections VIII and IX wrap up this paper. 1 
II. MODELING PRELIMINARIES
In this section, the system setup and channel model are first introduced. Then, the operation of the link and physical layers is presented. Finally, the flow-control mechanism and queue dynamics are described. To facilitate the readability of this paper, the most relevant notation introduced here and in the following sections is summarized in Table I .
Consider that M wireless terminals (users) are connected to an access point (AP). The overall bandwidth B is divided into K orthogonal channels, each with bandwidth B/K that is small enough to ensure that the fading per channel is flat, i.e., nonselective. The wireless link between the AP and user m on channel k is characterized by its random square magnitude h k m , which is assumed normalized by the receiver noise variance. The overall MK × 1 gain vector is denoted
The channelfading process is assumed ergodic, stationary, and statistically independent across users and time. Moreover, it is assumed that h remains invariant over a block of symbols but can vary from block to block (block-fading channel model). In other words, if n denotes the current block index (whose duration is dictated by the channel coherence interval), then h[n] remains constant, and h[n] = h[n + 1] with probability one (w.p.1). Notation h[n] will be used whenever the block time variance of the channel needs to be emphasized.
With regard to the link-layer operation, links at the outset are scheduled to simultaneously but orthogonally access in time (or frequency) any of the channels; for example, see [23] and [35] . To quantitatively describe access, let w k m (h) ∈ [0, 1] denote the nonnegative fraction of time (or channel bandwidth) that user m is scheduled to transmit over channel k during the channel realization h. Since, individual user transmissions interfere with each other, it must hold that
This way, if w k m (h) = 0.9 and w k m (h) = 0.1, the traffic of user m is assigned to channel k during 90% of the duration of realization h and to user m during the remaining 10%, 1 As a notation, denotes the convolution operator, and x * is the optimal value of variable x. E[·] is the expectation, 1l {·} is the indicator function (1l {x} = 1 if x is true; otherwise, it is zero),
is the windowed average of length L of variable x at time n ≥ L. Finally, for a function f (·), (f ) −1 (·) denotes its inverse, andḟ (·) denotes its derivative. The resources adapted at the physical layer will be power and rate per user and channel. In particular, let p k m (h) and r k m (h) denote, respectively, the instantaneous power and rate user that m transmits over channel k during the channel realization h if w k m (h) = 1. Two types of power constraints are considered. Spectrum mask constraints are imposed to ensure that the instantaneous p k m (h) does not exceed a maximum prespecified levelp k , i.e.,
On the other hand, the maximum average power terminal that m can transmit is also bounded byp m ; hence
where the expectation was taken over the fading channel distribution. Since an uplink setup is considered here, users act as transmitters, and the power of each individual user has to be bounded [cf. (3)]. In the downlink, the AP acts as a transmitter, and thus, only the AP power must be constrained (see Section VI for details).
Under bit-error-rate or capacity constraints, power p With regard to the transport and network layers, the operation is described as follows. Packets are exogenously generated at higher layers. Packet streams will be referred to as flows, and there will be as many flows as users, each user having one flow. The packet arrival rate of flow m at a given instant n is a random variable denoted by a m [n] . The average arrival rate of exogenous information of flow m is denoted byā m . Terminals are equipped with queues (buffers) that can store the incoming packets. Let q m [n] denote the queue size that corresponds to flow m at time slot n. Then, the queue obeys the recursion, i.e.,
In practice, packet arrivals and departures vary at a time scale smaller than n. This case implies that definitions that are slightly different from the definition in (4) are also possible [8] . Such differences, however, are inconsequential for the subsequent analysis, and (4) has been chosen for mathematical simplicity.
Different definitions of queue stability are available. In this paper, queues are deemed stable if
This definition is referred to as "strong stability" in [8] . For queues to be stable, the following necessary condition needs to be satisfied:
The latter expression is typically known as the necessary average flow conservation condition. Equation (5), together with (1)- (3), is accounted for in the optimization problem presented in the next section.
III. PROBLEM FORMULATION AND DESIGN APPROACH
The optimal resource allocation will be viewed in this section as the solution of a constrained optimization problem. The objective will entail concave and increasing so-called utility functions U m (·), which are commonly used in resource allocation tasks (not only restricted to communication systems) and account for the "social" utility (reward) to which a specific resource (here,ā m ) gives rise. Sum-utility maximization has frequently been employed by scheduling, medium access control layer, and networking algorithms; for example, see [8] , [11] , [18] , and the references therein. Utility functions U m (ā m ) are chosen to be increasing (so that solutions that allow for higher arrival rates are promoted) and concave (so that the marginal utility for each user terminal diminishes as its rate increases), which offers a means of effecting fairness among different users. Typical utility functions U m (x) include α m log(β m + x) and α m (1 − β m ) −1 x 1−β m , where α m and β m are user-dependent positive constants. On the other hand, to effect QoS, a minimum average arrival rateǎ m is guaranteed for certain users.
The optimal allocation is obtained by solving the following constrained sum-utility maximization:
Recall that there is no need to optimize over r
; thus, the optimum value of p k m (h) will readily yield the optimum value of r k m (h). Moreover, for "best effort" flows, the correspondinǧ a m in (6b) is set to zero. Both the cross-layer and the channeladaptive attributes of the resource allocation problem are apparent, because variables of different layers are jointly optimized in (6) , and several optimization variables and constraints are functions of h. Finally, note that, in (6a), we have defined P * as the sum-rate utility value achieved by the optimum solution. This notation will be useful in the next sections to assess the potential loss of the performance of the algorithms to be developed.
The solution of (6) will be pursued in the next section, but several remarks are due before that. First, if the minimum rate requirements in (6b) are very high and the power budgets in (3) are very small, the optimization in (6) could be infeasible. This case, however, is readily detectable, because the Lagrange multipliers associated with some of the infeasible users would grow unbounded. In such a case, the only option to stabilize the system is to simply drop users. Unfortunately, optimally selecting which users to drop (also known as admission control) often boils down to an NP-hard problem and goes beyond the scope of this paper. Second, the average rate constraints in (6b) guarantee that the average arrival rate of a flow remains above a given requirement (elastic traffic). However, there is no guarantee on the instantaneous transmit rate of real-time traffic. Last, note that queue dynamics were not explicitly taken into account in (6) . Only the necessary condition for stability in (5) has explicitly been accounted for. However, it will be shown in the next section that queues can, in fact, be used as stochastic estimates of Lagrange multiplier values associated with (5) . This result implies that the solution of (6) will also implicitly depend on QSI.
IV. OPTIMAL CROSS-LAYER ALLOCATION
The problem in (6) can readily be transformed to a convex one (see [23] or [35] for details), which can be solved using the dual approach. The optimal solution will first be presented as a function of the optimum Lagrange multipliers (dual variables). A stochastic scheme will be developed next for estimating the multipliers per time instant n. The last part of this section will be devoted to the relationship between stochastic multiplier estimates and queue lengths.
A. Optimal Allocation as a Function of the Multipliers
Let π m , ρ m , and α m denote the Lagrange multipliers that are associated with the average constraints in (3), (5) , and (6b), respectively. Collect all these multipliers in a vector λ. There is no need to dualize the instantaneous constraints (1) and (2), because the solution will turn out to automatically satisfy them. Furthermore, let
, respectively, and remember that x * stands for the optimum value of a given variable x. Using these notational conventions and the Karush-Kuhn-Tucker (KKT) conditions [1] associated with (6) , it is shown in Appendix A that the optimal cross-layer resource allocation is
For notational convenience, define f (m, k, h, λ
Then, Appendix A also shows that, for h and λ * given, only users m for which f (m, k, h, λ * ) is maximum can transmit over channel k, i.e., users who satisfy m k = arg max m {f (m , k, h, λ * )} [14] , [23] . If the user who attains the maximum is unique, it readily follows that the optimum scheduling is
It will be shown later that, for the schemes developed in this paper, the user who attains the maximum is always unique, and thus, the optimum scheduling is always given by (10) . A close look at (7)- (9) and (10) reveals that the optimal management of resources depends only on the current channel realization h and on the optimal Lagrange multipliers λ * . Although (7)-(9) are easy to derive and interpret, the scheduling in (10) deserves further elaboration. Equation (10) asserts that, based on per-channel realization h, each channel k is uniquely assigned to the user index that maximizes the functional f (m, k, h, λ * ); i.e., the scheduling follows a winner(s)-take-all strategy. With regard to ρ * m and π * m as prices for the rate and power, f (m, k, h, λ * ) determines the net utility (rate reward minus power cost) of the mth user on channel k. This means that users with large ρ * m (or small π * m ) are promoted for selection. Although, for a given h, the winner is unique, the user who accesses the channel will vary as h varies. Hence, longterm fairness is also accommodated. Last, in several practical systems (such as multicarrier systems), the channel gains in consecutive channels are expected to be very similar. This condition implies that the value of f would be similar for k and k + 1, and therefore, it is likely that the winner user in both channels is the same. Additional details on this issue are provided in Section VII, where different alternatives for reducing the signaling overhead required to implement our schemes are discussed. The winner-takes-all strategy (also known as max-weight scheduling) has been shown optimal for additional setups that deal with the orthogonal sharing of resources among users [13] , [14] , [16] , [23] , [31] . It is also worth noting that (7) dictates only the optimal value of the average arrival rate but not the specific distribution of the packet arrivals. In fact, from the point of view of (6), any arrival distribution with the average given by (7) is equally optimal. Nevertheless, the distribution of packet arrivals affects practical issues such as queue lengths or the delay packets experience. These issues and further conditions on the distribution of packet arrivals will be revisited when the stochastic algorithms are presented.
B. Estimating the Multipliers
In the previous section, the optimal resource allocation was characterized by the following two variables: 1) the current CSI h and 2) the optimum Lagrange multipliers λ * . Various options are available to find λ * . Most options are iterative numerical methods that seek λ * offline by capitalizing on the knowledge of the channel distribution [1, Ch. 4 and 6] . An online approach is pursued here, under which the exact value of λ * is never found. Instead, an estimate of λ * is obtained using stochastic approximation iterations per time index n. This estimate, called λ L [n] (the reason for using the subscript L will later be apparent), remains sufficiently close to λ * ; for example, see [34] . The motivation behind this estimate is threefold: 1) The computational complexity of the stochastic schemes is lower than their offline counterparts; 2) stochastic schemes do not need to know the channel distribution and can cope with channel nonstationarities; and 3) connections between these multiplier estimates and queue lengths can be established, as will be shown in the next section.
Toward estimating the multipliers, let a *
] denote the instantaneous arrival of flow m during block n. The latter is a random variable that was drawn from a distribution with mean a * m (λ L [n]), as given by (7). Moreover, with x[n] denoting the value of a given variable x at time n, the sliding-window average of length
. Based on this average and with μ denoting a constant step size, the Lagrange multipliers are updated in (11)- (13), shown at the bottom of the page, where the primal variables, i.e., powers, rates, scheduling percentages, and flow rates, are found by substituting
into (7)- (10) . Such primal will be referred to as stochastic primal variables.
Having described the stochastic schemes, it is appropriate to revisit the optimality of the winner-takes-all strategy in (10) . It was stated in Section IV-A that the scheduling in (10) is, indeed, optimum, because for the schemes in this paper, the user m * who maximizes f (m, k, h, λ * ) is unique. To verify that this condition is true for the stochastic allocation, the user m
) is a continuous random variable, because all terms that are involved in its definition are continuous ran-
) is uncorrelated across users, because, in practice, both arrivals and channel gains are independent across users. As a result, the probability of
has Lebesgue measure zero. For the winner to be not unique, two users 2 For n < L, the sliding-window average is defined as
x [l] . Although the definition for n < L is needed for completeness, it will not be critical for the performance analysis, which holds because we will be interested in the long-term performance of our allocation schemes (more specifically, in the cumulative running average of the variables as n → ∞). Clearly, if x[n] is bounded, the behavior during the first L − 1 time slots (which is an interval of finite length) is not relevant for that purpose.
must attain the same value of f ; therefore, the previous finding readily implies that the winner is unique w.p.1.
The convergence, feasibility, and optimality of the stochastic schemes will rely on the fact that (11) and (13) are finite-length averages of stochastic subgradients of the dual function in (6); for example, see [1, Ch. 6] . Employing unbiased stochastic subgradients of the dual function for allocating resources in wireless fading networks has received some attention in recent years [24] , [25] , [28] , [33] , [34] . The focus and novelty here are on algorithms that use constant step size and combine (average) the L most recent stochastic subgradients. These two features will allow us to establish connections between some of the iterations in (11) and the (window average) length of the system queues. To be specific, assuming that the updates in (11)- (13) are bounded, the following result guarantees the feasibility and near optimality of the stochastic allocation iterates.
Proposition 1: The sample average of the stochastic resource allocation (i) is feasible and (ii) incurs arbitrarily small loss in performance relative to the average nonstochastic solution of the problem in (6) . In particular, with δ P (μ) denoting a positive number proportional to the step size μ and P * denoting the optimal value for the objective in (6), as n → ∞, it holds w.p.1. that
In other words, Proposition 1 guarantees the asymptotic optimality of the stochastic iterates, because they are feasible and achieve a value (performance) that is arbitrarily close to P * , which is the optimal value of the original (nonstochastic) solution of (6) . The proof of the proposition is given in Appendix B and relies on the convergence of stochastic (epsilon) subgradient methods. For simplicity, the proofs are given for convergence in probability, but the extension to convergence w.p.1 is straightforward using the arguments in [2, Ch. 8], [3] , and [28] . Moreover, the proof shows that, under very mild assumptions, the first inequality in (14a) and the inequality in (14b) hold with equality.
Equally relevant, convergence results can also be obtained when the cumulative running average in Proposition 1 is replaced by a finite-size sliding-window averaging or with an exponentially decaying window averaging. For these cases, convergence in the distribution of the modified left-hand side of (15) to a Gaussian whose mean is larger than the right-hand side of (15) 
C. Relating Multipliers With Queue Lengths
On top of being optimal, the stochastic schemes are also meaningful, because they reveal the cross-layer attribute of our algorithm. To see how, temporarily set L = 1 and compare (12) to (4) . It is clear that ρ m [n] and q m [n] are related in a way such that the stochastic Lagrange multipliers can be interpreted as a scaled version of the queue sizes. A very similar result is also true for L > 1. For this case, the following proposition holds.
The proof for L = 1 is straightforward, because the only difference between (12) and (4) 
). Relying on the expression in (4) and taking into account that
). For this condition to be true, the projection operator in (4) needs to be transparent, which is the reason for requiring the queues not to be empty. 3 Substituting the latter expression into
implements the window averaging and
, which is the claim of the proposition.
As aforementioned, the result of Proposition 2 is meaningful, because it shows one way in which queues can be used to allocate resources in the network. In fact, Propositions 1 and 2 establish that, if ρ * m in (7)- (10) is approximated by μW (q m [n], L), the resulting stochastic resource allocation is optimum, as long as μ is sufficiently small [cf. (15) ]. Although the term δ m (n 0 ) introduces a discrepancy between ρ L,m [n] and μW (q m [n], L), this is not a concern for the following two reasons: 1) In practice, δ m (n 0 ) ≈ 0, and 2) from an implementation perspective, the value of
without affecting the long-term performance of the algorithm. Similarly, the presence of n 0 is not critical from a practical perspective either and has been assumed to simplify the proof. Nevertheless, exhaustive simulations have shown that a nonzero n 0 is present for small-medium values of L and μ. As an alternative, the iterations in (11)-(13) can slightly be modified so that the correspondence
Although the proof is a bit more tedious, it can be shown that Proposition 1 also holds in this case.
In addition to revealing how QSI can optimally be used for allocating resources, Proposition 2 is also relevant for the following three extra reasons: 1) to analyze the stability of resource allocation algorithms; 2) to estimate the queuing delay from which packets will suffer from; and 3) to establish connections with other well-known cross-layer resource allocation algorithms such as the dynamic backpressure algorithm generalizations reported in [8] . The next section deals with reasons 1 and 2. With regard to reason 3, the stochastic iterates with L = 1 allocate resources in a manner related to those in [8] and [36] as follows: the role of ρ L [n] is played by the actual queues, the roles of π L [n] and α L [n] are played by the so-called "virtual" queues, and some tuning parameters in [8] correspond to the inverse of the step size μ. Nevertheless, the results presented so far are distinct from [8] not only because different channel realizations are used to update the multipliers (because L > 1) but also because the analytical framework (Lyapunov optimization versus stochastic convex optimization), the CSI model, and the convergence claims are all different. Interestingly, works such as [36] also established relationships between the queue lengths and the optimal value of the multipliers of a related optimization problem. More specific details on this issue will be given in the next section after presenting the results on the queue stability of our schemes.
V. QUEUE STABILITY AND DELAY ANALYSIS
The previous section established that, although queue dynamics have not explicitly been accounted for in the formulation of (6), they naturally emerge as scaled stochastic estimates of the Lagrange multipliers associated with (5) . In this section, the queue stability of the developed resource allocation algorithms is first characterized. Next, estimates of the average queuing delay that the flows experience are obtained and used to outline a mechanism for effecting delay priorities among users.
The stability analysis of the stochastic resource allocation in (7)-(13) relies on Proposition 2 to establish the following result with regard to the convergence of queue lengths. 
As a corollary, (16) yields lim n→∞qm [n] < ∞, provided that ρ * m < ∞, which implies that the iterations are stable, as long as the original problem in (6) is feasible. The proof is given in Appendix B2. Note that Proposition 3 focuses on the convergence of the sample average of the queues and not on the convergence of the instantaneous multipliers. This is the case, because we are interested in the long-term queue stability and not in issues such as queue length (or delay) moments. As simulations will confirm, the time trajectory of the stochastic estimates consists of two phases. During the first phase, the multipliers will move from the initialization point toward the optimum value. Grossly speaking, the speed of convergence is expected to be linear, because our algorithms are modified versions of a stochastic first-order (gradient) iteration. During the second phase, the estimates will hover around their optimum value. The estimates will not converge to a fixed point (because they are continuously updated based on a continuous random variable), and the "hovering noise" will be proportional to the step size considered.
Before moving to the next section, note that, for an algorithm related to the one proposed in this paper, a relationship between the expected queue length and the optimum value of a Lagrange multiplier has also been established in [36] . In particular, [36] relies on adaptive control tools to propose a cross-layer algorithm that relies on CSI and QSI to allocate resources. The authors then analyze the performance that such an algorithm achieves and show that the expected queue length approximately corresponds to the value of a Lagrange multiplier of a deterministic optimization problem.
A. Average Delay and Delay Priorities
The relationship between queues and Lagrange multipliers can also be leveraged to estimate the average queuing delay of the proposed stochastic resource allocation. To this end, Little's result asserts that, with stable queues, the longterm average delay is given by the long-term average queue length divided by the long-term average arrival rate, which means that the delay of a specific flow isd m =q m /ā m . Using Proposition 3, it follows that |μd m − ρ * m /(ā m )| < δ q (μ)/ā m w.p.1. This case readily implies that the average delay for the stochastic resource algorithms developed in this paper can be approximated asd
In other words, the average delay of our stochastic algorithm can be estimated based on the optimal solution of (6) and the step size of the proposed iterations [24] . The KKT conditions associated with (6) This condition implies that the arrival rates can be used to estimate the value of the average delay for a given flow (when the minimum rate constraint of such a flow is not active and, thus, α * m = 0) or a lower bound on that value (when the minimum rate constraint of the flow is active and, thus, α * m > 0). Upon examining (17) , it is also apparent that changes in the step size induce changes in the average delay. In particular, the larger the step size, the smaller the average queuing delay. The intuition is that large step sizes accelerate convergence and improve the ability of the iterates to react against events that would otherwise increase the queuing delay. However, large step size values also lead to more severe hovering in the dual domain and, thus, more pronounced loss of optimality. Equally interesting, (17) can also be used to effect different delay priorities. Key for this purpose is the fact that the iterations in (11)- (13) converge not only if the step size is the same for all entries of λ but if it is different for each entry as well. This way, flows (users) with stricter delay constraints can employ a larger step size. In other words, by allowing the step size to be user dependent, it is possible to control the average delay performance of individual users.
VI. DOWNLINK SETUP
In this section, we briefly elaborate on the generalization of the developed schemes for use in a downlink setup (fading broadcast channel). The first step to address the optimal design is to reinterpret some of the notation. In particular, in this section, the entries of h represent the channel from the AP (transmitter) to the users (receivers),ā m is the average exogenous rate at the AP destined for user m, and p k m (h) and r k m (h) are the power and rate transmitted by the AP to user m over channel k. Withp denoting the average power budget of the AP, the second step is to replace the M individual power constraints in (3) with the single constraint
Now, we are ready to formulate the new optimization problem, which gives rise to the optimal cross-layer allocation for the downlink setup, i.e., (2), (5), (18) . were associated with the M constraints in (3), whereas π is associated with the single constraint in (18) . With this change, the optimal allocation of resources for the broadcast channel is
where (20)- (23) with (7)- (10), we indeed observe changes in (8)- (10) , which are the resource allocation variables that are dependent on π * m . With regard to the stochastic iterates, the only modification required is to replace the M updates in (11) with the following single update, in (24) , shown at the bottom of the page.
The results in Propositions 1-3, as well as the results in (17), also hold for this case. Together with the changes in the formulation, consideration of a downlink setup entails changes in the signaling schemes and feedback overhead. This issue is discussed in more detail in the next section.
VII. SIGNALING AND COMPUTATIONAL OVERHEAD
So far, algorithms that yield the optimal allocation of resources as a function of several variables have been developed, and their performance has been analyzed. This section briefly discusses the signaling (and computational) overhead required to implement the developed algorithms and points out means of alleviating it. We assume that the algorithms are run in a centralized fashion so that the AP (which acts as a scheduler) carries out most of the required tasks. The operation of the central scheduler proceeds into the following four steps (phases):
• S1: gathering of the information required to find the optimum resource allocation; • S2: calculation of the optimum resource allocation; • S3: notification of the resulting allocation to the transmitters; • S4: update of the corresponding multipliers.
Carrying out these tasks is challenging, because the variables involved are available at different locations. For example, the channel gains h[n] are available at the receiver side through training but not at the transmitter side (unless channels are reciprocal). On the other hand, the instantaneous values of the queues {q m [n]} M m=1 are only known at the transmitter side, because they depend on the instantaneous arrivals. If convenient for reducing the signaling overhead, the multipliers can become available at both sides, provided that the corresponding stochastic iterations are run both at the transmitter and the receiver. The overhead associated with each of the aforementioned steps depends on the system setup (downlink versus uplink); for this reason, the two setups are separately analyzed.
Consider first the downlink case. To find the optimum resource allocation, the AP needs to know
, and h[n]. In this setup, the AP acts as a transmitter so that
, and π L [n] are available at the AP, and the only problem is to get h[n]. In time-division duplexing systems, uplink and downlink channels are reciprocal. Hence, the AP can acquire h[n] by estimating the channel in the reverse link.
However, in frequency-division duplexing systems, the forward and reverse channels are nonreciprocal, and therefore, h[n] is not available at the AP. In this case, during S1, every user has to send the estimation of its own channels to the AP. If the channel varies sufficiently slow and the number of channels is not very high, the users could send an analog estimation of their channels. However, if the channel varies very fast or the number of channels is very high, the feedback rate needs to be reduced. Effective methods of feeding back the values of h[n] are to rely on quantized CSI [20] , [22] and exploit correlation among channel gains (e.g., by grouping channels [19] ). S2 is locally run at the AP and only entails computational overhead. For the schemes developed in this paper, the required complexity to carry out such an operation is affordable. In particular, finding the optimum arrival flows, powers, and rates requires the evaluation of closed-form expressions [cf. (7)- (9)]. Finding the optimum scheduling requires the evaluation of the closed
for every user m and channel k and computing a maximum per channel [cf. (10)]. During S3, the scheduler needs to notify the optimum allocation to the terminals. This approach requires broadcasting the index of the winner user in each of the (group of) channels. If the users can detect the modulation/coding mode that the AP is using, no further action is required. If not, the AP needs to notify the modulation/coding scheme to be used. If only a finite set of adaptive modulation and coding modes is used (which is the typical case in quantized CSI systems), then only the index of the corresponding mode has to be identified. For this setup, users do not need to know any multipliers; therefore, S4 is run only at the AP, and no feedback is required. With regard to the computational complexity, S4 requires running only one iteration of the updates in (11)-(13), which is trivial, because the optimum allocation has been found.
The uplink case is more challenging. In this case, we can safely assume that
are available at the AP (the AP acts as receiver, and therefore, the channel values are known through training). However, the values of {q m [n]} M m=1 are known only by the users; therefore, during S1, such values have to be fed back to the AP. If the duration of a slot n is long enough, it is reasonable to assume that every user can send its own q m [n] to the AP through a signaling (feedback) control channel. If not, schemes for reducing the signaling are required. As in the case of the CSI, quantizing the queue length or exploiting the correlation that the queue lengths exhibit across time is an alternative that is worth exploring. A simpler alternative consists of sending the (window average) queue length only one out of L slots. Clearly, this approach would reduce the feedback rate by a factor of L. The proofs in Appendix B can be adapted to show that the optimality/convergence results in Proposition 1 would also hold for such a case. The computational complexity to run S2 is the same as in the downlink setup. During S3, the AP broadcasts the index of the winner user in each of the channels. Moreover, the power and rate that the winner users need to load also have to be broadcast. For fast-fading channels, the most reasonable alternative for reducing this overhead is to use quantized CSI. In such a case, the AP only needs to identify the index of the rate-power pair to be used.
We close this section by pointing out that lines of research that are worth looking at are developing schemes that work in a fully distributed scenario, are robust to communication errors, and are suboptimal (imperfect) but require much lower signaling overhead [16] . Although all these lines are certainly of interest, they go beyond the scope of this paper and are left as future work.
VIII. NUMERICAL RESULTS
In this section, numerical results are presented to assess the analytical claims. Unless explicitly mentioned, the default simulation setup will be an orthogonal frequency-division multiplexing (OFDM) uplink system with M = 4 users and K = 64 parallel channels. Channels are time and frequency selective, and the corresponding signal-to-noise ratios (SNRs) follow an exponential distribution (Rayleigh fading channel model). The average power gains for users 1-4 are 6, 4.5, 3, and 1.5 dB, respectively. Arrivals are randomly drawn from a binomial distribution. Simulations are run by assuming that the signaling channels were ideal; therefore, both CSI and QCI are assumed to be perfectly known.
Test Case 1: Optimality and Feasibility: First, we illustrate that the developed algorithms are optimal and feasible, and we compare their performance with existing alternatives. Values of the average transmit power, transmit rate, sum rate, and sum utility for the five ASs tested are given as follows.
• AS1: Utilities are linear (therefore, the objective corresponds to the sum rate), and there are no rate restrictions.
• AS2: The utility functions are U m (a) = log(1 + a) ∀m, and there are no rate restrictions. • AS3: This AS is similar to AS2, but withǎ 1 = 300.
• AS4: This AS is a simplified version of AS2, but with fixed subcarrier allocation. • AS5: This algorithm is compatible with the Worldwide Interoperability for Microwave Access (WiMAX) standard, where the subcarrier and power allocation are fixed, and the SNR per subcarrier is used to select the transmit rate from a codebook with eight prespecified values. In all five schemes, the average power constraints arep : 20, 12, 7] T . To reduce the number of schemes simulated, in this test case, we only simulate the nonstochastic version of our algorithms. Extensive simulations that assess the optimality loss of the stochastic algorithms relative to their stochastic counterparts will be carried out in test case 3.
The results listed in Table II illustrate that the proposed algorithm can provide fairness and guarantees on minimum average rate requirements, whereas it clearly outperforms other suboptimal schemes, which fail to satisfy these requirements. With regard to optimality, we see how indeed AS1 outperforms AS2 in terms of the sum rate (sum rate is the metric maximized by AS1) and how AS2 does better than AS1 in terms of the sum utility (sum utility is the metric maximized by AS2). Moreover, we see that, to satisfy the minimum rate requirement for user 1, AS3 needs to sacrifice some utility. (This case is because the unconstrained problem in AS2 does not fulfill the requirementǎ 1 , and therefore, the constraint needs to be activated.) Recall that the optimality of the nonstochastic Finally, note that the small differences in terms of sum-utility values among AS1-AS3 are due to the specific setup selected. Had the utilities been different or had the rates been smaller, the difference in terms of the sum utility would have been larger. However, for the simulated configuration, the transmit rates are large enough, and therefore, the selected utility is basically flat.
Test Case 2: Dynamic Behavior of the Stochastic Schemes:
To gain further insight into the convergence of our algorithms, we analyze the dynamic behavior of the stochastic iterates. We focus on the test case in AS3, with L = 1 and μ = 10 −4 . Fig. 1 comprises six subplots, each depicting the evolution over time of a different subset of variables. Fig. 1(a) is the evolution of the average transmit rateā m [n] : Fig. 1(b) is the evolution of the average power consump-
In Fig. 1(a) and (b) , dashed lines correspond to the performance when the optimal multipliers are known, whereas continuous lines correspond to the stochastic algorithms proposed in this paper. Fig. 1(c) Starting with the trajectories of the running averagesā m [n] andp m [n] in Fig. 1(a) and (2), we observe that the considered constraints are satisfied (with equality) and the stochastic allocation converges in some hundred (correspondingly, a couple of thousand) iterations. The behavior of the Lagrange multipliers plotted in Fig. 1(c) -(e) is slightly different. Similar to Fig. 1(a) and (b), there is an initial phase during which the multipliers go from the initial point (which was randomly chosen) toward the optimal value. However, once the multipliers approach their optimal value, they do not strictly converge but hover around it. This case is not unreasonable, because (5) are always active. Finally, the trajectories of queue lengths are depicted in Fig. 1(e) T . All other parameters are set as in the default case. The values for μ and L vary, as indicated in the entries of the table.
The numerical results reveal that larger step sizes give rise to larger gaps from the optimum. This trend is reasonable, because the bounds on the loss of optimality in Proposition 1 are proportional to μ. Note, however, that the bounds were derived using a worst case approach so that the actual loss does not have always to follow such a trend. The variation of the losses w.r.t. L is more difficult to explain. On the one hand, the bound on the optimality loss grows if the value of L increases (this case was not established in the statement of Proposition 1, but it was revealed in its proof). On the other hand, larger values of L render the stochastic updates of the multipliers closer to the original (nonstochastic) updates. This contradictory behavior may be the cause for the results in Table III . For μ = 10 −5 , larger values of L incur more sizeable losses; for μ = 10 −4 , the trend is the opposite; and for μ = 3 · 10 −5 , the variation of the losses is not monotonic.
To illustrate the behavior of our algorithm in a scenario with a larger number of users, additional numerical results (that confirm the previous findings) are presented in Table IV • ASe: the nonstochastic scheme, which assumes that λ * is known and uses these values to adapt resources; • ASf: a modified version of the nonstochastic scheme in ASe, where the average arrival rateā * (λ * ) is slightly backed off so that the delay is decreased (in particular, simulations are run withā = 0.97ā
In all six cases, packet arrival rates follow a binomial distribution. The corresponding average queue length, average delay, and utility loss are listed in Table V . The main observation from the numerical results in Table V is that the average delay is indeed inversely proportional to the step size. Moreover, the results also show that the delay of the stochastic schemes ASa-ASd is considerably lower than the nonstochastic optimal solution in ASe. In addition, the comparison of the simulated average delays for the schemes ASf and ASe reveals that the delay of the nonstochastic schemes can considerably be reduced, at the expense of a small loss in terms of optimality (sum utility). Differently, stochastic schemes ASc and ASd also achieve a delay reduction relative to their counterparts ASa and ASb but without incurring a sum-utility loss (relative to ASa and ASb). The delay improvement observed in stochastic schemes that use a "smart" initialization is in agreement with the results in [36] . In particular, [36] develops different algorithms that explicitly consider the instantaneous queue length and shows that, if the actual queue lengths are offset by a positive number (which is referred to as placeholder bits), the delay optimality tradeoffs considerably improve. The effect of such placeholder bits is very similar to the nonzero initialization considered in ASc and ASd. Characterizing the optimality versus delay tradeoff for the nonstochastic schemes, their stochastic counterparts (relying on the results in [36] ), and stochastic versus nonstochastic alternatives are interesting research lines but go beyond the scope of this paper and are left as future work.
To gain insight into the sensitivity of the average delay w.r.t. the step size, we run a last experiment. In this experiment, the value of the step size is modified online, and the effect on the size of the queues and the average delay is analyzed. In particular, the step size remains constant during a period of 10 000 time iterations, and then, it is reduced by a factor of 1/4. The simulation comprises five periods; therefore, the total simulated time is 50 000 instants. The corresponding results are plotted in Fig. 2 , where Fig. 2(a) represents the queue lengths of all users, Fig. 2(a) depicts the delay experienced by the users, and Fig. 2(c) represents the product delay times step size. Results in Fig. 2(a) and (b) show that, every time the step size changes, the queue length and delay notably increase. However, after a transient period, the stochastic schemes can drive the queues to a stable level (note that this transient seems to also increase as the step size decreases). Moreover, the product delay times the step size is stabilized around a steady-state value, confirming that the average delay is inversely proportional to the step size (as predicted by Proposition 3). The last test case is devoted to compare the performance of our algorithms with existing state-of-the-art alternatives. The metrics to be compared are the sum average delay and sum utility. The following three algorithms are compared:
• A1: our stochastic optimization algorithm with L = 1 and μ = 10 −5 ; • A2: a stochastic algorithm, with the time-diminishing step size similar to the step size proposed in [34] (the step size considered is μ[n] = μ[0]/(1 + 100 n/N), where N = 50 000 is the total simulation time); • A3: the optimal queue control algorithm proposed in [36] . Neither [34] nor [36] consider the exact same operating conditions as in the conditions in this paper; therefore the solutions proposed in these papers require some adaptation. Because [36] considers an unconstrained optimization problem, we will assume that the value of the optimum values of the multipliers associated with the average rate and power constraints (i.e., α * m and π * m ∀m) are perfectly known. To ensure fair comparison, the initialization of the queues (multipliers) in both algorithms is the same, and the parameter V in [36] is set to V = 1/μ.
The scenario considered is the same as in the scenario considered in test case 3 (M = 8, andǎ = [100, 0, 0, 0, 0, 0, 0, 0] T ). The results are listed in Table VI . The first observation is that A2 achieves the best sum-utility value. This result was expected, because the schemes in [34] are optimal as n → ∞. On the other hand, A2 also exhibits the highest delay. This result was also expected, because the steady state of the algorithms in [34] is, in fact, the same as the optimal nonstochastic solution (recall that the results in test case 4 confirmed that the queues for the nonstochastic algorithm can unboundedly grow). Comparing A3 with A1, the results show that the sum-utility loss is slightly higher for our scheme whereas the achieved delays are similar. This result is also reasonable, because A3 capitalizes on the perfect knowledge of α * m and π * m (which amounts to having knowledge of the channel distribution), whereas A1 is a purely stochastic (online) algorithm.
IX. CONCLUSION
Cross-layer algorithms have been designed in this paper to allocate resources (flows, channel access, power, and rates) in a cellular system where users transmit over a set of orthogonal channels. Both uplink and downlink setups have been addressed. The developed resource allocation strategy depends on the instantaneous fading, queue lengths, and user-specific weights. The user-specific weights correspond to Lagrange multipliers and are estimated online using stochastic approximation iterations. Capitalizing on a relationship between multiplier estimates and the window-averaged queue lengths, stability, and average delay performance were analyzed. Finally, a mechanism for effecting delay priorities among users by tuning the step size of individual users was also discussed.
APPENDIX A OPTIMAL SOLUTION FOR (6) To solve for the optimal resource allocation, the constraints in (6) will be split into two groups. The first group is formed by (3), (5), and (6b). These average constraints are generally difficult to handle, and dual techniques will be used to deal with them. The second group is formed by (1) and (2) plus the nonnegative constraints that were not explicitly written in (6) but confine all w k m (h), p k m (h) andā m to be nonnegative. The constraints in the second group are easy to handle, and there is no need to dualize them.
To find the optimal solution for (6), we will do the following three tasks: 1) form the corresponding Lagrangian; 2) minimize the Lagrangian while guaranteeing that the constraints in the second group are satisfied; and 3) substitute for the optimum value of the Lagrange multipliers to recover the primal variables.
We start by introducing a notation to form the Lagrangian that is associated with the problem in (6) . Let x be a vector that contains all primal variables (ā m , w
Note that x has infinite length, because h takes infinite values. Using these notational conventions, the Lagrangian is
For a given λ, we need to minimize L(x, λ) w.r.t. 
To guarantee that the latter expression satisfies the nonnegative constraints, we simply need to projectā * m onto the feasible set (nonnegative orthant). Thus, the solution is
Proceeding similar to the optimum power allocation, we set the partial derivative of L(x, λ) w.r.t. p 
As aforementioned, we must guarantee that p k * m (h, λ) is nonnegative and satisfies (3); hence, the optimal power allocation is We begin by briefly reviewing some concepts from the optimization theory and introducing notation. Then, we present a result on the boundedness of Lagrange multipliers (Lemma 1) to be used in subsequent proofs. Using Lemma 1, we prove Proposition 1 and, subsequently, Proposition 3. For brevity, several of the proofs presented here guarantee only convergence in the mean (hence, in probability), but more sophisticated tools can be used to establish convergence w.p.1 [2, Sec. 8.2.2], [3] , [28] .
The definition of a stochastic subgradient is first reviewed. Let f be a scalar real-valued function of vector x. Vector ∂(x 0 ) is an unbiased stochastic subgradient of f at point x 0 if and
T (x − x 0 ) w.p.1. Going back to our problem, we will use D(λ) to denote the dual function of (6) [1, Sec. 5.1.2]. Key to the subsequent proofs is the fact that the updates in (11)- (13) are finite-length averages of the stochastic subgradients of D(λ). To be more precise, let ∂[n] denote a 3M × 1 vector whose ith entry is
It is easy to verify that, for L = 1, ∂[n] comprises the correction terms in (11)- (13); therefore, (11)-(13) can collectively be written as the following first-order vector recursion: Using results from the optimization theory, it readily follows that ∂[n] is an unbiased stochastic gradient of
, which is an important property to be used later. Note, however, that
for L > 1 may not be an unbiased stochastic subgradient of D(λ). In fact, the subsequent proofs will reveal that ∂ L [n] is, in general, a biased estimate of the subgradient of D(λ) and therefore results from the convergence of -subgradients that need to be used [2, Sec. 4.3] . This case will slightly complicate the convergence proofs. Finally, let∂
is nonnegative, and therefore, the projection operator in
. This notation will be used at several points in the proofs to bypass the nonlinearity of the projection operator in
. Now, we are ready to present a result on the boundedness of the multipliers.
Lemma 1: If the problem in (6) is strictly feasible and the constraint set in (6b) and (6c) is bounded, then there exists a finite constant c such that
This result is standard for dual (sub)gradient algorithms, and its proof will only be sketched here. The proof follows the steps in, for example, [26, Lemma 3] , after writing ∂ L [n] as a sum of L terms and taking expectations. Intuitively speaking, this claim is reasonable because of the following three reasons: 1) Feasibility implies that the optimum multipliers λ * are finite; 2) the subgradient iterations drive E[λ L [n] ] closer to ∂ * ; and 3) the maximum correction term is bounded. Because convergence in the mean implies convergence in probability, it is guaranteed that λ L [n] is bounded in probability. As aforementioned, the following appendices will prove convergence in probability but not convergence w.p. 
Because the stochastic iteration is projected over the nonnegative orthant, it follows that
. Dividing both sides by n and initializing with
. Because the multipliers are bounded (cf. Lemma 1), as n → ∞, the left-hand side of the last inequality goes to zero, which implies that
. Now, take into account the following two facts: 1) in (6) , all the constraints are convex (in fact, linear) and 2) the constraint violation averaged over the last 
implies that the stochastic solution is feasible, thus proving (i).
If it holds that, after a time instant n 0 , the multipliers of all active constraints are nonnegative, then the projection operator becomes transparent, which readily implies that 0 = lim n→∞ (n − n 0 )
. The latter expression together with the linearity of the constraints in (6) implies that the bounds in (14a) and (14b) associated with the active constraints are satisfied with equality. For the problem in (6), it is easy to verify that the flow conservation and average power constraints are always active. However, the constraints in (6b) may or may not be active, depending on individual user rate requirements and the system's operating conditions (average channel gain and power budgets).
Proof of proposition 1.(ii):
To show the bound in (15), we need first to prove the following lemma.
Lemma 2: If the entries of ∂[n] are bounded, it holds that
Proof: We first present the proof for L = 1. Based on this proof, we present the proof for L = 2, which can easily be generalized for L > 2.
The first step in proving the lemma for L = 1 consists of using the nonexpansive property of the projection operator
Supposing that the "path" (history) of the system up to instant
, is given, consider taking expectations on both sides of (34) over the future of the path to obtain
Now, taking expectations over any possible path
Successively applying the last inequality and with
2 ], we arrive at
Dividing by n and rearranging the terms yields
Because the multipliers are bounded (cf. Lemma 1), as n → ∞, the last inequality reduces to The proof for L = 2 will rely on the definition of∂ L and the bound in (39), which holds, regardless of the value of L. Let us rewrite the left-hand side of (39) as follows:
= lim
To simplify the proof, we will not take into account that the windowaveraging operator renders the definition of ∂ L [l] different for l = 1. As explained in Footnote 2, such a difference is not relevant when we look at the long-term average and take n → ∞. Note that, although the lemma assumed that the entries of ∂[n] are bounded, the proof relied on the fact that the secondorder statistics of ∂[n] are bounded. Nevertheless, the assumption that the entries of ∂[n] are bounded does not entail a loss of generality from a practical perspective (the arrival rates and the transmit powers and rates are always bounded in real systems), and therefore, it was assumed through.
Having proved Lemma 2, we are ready to establish the bound in (15) . Taking expectations on the left-hand side of (15), we have
where ( (6) . Because a closed-form expression for D(λ) may be difficult to obtain, bounds on D(λ) (which, in general, are easier to find) can be used to bound the size of B λ . On the other hand, generic bounds on B λ that do not exploit the specific form of (6) but only the fact that D(λ) is a dual function can also be found along the lines of, for example, [26] . 
Successively applying (49) yields
Dividing by n and rearranging terms, we arrive at
Because the multipliers are bounded (cf. Lemma 1), as n → ∞, the last inequality yields
where, for the last inequality, we have used that the dual function is convex, which concludes the proof.
