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A note on local higher regularity in the dynamic linear
relaxed micromorphic model
Sebastian Owczarek 1 and Ionel-Dumitrel Ghiba2 and Patrizio Neff 3
Abstract
We consider the regularity question of solutions for the dynamic initial-boundary value problem for the
linear relaxed micromorphic model. This generalized continuum model couples a wave-type equation for the
displacement with a generalized Maxwell-type wave equation for the micro-distortion. Naturally solutions
are found in H1 for the displacement u and H(Curl) for the microdistortion P . Using energy estimates
for difference quotients, we improve this regularity. We show H1loc–regularity for the displacement field,
H1loc–regularity for the micro-distortion tensor P and that CurlP is H
1–regular if the data is sufficiently
smooth.
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1 Introduction
Generalized continuum theories like the micromorphic or Cosserat model have a long history [9, 19]. These
models are endowed with additional degrees of freedom (as compared to standard linear elasticity) which are
meant to capture effects from a microscale on a continuum level. In the micromorphic family, each macroscopic
material point is displaced with the classical displacement u : Ω × [0, T ] → R3 and attached to the macro-
scopic point there is an affine micro-distortion field P : Ω × [0, T ] → R3×3 describing the interaction with the
microstructure.
The equations of motion are obtained from Hamilton’s principle and the introduction of suitable kinetic and
elastic energy expressios. Typical for the classical micromorphic model is a quadratic term 12‖∇P‖
2 leading to
an equilibrium problem of the type
u,tt = Div
(
∇u − P
)
+ f = ∆u−DivP + f, (1.1)
P,tt = (∇u− P )− symP +∆P +M.
Unique solutions are found in classical Hilbert spaces, u ∈ H1(Ω,R3) and P ∈ H1(Ω,R3×3), under suitable initial
and boundary conditions and for these models [16,24], higher regularity follows from the standard approach for
the wave equation.
Departing from this framework, Neff and his co-workers have introduced the so called relaxed micromorphic
model [21]. Here, the “curvature energy” 12‖∇P‖
2 is replaced by 12‖CurlP‖
2, which represents a sort of “relax-
ation” since the interaction-strength of the microstructure with itself is getting much weaker. The typical set
of equations turns into
u,tt = Div
(
∇u− P
)
+ f, (1.2)
P,tt = (∇u− P )− symP +CurlCurlP +M,
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under suitable initial and boundary conditions, which for P has to be a tangential boundary condition. The
second equation can be seen as a generalized Maxwell-problem due to the Curl Curl-operator. Unique solutions
are now found in the natural setting u ∈ H1(Ω,R3) and P ∈ H(Curl,R3×3), see [13, 14].
The current interest for the relaxed micromorphic model mainly stems from the fact that it is able to describe
frequency-band gaps as observed in real meta-materials (see e.g. [10,11] and [1,2,4,7,8,17,18]). When it comes to
the numerical implementation, it would be natural to use the pair of function spaces H1(Ω,R3)×H(Curl,R3×3).
If, on the other hand, a standard H1(Ω,R3) × H1(Ω,R3×3) framework is used (which is more easily available
from relevant software packages) the occurring approximation error hinges on the local regularity of solutions.
Indeed, in this paper we show (Theorem 3.5) that u ∈ H2loc(Ω) and P ∈ H
1
loc(Ω) can be achieved under suitable
regularity assumptions on the data. This establishes convergence of standard numerical FEM-implementations
in the interior and constitutes a major motivation for our work. While in the static case, this kind of improved
regularity (fromH(Curl) to H1loc(Ω)) for the microdistortion field P is illusory, the dynamic formulation provides
much more control of the appearing fields through the kinematic terms.
In a previous paper [13], starting from some results established by Alonsi and Valli [3], we have seen that
for all G ∈ χ˜∂Ω := {G ∈ H
1
2 (∂Ω) ;
〈
Gi
∣∣
∂Ω
, n
〉
= 0} there exists an extension G˜ ∈ H(Curl; Ω) such that
Curl Curl G˜ = 0 and which belongs actually to H1(Ω). This result is useful in order to prove that the initial-
boundary value problem with non-homogeneous boundary condition admits a unique solution (u, P ) with the
regularity: u ∈ C1([0, T ); H1(Ω)) , u,tt ∈ C((0, T ); L
2(Ω)) , P ∈ C1([0, T ); H(Curl; Ω)), P,tt ∈ C((0, T ); L
2(Ω)),
Curl CurlP ∈ C((0, T ); L2(Ω)), for all times T > 0. Moreover, we have shown that any extension v˜ ∈ H(curl; Ω)
of v ∈ χ˜∂Ω is such that ∇ curl v˜ ∈ L
2(Ω), see [13]. In the present paper, starting from this remark and by
using some standard techniques, we prove that under suitable assumptions on the data, the solution (u, P ) is in
fact smoother, i.e. u ∈ C((0, T ); H2loc(Ω)) , P ∈ C((0, T ); H
1
loc(Ω)) and CurlP ∈ C((0, T ); H
1(Ω)) , for all times
T > 0. We point out that this result may seem surprising unusual, since we have no information on DivP in Ω
and not even on Pi · n (i = 1, 2, 3) on ∂Ω.
2 The relaxed micromorphic model
We consider Ω to be a connected, bounded, open subset of R3 with a C1,1 boundary ∂Ω and T > 0 is a fixed
length of the time interval. The domain Ω is occupied by a micromorphic continuum whose motion is referred
to a fixed system of rectangular Cartesian axes Oxi (i = 1, 2, 3).
2.1 Notations
Throughout this paper (if we do not specify otherwise) Latin subscripts take the values 1, 2, 3. We denote by
R
3×3 the set of real 3 × 3 matrices. For all X ∈ R3×3 we set symX = 12 (X
T +X) and skewX = 12 (X −X
T ).
The standard Euclidean scalar product on R3×3 is given by 〈X,Y 〉R3×3 = tr(XY
T ), and thus the Frobenius
tensor norm is ‖X‖2 = 〈X,X〉R3×3 . In the following we omit the index R
3×3. The identity tensor on R3×3
will be denoted by 1, so that tr(X) = 〈X,1〉. Typical conventions for differential operations are implied such
as comma followed by a subscript to denote the partial derivative with respect to the corresponding cartesian
coordinate, while t after a comma denotes the partial derivative with respect to the time. A matrix having the
three column vectors A1, A2, A3 will be written as (A1 |A2 |A3).
We denote by u : Ω× [0, T ]→ R3 the displacement vector of the material point, while P : Ω× [0, T ]→ R3×3
describes the substructure of the material which can rotate, stretch, shear and shrink (the micro-distortion).
Here, T > 0 is a fixed length of the time interval. For vector fields u = (u1, u2, u3) with ui ∈ H
1(Ω), i =
1, 2, 3, we define ∇u := (∇u1 | ∇u2 | ∇u3)
T
, while for tensor fields P with rows in H(curl ; Ω), i.e. P =(
(PT .e1)
T | (PT .e2)
T | (PT .e3)
T
)T
, PT .ei ∈ H(curl ; Ω), i = 1, 2, 3, we define
CurlP :=
(
curl (PT .e1)
T | curl (PT .e2)
T | curl (PT .e3)
T
)T
.
The corresponding Sobolev spaces for the second order tensor fields P , CurlP and ∇u will be denoted by
H1(Ω) and H(Curl ; Ω) , and H10(Ω) and H0(Curl ; Ω) , respectively.
2
2.2 The initial-boundary value problem in the linear relaxed micromorphic theory
The partial differential equations associated to the dynamical relaxed micromorphic model [21] are
u,tt = Div
(
2µe sym(∇u− P ) + 2µc skew(∇u− P ) + λe tr(∇u− P )1
)
+ f
P,tt = 2µe sym(∇u − P ) + 2µc skew(∇u− P ) + λe tr(∇u− P )1
−(2µmicro symP + λmicro(trP )1)− µmicroL
2
c Curl CurlP +M , (2.1)
in Ω × (0, T ), where f : Ω × (0, T ) → R3 is a given body force and M : Ω × (0, T ) → R3×3 is a given body
moment tensor.
Here, the constants µe, λe, µc, µmicro, λmicro are constitutive parameters describing the isotropic elastic re-
sponse of the material, while Lc > 0 is the characteristic length of the relaxed micromorphic model. We assume
that the constitutive parameters are such that
µe > 0, 2µe + 3λe > 0, µc > 0, µmicro > 0, 2µmicro + 3λmicro > 0. (2.2)
The system (2.1) is considered with the boundary conditions
u(x, t) = g(x, t), Pi(x, t)× n(x) = Gi(x, t) (2.3)
for (x, t) ∈ ∂Ω× [0, T ], where n is the unit normal vector at the surface ∂Ω, × denotes the vector product and
Pi (i = 1, 2, 3) are the rows of P . The model is also driven by the following initial conditions
u(x, 0) = u(0)(x) , u,t(x, 0) = u
(1)(x) , P (x, 0) = P (0)(x) , P,t(x, 0) = P
(1)(x) (2.4)
for x ∈ Ω.
Definition 2.1. We say that the initial data (u(0), u(1), P (0), P (1)) satisfy the compatibility condition if
u(0)(x) = g(x, 0) , u(1)(x) = g,t(x, 0) , P
(0)
i (x) = Gi(x, 0) , P
(1)
i (x) = Gi,t(x, 0) (2.5)
for x ∈ ∂Ω and i = 1, 2, 3, where Gi,t denotes the time derivative of the function Gi.
2.3 Preliminary results
In a previous paper [13] we have considered the space
χ˜
∂Ω := {v ∈ H
1
2 (∂Ω) |
〈
v
∣∣
∂Ω
, n
〉
= 0}. (2.6)
This space is related to the fact that, according to [3], for all v ∈ H(curl; Ω) the tangential trace n × v
∣∣
∂Ω
(see [15, p. 34]) belongs to a proper subspace of H−
1
2 (∂Ω) defined by
χ
∂Ω := {v ∈ H
−
1
2 (∂Ω) |
〈
v
∣∣
∂Ω
, n
〉
= 0 and divτ v ∈ H
−
1
2 (∂Ω)} (2.7)
and equipped with the norm
‖v‖χ
∂Ω
= ‖v‖
H−
1
2 (∂Ω)
+ ‖divτ v‖
H−
1
2 (∂Ω)
. (2.8)
We observe that χ˜∂Ω ⊂ χ∂Ω. In [13], summarising some results presented in [3] and [6, Theorem 6 of Section
2], we have concluded that the following results hold true.
Theorem 2.2. Assume that the boundary ∂Ω is of class C1,1 or that Ω is a convex polyhedron. Moreover, let
us assume that v ∈ χ∂Ω. Then there exists an extension v˜ ∈ H(curl; Ω) of v in Ω such that
1. curl curl v˜ = 0 ; 2. div v˜ = 0 ; 3. v˜ ∈ H1(Ω) for all v ∈ χ˜∂Ω.
Corollary 2.3. Assuming the hypothesis of Theorem 2.2 to be satisfied, then ∇ curl v˜ ∈ L2(Ω).
3
Using these results, we have proven the existence and uniqueness of the solution of the initial-boundary
value problem arising in the linear relaxed theory for non-homogeneous boundary conditions, see [13].
Theorem 2.4. (Existence of solution with non-homogeneous boundary conditions) Let us assume that the
constitutive parameters satisfy (2.2) and the initial data are such that
(u(0), u(1), P (0), P (1)) ∈ H1(Ω;R3)×H1(Ω;R3)×H(Curl; Ω)×H(Curl; Ω) (2.9)
and that the compatibility condition (2.5) holds. Additionally,
Div
(
2µe sym(∇u
(0) − P (0)) + 2µc skew(∇u
(0) − P (0)) + λe tr(∇u
(0) − P (0))1
)
∈ L2(Ω) ,
Curl CurlP (0) ∈ L2(Ω)
(2.10)
and f ∈ C1([0, T ); L2(Ω)) , M ∈ C1([0, T ); L2(Ω)), g ∈ C3([0, T ); H
3
2 (∂Ω)) , Gi ∈ C
3([0, T ); χ˜∂Ω) i = 1, 2, 3 .
Then, the system (2.1) with boundary conditions (2.3) and initial conditions (2.4) possesses a global in time,
unique solution (u, P ) with the regularity: for all times T > 0
u ∈ C1([0, T ); H1(Ω)) , u,tt ∈ C((0, T ); L
2(Ω)) , P ∈ C1([0, T ); H(Curl; Ω)), P,tt ∈ C((0, T ); L
2(Ω)) (2.11)
Moreover,
Div
(
2µe sym(∇u − P ) + 2µc skew(∇u − P ) + λe tr(∇u− P )1
)
∈ C((0, T ); L2(Ω)) (2.12)
and
Curl CurlP ∈ C((0, T ); L2(Ω)) . (2.13)
The assumption on the constitutive parameters was used in the proof since we need to know that there
exists a constant C > 0 such that
C(‖∇u‖2L2(Ω) + ‖P‖
2
H(Curl;Ω)) 6
∫
Ω
(
µe‖sym(∇u − P )‖
2 + µc‖skew(∇u − P )‖
2 +
λe
2
[tr(∇u − P )]2 (2.14)
+ µmicro‖symP‖
2 +
λmicro
2
[tr(P )]2 +
µmicroL
2
c
2
‖CurlP‖2
)
dx
for all u ∈ H10(Ω) and P ∈ H0(Curl ; Ω). This coercivity follows even when µc = 0, due to the fact that [5, 23]
there exists a positive constant C, only depending on Ω, such that for all P ∈ H0(Curl ; Ω) the following estimate
holds
‖P‖2H(Curl) := ‖P‖
2
L2(Ω) + ‖CurlP‖
2
L2(Ω) 6 C (‖symP‖
2
L2(Ω) + ‖CurlP‖
2
L2(Ω)). (2.15)
Let us adjoin the total energy to a solution of the initial-value problem
E(u, P )(t) =
1
2
∫
Ω
(‖u,t‖
2 + ‖P,t‖
2) dx+
∫
Ω
(
µe‖sym(∇u− P )‖
2 +
λe
2
[tr(∇u− P )]2 + µc ‖skew(∇u− P )‖
2
+ µmicro‖symP‖
2 +
λmicro
2
[tr(P )]2 +
µmicroL
2
c
2
‖CurlP‖2
)
dx . (2.16)
3 Higher local regularity
3.1 Auxiliary results
At the beginning, we are going to prove the following inequality
‖∇ curlPi‖C((0,T );L2(Ω)) 6 C , (3.1)
where i = 1, 2, 3, P =
(
P1 |P2 |P3
)T
is the unique solution of the problem (2.1)-(2.4) and the constant C > 0
depends on Ω, only (CurlP is calculated with respect to rows of the matrix P ). Observe that it is sufficient to
prove the inequality (3.1) with homogeneous tangential boundary condition Pi×n = 0 on ∂Ω since the estimates
in the case of inhomogeneous tangential boundary condition follows as a consequence of Corollary 2.3.
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Lemma 3.1. Assume that φ ∈ C∞(Ω;R3) and φ× n = 0 on ∂Ω. Then
〈
n, curlφ
〉
= 0 on ∂Ω.
Proof. Suppose that φ ∈ C∞(Ω;R3) and ϑ ∈ C∞(Ω;R). Notice that∫
Ω
〈
curlφ,∇ϑ
〉
dx = −
∫
Ω
div(curlφ)︸ ︷︷ ︸
=0
ϑ dx+
∫
∂Ω
〈
n, curlφ
〉
ϑ dS . (3.2)
On the other hand ∫
Ω
〈
curlφ,∇ϑ
〉
dx =
∫
Ω
〈
φ, curl∇ϑ︸ ︷︷ ︸
=0
〉
dx+
∫
∂Ω
〈
n× φ,∇ϑ
〉
dS . (3.3)
Comparing (3.2) and (3.3) we obtain∫
∂Ω
〈
(n× φ),∇ϑ
〉
dS =
∫
∂Ω
〈
n, curlφ
〉
ϑ dS . (3.4)
Using the hypothesis φ× n = 0 on ∂Ω, we find∫
∂Ω
〈
n, curlφ
〉
ϑ dS = 0 for all ϑ ∈ C∞(Ω,R) , (3.5)
which implies that
〈
n, curlφ
〉
= 0 on ∂Ω. 
The previous section yields that Pi ∈ H(curl; Ω) and Pi × n ∈ H
−
1
2 (∂Ω), hence the boundary integral in
(3.3) is well defined with φ = Pi. Moreover, notice that div curlPi = 0 and curlPi ∈ H
1(div; Ω). Therefore,〈
n, curlPi
〉
∈ H−
1
2 (∂Ω) and the boundary integral in (3.2) is also well defined with φ = Pi. Using Lemma 3.1
and the fact Pi × n = 0 on the boundary ∂Ω we conclude that
〈
n, curlPi
〉
= 0 on ∂Ω.
The following Lemma is crucial in the proof of local higher regularity for the micro-distortion tensor P .
Lemma 3.2. Suppose that P is the unique solution of the system (2.1) with boundary condition Pi × n = 0
(i = 1, 2, 3) and with the regularities (2.11) and (2.13). Then the following inequality
‖∇ curlPi‖C((0,T );L2(Ω)) 6 C , (3.6)
holds, where the constant C > 0 depends on Ω and the given data.
Proof. Theorem 3.8 from [15] implies that for every v ∈ H(curl; Ω) ∩ H1(div; Ω) such that
〈
v, n
〉
= 0 on the
boundary ∂Ω the following inequality
‖∇v‖L2(Ω) 6 C(‖curl v‖L2(Ω) + ‖div v‖L2(Ω) + ‖v‖L2(Ω)) , (3.7)
is satisfied, where the constant C > 0 does not depend on v. The regularity (2.13) entails that curlPi ∈
H(curl; Ω) ∩H1(div; Ω). We also known that
〈
n, curlPi
〉
= 0 on ∂Ω. Applying inequality (3.7) with v = curlPi
we obtain
‖∇ curlPi‖L2(Ω) 6 C
(
‖curl curlPi‖L2(Ω) + ‖div curlPi‖L2(Ω) + ‖curlPi‖L2(Ω)
)
6 C˜ , (3.8)
where the constant C˜ > 0 does not depend on Pi. 
3.2 The main higher regularity estimates
The aim of the remaining part of this section is to show the higher local regularity of the solution of problem
(2.1). We will use the difference quotient method. Let us consider bounded open subsets of Ω with smooth
boundaries (so we can use Korn’s inequality) such that V ⋐ U ⋐ Ω. We consider a cutoff function η : R3 → [0, 1]
with the following properties
η : Ω→ [0, 1] , η ∈ C∞0 (R
3) , η = 1 on V and η = 0 on Ω \ U . (3.9)
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We will denote by Dhk the difference quotient in the direction ~ek with the step h i.e. for any function φ defined
on Ω, any h ∈ R sufficiently small (k = 1, 2, 3), set
Dhkφ(x) :=
φ(x + h~ek)− φ(x)
h
. (3.10)
Observe that for 0 < |h| < 12dist(U, ∂Ω) and x ∈ U the difference quotient is well defined. Moreover, the
products η Dhk (·) are equal to zero for x /∈ U . Let us recall Theorem 3 from Section 5.8.2 of [12] on the relation
between the difference quotient and weak derivatives.
Theorem 3.3.
(i) Assume that 1 6 p <∞ and φ ∈W 1,p(Ω). Then for all k = 1, 2, 3 and all V ⋐ U ⋐ Ω it holds
‖Dhkφ‖Lp(V ) 6 C ‖∇φ‖Lp(U) (3.11)
for some constant C = C(p, U) and all 0 < |h| < 12dist(V, ∂U).
(ii) In turn, if 1 < p < ∞, φ ∈ Lp(Ω) and there exists constant C > 0 such that for all k = 1, 2, 3 and all
0 < |h| < 12dist(V, ∂U) the following inequality
‖Dhkφ‖Lp(V ) 6 C (3.12)
is fulfilled. Then,
φ ∈ W 1,p(V ) and ‖∇φ‖Lp(V ) 6 C . (3.13)
Theorem 3.4. (Main estimate) Suppose that (u, P ) is the solution of the problem (2.1) with Pi(x, t)×n(x) = 0
on ∂Ω and under the hypotheses of Theorem 2.4. Moreover, assume that the given forces have the regularity
f ∈ L2((0, T ); H1loc(Ω)), M ∈ L
2((0, T ); H1loc(Ω)) and the initial data admit the regularity ∇u
(0) − P (0) ∈
H1loc(Ω) , symP
(0) ∈ H1loc(Ω) , trP
(0) ∈ H1loc(Ω) , CurlP
(0) ∈ H1loc(Ω) , u
(1) ∈ H1loc(Ω;R
3) and P (1) ∈ H1loc(Ω) .
Then, for all k ∈ {1, 2, 3}, t ∈ [0, T ] and sufficiently small h ∈ R the following inequality
E(η Dhku, ηD
h
kP )(t) 6 C (3.14)
holds, where (u, P ) is the solution of the system (2.1) and the constant C > 0 does not depend on h.
Proof. First of all, remark that a solution (u, P ) of the problem (2.1) with Pi(x, t) × n(x) = 0 on ∂Ω has the
following regularity
u ∈ C1([0, T ); H1(Ω; )) , u,tt ∈ C((0, T ); L
2(Ω)) ,
P ∈ C1([0, T ); H(Curl; Ω)) , P,tt ∈ C((0, T ); L
2(Ω)),
Curl CurlP ∈ C((0, T ); L2(Ω)) and ∇CurlP ∈ C((0, T ); L2(Ω)).
(3.15)
Fix k ∈ {1, 2, 3} and assume that h is sufficiently small. Calculating the time derivative of the energy (2.16)
evaluated on localised differences provides
d
dt
(
E(η Dhku, η D
h
kP )(t)
)
=
∫
Ω
[
〈η Dhku,t, η D
h
ku,tt〉+ 〈η D
h
kP,t, η D
h
kP,tt〉
]
dx
+
∫
Ω
[
2µe〈η sym(∇D
h
ku−D
h
kP ), η sym(∇D
h
ku,t −D
h
kP,t)〉
+ λe η tr(∇D
h
ku−D
h
kP ) η tr(∇D
h
ku,t −D
h
kP,t) (3.16)
+ 2µc〈η skew(∇D
h
ku−D
h
kP ), η skew(∇D
h
ku,t −D
h
kP,t)〉
+ 2µmicro η
2〈symDhkP, symD
h
kP,t〉+ λmicro tr(D
h
kP ) tr(D
h
kP,t)
+ µmicroL
2
c〈η curlD
h
kP, η curlD
h
kP,t〉
]
dx
6
=∫
Ω
[
〈η Dhku,t, η D
h
ku,tt)〉+ 〈2µe η sym(∇D
h
ku−D
h
kP ) + λe η tr(∇D
h
ku−D
h
kP )1
+ 2µc η skew(∇D
h
ku−D
h
kP ), η∇D
h
ku,t〉
]
dx
+
∫
Ω
[
〈η DhkP,t, η D
h
kP,tt〉 − 〈2µe η sym(∇D
h
ku−D
h
kP ) + λe η tr(∇D
h
ku−D
h
kP )1
+ 2µc η skew(∇D
h
ku−D
h
kP )− 2µmicro η symD
h
kP − λmicro tr(D
h
kP )1, η D
h
kP,t〉
+ µmicroL
2
c〈η CurlD
h
kP, η CurlD
h
kP,t〉
]
dx .
It is worth to underline that the regularity (3.15) of the solution (u, P ) implies that all integrals in (3.16)
are well defined. Let
η Dhkσ = 2µe η sym(∇D
h
ku−D
h
kP ) + λe η tr(∇D
h
ku−D
h
kP )1+ 2µc η skew(∇D
h
ku−D
h
kP ) , (3.17)
where
σ =2µe sym(∇u− P ) + λe tr(∇u− P ) + 2µc skew(∇u − P )1 (3.18)
is the (non-symmetric) Cauchy-stress tensor. Then,
d
dt
(
E(η Dhku, ηD
h
kP )(t)
)
=
∫
Ω
[
〈η Dhku,t, η D
h
ku,tt〉+ 〈η D
h
kσ, η∇D
h
ku,t〉
]
dx (3.19)
+
∫
Ω
[
〈η DhkP,t, η D
h
kP,tt〉 − 〈η D
h
kσ − 2µmicro η symD
h
kP − λmicro tr(D
h
kP )1, η D
h
kP,t〉
+ µmicroL
2
c〈η CurlD
h
kP, η CurlD
h
kP,t〉
]
dx .
Denote by (·)i (i = 1, 2, 3) the rows of a 3 × 3 matrix and set u = (u1, u2, u3). Therefore, for i = 1, 2, 3 we
conclude that
div
(
η2Dhkui,tD
h
kσi
)
= 〈Dhkσi, η
2∇Dhkui,t + 2 η∇η D
h
kui,t〉+ η
2Dhkui,t div(D
h
kσi) (3.20)
and
3∑
i=1
〈η Dhkσi, η∇D
h
kui,t〉 =
3∑
i=1
div
(
η2Dhkui,tD
h
kσi
)
−
3∑
i=1
〈η Dhkσi, 2∇η D
h
kui,t〉 −
3∑
i=1
η2Dhkui,t div(D
h
kσi) .
(3.21)
Moreover, we have
div
(
η2 µmicroL
2
c curlD
h
kPi ×D
h
kPi,t
)
= 〈DhkPi,t, curl
(
η2 µmicroL
2
c curlD
h
kPi
)
〉
− 〈η2 µmicroL
2
c curlD
h
kPi, curlD
h
kPi,t〉 (3.22)
= 〈DhkPi,t, 2η∇η × µmicroL
2
c curlD
h
kPi + η
2 curl
(
µmicroL
2
c curlD
h
kPi
)
〉
− 〈η2 µmicroL
2
c curlD
h
kPi, curlD
h
kPi,t〉 .
This leads to
3∑
i=1
µmicroL
2
c〈η curlD
h
kPi, η curlD
h
kPi,t〉 = −
3∑
i=1
div
(
η2 µmicroL
2
c curlD
h
kPi ×D
h
kPi,t
)
+
3∑
i=1
〈η DhkPi,t, η curl
(
µmicroL
2
c curlD
h
kPi
)
〉 −
3∑
i=1
〈η DhkPi,t, 2∇η × µmicroL
2
c curlD
h
kPi〉 .
(3.23)
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Inserting (3.21) and (3.23) into (3.19) and using equations (2.1) we arrive at
d
dt
(
E(η Dhku, η D
h
kP )(t)
)
=
∫
Ω
〈η Dhku,t, η D
h
kf)〉dx− 2
∫
Ω
3∑
i=1
〈η Dhkσi,∇η D
h
kui,t〉, dx (3.24)
+
∫
Ω
〈η DhkP,t, η D
h
kM〉dx− 2
∫
Ω
3∑
i=1
〈η DhkPi,t,∇η × µmicroL
2
c curlD
h
kPi〉dx .
Notice that the divergence theorem shows that the integrals over Ω of the first terms on the right-hand side of
(3.21) and (3.23) are equal to zero. Now integrating with respect to time we obtain
E(η Dhku,η D
h
kP )(t) = E(η D
h
ku, η D
h
kP )(0) +
∫ t
0
∫
Ω
〈η Dhku,t, η D
h
kf)〉dxdτ
− 2
∫ t
0
∫
Ω
3∑
i=1
〈η Dhkσi,∇η D
h
kui,t〉dxdτ +
∫ t
0
∫
Ω
〈η DhkP,t, η D
h
kM〉dxdτ
− 2
∫ t
0
∫
Ω
3∑
i=1
〈η DhkPi,t,∇η × µmicroL
2
c curlD
h
kPi〉dxdτ .
(3.25)
The first integral on the right-hand side of (3.25) is estimated as follows∫ t
0
∫
Ω
(η Dhku,t, η D
h
kf) dxdτ 6
∫ t
0
‖∇u,t‖L2(Ω)‖∇f‖L2(Ω) dτ (3.26)
and the assumption on f and the regularity of u,t yield that it is finite. The Young’s inequality implies that
the second one is estimated as follows∫ t
0
∫
Ω
3∑
i=1
〈η Dhkσi,∇η D
h
kui,t〉dxdτ 6
∫ t
0
∫
Ω
η2‖Dhkσ‖
2 dxdτ + C‖∇η ‖2L∞(Ω)
∫ t
0
‖∇u,t‖
2
L2(Ω) dτ
6
∫ t
0
E(η Dhku, η D
h
kP )(τ) dτ + C‖∇η ‖
2
L∞(Ω)
∫ t
0
‖∇u,t‖
2
L2(Ω) dτ .
(3.27)
Again, using the regularity of u,t we have that the second integral on the right-hand side of (3.27) is finite. In
turn, the third integral of the right-hand side of (3.25) is evaluated as∫ t
0
∫
Ω
〈η DhkP,t, η D
h
kM)〉dxdτ 6
∫ t
0
∫
Ω
η2‖DhkP,t‖
2 dxdτ + C
∫ t
0
∫
Ω
‖∇M‖2 dxdτ
6
∫ t
0
E(η Dhku, ηD
h
kP )(τ) dτ + C .
(3.28)
Additionally, since curlDhkPi = D
h
k (curlPi) , we obtain∫ t
0
∫
Ω
3∑
i=1
〈η DhkPi,t,∇η × µmicroL
2
c curlD
h
kPi〉dxdτ
6
∫ t
0
∫
Ω
η2‖DhkP,t‖
2 dxdτ + C‖∇η ‖2L∞(Ω)
∫ t
0
‖∇CurlP‖2L2(Ω) dτ
6
∫ t
0
E(η Dhku, ηD
h
kP )(τ) dτ + C‖∇η ‖
2
L∞(Ω)
∫ t
0
‖∇CurlP‖2L2(Ω) dτ .
(3.29)
Lemma 3.2 yields that the second term on the right-hand side of (3.29) is bounded. Substituting (3.26)-(3.29)
into (3.25) we get
E(η Dhku, ηD
h
kP )(t) 6 E(η D
h
ku, η D
h
kP )(0) + C
( ∫ t
0
E(η Dhku, η D
h
kP )(τ) dτ + 1
)
. (3.30)
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Thus, from Gronwall’s inequality
E(η Dhku, ηD
h
kP )(t) 6 C
(
E(η Dhku, ηD
h
kP )(0) + 1
)
. (3.31)
Applying the regularity of the initial data we obtain E(η Dhku, ηD
h
kP )(t) 6 C , where the constant C > 0
depends on the length of time interval (0, T ) (C does not depend on h). 
3.3 The main result
Theorem 3.5. (Regularity of the solution) Suppose that all hypotheses of Theorem 3.4 hold. Moreover, let
P (0) ∈ H1loc(Ω). Then,
u ∈ C((0, T ); H2loc(Ω)) , P ∈ C((0, T ); H
1
loc(Ω)) and CurlP ∈ C((0, T ); H
1(Ω)) . (3.32)
Proof. The proof is divided into two parts. First we are going to prove that P ∈ C((0, T ); H1loc(Ω)) and
CurlP ∈ C((0, T ); H1(Ω)).
• Theorem 3.4 implies that ‖DhkP,t‖
2
C((0,T );L2(V )) 6 C, thus from Theorem 3.3 we deduce
‖∇P,t‖
2
C((0,T );L2(V )) 6 C . (3.33)
Moreover, using the formula ∇P (t) = ∇P (0) +
∫ t
0
∇Pτ (τ) dτ we get
‖∇P (t)‖L2(V ) = ‖∇P
(0)‖L2(V ) +
∫ T
0
‖∇P,τ (τ)‖L2(V ) dτ . (3.34)
The regularity of P (0) and inequality (3.33) yield that ‖∇P‖2C((0,T );L2(V )) 6 C and P ∈ C((0, T ); H
1
loc(V )).
Notice that Lemma 3.2 gives us also that CurlP ∈ C((0, T ); H1(Ω)).
• Observe that
‖η sym(∇Dhk (u))‖
2
L2(Ω) 6 ‖η sym(∇D
h
k (u)−D
h
kP )‖
2
L2(Ω) + ‖η sym(D
h
kP )‖
2
L2(Ω) (3.35)
and Theorem 3.4 implies that ‖η sym(∇Dhk (u))‖
2
L2(Ω) is bounded independently on h. Now, the regularity
of u follows from the identities
η (∂k∇u) = ∇(η ∂ku)−∇η ⊗ ∂ku ,
sym(∇(η ∂ku)) = η (∂k sym(∇u)) + sym(∇η ⊗ ∂ku)
(3.36)
and from Korn’s inequality [20], as in the following
‖η (∂k∇u)‖
2
L2(Ω) 6 ‖∇(η ∂ku)‖
2
L2(Ω) + ‖∇η ⊗ ∂ku‖
2
L2(Ω)
6 C‖sym(∇(η ∂ku))‖
2
L2(Ω) + ‖∇η ‖L∞(Ω)‖∇u‖
2
L2(Ω)
6 C
(
‖η (∂k sym(∇u))‖
2
L2(Ω) + ‖∇u‖
2
L2(Ω)
)
.
(3.37)
This proves that u ∈ C((0, T ); H2loc(Ω)). 
Remark 3.6. Note that the regularity for the displacement vector u is obtained from the isotropic elastic energy
and microstrain self energy. Comparing this with the general regularity theory for hyperbolic equations, it is
a standard approach [22]. It is clear that locally the dislocation energy ‖CurlP‖2 does not control all weak
derivatives of the tensor P in L2. But, in the dynamic case the total energy contains also the kinematic energy.
From the difference quotient method and the energy estimate (3.14) we are able to control all weak partial
derivatives of the micro-distortion tensor P,t locally in L
2. Assuming that the initial tensor P (0) has a better
regularity, we also control all weak partial derivatives of the tensor P locally in L2.
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