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Abstract
An evolution compressible Stokes system is studied in a polygon. A lowest order corner
singularity by the Laplacian operator is sorted out and an increased regularity is established in
a suitable Banach space. In the lowest level, for each time the order of the corner singularity of
the system is the same as that of the Laplacian. In addition, a singular function for pressure is
deﬁned and shows that the corner singularities originated from the corners of polygon may
propagate along the directed streamlines.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction and main results
This paper concerns an evolution compressible Stokes system in a bounded
polygon DCR2 with Dirichlet boundary conditions
ut  mDuþrp ¼ f in DN;
r0ðpt þ b  rpÞ þ r div u ¼ g in DN;
u ¼ 0 on @DN;
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p ¼ 0 on @Din;N;
uð; 0Þ ¼ 0; pð; 0Þ ¼ 0 on D; ð1:1Þ
where DN :¼ D 	Rþ with Rþ ¼ ð0;NÞ; @DN :¼ @D 	Rþ is the lateral boundary
of DN; @Din ¼ fxA@D : b  no0g with the outward unit normal vector n; @Din;N :
¼ @Din 	Rþ is the inﬂow lateral boundary of DN; u and p are the velocity and
pressure variables; b ¼ ½1; 0; f and g are given functions; m40 is the
viscosity, r ¼ rðtÞ is a smooth strictly increasing function of an ambient pressure
t and r0 ¼ dr=dt:
It is assumed that the compressibility k :¼ r0=r is a positive constant. The
compressibility of the ﬂuid is deﬁned by k ¼ r1dr=dp when v is the volume
(per unit mass) of an element of ﬂuid, i.e., v ¼ 1=r; and p is the pressure exerted on
the sides of the element [2]. The compressibility k thus pertains to a constant ambient
ﬂow ½b; t:
Many issues in partial differential equations are involved in resolving singularities
of solution which can be caused by irregularities of the solution domain and are to
describe their intrinsic properties. However, the Stokes or Navier–Stokes equations
for incompressible or compressible ﬂows also confront with the challenging
problems that attract much attention [4,6,9,11,12]. The information for singularities
may have physical applications. In particular, the compressibility is a dominant
factor in high-speed ﬂows. The ﬂows may change drastically around the corners or
edges: imagine airplane wing or ﬂows in a L-shape-type channel. So exact
investigation of solution on such regions is needed. In addition, it can be used in
overcoming the polluting effect of the corners on the ﬁnite element method [4], and
in case that an increased regularity for the solution is established by sorting out the
singularities, it may be used in determining an accurate and better rate of
convergence of the ﬁnite element solution. So it is valuable to give a complete
mathematical analysis for the singularities. In this paper one of main issues is to
extract the singularities which can be caused by corners of the (concave) polygon and
to establish an increased regularity.
For elliptic equations in nonsmooth domains, one may refer to [4–9]. In [10] the
stationary barotropic compressible Navier–Stokes equations on a smooth plane
domain was studied. Recently, in [11] a stationary compressible Stokes system was
analyzed on a polygon and it was shown that the lowest order of the corner
singularity is the same as the one of the Laplacian. Also, in [12] an analysis has been
given for the Navier–Stokes equations for barotropic compressible ﬂows. This paper
is a continuation of the papers [11,12]. Eventually, our ﬁnal goal will be to generalize
such results to the whole evolution compressible Navier–Stokes system [2].
A function uðx; tÞ is often considered as a mapping u : ½0;NÞ-X deﬁned by
½uðtÞðxÞ :¼ uðx; tÞ ðxAD; 0ptoNÞ;
where X is a Banach space, and u0 ¼ du=dt is the derivative of u with respect to the
time t: We denote by T the unbounded operator on L2ðRþ;XÞ with domain
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H10ðRþ;XÞ and deﬁned by
Tu ¼ du=dt
for uAH10ðRþ;XÞ: The spectrum of T is set of all complex numbers
with Re lX0 and the resolvent of T satisﬁes jjðlI TÞ1jjpjRe lj1
for Re lo0:
For our ﬁnal result we shall assume that the polygon D satisﬁes
(P) each horizontal line intersects the boundary of D at most two points, not both
of which are vertices.
Let the polygon D have N vertices. Let N ¼ f1;y; Ng and Pn; nAN; be the
vertices of D: Let on be the interior angle of the vertex Pn; where on ¼ on;2  on;1
with two numbers on;1 and on;2 deﬁned in the beginning of Section 2. Let an ¼ p=on:
We assume that 0oono2p; thus excluding slit domains. So an41=2 for all nAN:
Let si;n ¼ ian þ 1 and si ¼ minnAN si;n: Set I ¼ fnAN :on4pg; and s1 ¼
maxnAI s1;n: If D is convex, I ¼ |:
We state a main result of this paper that is shown in Sections 2 and 5.
Theorem 1.1. Suppose that either m or k are sufficiently large. (i) Assume that
fAL2ðRþ;H1ðDÞÞ and gAL2ðRþ;L2ðDÞÞ: Then there is a unique solution
½u; p of (1.1), satisfying the a priori estimate (2.23). (ii) On the other hand,
assume that fAL2ðRþ;L2ðDÞÞ-H1ðRþ;H1ðDÞÞ and gAL2ðRþ;H1ðDÞÞ-
H1ðRþ;L2ðDÞÞ: For each jAI; let ðrj ; yjÞ be the polar coordinates based at
the vertex Pj; arranged so that yj ¼ oj;1 on one side of Pj; and wj ¼ wjðxÞ
a smooth cutoff function which is 1 near Pj; zero outside a small neighborhood
of Pj: Let
uj;sðtÞ ¼ ðEj%cjÞðtÞ fj with fj ¼ wjrajj sin½ajðyj  oj;1Þ;
Ejðx; tÞ ¼ rjer2j =4mt=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mpt3
p
;
cjðtÞ ¼ 1
2pi
Z
g
/CjðnÞ; ðlI TÞ1fðtÞS dl; ð1:2Þ
where i ¼ ﬃﬃﬃﬃﬃﬃ1p ; n ¼ l=m and f is the inverse Laplace transform of the
function F ¼ ½F1 ; F2  defined in (3.15), and Cj is of the form given
in (3.16). Here % is the convolution in t and the curve g is a vertical axis
satisfying Re lo0; lAg: Then cjðtÞAHð1p=ojÞ=2ðRþÞ and the velocity u is split
as follows:
uðtÞ ¼
X
jAI
uj;sðtÞ þ uRðtÞ; uRðtÞ :¼ uðtÞ 
X
jAI
uj;sðtÞ: ð1:3Þ
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Furthermore the pair ½uR; p satisfies
ess sup
0ptoN
jjuRðtÞjj1;D þ jjuRjjL2ðRþ;H2ðDÞÞ þ jju0RjjL2ðRþ;L2ðDÞÞ
þ jjpjjL2ðRþ;H1ðDÞÞ þ jjp0jjL2ðRþ;L2ðDÞÞ þ
X
jAI
jjcj jjHð1p=oj Þ=2ðRþÞ
pCðjjfjjL2ðRþ;L2ðDÞÞ þ k1jjgjjL2ðRþ;H1ðDÞÞÞ
þ CðjjfjjH1ðRþ;H1ðDÞÞ þ k1jjgjjH1ðRþ;L2ðDÞÞÞ;
where C ¼ CðD; m; kÞ:
In order to show Theorem 1.1, it is sufﬁcient to analyze the solution near each
concave vertex. So we construct a ﬁnite open covering fOig such that each open set
Oi is a bounded polygon having at most one vertex in common with the vertices of D;
the remaining vertices of Oi being convex. Thus, we shall analyze the behavior of the
solution in a polygon O having one concave vertex P: Let the vertex P be placed at
the origin ð0; 0Þ: Let wACN0 ðR2Þ be a smooth cutoff function with wðxÞ  1 in a
neighborhood of the point x ¼ ð0; 0Þ and
wðxÞ  0 for r ¼ jxjXr0:
Without loss of generality, one may assume that r0 ¼ 1: To investigate the behavior
of the solution near the origin x ¼ ð0; 0Þ we obtain from (1.1) the following
generalized compressible Stokes system:
ðwuÞt  mDðwuÞ þ rðwpÞ ¼ wf þ uwt  2mrw  ru muDwþ prw;
r divðwuÞ þ r0½ðwpÞt þ b  rðwpÞ ¼ wg þ r0pðwt þ b  rwÞ þ ru  rw: ð1:4Þ
Then wu and wp vanish outside r ¼ 1 and satisfy the corresponding boundary
conditions. From the view of (1.4), it sufﬁces to consider the problem
ut  mDuþrp ¼ f in ON;
r0ðpt þ b  rpÞ þ r div u ¼ g in ON;
u ¼ 0 on GN;
p ¼ 0 on Gin;N;
uð; 0Þ ¼ 0; pð; 0Þ ¼ 0 on O; ð1:5Þ
where GN ¼ G	Rþ with G ¼ @O; and Gin;N ¼ Gin 	Rþ:
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We deﬁne an operator A : L2ðRþ;H1ðDÞÞ-L2ðRþ;H10ðDÞÞ by u ¼Af ; with
utAL2ðRþ;H1ðDÞÞ; where u is the solution of
ut  Du ¼ f in DN;
u ¼ 0 on @DN;
uð; 0Þ ¼ 0 on D: ð1:6Þ
We deﬁne an operatorB : L2ðRþ;L2ðDÞÞ-L2ðRþ;L2ðDÞÞ by q ¼ BG where q is the
solution of
qt þ b  rq ¼ G in DN; ð1:7Þ
with the boundary condition qðx; tÞ ¼ 0 on @Din;N or qðx; 0Þ ¼ 0 on D: The formula
of the solution is given by
qðx; y; tÞ ¼
R t
0 Gðx þ ðs  tÞ; y; sÞ ds ðxXtÞ;R t
txþdðyÞ Gðx þ ðs  tÞ; y; sÞ ds ðxotÞ;
(
ð1:8Þ
where ðdðyÞ; yÞ describes @Din:
In what follows, the spaces and norms used can be found in [1,13]. Let L2ðDÞ be
the space of the square integrable functions on D with norm jjujj0;D: For integer
kX0; the space HkðDÞ denotes the space of all functions which are square integrable
up to the kth-order derivatives and has norm jjujjk;D: For any real sX0 we denote by
HsðDÞ the space of all distributions u deﬁned in D such that jjujjs;DoN where
s ¼ m þ s with m ¼ Ism and 0pso1: The norm is deﬁned by
jjujjs;D ¼ jjujj2m;D þ
X
jaj¼m
Z Z
D	D
jrauðxÞ  rauðyÞj2
jx yj2þ2s dx dy
8<
:
9=
;
1=2
;
where a ¼ ðn1; n2Þ and jaj ¼ n1 þ n2: We denote by Hs0ðDÞ ¼ HsðDÞ-H10ðDÞ and
HsðDÞ the dual space of Hs0ðDÞ normed by
jj f jjs;D ¼ sup
0avAHs0ðDÞ
/f ; vS
jjvjjs;D
;
where /;S denote the duality pairing.
When X is a real Banach space with norm jj  jj; the space L2ðRþ;XÞ consists of all
measurable functions u : Rþ-X with
jjujjL2ðRþ;XÞ :¼
Z N
0
jjuðtÞjj2 dt
 1=2
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and LNðRþ;XÞ is the space of all measurable functions u : Rþ-X with norm
jjujjLNðRþ;XÞ :¼ ess sup
0ptpN
jjuðtÞjjoN: The space CðRþ;XÞ consists of all continuous
functions u : Rþ-X with norm
jjujjCðRþ;XÞ :¼ max0ptpN jjuðtÞjjoN:
The Sobolev space
HsðRþ;XÞ ¼ ½HmðRþ;XÞ;L2ðRþ;XÞy;
ð1 yÞm ¼ s; integer m4s; and
HmðRþ;XÞ ¼ fv : v; v0;y; vðmÞAL2ðRþ;XÞg;
where vðiÞ ¼ div=dti: Set jj½w; vjj ¼ ðjjwjj2 þ jjvjj2Þ1=2; where jj  jj is a norm.
Throughout this paper we often use the Laplace transform with respect to the time
variable t:
UðzÞ :¼LfuðtÞgðzÞ ¼
Z N
0
eztuðtÞ dt; x :¼ Re z40; ð1:9Þ
while its inverse Laplace transform is deﬁned by
uðtÞ :¼L1fUðzÞgðtÞ ¼ 1
2pi
Z cþiN
ciN
eztUðzÞ dz ðc is fixedÞ: ð1:10Þ
Throughout this paper, we use C to denote a generic positive constant. Note that
C may take different values in different places.
2. Preliminary results
The analysis in this paper uses techniques developed by Grisvard [6,7] to study the
heat equation in a polygonal domain. In this section we state a basic result of the
corner singularity for the heat equation [7]. For this we consider the Laplacian
problem with parameter l and give a basic result for it [7]. For our system we deﬁne
some solution operators Al and Bl corresponding to the operators A and B;
respectively. We deﬁne a singular function corresponding to the pressure. We
establish properties for the operators Al and Bl: Finally, in Lemma 2.6 we discuss a
stability result for (1.1).
We ﬁrst describe the geometry of D: Let N ¼ f1;y; Ng and let fPng; nAN;
denote the N vertices of D; with Pn ¼ ðxn; ynÞ: Let rn ¼ ½ðx  xnÞ2 þ ðy  ynÞ2
1
2
denote the distance of a point to Pn: With the vertex Pn we associate two numbers
on;1 and on;2; satisfying on;1oon;2oon;1 þ 2p: The two sides of D at Pn lie along the
rays ðxn þ t coson;1; yn þ t sinon;1Þ and ðxn þ t coson;2; yn þ t sinon;2Þ; tX0: Let
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Gn;l ; l ¼ 1; 2; denote these two sides, and let Gn :¼ Gn;1,Gn;2: Thus @D ¼
S
n Gn is
the boundary of D: For l ¼ 1; 2; let nn;l denote the outward pointing normal to the
side Gn;l : Thus, nn;l ¼ ð1Þl ½sinon;l ; coson;l T : The interior angle of D at Pn is
on ¼ on;2  on;1: Let
an ¼ p=on; si;n ¼ ian þ 1; si ¼ min
nAN
si;n:
Set I ¼ fnAN :on4pg and s1 ¼ maxnAI s1;n: Note that s242:
For given l with Re l40; let AðlÞ be a solution operator as follows: for given f ;
AðlÞ f :¼ u is the solution for the Dirichlet problem with the parameter l:
Du þ lu ¼ f in D; u ¼ 0 on @D: ð2:1Þ
We shall often denote by Al ¼ AðlÞ: We assume that the number l is not a real
negative number to stay away from the eigenvalues of the Laplacian.
From [7, Theorem 2.1], one may derive the following result:
Lemma 2.1. Let fAL2ðDÞ and u ¼ AlfAH10ðDÞ the solution of (2.1). Then the
operator Al is a bounded operator from H1ðDÞ to H1ðDÞ; satisfying jjAlf jj1;D þ
jljjjujj1;DpCjj f jj1;D: On the other hand, for each jAI there exists a continuous
linear form LjðlÞ; which is often denoted by Llj :¼ LjðlÞ; on L2ðDÞ and a function
cjðlÞeH2ðDÞ: Then the solution u of (2.1) may be split as follows:
u ¼
X
jAI
Llj ½ f cjðlÞ þ uR; uR ¼ u 
X
jAI
Llj ½ f cjðlÞAH2ðDÞ: ð2:2Þ
Furthermore, there is a constant C such that
jjuRjj2;D þ jlj1=2jjuRjj1;D þ jljjjuRjj0;DpCjj f jj0;D; ð2:3Þ
jLlj ½ f jpCð1þ jlj1=2Þ1þp=oj jj f jj0;D: ð2:4Þ
The singular function cj can be given by
cjðlÞ ¼ wjerj
ﬃﬃ
l
p
raj sin½ajðy oj;1Þ; ð2:5Þ
where wj is a smooth cutoff function which is 1 near the vertex Pj and which vanishes
outside a small neighborhood of Pj:
Proof. The proof of the ﬁrst part is as follows. From the equation lu  Du ¼ f ; we
have jljjjujj1;DpCðjj f jj1;D þ jjrujj0;DÞ for a generic constant C: Using the
Poincare´ inequality and Re l40; we have jjujj1;DpCjj f jj1;D: The other part
follows from [7, Theorem 2.1]. Also see [5,6]. &
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Note that the radial part in the singular functions cj of (2.5) can be replaced by
some Bessel functions (see [8, Section 2]).
From Lemma 2.1, we can deﬁne a regular part for Al as follows: for given
function f ;
AlR f :¼ Al½ f þ fs; ð2:6Þ
where fs ¼
P
jAI L
l
j ½ f cj with cj ¼ DcjðlÞ  l cjðlÞ: In other words, if uR ¼ AlR f ;
then uRAH10ðDÞ satisﬁes DuR þ luR ¼ f þ fs and the mapping AlR : L2ðDÞ-H2ðDÞ
is bounded by (2.3).
Remark 2.1. The solution u of (2.1) can be given by u ¼ ðDþ lIÞ1f and the
resolvent of D is split as follows [5]:
ðDþ lIÞ1 ¼ ARðlÞ þ
X
jAI
Llj#cjðlÞ; ð2:7Þ
where AlR is the continuous linear mapping from L
2ðDÞ onto H2ðDÞ deﬁned by
uR ¼ AlR f and Llj is a continuous linear functional on L2ðDÞ satisfying
jjLlj jjpCð1þ jlj1=2Þ1þp=oj : Then the solution u of the heat equation (1.6) can be
also written by (see [5])
uðtÞ ¼ 1
2pi
X
jAI
Z
g
/LjðlÞ; ðlI TÞ1f ðtÞSclj dlþ uRðtÞ;
where uRðtÞ ¼ 12pi
R
g ARðlÞðlI TÞ1 dlf ðtÞ: Here g is a vertical axis satisfying
Re lo0; lAg:
Using [5,6] one may derive the following result for the heat equation (1.6):
Theorem 2.1. If fAL2ðRþ;H1ðDÞÞ then there is a unique solution u of (1.6),
satisfying the inequality ess sup0ptoN jjuðtÞjj0;D þ jjujjL2ðRþ;H1ðDÞÞ þ jju0jjL2ðRþ;H1ðDÞÞ
pCjj f jjL2ðRþ;H1ðDÞÞ: On the other hand, if fAL2ðRþ;L2ðDÞÞ; then the solution u is
split as follows:
uðtÞ ¼
X
jAI
ðEj%cjÞðtÞfj þ uRðtÞ;
uRðtÞ ¼ uðtÞ 
X
jAI
ðEj%cjÞðtÞfj ; Ejðx; tÞ ¼ rjer
2
j =4t=2
ﬃﬃﬃﬃﬃﬃ
pt3
p
;
cjðtÞ ¼ 1
2pi
Z
g
/LjðlÞ; ðlI TÞ1f ðtÞS dl ð2:8Þ
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satisfying cjAHð1p=ojÞ=2ðRþÞ where LjðlÞ is defined in Lemma 2.1. Here the curve g is
a vertical axis satisfying Re lo0; lAg: Furthermore the regular part uR and the
function cj satisfy
ess sup
0ptoN
jjuRðtÞjj1;D þ jjuRjjL2ðRþ;H2ðDÞÞ þ jju0RjjL2ðRþ;L2ðDÞÞ
þ jjcjjjHð1p=oj Þ=2ðRþÞpCjj f jjL2ðRþ;L2ðDÞÞ: ð2:9Þ
If D is convex, the solution u ¼ uR satisfies inequality (2.9).
Proof. We sketch the proof. Recalling uð0Þ ¼ 0 and applying the Laplace transform
to the heat equation, it becomes ðDþ zIÞU ¼ F in D and U ¼ 0 on @D where U
and F are the Laplace transforms of u and f ; respectively. Using Lemma 2.1,
U ¼
X
jAI
LjðzÞ½F cjðzÞ þ UR; UR ¼ U 
X
jAI
LjðzÞ½F cjðzÞ: ð2:10Þ
Now the function LjðzÞ½F erj
ﬃﬃ
z
p
appearing in the singular part of (2.10) is the
Laplace transform of a convolution in t: Now cjðtÞ ¼L1fLjðzÞ½F g and Ejðx; tÞ ¼
L1ferj
ﬃﬃ
z
p
g: Also L1ferj
ﬃﬃ
z
p
g ¼ rjer2j =4t=2
ﬃﬃﬃﬃﬃﬃ
pt3
p
and
cjðtÞ ¼L1fLjðzÞFðzÞgðtÞ ¼L1 1
2pi
Z
g
LjðlÞ
l z dl FðzÞ
 
ðtÞ
¼ 1
2pi
Z
g
LjðlÞL1 FðzÞl z
 
ðtÞ dl
¼ 1
2pi
Z
g
/LjðlÞ; ðlI TÞ1f ðtÞS dl;
where g is a vertical axis satisfying Re lo0; lAg: Also LfðEj%cjÞðtÞgðzÞ ¼
LjðzÞ½F erj
ﬃﬃ
z
p
: So (2.8) follows. Inequality (2.9) follows by a standard argument. &
For given l let BðlÞ be a solution operator as follows: for given K ; BðlÞK :¼ p is
the solution of the transport problem
b  rp þ lp ¼ K in D; p ¼ 0 on @Din: ð2:11Þ
We often denote by Bl ¼ BðlÞ: The solution is given by
pðx; yÞ ¼
Z x
dðyÞ
eðsxÞlKðs; yÞ ds; ð2:12Þ
where ðdðyÞ; yÞ describes the set fðx; yÞA@D : b  no0g with n the unit normal vector
on @D:
We next give some properties for the operator Bl:
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Lemma 2.2. Suppose D satisfies property (P). For 0psp1; Bl : HsðDÞ-HsðDÞ is a
bounded map. Furthermore,
jljjjBlK jj1;D þ ð1þRe lÞjjBlKjj0;DpCjjK jj0;D
and jjrðBlKÞjj0;DpCðjljjjK jj0;D þ jjK jj1;DÞ:
Proof. Multiplying %p to both sides of (2.11), integrating over D and taking the real
part,
xjjpjj20;D þ
1
2
Z
@Dþ
b  n jpj2 ds ¼ Re %l
Z
D
K %p dx
 
;
where l ¼ xþ Zi: Since x40 and b  nX0 on @Dþ;
xjjpjj0;DpjjK jj0;D:
Also, the derivative of p with respect to the y variable is given by
pyðx; yÞ ¼
Z x
dðyÞ
eðsxÞlKyðs; yÞ ds  eðdðyÞxÞlKðdðyÞ; yÞd0ðyÞ:
Since jjKðdðyÞ; yÞjj0;DpCðjjK jj0;D þ jjKxjj0;DÞ; we have jjpyjj0;DpCjjK jj1;D for a
constant C ¼ CðDÞ: From formula (2.12), jjpjj0;DpCjjK jj0;D: Using the equation
b  rp þ lp ¼ K and b ¼ ½1; 0; jjpxjj0;Dpjljjjpjj0;D þ jjK jj0;DpCð1þ jljÞjjK jj0;D:
Thus
jjrpjj0;DpCð1þ jljÞjjKjj0;D þ CjjrK jj0;D
holds for a constant C ¼ CðDÞ: Clearly jljjjpjj1;DpCjjK jj0;D: Then the result
follows from an interpolation theory between integer values. &
For n ¼ l=m; let CiðnÞ be a given constant vector corresponding to the index iAI:
We deﬁne a singular function ps corresponding to the pressure function p as follows:
psðx; yÞ ¼ k1
X
iAI
CiðnÞ 
Z x
dðyÞ
eðsxÞlrcni ðs; yÞ ds; ð2:13Þ
where cni :¼ ciðnÞ: In fact the function ps solves the differential equation
kðlps þ b  rpsÞ þ
X
iAI
CiðlÞ  rciðnÞ ¼ 0 in D
and psðdðyÞ; yÞ ¼ 0: Using Bl; psðx; yÞ ¼ k1
P
iAI CiðnÞ  Blrcni :
Note that function (2.13) is a new ingredient for pressure and implies that the
corner singularities originated from the corners of the domain may propagate along
the streamlines directed by the vector b ¼ ½1; 0:
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In next lemma we establish a regularity result for the function ps:
Lemma 2.3. Let D be a concave polygon. For each iAI; BlrcniAH1ðDÞ: In
particular, the function ps given in (2.13) satisfies
jjpsjj1;DpCð1þ jljÞ
X
iAI
jCiðnÞj; ð2:14Þ
where C ¼ Cðk; aÞ:
Proof. The proof is similar to the one of [10, Lemma 2.2]. It is enough to show it for
a polygon D having only one concave vertex Pi: Let Pi be placed at the origin. Let
r ¼ ri; a ¼ ai; y ¼ yi and o1 ¼ oi;1: Let c ¼ cni ; Z ¼ ra sin½aðy o1Þ and *wðrÞ ¼
wðrÞer
ﬃﬃ
n
p
: Then c ¼ *wZ: Denoting by tðyÞ ¼ sin½aðy o1Þer þ cos½aðy o1Þey with
er ¼ ðcos y; sin yÞ and ey ¼ ðsin y; cos yÞ;
rc ¼ *w0ðrÞZer þ a*wðrÞra1tðyÞ:
So
@
@y
½Blrc ¼
Z x
dðyÞ
eðsxÞl
@
@y
rcðs; yÞ ds  eðdðyÞxÞlrcðdðyÞ; yÞd0ðyÞ:
Using the same procedures as in the proof of [11, Lemma 2.2], we have
@
@y
Blrc

pC
Z x
dðyÞ
ðs2 þ y2Þa21 ds þ CðdðyÞ2 þ y2Þa12
pC ya1 þ ðx2 þ y2Þa12
 
; ð2:15Þ
where C ¼ CðaÞ: Note that similar procedures can be applied for each vertex Pi;
iAI: A direct computation of (2.15) shows that jj @@y Blrcjj0;DpC for a constant
C ¼ CðaÞ: Similarly jj @@x Blrcjj0;DpCð1þ jljÞ and jjBlrcjj0;DpC: From (2.13) we
obtain inequality (2.14). &
From Lemma 2.3, we see that BlrcAH1ðDÞ even though rceH1ðDÞ (see [10]).
Lemma 2.4. Let n ¼ l=m: Let An and Bl be the operators given in (2.1) and (2.11),
respectively. Let 1psos1 :¼ minnAI an þ 1: Suppose k is large enough. Then
jjAnrBl divjj :¼ sup
0avAHsðDÞ
jjAnrBl div vjjHsðDÞ
jjvjjHsðDÞ
oN;
jjBl div Anrjj :¼ sup
0awAHs1ðDÞ
jjBl div AnrwjjHs1ðDÞ
jjwjjHs1ðDÞ
oN:
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Furthermore, the operators
A :¼ ½I  ðmkÞ1AnrBl div1
is bounded on HsðDÞ with bound ½1 ðmkÞ1jjAnrBl divjj1 and
B :¼ ½I  ðmkÞ1Bl div Anr1
is bounded on Hs1ðDÞ with bound ½1 ðmkÞ1jjBl div Anrjj1:
Proof. Using Lemmas 2.1 and 2.2, for sos1 one may consider the diagram:
HsðDÞ !div Hs1ðDÞ !B
l
Hs1ðDÞ !r Hs2ðDÞ!A
l
HsðDÞ:
Let vAHsðDÞ: By the diagram, rBl div vAHs2ðDÞ: Hence the function u :¼
AnrBl div v is the solution of
mDuþ lu ¼rBl div v in D;
u ¼ 0 on @D:
Using Lemmas 2.1 and 2.2, and interpolation between integer values, we have, for
sos1;
jjujjHsðDÞpCjjrBl div vjjHs2ðDÞpCjjvjjHsðDÞ:
So jjAnrBl divjj is ﬁnite. Let wAHs1ðDÞ and set u ¼ Aw: Then w ¼ ðI 
k1AnrBl divÞu and
jjwjjHsðDÞXð1 k1jjAnrBl divjjÞjjAwjjHsðDÞ:
Thus, if k is large enough, A is a bounded map. Similarly, jjBl div Anrjj is bounded
and B is bounded on Hs1ðDÞ: &
Recall that uð0Þ ¼ 0 and pð0Þ ¼ 0: Let U; P; F and G be the Laplace transforms of
u; p; f and g; respectively. Then system (1.1) becomes, for given z with Re z40;
mDUþ z UþrP ¼F in D;
r0ðb  rP þ zPÞ þ r divU ¼G in D;
U ¼ 0 on @D;
P ¼ 0 on @Din: ð2:16Þ
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Note that system (2.16) is a stationary compressible Stokes system with the
parameter z:
We next give a stability result for (2.16) and a priori estimate, which will be used in
Section 3.
Lemma 2.5. Let ½F; GAH1ðDÞ 	 L2ðDÞ: Suppose that either m or k are large enough.
Then there is a unique solution ½U; P of (2.16). Furthermore, forRe z40 it satisfies the
a priori estimate
mjjUjj1;D þ jzjjjUjj1;D þ jzjjjPjj1;D þ ð1þRe zÞjjPjj0;D
pCðjjFjj1;D þ k1jjGjj0;DÞ ð2:17Þ
for a constant C ¼ Cðm1Þ:
Proof. For given U; the pressure P ¼ BzK is deﬁned with K ¼ k1ðr1G  divUÞ
and from the ﬁrst equation of (2.16), the velocity U is deﬁned. Next we
show (2.17). From the equation sU DU ¼ m1ðFrPÞ with s ¼ z=m; and using
Lemma 2.1,
jjUjj1;D þ jsjjjUjj1;DpCm1ðjjFjj1;D þ jjPjj0;DÞ:
From Lemma 2.2,
jzjjjPjj1;D þ ð1þRe zÞjjPjj0;DpCk1ðjjGjj0;D þ jjrUjj0;DÞ: ð2:18Þ
Combining these,
k1jjUjj1;D þ jsjjjUjj1;DpCm1ðjjFjj1;D þ k1jjGjj0;DÞ;
where k1 ¼ 1 C=mk: Now k1Xm1ðm Ck1Þ; which is positive if either m or k are
sufﬁciently large. So
jjUjj1;D þ jsjjjUjj1;DpCm1ðjjFjj1;D þ k1jjGjj0;DÞ: ð2:19Þ
Combining (2.18) and (2.19),
jzjjjPjj1;D þ ð1þRe zÞjjPjj0;D
pCðm1jjFjj1;D þ k1ð1þ m1ÞjjGjj0;DÞ: ð2:20Þ
Multiplying m to both sides of (2.19) and adding to (2.20), the required result follows.
So the result follows. &
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For existence of a weak solution of (1.1) we consider three bilinear forms a; b and c
as follows:
aðu; vÞ ¼ m
Z
D
ru  rv dx; u; vAH10ðDÞ;
bðq; vÞ ¼
Z
D
q div v dx; qAL2ðDÞ; vAH10ðDÞ;
cðp; qÞ ¼ k
Z
D
b  rpq dx; pAHbðDÞ; qAL2ðDÞ;
where HbðDÞ ¼ fqAL2ðDÞ : jjb  rqjj0;DoNg: Using these forms, the weak for-
mulation of (1.1) is given by: For
½f; gAL2ðRþ;H1ðDÞÞ 	 L2ðRþ;L2ðDÞÞ; ð2:21Þ
ﬁnd
½u; pAL2ðRþ;H10ðDÞÞ 	 L2ðRþ;L2ðDÞÞ;
with utAL2ðRþ;H1ðDÞÞ and ptAL2ðRþ;H1ðDÞÞ satisfying
/ut; vSþ aðu; vÞ  bðv; pÞ ¼ /f; vS; 8vAH10ðDÞ;
/pt; qSþ cðp; qÞ þ bðu; qÞ ¼ /g; qS; 8qAL2ðDÞ;
uð; 0Þ ¼ 0; pð; 0Þ ¼ 0 ð2:22Þ
and a.e. time tARþ:
Using [3] and Lemma 2.5, we obtain:
Lemma 2.6. Suppose that either m or k are sufficiently large. Assume that condition
(2.21) holds. Then there is a unique solution ½u; p of (2.22), satisfying the a priori
estimate
ess sup
0ptoN
jjuðtÞjj0;D þ jjujjL2ðRþ;H1ðDÞÞ þ jju0jjL2ðRþ;H1ðDÞÞ
þ jjpjjL2ðRþ;L2ðDÞÞ þ jjpjjH1ðRþ;H1ðDÞÞ
pCðjjfjjL2ðRþ;H1ðDÞÞ þ k1jjgjjL2ðRþ;L2ðDÞÞÞ: ð2:23Þ
Proof. In showing the unique existence of (2.22), one may construct a contraction
mapping as follows. Let f and g be ﬁxed. Set, for wAL2ð0; T ;H10ðOÞÞ;
F ¼ f rB½k1ðg  div wÞ:
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Deﬁne a mapping u ¼ S½f; g;w; where u is the solution of
ut  mDu ¼F in DN;
u ¼ 0 on @DN;
uð; 0Þ ¼ 0 on D: ð2:24Þ
Now
jjFjjL2ðRþ;H1ðDÞÞpCðjjfjjL2ðRþ;H1ðDÞÞ þ jjB½k1gjjL2ðRþ;L2ðDÞÞ
þ k1jjwjjL2ðRþ;H1ðDÞÞÞ: ð2:25Þ
For ﬁxed data ½f; g; set u1 ¼S½f; g;w1: Then u u1 ¼ S½0; 0;w w1 and using
(2.24) and (2.25),
jju u1jjL2ðRþ;H1ðDÞÞpajjw w1jjL2ðRþ;H1ðDÞÞ; ð2:26Þ
where a ¼ CðmkÞ1: Since the number a can be chosen so that ao1 provided that
either m or k is large, the mapping S is a contraction. With the ﬁxed point u ¼
S½f; g; u in (2.24) and (2.25),
ess sup
0ptoN
jjuðtÞjj0;D þ jjujjL2ðRþ;H1ðDÞÞ þ jju0jjL2ðRþ;H1ðDÞÞ
pCðjjfjjL2ðRþ;H1ðDÞÞ þ k1jjgjjL2ðRþ;L2ðDÞÞÞ; ð2:27Þ
where C ¼ CðmÞ with m ¼ m Ck1: On the other hand, using (2.17),
jjpjjL2ðRþ;L2ðDÞÞ þ jjp0jjL2ðRþ;H1ðDÞÞ
pCðjjfjjL2ðRþ;H1ðDÞÞ þ k1jjgjjL2ðRþ;L2ðDÞÞÞ: ð2:28Þ
Thus (2.23) follows. &
Note that in (2.22), the condition uð0Þ ¼ 0 makes sense since uACðRþ;L2ðDÞÞ:
Also, the condition pð0Þ ¼ 0 makes sense in a sense that max0ptpN jjpðtÞjjH1p
CjjpjjH1ðRþ;H1ðDÞÞ; which is ﬁnite by (2.28).
3. Decomposition
In this section we discuss the transformed system (2.16) on a polygon O with the
property that there is exactly one concave vertex, say P: We give a singular and
regular decomposition of the solution of the transformed system. The inverse
Laplace transform give a decomposition of the solution for (1.1). Without loss of
generality, let P ¼ ð0; 0Þ:
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In the view of Lemma 2.1, the solution U of (2.16) can be split as follows: for
s ¼ z=m;
U ¼ Us þUR; UR :¼ UUs;
Us :¼ CðsÞcðsÞ; CðsÞ ¼ m1Lsi ðFrPÞ; ð3:1Þ
where c ¼ ciðsÞ is deﬁned in (2.5) and Ls ¼ Lsi is deﬁned in Lemma 2.1.
In this section, one of our main goals is to express CðsÞ in terms of the data F and
G; and to establish a regularity result for ½UR; P:
Note that the pressure function P can be also split into singular and regular
parts as follows: P ¼ Ps þ PR; with Ps ¼ k1CðsÞ Bzrc and PR ¼ P  Ps:
However, in the lowest order level of the singular expansion, the function Ps does not
have to be split from P; but from the second lowest level, it has to be for higher
regularity.
Using (2.16) and (3.1), the pair ½UR; P is the solution of
 DUR þ sUR þ m1rP ¼ m1ðFþ FsÞ in O;
divUR þ kðb  rP þ zPÞ ¼ G  divUs in O;
UR ¼ 0 on @O;
P ¼ 0 on @Oin; ð3:2Þ
where Fs ¼ mDUs  zUs ¼ CðsÞðmDc z cÞ: Now, from the equation
DUR þ sUR ¼ m1ðFþ Fs rPÞ
and from the view of Lemma 2.1, we must require that
m1LsðFþ Fs rPÞ ¼ 0: ð3:3Þ
In order to construct the coefﬁcient CðsÞ of the singular function Us in (3.1), we need
to derive an algebraic system for the parameter CðsÞ from the vector equation (3.3).
For doing this, we ﬁrst express the solution ½UR; P in terms of the known data ½F; G:
Setting
A1 ¼ m1AAs; B1 ¼ BBz;
the solution ½UR; P of (3.2) is expressed by
UR ¼A1ðFs þ k1rBz divUsÞ þ A1ðF k1rBzGÞ;
P ¼  k1B1ðdivUs þ m1 div AsFsÞ þ k1B1ðG  m1 div AsFÞ:
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Inserting the above functions into (3.3), we have
Fþ Fs rP ¼CðsÞc þ k1rB1½divUs þ m1 div AsFs
þ F k1rB1ðG  m1 div AsFÞ; ð3:4Þ
where cðsÞ ¼ mðDcðsÞ  scðsÞÞ: Combining (3.3) and (3.4), we have the following
algebraic system for CðsÞ:
l11C1ðsÞ þ l12C2ðsÞ ¼ M1;
l21C1ðsÞ þ l22C2ðsÞ ¼ M2; ð3:5Þ
where
l11 ¼ Ls½c þ k1rxB1ðcx þ m1ðAscÞxÞ;
l12 ¼ k1Ls½rxB1ðcy þ m1ðAscÞyÞ;
l21 ¼ k1Ls½ryB1ðcx þ m1ðAscÞxÞ;
l22 ¼ Ls½c þ k1ryB1ðcy þ m1ðAscÞyÞ; ð3:6Þ
M1 ¼ Ls½F1 þ k1rxB1ðG  m1 div AsFÞ;
M2 ¼ Ls½F2 þ k1ryB1ðG  m1 div AsFÞ:
Lemma 3.1. The following functions
c; rB1rc; A1rBzrc
belong to the space L2ðOÞ: So the numbers lij in (3.6) are well defined for i; j ¼ 1; 2; and
if m is large enough, the determinant d ¼ l11l22  l12l21a0; and the algebraic system
(3.5) is uniquely solvable for C1 and C2; where
C1ðsÞ ¼ ðM1l22  M2l12Þ=d; C2ðsÞ ¼ ðM2l11  M1l21Þ=d; ð3:7Þ
which is estimated by
jCðsÞjpCð1þ jsj1=2Þ1þp=oðjjFjj0;O þ jjGjj1;OÞ; ð3:8Þ
where C ¼ CðjjrB1 div Asjj; jjrBjj; jjAjjÞ:
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Proof. For sos2 one may consider the following diagram:
Hs2ðOÞ !A
s
Hs1ðOÞ !A

Hs1ðOÞ:
Since cAH
tðOÞ for tos1; we have cAHs2ðOÞ for all s such that s1 ¼ aþ 14s 
24a 1: By Lemma 2.3 and the continuity of B in Lemma 2.4, we have rB1rc ¼
rBBzrcAHs2ðOÞ for s1osp2: Since A is continuous on Hs1ðOÞ and
rBzrcAHs2ðOÞ for sp2; and using the above diagram, we have
AAsrBzrcAHs2ðOÞ: Hence lij are well deﬁned, and if m is large enough, the
determinant d ¼ l11l22  l12l21a0; because it is a number of the form d ¼
am2 þ bmþ c where
a ¼ ½LsðDc scÞ2;
b ¼LsðDc scÞðb1 þ b2Þ;
b1 ¼Ls½k1rxB1ðcx þ m1ðAscÞxÞ;
b2 ¼Ls½k1ryB1ðcy þ m1ðAscÞyÞ;
c ¼ l12l21:
A direct computation gives (3.7). Using (2.4) and computing M1 and M2; inequality
(3.8) follows. &
Theorem 3.1. Suppose that either m or k are sufficiently large. Let ½U; PAH10ðOÞ 	
L2ðOÞ be the weak solution of (2.16). Assume that FAL2ðOÞ and GAH1ðOÞ: Let UR ¼
U CðsÞcðsÞ where CðsÞ is defined by (3.7). Then ½UR; P solves (3.2) and satisfies
jjURjj2;O þ jsj1=2jjURjj1;O þ jsjjjURjj0;O þ jsjjjPjj0;O þ jjPjj1;O
pCðjjFjj0;O þ k1jjGjj1;OÞ þ CjsjðjjFjj1;O þ jjGjj0;OÞ; ð3:9Þ
where C ¼ Cðm1Þ:
Proof. If ½U; P is the weak solution of (2.16) and UR ¼ U CðsÞcðsÞ is deﬁned
with the constant CðsÞ of (3.7), then ½UR; P solves
DUR þ sUR ¼ m1ðF1 þ CðsÞcÞ in O; UR ¼ 0 on G; ð3:10Þ
where F1 ¼ FrP: Applying Lemma 2.1 to (3.11) and using (3.7),
jjURjj2;O þ jsj1=2jjURjj1;O þ jsjjjURjj0;O
pCm1ðjjF1jj0;O þ jCðsÞjÞ: ð3:11Þ
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We have to compute jjF1jj0;O: Recalling that P ¼ k1BzK where K ¼ G  divU ¼
G  divUR  CðsÞ  rc and using Lemmas 2.2 and 2.5,
jjrPjj0;OpCðjzjjjK jj0;O þ jjK jj1;OÞ
pCk1jzjðjjUjj1;O þ jjGjj0;OÞ þ Ck1ðjjURjj2;O þ jjGjj1;OÞ
pCjzjðjjFjj1;O þ jjGjj0;OÞ þ Ck1ðjjURjj2;O þ jjGjj1;OÞ: ð3:12Þ
Combining (3.11) and (3.12), using (3.8) and assuming the hypothesis, (3.9)
follows. &
Combining the results obtained above, we obtain
Theorem 3.2. Let FAH1ðOÞ and GAL2ðOÞ: Suppose that either m or k are
sufficiently large. Let s ¼ z=m: There is a unique solution ½U; P of (2.16),
satisfying inequality (2.17). Furthermore, if FAL2ðOÞ and GAH1ðOÞ; then the
velocity U is split into singular and regular parts near the origin as follows:
if a ¼ p=oo1; w is a smooth cutoff function near x ¼ ð0; 0Þ; and cðsÞ ¼
wðrÞer
ﬃﬃ
s
p
ra sin½aðy o1Þ; then
U ¼ CðsÞcðsÞ þUR; UR ¼ U CðsÞcðsÞ: ð3:13Þ
Here the coefficient CðsÞ ¼ ½C1ðsÞ; C2ðsÞ is given in (3.7) and estimated by (3.8).
Furthermore, the solution ½UR; P satisfies the a priori estimate (3.9).
Remark 3.1. We can write the function Mi ði ¼ 1; 2Þ given in (3.6) as follows: M1 ¼
Ls½F1 þ h1ðsÞ and M2 ¼ Ls½F2 þ h2ðsÞ where
h1ðsÞ ¼ k1rxB1ðG  m1 div AsFÞ;
h2ðsÞ ¼ k1ryB1ðG  m1 div AsFÞ:
Then the constants CiðsÞ of (3.7) can be written by
C1ðsÞ ¼ Ls½F1 þ h1ðsÞ; C2ðsÞ ¼ L½F 2 þ h2ðsÞ; ð3:14Þ
where
F 1 ¼ðl22F1 þ l12F2Þ=d; F 2 ¼ ðl11F2 þ l21F1Þ=d;
h1ðsÞ ¼ ðl22h1ðsÞ  l12h2ðsÞÞ=d;
h2ðsÞ ¼ ðl11h2ðsÞ  l21h1ðsÞÞ=d: ð3:15Þ
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For later purposes we shall deﬁne numbers (3.14) as follows:
C1ðsÞ½F1  :¼ Ls½F1 þ h1ðsÞ; C2ðsÞ½F2  :¼ Ls½F2 þ h2ðsÞ;
CðsÞ½F :¼ Ls½F þ hðsÞ ¼ ½C1ðsÞ½F1 ;C2ðsÞ½F2 ; ð3:16Þ
where F ¼ ½F1 ; F2  and hðsÞ ¼ ½h1ðsÞ; h2ðsÞ: Finally, if we deﬁne
Cs½F :¼ CðsÞ½F;
then it is in the form of the coefﬁcient Lsi ½F  given in Lemma 2.1.
Using (3.16) and Theorem 2.2, Theorem 3.2 can be transformed in the following
form:
Theorem 3.3. Let fAL2ðRþ;H1ðOÞÞ and gAL2ðRþ;L2ðOÞÞ: Suppose that either m or
k are sufficiently large. There is a unique solution ½u; p of (1.1), satisfying the a priori
estimate (2.23). Furthermore, if fAL2ðRþ;L2ðOÞÞ-H1ðRþ;H1ðOÞÞ and
gAL2ðRþ;H1ðOÞÞ-H1ðRþ;L2ðOÞÞ then the velocity u is split into singular and
regular parts near the origin as follows: if a ¼ p=oo1; wðrÞ is a smooth cutoff function
near x ¼ ð0; 0Þ and f ¼ wra sin½aðy o1Þ; then
uðtÞ ¼ ðE%cÞðtÞfþ uRðtÞ; uRðtÞ :¼ uðtÞ  ðE%cÞðtÞf;
EðtÞ ¼ rer2=4mt=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mpt3
p
; cðtÞ ¼ 1
2pi
Z
g
/Cðl=mÞ; ðlI TÞ1fðtÞS dl; ð3:17Þ
where f is the inverse Laplace transform of F ¼ ½F1 ; F2  defined in (3.15). Here the
curve g is a vertical axis satisfying Re lo0; lAg: Furthermore, cAHð1p=oÞ=2ðRþÞ and
the regular part uR and the pressure p satisfy
ess sup
0ptoN
jjuRðtÞjj1;O þ jjuRjjL2ðRþ;H2ðOÞÞ þ jju0RjjL2ðRþ;L2ðOÞÞ
þ jjpjjL2ðRþ;H1ðOÞÞ þ jjp0jjL2ðRþ;L2ðOÞÞ þ jjcjjHð1p=oÞ=2ðRþÞ
pCðjjfjjL2ðRþ;L2ðOÞÞ þ jjgjjL2ðRþ;H1ðOÞÞÞ
þ CðjjfjjH1ðRþ;H1ðOÞÞ þ jjgjjH1ðRþ;L2ðOÞÞÞ: ð3:18Þ
Proof. Now L1fCðz=mÞ½FðzÞgðtÞ ¼ cðtÞ and L1fer
ﬃﬃﬃﬃﬃ
z=m
p
gðtÞ ¼ EðtÞ: Hence
LfðE%cÞðtÞgðsÞ ¼ CðsÞ½Fer
ﬃﬃ
s
p
with s ¼ z=m: So (3.17) follows. Using (3.8) and
(3.9), inequality (3.18) follows. &
Remark 3.2. For each iAI; if the velocity singular functions ui;s ¼ ðEi%ciÞfi is
deﬁned, then, using formula (1.8), the corresponding pressure singular function psðtÞ
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is, for xXt;
psðtÞ ¼ k1
X
iAI
Z t
0
div½ðEi%ciÞfiðxþ ðs  tÞb; sÞ ds ð3:19Þ
and satisﬁes
p0sðtÞ þ b  rpsðtÞ þ k
X
iAI
div½ðEi%ciÞfi ¼ 0 in D
and psð0Þ ¼ 0:
4. The convex polygon or smoother domains
In this section we establish a regularity result of (1.1) on convex polygons or
domains with smooth boundary. To do this, we use the operator B (see (1.7)) and a
regularity property of A:
For given F satisfying
FAL2ðRþ;H1ðOÞÞ;
ﬁnd uAL2ðRþ;H1ðOÞÞ-H1ðRþ;H1ðOÞÞ such that
ut  mDu ¼F in ON;
u ¼ 0 on GN;
uð; 0Þ ¼ 0 on O: ð4:1Þ
Using the operator A; the solution u of (4.1) is u ¼AF: For 1psp2; one
can show that A is a bounded operator from L2ðRþ;Hs2ðOÞÞ to L2ðRþ;HsðOÞÞ;
satisfying
ess sup
0ptpN
jjuðtÞjjs1;D þ mjjujjL2ðRþ;HsðOÞÞ þ jju0jjL2ðRþ;Hs2ðOÞÞ
pCðjjFjjL2ðRþ;Hs2ðOÞÞÞ: ð4:2Þ
On the other hand, recall that p ¼ BG is the solution of
kðpt þ b  rpÞ ¼ G in ON; ð4:3Þ
with the boundary condition qðx; tÞ ¼ 0 on @Din;N or qðx; 0Þ ¼ 0 on D: Let
GAL2ðRþ;HsðOÞÞ for 0psp1: Using Lemma 2.5 and the interpolation theory of the
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Sobolev spaces between integer values,
jjpjjH1ðRþ;Hs1ðOÞÞpCk1ðjjGjjL2ðRþ;HsðOÞÞ þ jjGjjH1ðRþ;Hs1ðOÞÞÞ: ð4:4Þ
Letting F ¼ f rp in (4.2) and G ¼ g  div u in (4.4), we obtain:
Theorem 4.1. Let O be a convex polygon or a bounded domain with smooth boundary.
Let 1psp2: Suppose that either m or k are sufficiently large. Assume that
fAL2ðRþ;Hs2ðOÞÞ-H1ðRþ;Hs3ðOÞÞ and gAL2ðRþ;Hs1ðOÞÞ-H1ðRþ;Hs2ðOÞÞ:
Then the solution ½u; p of (1.5) satisfies
ess sup
0ptoN
jjuðtÞjjs1;O þ m1jjujjL2ðRþ;HsðOÞÞ þ jju0jjL2ðRþ;Hs2ðOÞÞ
þ jjpjjH1ðRþ;Hs2ðOÞÞ þ jjpjjL2ðRþ;Hs1ðOÞÞ
pCðjjfjjL2ðRþ;Hs2ðOÞÞ þ jjgjjL2ðRþ;Hs1ðOÞÞÞ
þ CðjjfjjH1ðRþ;Hs3ðOÞÞ þ jjgjjH1ðRþ;Hs2ðOÞÞÞ: ð4:5Þ
Proof. In this case inequality (3.9) holds with UR ¼ U: Using the interpolation
theory between integer values, (4.5) follows. &
5. Bounded polygon
We study problem (1.1) on a polygonal domain D satisfying property (P) given in
Section 1. In contrast to the situation of Section 3, D can have several concave
vertices Pi: To handle this, we use a localization and a partition of unity to apply the
results of Sections 3 and 4. Because of the quasi-hyperbolic character of (1.7), the
partition of unity must be constructed, depending on the horizontal streamlines
generated by the vector b ¼ ½1; 0: Here the streamlines will be independent of the
time variable.
For each vertex Pi ¼ ðxi; yiÞ; i ¼ 1;y; N; we construct an open set WiCD and a
function wiAC
N
0 ðR2Þ satisfying the following conditions:
(i) the vertex Pi lies on @Wi and is the only vertex on @Wi;
(ii)
SN
i¼1 Wi ¼ D;
(iii) 0pwip1 on Wi; wi  0 on D\ %Wi;
(iv)
PN
i¼1 wi ¼ 1; b  rwi ¼ 0; w0i ¼ 0 ðt40Þ:
For constructing the sets Wi and functions wi; see [12, Section 4]. The open
sets Wi are not, in general, polygonal domains. To apply the results in Sections 3 and
4, we again pick a bounded polygon Oi containing Wi; obtained by suitably
extending the sides of @D-@Wi; and joining their end points so that each streamline
by b ¼ ½1; 0 intersects the boundary of Oi at only two points, which are such that at
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most one of these points can be a vertex. A ﬁgure illustrating this construction is
given in [12].
Let fAL2ðRþ;H1ðDÞÞ and gAL2ðRþ;L2ðOÞÞ: Let ½u; p be the solution of (1.1) by
Lemma 2.6. Using the functions wi; set ui ¼ wiu and pi ¼ wip: Then ui ¼ 0 on Gi;N;
where Gi;N ¼ Gi 	Rþ: So ½ui; pi satisﬁes problem (1.5) on Oi;N ¼ Oi 	Rþ; with the
right hand sides f i and gi given by
f i :¼ wif  2mrwi  ru muDwi þ prwi;
gi :¼ wig þ u  rwi:
Note that the trouble term pðkU  rwi þ w0iÞ is not in the function gi because U 
rwi ¼ 0 and w0i ¼ 0: Using Lemma 2.6 and Theorem 4.1, we have
jjf ijjL2ðRþ;L2ðOiÞÞ þ k1jjgijjL2ðRþ;H1ðOiÞÞ
þ jjf ijjH1ðRþ;H1ðOiÞÞ þ k1jjgijjH1ðRþ;L2ðOiÞÞ
pCðjjfjjL2ðRþ;L2ðDÞÞ þ k1jjgjjL2ðRþ;H1ðDÞÞÞ
þ CðjjfjjH1ðRþ;H1ðDÞÞ þ k1jjgjjH1ðRþ;L2ðDÞÞÞ: ð5:1Þ
If Pi is a vertex with iAI; we apply Theorem 3.3. (This is possible because, by our
construction, Pi is the only vertex of Oi with iAI:) We write
ui ¼ ui;s þ ui;R; ui;s ¼ ðEi%ciÞ fi;
where Ei; ci and ui;R are of the forms given in Theorem 3.3. So, using (3.18),
ess sup
0ptoN
jjui;RðtÞjj1;Oi þ jjui;RjjL2ðRþ;H2ðOiÞÞ þ jju0RjjL2ðRþ;L2ðOiÞÞ
þ jjpijjL2ðRþ;H1ðOiÞÞ þ jjp0ijjL2ðRþ;L2ðOiÞÞ þ jjcijjHð1p=oÞ=2ðRþÞ
pCðjjf ijjL2ðRþ;L2ðOiÞÞ þ k1jjgijjL2ðRþ;H1ðOiÞÞÞ
þ Cðjjf ijjH1ðRþ;H1ðOiÞÞ þ k1jjgijjH1ðRþ;L2ðOiÞÞÞ; ð5:2Þ
where C ¼ CðmÞ with m ¼ m Ck1: If Pi is a convex vertex, we apply Theorem 4.1
to obtain
ess sup
0ptoN
jjuiðtÞjj1;Oi þ jjuijjL2ðRþ;H2ðOiÞÞ þ jju0jjL2ðRþ;L2ðOiÞÞ
þ jjpijjL2ðRþ;H1ðOiÞÞ þ jjp0ijjL2ðRþ;L2ðOiÞÞ
pCðjjf ijjL2ðRþ;L2ðOiÞÞ þ k1jjgijjL2ðRþ;H1ðOiÞÞÞ
þ Cðjjf ijjH1ðRþ;H1ðOiÞÞ þ k1jjgijjH1ðRþ;L2ðOiÞÞÞ: ð5:3Þ
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We now assemble the above results to transform into a result on the whole polygon
D: Deﬁne the regular part uR of the solution u by the formula
uR ¼
X
iAI
ui;R þ
X
ieI
ui:
Also uR ¼ u
P
iAIðEi%ciÞfi: Using (5.1)–(5.3), Theorem 1.1 follows.
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