Abstract. Let B be a certain Banach space consisting of analytic functions defined on a bounded domain G in the complex plane. Let ϕ be an analytic polynomial or a rational function and let Mϕ denote the operator of multiplication by ϕ. Under certain condition on ϕ and G, we characterize the commutant of Mϕ that is the set of all bounded operators T such that T Mϕ = MϕT . We show that T = M Ψ for some function Ψ in B.
Introduction
Let B be a Banach space consisting of analytic functions defined on a bounded domain G in the complex plane such that 1 ∈ B, zB ⊂ B, and for every λ ∈ G the evaluation functional at λ, e λ : B → C, given by f → f (λ), is bounded. Also assume ran(M z − λ) = ker e λ for every λ ∈ G and if f ∈ B and |f (λ)| > c > 0 for every λ ∈ G, then 1 f is a multiplier of B. Throughout this article unless otherwise is explicitly stated, we assume that G is a bounded domain in the complex plane and by a Banach space of analytic functions B on G we mean one satisfying the above conditions.
Some examples of such spaces are as follows:
1) The algebra A(G) which is the algebra of all continuous functions on the closure of G that are analytic on G.
2) The Bergman space of analytic functions defined on G, L P a (G) for 1 ≤ p ≤ ∞.
3) The spaces D α of all functions f (z) = f (n)z n , holomorphic in D, for which 4) The analytic Lipschitz spaces Lip(α, G) for 0 < α < 1, i.e., the space of all analytic functions defined on G that satisfy a Lipschitz condition of order α.
5) The subspace lip(α, G) of Lip(α, G) consisting of functions f in Lip(α, G) for which
6) The classical Hardy spaces
In this article r(z) = p(z)/q(z) is a rational function such that p(z) and q(z) are polynomials without common factors. Also the poles of r(z) which are exactly the zeros of q(z) are off G. Let r be a rational function and λ ∈ G. If r(z) has a zero of order one at λ ∈ G and r(z) = 0 for all z = λ in G, then we say that r has only a simple zero in G.
A complex valued function φ defined on G is called a multiplier of B if φB ⊂ B, i.e., φf is in B for every f in B, and the set of all multipliers of B is denoted by M(B). By the Closed Graph Theorem, it is easy to see that every multiplier φ defines a bounded linear operator
(B).
A good source on this topics is [7] . We denote by {M ϕ } the set of operators
The commutant of Toeplitz operator on certain Hilbert spaces of functions was studied in several papers. See, for example, [1] [2] [3] [4] 8] . Also the commutant of multiplication operators on Banach spaces of functions were investigated for certain multiplication operators. See for instance [5] [6] [7] [9] [10] [11] . In section 2 of this article we investigate the commutant of the operator M ϕ , when ϕ is an analytic polynomial or a rational function. By the Implicit Function Theorem under certain condition on ϕ and G, we characterize the commutant of M ϕ . In fact, when p is a polynomial of degree one it is an univalent function and it is well known that {M p } = {M Ψ : Ψ ∈ M(B)}. Hence we consider certain polynomials with degree n ≥ 2. We conclude the introduction with a theorem that will be used in the proof of Proposition 2.2. 
Proof. See [6, Theorem 2.1].
The main results

In [4]Ž.Čučković and Dashan Fan have shown that if
In this section we extend the result obtained in [4] to various domains G, to Banach spaces of analytic functions and to certain polynomial or rational symbols. The proof of the next theorem is similar to a part of the proof of Theorem 4 in [4] .
Proof. Let A be the set of zeros of q and let Ω = C − A. Assume that
Since by the hypothesis the zeros of F (λ, w) are simple, we have
Thus by the Implicit Function Theorem, for each i, there exists an open neighborhood V i and a continuous map 
Proof. By Theorem 2.1, there is an open set U ⊆ G such that for every w ∈ U the function r(z) − r(w) has only a simple zero in G. Assume that T ∈ {M r } . By Theorem 1.1, for every w ∈ U and each f ∈ B, we have T (f )(w) = T (1)(w)f (w). Since two analytic function T (f ) and T (1)f are equal on U and G is connected, we have T (f ) = T (1)f for all f ∈ B, and the proof is complete. 
In the reminder of this article we assume that G ⊂ D and ϕ(z) is a polynomial. 
Proof. a)
If in Theorem 2.1 we set λ = 0, then it is easy to see that p(z)−p(λ) = z n + az has n − 1 distinct zeros outside of D. Hence by Proposition 2.2, we have {Mp } = {M Ψ : Ψ ∈ M(B)}. b) Set λ = e iθ n−1 , we can see that p(λ) = p(z) if and only if λ n +aλ = z n +az. But | λ n + aλ |=| λ || λ n−1 + a |=| e iθ + | a | e iθ |= 1+ | a | . So if |z| < 1, then | z n + az |≤ |z n | + |a||z| < 1 + |a| =| λ n + aλ |,
which implies that z isn't a zero of p(z) − p(λ).
In the next step assume that z 0 ∈ ∂D is a root of equation 
Proof. Set λ = e iθ0 , we can see that p(λ) = p(z) if and only if λ
For z ∈ D, we have Therefore, mθ = (m − 1)θ + 2kπ for some integer k. Hence z = 1, and by Theorem 2.9, the proof is complete.
In the next example we present three applications of some of the above theorems. 
