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We point out necessary and sufficient conditions of uniform consistency of nonparametric sets
of alternatives for widespread nonparametric tests. Nonparametric sets of alternatives can be
defined both in terms of distribution function and in terms of density (or signals in the problem
of signal detection in Gaussian white noise). In this part of paper such conditions are provided
for χ2−tests with increasing number of cells, Cramer-von Mises tests, tests generated L2- norms
of kernel estimators and tests generated quadratic forms of estimators of Fourier coefficients.
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1. Introduction
Let X1, . . . , Xn be sample of i.i.d.r.v.’s having c.d.f. F ∈ ℑ. Here ℑ is set of all distri-
bution functions of random variables having values into interval (0,1)
We explore problem of goodness of fit testing of hypothesis
H0 : F (x) = F0(x) = x, x ∈ [0, 1] (1.1)
versus sets of alternatives defined in terms of
distribution functions
Hn : F ∈ Υn, Υn ⊂ ℑ (1.2)
or in terms of densities p(x) = 1 + f(x) = dF (x)dx
H1n : f ∈ Ψn, Ψn ⊂ L2(0, 1). (1.3)
Here L2(0, 1) is Hilbert space of all quadratically integrable functions g(t), t ∈ (0, 1) with
L2-norm ‖g‖ =
(∫
g2(t) d t
)1/2
.
∗The research has been supported by RFFI Grant 20-01-00273.
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2 M. Ermakov
For part of setups the problem of goodness of fit testing for distribution function or
density is replaced with the problem of signal detection in Gaussian white noise. This
allows to simplify technical part of paper.
We are interested in uniform consistency of nonparametric tests. If test or test statistic
is uniformly consistent for sets of alternatives, we say that these sets of alternatives are
uniformly consistent for these tests or test statistics.
For setups mentioned above we point out necessary and sufficient conditions of uniform
consistency of sets of alternatives (1.2) and (1.3) for test statistics of
Kolmogorov tests;
Cramer-von Mises tests;
chi-squared tests with number of cell growing with the sample size;
tests generated quadratic forms of estimators of Fourier coefficients of orthogonal
expansion of signal;
tests generated L2 –norms of kernel estimators.
Last four of above mentioned tests statistics have quadratic structure. The results and
proofs for these test statistics are similar. We provide these results in first part of paper.
The results about Kolmogorov tests are provided in second part of paper.
Denote Fˆn – empirical distribution function of X1, . . . , Xn.
If sets of alternatives are defined in terms of distribution functions, necessary and
sufficient conditions of consistency will be provided in the framework of distance method.
Test statistics can be considered as functionals Tn(Fˆn) depending on empirical distri-
bution functions. Functionals Tn(F ) admits interpretation as norms or seminorms defined
on the set of differences of distribution functions. Uniform consistency of tests statistics
on sets of alternatives
Υn(Tn, ρn) = {F : Tn(F ) > ρn > 0, F ∈ ℑ}
allows to make a conclusion about uniform consistency of any sequence of sets of alter-
natives Υn in terms of their distances or semidistances
inf
F∈Υn
Tn(F )
from hypothesis.
For specially selected sequences ρn, ρn → 0 as n → ∞, in papers [8, 10, 9] (see
Theorems 6.3, 4.3, 5.2 as well) we established uniform consistency of sets Υn(Tn, ρn) of
alternatives for χ2−tests with growing number of cells with increasing of sample size,
tests generated L2- norms of kernel estimators and tests generated quadratic forms of
estimators of Fourier coefficients Moreover asymptotic minimaxity of tests on these sets
has been established. In this part of paper we establish uniform consistency of sets
Υn(T, ρn) of alternatives for Cramer - von Mises test (see Theorem 7.1. Some similar
results will be established for Kolmogorov test in second part of paper.
Proof of results on uniform consistency of sets of alternatives (1.3) defined in terms of
densities or signals are based on Theorems on uniform consistency of these tests for sets
of alternatives (1.2) defined in terms of distribution functions.
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For problem of signal detection in Gaussian white noise we explore a wider range of
problems. This setup is studied for test statistics generated quadratic forms of estimators
of Fourier coefficients or tests generated L2- norms of kernel estimators. For sample of
i.i.d.r.v.’s these tests will be explored in another paper.
Problem of signal detection is considered for the following setup. We observe a real-
ization of random process Yn(t) defined stochastic differential equation
d Yn(t) = f(t) dt+
σ√
n
dw(t), t ∈ [0, 1], σ > 0, (1.4)
where f ∈ L2(0, 1) is unknown signal and dw(t) is Gaussian white noise.
For this setup (see [5, 7, 10, 14, 15, 16, 20, 24]) the following nonparametric sets of
alternatives are often explored
Hn : f ∈ Vn = { f : ‖f‖2 ≥ ρn, f ∈ U ⊂ L2(0, 1) }, (1.5)
where ρn → 0 as n→∞. Here U is a convex set.
We answer on the following four questions given bellow. The first question is more
general and does not touch test statistics mentioned above.
For which bounded convex sets U there are ρn → 0 as n → ∞ such that there is
uniformly consistent sequence of tests for sets Vn of alternatives ?
We show that uniformly consistent test exists, if and only if, set U is relatively compact
(see Theorems 3.1 and 3.2). Note that necessary and sufficient condition of existence of
consistent nonparametric estimator on nonparametric set is relative compactness of this
set [13], [17]. The same compactness condition arises in solution of ill-posed inverse
problems with deterministic errors [6]. The problem of existence of consistent tests has
been explored for different setups. The most complete bibliography one can find in [11].
Let ρn = n
−r, 0 < r ≤ 1/2, and r is fixed. How to define biggest bounded sets U such
that sets Vn are uniformly consistent for one of above mentioned test statistics ?
We call such sets U– maxisets The exact definition of maxisets is provided in section 2.
For 0 < r < 1/2, for test statistics having quadratic structure we show (see Theorems 4.4,
5.1, 6.1, 7.2), that maxisets are bodies in Besov spaces Bs2∞(P0), P0 > 0. Here r =
2s
1+4s
for chi-squared test statistics, test statistics being L2- norms of kernel estimator and
test statistics being quadratic forms of estimators of Fourier coefficients of signal. For
Cramer- von Mises tests we have r = s2+2s .
If r = 1/2, we could not find sets satisfying all requirements of the definition of
maxisets. However, we show that sets of functions with a finite fixed number of nonzero
Fourier coefficients whose absolute values do not exceed a certain constant satisfy a
number of such requirements. In further statements of this section for r = 1/2, and
therefore in the corresponding theorems, the maxisets can be replaced with such sets.
Uniform consistency of chi-squared tests and Cramer-von Mises tests for above men-
tioned Besov bodies has been established Ingster [14].
For nonparametric estimation the notion of maxisets has been introduced Kerkyachar-
ian and Picard [18]. Maxisets of nonparametric estimators have been comprehensively
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explored in [4], [19], [26] (see also references therein). For nonparametric hypothesis
testing completely different definition of maxisets has been introduced Autin, Clausel,
Freyermuth and Marteau [2].
Let each set Ψn be bounded in L2(0, 1). Then Cramer- von Mises tests, chi-squared
tests, tests generated L2-norms of kernel estimators and quadratic forms of estimators
of Fourier coefficients of signal are uniformly consistent, if and only if, these sets Ψn of
alternatives does not contain inconsistent sequence of simple alternatives fn ∈ Ψn. In
other words sets of alternatives are uniformly consistent, if and only if, all sequences of
simple alternatives fn ∈ Ψn are consistent. Thus the problem of uniform consistency for
sets Ψn of alternatives is reduced to the problem of consistency of any sequence of simple
alternatives fn ∈ Ψn.
How to describe all consistent and inconsistent sequences of simple alternatives having
given rate of convergence to hypothesis ?
We explore this problem as problem of testing hypothesis
H¯0 : f(x) = 0, x ∈ [0, 1], (1.6)
versus sequence of simple alternatives
H¯n : f = fn, c n
−r ≤ ‖fn‖ ≤ C n−r, (1.7)
where 0 < r ≤ 1/2 and 0 < c < C <∞.
For above mentioned test statistics answer on this question is provided in terms of
concentration of Fourier coefficients (Theorems 4.1 and 4.2). In Theorem 4.5 we propose
the following interpretation of these results:
sequence of simple alternatives fn, c n
−r ≤ ‖fn‖ ≤ C n−r, is consistent, if and only
if, functions fn admit representation as functions f1n from maxiset with the same rate
of convergence to hypothesis plus functions fn − f1n orthogonal to functions f1n.
In Theorem 4.6 we show that, for any ε > 0, there are maxiset and functions f1n from
maxiset such that the differences of type II error probabilities for alternatives fn and f1n
is smaller ε and f1n is orthogonal to fn − f1n.
Thus, each function of consistent sequence of alternatives with fixed rate of conver-
gence to hypothesis contains sufficiently smooth function as an additive component and
this function carries almost all information on its type II error probability.
What can we say about properties of consistent and inconsistent sequences of alter-
natives having fixed rate of convergence to hypothesis in L2- norm?
In Theorem 4.7 we establish that asymptotic of type II error probabilities of sums of
alternatives from consistent and inconsistent sequences coincides with the asymptotic for
consistent sequence.
We call sequence of alternatives fn purely consistent if there does not exist inconsistent
sequence of alternatives f2n having the same rates of convergence to hypothesis and such
that f2n are orthogonal to fn − f2n.
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It is easy to show that any sequence of alternatives from maxisets with fixed rates of
convergence to hypothesis is purely consistent.
In Theorem 4.8, in terms of concentration of Fourier coefficients we point out analytic
assignment of purely consistent sequences of alternatives.
In Theorem 4.9 we show that, for any ε > 0, for any purely consistent sequence of
alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, there are maxiset and some sequence f1n from
this maxiset, such that there holds ‖fn − f1n‖ ≤ εn−r.
Paper is organized as follows. In section 2 we introduce main definitions. In section 3,
the answer on the first question is provided. In sections 4, 5, 6 and 7, for 0 < r < 1/2,
above mentioned results are established respectively for test statistics based on quadratic
forms of estimators of Fourier coefficients, L2 – norms of kernel estimators, χ
2–tests and
Cramer– von Mises tests. In section 8 we focus on the case r = 12 .
Proof of all Theorems is provided in Appendix.
We use letters c and C as a generic notation for positive constants. Denote 1{A} the
indicator of an event A. Denote [a] whole part of real number a. For any two sequences of
positive real numbers an and bn, an ≍ bn implies c < an/bn < C for all n and an = o(bn)
implies an/bn → 0 as n → ∞. For any complex number z denote z¯ complex conjugate
number.
Denote
Φ(x) =
1√
2π
∫ x
−∞
exp{−t2/2} d t, x ∈ R1,
standard normal distribution function.
Let φj , 1 ≤ j < ∞, be orthonormal system of functions in L2(0, 1). For each P0 > 0
define set
B¯
s
2∞(P0) =
{
f : f =
∞∑
j=1
θjφj , sup
λ>0
λ2s
∑
j>λ
θ2j ≤ P0, θj ∈ R1
}
. (1.8)
If some assumptions about basis φj , 1 ≤ j <∞, holds, functional space
B¯
s
2∞ =
{
f : f =
∞∑
j=1
θjφj , sup
λ>0
λ2s
∑
j>λ
θ2j <∞, θj ∈ R1
}
is Besov space Bs2∞ (see [26]). In particular, B¯
s
2∞ is Besov space if φj , 1 ≤ j < ∞, is
trygonometric basis.
If φj(t) = exp{2πijx}, x ∈ (0, 1), j = 0,±1, . . ., denote
B
s
2∞(P0) =
{
f : f =
∞∑
j=−∞
, θj φj , sup
λ>0
λ2s
∑
|j|>λ
|θj |2 ≤ P0
}
.
Since here φj are complex functions, then θj are complex numbers as well and θj = θ¯−j
for all −∞ < j <∞.
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For the same basis denote
B˜
s
2∞(P0) =
{
f : f =
∞∑
j=−∞
θj φj , f ∈ Bs2∞(P0), θ0 = 0
}
.
Balls in Nikolskii classes∫
(f (l)(x+ t)− f (l)(x))2 d x ≤ L|t|2(s−l), ‖f‖ < C,
are Besov balls in Bs2∞. Here l = [s].
2. Main definitions
2.1. Consistency and n−r-consistency
For any test Kn denote α(Kn) its type I error probability, and β(Kn, f) its type II error
probability for alternative f ∈ L2(0, 1). Similar notation β(Kn, F ) is implemented if
alternative is c.d.f. F .
Definition of consistency will be slightly different in each section. In section 3 problem
of existence of uniformly consistent tests and uniform consistency of sets of alternatives
is considered among all tests.
In section 4 consistency is considered for a fixed sequence of test statistics Tn. For
kernel-based tests and chi-squared tests, consistency is explored for whole population of
test statistics depending on kernel width and number of cells respectively. In section 7
we have only one test statistic.
We showed that problem of uniform consistency of sets of alternatives is reduced to
the problem of consistency of sequences of simple alternatives. Thus, in sections 4 - 7,
we explore this setup.
Below we provide definition of consistency for setup of sections 4 and 7. In sections 5
and 6 the definitions will be different in the sense mentioned above.
We say that sequence of simple alternatives fn is consistent if for any α, 0 < α < 1,
for sequence of tests Kn, α(Kn) = α (1 + o(1)), generated test statistics Tn, there holds
lim sup
n→∞
β(Kn, fn) < 1− α. (2.1)
If cn−r < ‖fn‖ < Cn−r additionally, we say that sequence of alternatives fn is n−r-
consistent (see [29]).
We say that sequence of alternatives fn is inconsistent if, for each sequence of tests
Kn generated test statistics Tn, there holds
lim inf
n→∞
(α(Kn) + β(Kn, fn)) ≥ 1. (2.2)
Suppose we consider problem of testing hypothesis (1.1) versus alternatives (1.3) where
Ψn can be also sets of signals.
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For tests Kn, α(Kn) = α + o(1), 0 < α < 1, generated test statistics Tn denote
β(Kn,Ψn) = supf∈Ψn β(Kn, f). We say that sequence of sets Ψn of alternatives is uni-
formly consistent if
lim sup
n→∞
β(Kn,Ψn) < 1− α. (2.3)
For sets of alternatives Υn defined (1.2) definition of uniform consistency is the same.
2.2. Purely consistent sequences
We say that n−r- consistent sequence of alternatives fn is purely n−r-consistent if there
does not exist subsequence fni such that fni = f1ni + f2ni where f2ni is orthogonal to
f1ni and sequence f2ni , ‖f2ni‖ > c1n−r, is inconsistent.
2.3. Maxisets
Let φj , 1 ≤ j < ∞, be orthonormal basis in L2(0, 1). We say that a set U , U ⊂
L2(0, 1), is ortho-symmetric with respect to this basis if f =
∑∞
j=1 θjφj ∈ U implies
f˜ =
∑∞
j=1 θ˜jφj ∈ U for any θ˜j = θj or θ˜j = −θj , j = 1, 2, . . ..
For closed ortho –symmetric bounded convex set U , U ⊂ L2(0, 1), denote Ξ functional
space with unite ball U .
For the problem of signal detection we call bounded ortho-symmetric closed set U ,
U ⊂ L2(0, 1), maxiset and functional space Ξ maxispace if
i. any subsequence of alternatives fni ∈ γ U , cn−ri < ‖fni‖ < Cn−ri , ni → ∞ as
i→∞, is consistent,
ii. if f /∈ Ξ, then, in any convex, ortho-symmetric set V that contains f , there is
inconsistent subsequence of alternatives fni ∈ V , cn−ri < ‖fni‖ < Cn−ri , where ni → ∞
as i→∞.
ii. implies that U is the largest set satisfying i.
For problem of hypothesis testing on a density, in definition of maxiset we make
additional assumption:
ii. is considered only for functions f = 1+
∑∞
i=1 θiφi (or f = 1+
∑∞
|i|≥1 θiφi) satisfying
the following condition.
D. There is l0 = l0(f) such that, for all l > l0, functions 1+
∑∞
|i|>l θiφj are nonnegative
(are densities).
D allows to analyze tails fnj =
∑
|i|≥j θiφi of orthogonal expansions of f to establish
ii.
It is clear that if, U is maxiset, then γU , 0 < γ <∞, is maxiset as well.
Simultaneous assumptions of convexity and ortho-symmetry of set V is rather strong.
If f ∈ V , f =∑∞i=1 θiφi, then any fη ∈ V with fη =∑∞i=1 ηiφi, |ηi| < |θi|, 1 ≤ i <∞.
imsart-bj ver. 2014/10/16 file: nuconxi.tex date: May 26, 2020
8 M. Ermakov
Test statistics of tests generated L2- norms of kernel estimators and Cramer-von Mises
tests admit representation as a linear combination of squares of estimators of Fourier coef-
ficients. Therefore, for these test statistics, consistency of sequence fn implies consistency
of any sequence of ortho-symmetric functions f˜n generated fn. Moreover, type II error
probabilities of sequences fn and f˜n have the same asymptotic. Thus the requirement
of ortho-symmetry seems natural for test statistics admitting representation as a liner
combination of squares of estimators of Fourier coefficients. For chi-squared tests, by
Theorem 6.1 given in what follows, similar situation takes place.
2.4. Another approach to definition of maxisets
Requirement of ortho-symmetry of set U does not allow to call maxiset any convex set
W generated equivalent norm in Ξ. In definition of maxiset given below we do not make
such an assumption.
Let Ξ ⊂ L2(0, 1) be Banach space with a norm ‖ · ‖Ξ. Denote U = {f : ‖f‖Ξ ≤ γ, f ∈
Ξ}, γ > 0, a ball in Ξ.
Define subspaces Πk, 1 ≤ k <∞, by induction.
Denote d1 = max{‖f‖, f ∈ U} and denote e1 function e1 ∈ U such that ‖e1‖ = d1.
Denote Π1 linear subspace generated vector e1.
For i = 2, 3, . . . denote di = max{ρ(f,Πi−1), f ∈ U} with ρ(f,Πi−1) = min{‖f −
g‖, g ∈ Πi−1}. Define function ei, ei ∈ U , such that ρ(ei,Πi−1) = di. Denote Πi linear
subspace generated functions e1, . . . , ei.
For any function f ∈ L2(0, 1) denote fΠi projection of function f on subspace Πi and
denote f˜i = f − fΠi .
Thus we associate with each f ∈ L2(0, 1) sequence of functions f˜i, f˜i → 0 as i→∞.
For the problem of signal detection we say that set U is maxiset for test statistics Tn
and Ξ is maxispace if the following two statements take place.
i. any subsequence of alternatives fnj ∈ U , cn−rj < ‖fnj‖ < Cn−rj , nj →∞ as j →∞,
is consistent,.
ii. for any f ∈ L2(0, 1), f /∈ Ξ, there are sequences in and jin with in →∞, jin →∞
as n→∞, such that subsequence f˜in is inconsistent and cj−rin < ‖f˜in‖ < Cj−rin .
For problem of hypothesis testing on a density, ii. is verified only for functions f such
that 1 + f˜i are densities for all i > i0.
We provide proofs of Theorems for definition of maxisets in terms of subsection 2.3.
However it is easy to see that slight modification of this reasoning provide proofs for
definition of subsection 2.4 as well. Basis φj , 1 ≤ j < ∞, in subsection 2.3 coincides in
this reasoning with basis ej .
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3. Necessary and sufficient conditions of uniform
consistency
We consider problem of signal detection in Gaussian white noise discussed in Introduc-
tion. Problem is explored in terms of sequence model.
Stochastic differential equation (1.4) can be rewritten in terms of a sequence model
based on orthonormal system of functions φj , 1 ≤ j <∞, in the following form
yj = θj +
σ√
n
ξj , 1 ≤ j <∞, (3.1)
where
yj =
∫ 1
0
φjdYn(t), ξj =
∫ 1
0
φj dw(t) and θj =
∫ 1
0
f φj dt.
Denote y = {yj}∞j=1 and θ = {θj}∞j=1.
We can consider θ as a vector in Hilbert space H with the norm ‖θ‖ =
(∑∞
j=1 θ
2
j
)1/2
.
We implement the same notation ‖ · ‖ in L2 and in H. Sense of this notation will be
always clear from context.
In this notation the problem of hypothesis testing can be rewritten in the following
form. One needs to test the hypothesis
H0 : θ = 0 (3.2)
versus alternatives
Hn : θ ∈ Vn = { θ : ‖θ‖ ≥ ρn, θ ∈ U, U ⊂ H }. (3.3)
Here U is bounded convex set.
We say that 0 = {0, 0, . . .} is inner point of set U if for any y ∈ H there is λ > 0 such
that λy ∈ U and −λy ∈ U .
Theorem 3.1. Suppose that bounded set U is convex and 0 is inner point of U . Then
there is sequence ρn → 0 as n → ∞ such that there is uniformly consistent sequence of
tests for sets of alternatives Vn, if and only if, set U is locally relatively compact.
If set U is relatively compact, there is consistent estimator (see [13] and [17]). Therefore
we can choose L2-norm of consistent estimator as uniformly consistent test statistics.
Remark 3.1. Suppose K is convex hull of points θ1, θ2, . . . and 0 is inner point of
K. Suppose K is not relatively compact and K ⊂ U where the set U is not necessarily
convex. Then, by Theorem 3.1, for problem of testing hypothesis (3.2) versus alternatives
(3.3), there does not exist uniformly consistent tests for all sequences ρn → 0 as n→∞.
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Similar Theorem holds for problem of signal detection in linear inverse ill-posed prob-
lem.
In Hilbert space H, we observe a realization of Gaussian random vector
y = Aθ + ǫξ, ǫ > 0, (3.4)
where A : H → H is known linear operator and ξ is Gaussian random vector having
known covariance operator R : H→ H and E[ξ] = 0.
We explore the same problem of hypothesis testing H0 : θ = 0 versus alternatives
Hn : θ ∈ Vn.
For any operator S : H→ H denote R(S) the rangespace of S.
Suppose that the nullspaces of A and R equal zero and R(A) ⊆ R(R1/2).
Theorem 3.2. Let operator R−1/2A be bounded. Suppose that bounded set U is convex
and 0 is inner point of U . Then the statement of Theorem 3.1 holds.
Remark 3.2. In papers another definition of uniform consistency is often explored (see,
for example, [14]). In this definition, (2.3) is replaced with the requirement of existence of
sequence of tests Kn such that α(Kn)→ 0 and β(Kn, Vn)→ 0 as n→∞. By Theorem on
exponential decay of type I and type II error probabilities (see [22] and [28]), the statement
of Theorems 3.1 and 3.2 for this definition of consistency follows from Theorems 3.1 and
3.2.
4. Quadratic test statistics
4.1. General setup
We explore problem of signal detection in Gaussian white noise (1.4) and (1.7) with
0 < r < 1/2 discussed in Introduction. Problem is provided in terms of sequence model
(3.1).
If U is compact ellipsoid
U =

θ :
∞∑
j=1
aj θ
2
j ≤ P0, θ = {θj}∞j=1, θj ∈ R1


with aj > 0, aj → ∞ as j → ∞, asymptotically minimax test statistics for sets of
alternatives Vn are quadratic forms
Tn(Yn) =
∞∑
j=1
κ2njy
2
j − σ2n−1ρn
with some specially defined coefficients κ2nj (see Ermakov [7]). Here ρn =
∑∞
j=1 κ
2
nj .
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If coefficients κ2nj satisfy some regularity assumptions, test statistics Tn(Yn) are asymp-
totically minimax (see [10]) for wider sets of alternatives
Hn : f ∈ Υn(Rn, c) = { f : Rn(f) > c, f ∈ L2(0, 1) }
with
Rn(f) = An(θ) = σ
−4 n2
∞∑
j=1
κ2nj θ
2
j .
and f =
∑∞
j=1 θjφj .
A sequence of tests Ln, α(Ln) = α(1 + o(1)), 0 < α < 1, is called asymptotically
minimax if, for any sequence of tests Kn, α(Kn) ≤ α, there holds
lim inf
n→∞
(β (Kn, Υn(Rn, c))− β (Ln,Υn(Rn, c))) ≥ 0.
Sequence of test statistics Tn is called asymptotically minimax if tests generated test
statistics Tn are asymptotically minimax.
We make the following assumptions.
A1. For each n sequence κ2nj is decreasing.
A2. There are positive constants C1 and C2 such that, for each n, there holds
C1 < An = σ
−4 n2
∞∑
j=1
κ4nj < C2. (4.1)
A3. There are positive constants c1 and c2 such that c1n
−2r ≤ ρn ≤ c2n−2r.
Denote κ2n = κ
2
nkn
with kn = sup
{
k :
∑
j<k κ
2
nj ≤ 12ρn
}
.
A4. There are C1 and λ > 1 such that, for any δ > 0 and for each n we have
κ2[n,(1+δ)kn] < C1(1 + δ)
−λκ2n.
A5. There holds κ2n1 ≍ κ2n as n→∞. For any c > 1 there is C such that κ2n,[ckn] ≥ Cκ2n
for all n.
Example. Let
κ2nj = n
−λ 1
jγ + cnβ
, γ > 1,
with λ = 2− 2r − β and β = (2− 4r)γ. Then A1 – A5 hold.
Note that A1-A5 imply
κ4n = κ
4
nkn ≍ n−2k−1n and kn ≍ n2−4r. (4.2)
Theorems 4.1 - 4.10 given below represent realization of program announced in Intro-
duction.
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4.2. Analytic form of necessary and sufficient conditions of
consistency
The results will be provided in terms of Fourier coefficients of functions fn =
∑∞
j=1 θnjφj .
Theorem 4.1. Assume A1-A5. Sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, is
consistent, if and only if, there are c1, c2 and n0 such that there holds∑
|j|<c2kn
|θnj |2 > c1n−2r (4.3)
for all n > n0.
Versions of Theorems 4.1, 4.2 and 4.8 hold for setups of other sections. In setups of
these sections indices j may accept negative values and θnj may be complex numbers.
By this reason we write |j| instead of j and |θnj | instead of θnj in (4.3), (4.4) and (4.9).
Theorem 4.2. Assume A1-A5. Sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, is
inconsistent, if and only if, for any c2, there holds∑
|j|<c2kn
|θnj |2 = o(n−2r) as n→∞. (4.4)
Proof of Theorems is based on Theorem 4.3 on asymptotic minimaxity of test statistics
Tn.
Define sequence of tests Kn(Yn) = 1{n−1Tn(Yn)>(2An)1/2xα}, 0 < α < 1, where xα is
defined by the equation α = 1− Φ(xα).
Theorem 4.3. Assume A1-A5. Then sequence of tests Kn(Yn) is asymptotically min-
imax for the sets Υn(Rn, c) of alternatives. There hold α(Kn) = α+ o(1) and
β(Kn, fn) = Φ(xα −Rn(fn)(2An)−1/2)(1 + o(1)) (4.5)
uniformly onto all sequences fn such that Rn(fn) < C for any C > 0.
A version of Theorem 4.3 for the problem of signal detection with heteroscedastic
white noise has been proved in [9].
Such a form of conditions in Theorems 4.1 and 4.2 can be explained by concentration
of coefficients κ2nj in zone j = O(kn) for test statistics Tn and for An(θn).
Version of Theorem 4.3 for problem of hypothesis testing on distribution function
provides necessary and sufficient conditions of uniform consistency of sets of alternatives
defined in terms of distribution functions.
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4.3. Maxisets. Qualitative structure of consistent sequences of
alternatives
Denote s = r2−4r . Then r =
2s
1+4s .
Theorem 4.4. Assume A1-A5. Then balls B¯s2∞(P0), P0 > 0, are maxisets for test
statistics Tn(Yn).
For maxisets B¯s2∞(P0) with deleted ”small” L2- ball asymptotically minimax tests
have been found in [12]. In [15], similar result has been obtained for Besov bodies in Bs2∞
defined in terms of wavelets coefficients.
Theorem 4.5. Assume A1-A5. Then sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤
Cn−r, is consistent, if and only if, there are maxiset B¯s2∞(P0), P0 > 0, and sequence
f1n ∈ B¯s2∞(P0), c1n−r ≤ ‖f1n‖ ≤ C1n−r, such that f1n is orthogonal to fn − f1n, that
is, there holds
‖fn‖2 = ‖f1n‖2 + ‖fn − f1n‖2, (4.6)
Therefore, if we have maxiset B¯s2∞(P0), P0 > 0, sequence of arbitrary functions f1n ∈
B¯
s
2∞(P0), c1n
−r ≤ ‖f1n‖ ≤ C1n−r and sequence of arbitrary functions f2n, c1n−r ≤
‖f2n‖ ≤ C1n−r orthogonal to f1n, then sequence of simple alternatives fn = f1n+ f2n is
consistent.
Theorem 4.6. Assume A1-A5. Then, for any ε > 0, for any consistent sequence of
alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r there are maxiset B¯s2∞(P0), P0 > 0, and sequence
of functions f1n , c1n
−r ≤ ‖f1n‖ ≤ C1n−r, belonging to maxiset B¯s2∞(P0) such that there
holds
function f1n is orthogonal to fn − f1n
for any α, 0 < α < 1, for the tests Kn, α(Kn) = α(1 + o(1)) as n → ∞, there is nε
such that, for any n > nε, there hold
|β(Kn, fn)− β(Kn, f1n)| ≤ ε (4.7)
and
β(Kn, fn − f1n) ≥ 1− α− ε. (4.8)
If functions fn =
∑∞
j=1 θnjφj satisfy c1 n
−r ≤ ‖fn‖ ≤ C1 n−r, then for any c there
is P0 such that f1n =
∑[ckn]
j=1 θnjφj ∈ B¯s2∞(P0) (see Lemma A.4). Since coefficients κ2nj ,
j > ckn, are relatively small for large c, this allows to prove Theorems 4.5 and 4.6.
Maxisets B¯s2∞(P0), P0 > 0 in Theorems 4.5, 4.6 and 4.9 can be replaced with arbitrary
maxiset U .
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4.4. Interaction of consistent and inconsistent sequences of
alternatives. Purely consistent sequences
Theorem 4.7. Assume A1-A5. Let sequence of alternatives fn be consistent. Then,
for any inconsistent sequence of alternatives f1n, for tests Kn, α(Kn) = α(1 + o(1)),
0 < α < 1, generated test statistics Tn, there holds
lim
n→∞
(β(Kn, fn)− β(Kn, fn + f1n)) = 0.
Theorem 4.8. Assume A1-A5. Sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, is
purely n−r-consistent, if and only if, for any ε > 0, there is C1 = C1(ε) such that there
holds ∑
|j|>C1kn
|θnj |2 ≤ εn−2r (4.9)
for all n > n0(ε).
Theorem 4.9. Assume A1-A5. Then sequence fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, is purely
n−r-consistent, if and only if, for any ε > 0, there is γǫ and sequence of functions f1n
belonging to maxiset B¯s2∞(γǫ) such that ‖fn − f1n‖ ≤ εn−r and (4.6) holds.
Theorem 4.10. Assume A1-A5. Then sequence of alternatives fn, cn
−r < ‖fn‖ <
Cn−r, is purely n−r-consistent, if and only if, for any inconsistent subsequence of alter-
natives f1ni , , cn
−r
i < ‖f1ni‖ < Cn−ri , there holds
‖fni + f1ni‖2 = ‖fni‖2 + ‖f1ni‖2 + o(n−ri ), (4.10)
where ni →∞ as i→∞.
Remark 4.1. Let κ2nj > 0 for j ≤ ln and let κ2nj = 0 for j > ln with ln ≍ n2−4r as
n→∞. Analysis of proofs of Theorems shows that Theorems 4.1 - 4.10 remain valid for
this setup if A4 and A5 are replaced with
A6. For any c, 0 < c < 1, there is c1 such that κ
2
n,[cln]
≥ c1κ2n1 for all n.
In all corresponding reasoning we should put κ2n = κ
2
n1 and kn = ln.
Theorems 4.2 and 4.8 hold with the following changes. It suffices to put c2 < 1 in
Theorem 4.2 and to take C1(ǫ) < 1 in Theorem 4.8.
Proof of corresponding versions of Theorems 4.1 - 4.10 is obtained by simplification
of provided reasoning and is omitted.
5. Kernel-based tests
We continue to explore problem (1.6) and (1.7) of signal detection in Gaussian white
noise with 0 < r < 1/2. We suppose additionally that signal f belongs to Lper2 (R
1) the
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set of 1-periodic functions such that f(t) ∈ L2(0, 1). This allows to extend our model
on real line R1 putting w(t + j) = w(t) for all integer j and t ∈ [0, 1) and to write the
forthcoming integrals over all real line.
Define kernel estimator
fˆn(t) =
1
hn
∫ ∞
−∞
K
( t− u
hn
)
d Yn(u), t ∈ (0, 1), (5.1)
where hn > 0, hn → 0 as n→∞.
The kernel K is bounded function such that the support of K is contained in [−1, 1],
K(t) = K(−t) for t ∈ R1 and ∫∞−∞K(t) dt = 1.
Denote Kh(t) =
1
hK
(
t
h
)
, t ∈ R1 and h > 0.
In (5.1) we supposed that, for any v, 0 < v < 1, we have
∫ 1+v
1
Khn(t− u) dYn(u) =
∫ v
0
Khn(t− 1− u) f(u) du+
σ√
n
∫ v
0
Khn(t− 1− u) dw(u)
and∫ 0
−v
Khn(t− u) dYn(u) =
∫ 1
1−v
Khn(t− u+ 1) f(u) du+
σ√
n
∫ 1
1−v
Khn(t− u+ 1) dw(u).
Define kernel-based test statistics
Tn(Yn) = Tnhn(Yn) = nh
1/2
n σ
−2γ−1(‖fˆn‖2 − σ2(nhn)−1‖K‖2),
where
γ2 = 2
∫ ∞
−∞
(∫ ∞
−∞
K(t− s)K(s)ds
)2
dt.
We call sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, n−r-consistent if, there is
constant c1 such that (2.1) holds for any tests Kn, α(Kn) = α (1 + o(1)). 0 < α < 1,
generated sequence of test statistics Tn with hn < c1n
4r−2, hn ≍ n4r−2.
We call sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, n−r-inconsistent if sequence
of alternatives fn is inconsistent for any tests generated arbitrary test statistics Tn with
hn → 0 as n→∞.
Problem will be explored in terms of sequence model.
Let we observe a realization of random process Yn(t) with f = fn.
For −∞ < j <∞, denote
Kˆ(jh) =
∫ 1
−1
exp{2πijt}Kh(t) dt, h > 0,
ynj =
∫ 1
0
exp{2πijt} dYn(t), ξj =
∫ 1
0
exp{2πijt} dw(t),
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θnj =
∫ 1
0
exp{2πijt} fn(t) dt.
In this notation we can write kernel estimator in the following form
θˆnj = Kˆ(jhn) ynj = Kˆ(jhn) θnj + σ n
−1/2 Kˆ(jhn) ξj , −∞ < j <∞, (5.2)
and test statistics Tn admit the following representation
Tn(Yn) = nh
1/2
n σ
−2γ−1
( ∞∑
j=−∞
|θˆnj |2 − n−1σ2
∞∑
j=−∞
|Kˆ(jhn)|2
)
. (5.3)
If we put |Kˆ(jhn)|2 = κ2nj, we get that definitions of test statistics Tn(Yn) in this section
and in sections 4 are almost coincide. The setup of section 5 differs from setup of section
4 only heteroscedastic white noise. Another difference in the setup is that the function
Kˆ(ω), ω ∈ R1, may have zeros. Since differences are insignificant the same results are
valid. Denote kn = [n
2−4r].
Theorem 5.1. The statements of Theorems 4.1, 4.2, 4.5-4.10 hold for this setup as
well. The statement of Theorem 4.4 holds also with B¯s2∞ replaced with B
s
2∞.
In version of Theorem 4.4, ii. in definition of maxisets holds for test statistics Tn having
arbitrary values hn > 0, hn → 0 as n→∞.
Denote
T1n(f) = T1n(f, hn) =
∫ 1
0
( 1
hn
∫
K
( t− s
hn
)
f(s) ds
)2
dt.
For sequence ρn > 0, define sets
Υnhn(T1n, ρn) = {f : T1n(f) > ρn, f ∈ Lper2 (R1)}.
Define sequence of kernel-based tests Kn = 1{Tn(Yn)≥xα}, 0 < α < 1, with xα defined
the equation α = 1− Φ(xα).
Proof of Theorems is based on the following Theorem 5.2 on asymptotic minimaxity
of kernel-based tests Kn (see Theorem 2.1.1 in [9]).
Theorem 5.2. Let h
−1/2
n n−1 → 0, hn → 0 as n→∞. Let
0 < lim inf
n→∞
nρnh
1/2
n ≤ lim sup
n→∞
nρnh
1/2
n <∞.
Then sequence of kernel-based tests Kn, is asymptotically minimax for the sets of alter-
natives Υnhn(T1n, ρn). There hold α(Ln) = α(1 + o(1)) and
β(Kn, fn) = Φ(xα − γ−1σ−2nh1/2n T1n(fn))(1 + o(1)) (5.4)
uniformly onto sequences fn ∈ Lper2 (R1) such that nh1/2n T1n(fn) < C.
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We have
T1n(fn) =
∞∑
j=−∞
|Kˆ(jhn)|2|θnj |2. (5.5)
Note that the unique difference of setups of Theorems 5.2 and 4.3 is heteroscedastic noise.
Thus roof of Theorem 5.2 can be obtained by easy modification of the proof of Theorem
4.3.
6. χ2-tests
LetX1, . . . , Xn be i.i.d.r.v.’s having c.d.f. F ∈ ℑ. Let c.d.f. F (x) have a density 1+f(x) =
dF (x)/dx, x ∈ (0, 1), f ∈ Lper2 (0, 1).
We explore the problem of testing hypothesis (1.6) versus alternatives (1.7) with 0 <
r < 1/2 discussed in Introduction.
For any sequence mn, denote pˆnj = Fˆn(j/mn)− Fˆn((j − 1)/mn), 1 ≤ j ≤ mn.
Test statistics of χ2-tests equal
Tn(Fˆn) = nmn
mn∑
j=1
(pˆnj − 1/mn)2.
Let
fn =
∞∑
j=−∞
θnjφj , φj(x) = exp{2πi j x }, x ∈ (0, 1).
We call sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, n−r-consistent, if there is
c1 such that, (2.1) holds for any tests Kn, α(Kn) = α (1 + o(1)). 0 < α < 1, generated
sequence of chi-squared test statistics Tn with number of cellsmn > c1n
2−4r,mn ≍ n2−4r.
We call sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, n−r-inconsistent if sequence
of alternatives fn is inconsistent for all tests generated test statistics Tn having number
of cells mn, mn →∞ as n→∞..
Denote kn =
[
n
2
1+4s
]
≍ n2−4r.
The differences in versions of Theorems 4.1 –4.10 for this setup are caused only the
requirement that functions fn, f1n and f2n should be densities.
Theorem 6.1. The statements of Theorems 4.1, 4.2 and 4.4-4.6, 4.8-4.10 hold for this
setup with the following differences.
In version of Theorem 4.4 balls B¯s2∞ is replaced with bodies B˜
s
2∞.
In version of Theorem 4.4, ii. in definition of maxisets holds for test statistics Tn with
arbitrary choice of number of cells mn, mn →∞ as n→∞.
In version of Theorem 4.6 we consider only sequences of alternatives fn such that the
following assumption holds.
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B. There is c0 such that, for all c > c0, functions
1 + fcn = 1 +
∑
|j|>cmn
θjφj and 1 + fn − fcn = 1 +
∑
|j|<cmn
θjφj
are densities.
We implement definition of purely consistent sequences only for sequences fn satisfying
B.
In proof of version of Theorem 4.6 for chi-squared tests, we show that there is Cε =
C(ε, c, C, c0) such that, for densities 1 + f1n = 1+
∑
|j|<Cεmn θjφj , (4.6), (4.7) and (4.9)
hold. By Lemma A.4 given below, there is γε such that f1n ∈ γεU .
In Theorem 6.2, given bellow, definitions of consistency and inconsistency proposed
in subsection 2.1 are treated if simple alternatives fn are replaced with distribution
functions Fn and hypothesis is H0 : F (x) = F0(x) = x, x ∈ [0, 1].
Theorem 6.2. Let sequence of alternatives Fn be consistent. Let F1n be inconsistent
sequence of alternatives such that F2n = Fn(x)+F1n(x)−F0(x) are distribution functions.
Then for tests Kn, α(Kn) = α(1 + o(1)), 0 < α < 1, there holds
lim
n→∞
(β(Kn, Fn)− β(Kn, F2n) ) = 0.
Proof of Theorems are based on the following Theorem 6.3 on asymptotic minimaxity
of chi-squared tests given below. Theorem 6.3 is summary of results of Theorems 2.1 and
2.4 in [8].
For sequence ρn > 0, define sets of alternatives
Υn(Tn, ρn) =
{
F : Tn(F ) ≥ ρn, F ∈ ℑ
}
.
The definition of asymptotic minimaxity of tests is the same as in section 4.
Define the tests
Kn = 1{2−1/2m−1/2n (Tn(Fˆn)−mn+1)>xα}
where xα is defined the equation α = 1− Φ(xα).
Theorem 6.3. Let mn →∞, m−1n n2 →∞ as n→∞. Let
0 < lim inf
n→∞
m−1/2n ρn ≤ lim sup
n→∞
m−1/2n ρn < ∞.
Then χ2-tests Kn, α(Kn) = α + o(1), 0 < α < 1, are asymptotically minimax for the
sets of alternatives Υn(Tn, ρn). There holds
β(Kn, Fn) = Φ(xα − 2−1/2m−1/2n Tn(Fn))(1 + o(1))
uniformly onto sequences Fn such that Tn(Fn) ≤ Cm1/2n .
Note that for implementation of Theorem 6.3 to proof of Theorems 6.1 and 6.2 we
need to make a transition from indicator functions to trigonometric functions. Such a
transition is realized in Appendix.
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7. Cramer – von Mises tests
We consider Cramer – von Mises test statistics as functional
T 2(Fˆn − F0) =
∫ 1
0
(Fˆn(x) − F0(x))2 dF0(x)
depending on empirical distribution function Fˆn. Here F0(x) = x, x ∈ [0, 1].
Denote Kn = Kn(X1, . . . , Xn) sequence of Cramer- von Mises tests.
A part of further results holds for setup (1.1) and (1.2) with Υn = Υn(a)
.
= Υn(T
2, an−1),
a > 0.
We say that Cramer - von Mises test is asymptotically unbiased if, for any a > 0, for
any α, 0 < α < 1, for tests Kn, α(Kn) = α+ o(1), there holds
lim sup
n→∞
sup
F∈Υn(a)
βF (Kn) < 1− α. (7.1)
Nonparametric tests satisfying (7.1) are called also uniformly consistent (see Ch. 14.2 in
[23]).
Proof of results is based on the following Theorem 7.1.
Theorem 7.1. The following three statements hold.
i. For sequence of alternatives Fn, there is sequence of Cramer - von Mises tests Kn
such that
lim
n→∞
(α(Kn) + βFn(Kn)) = 0, (7.2)
holds, if and only if, there holds
lim
n→∞
nT 2(Fn − F0) =∞. (7.3)
ii. Cramer - von Mises tests are asymptotically unbiased.
iii. For any sequence of Cramer - von Mises tests Kn,
lim
n→∞
(α(Kn) + βFn(Kn)) ≥ 1,
holds, iff, there holds
lim
n→∞
nT 2(Fn − F0) = 0.
Sufficiency in i. and iii. in Theorem 7.1 is wellknown (see [14]). Necessary conditions
in i. and in iii. follows easily from ii.
From now on we explore the problem of testing hypothesis (1.6) versus alternatives
(1.7) with 0 < r < 1/2 discussed in Introduction.
If c.d.f. F has density, we can write the functional T 2(F − F0) in the following form
(see Ch.5, [27])
T 2(F − F0) =
∫ 1
0
∫ 1
0
(min{s, t} − st) f(t) f(s) ds dt
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with f(t) = d(F (t)− F0(t))/dt.
If we consider the orthonormal expansion of function
f(t) =
∞∑
j=1
θjφj(t)
on trigonometric basis φj(t) =
√
2 cos(πjt), 1 ≤ j <∞, then we get
nT 2(F − F0) = n
∞∑
j=1
θ2j
π2j2
. (7.4)
Denote kn = [n
(1−2r)/2].
In Theorems 7.2 and 7.3 given below, we follow the definition of consistency provided
in subsection 2.1.
Theorem 7.2. For orthonormal system of functions φj(t) =
√
2 cos(πjt), t ∈ [0, 1),
j = 1, 2, . . ., the bodies B¯s2∞(P0) with s =
2r
1−2r , r =
s
2+2s , are maxisets for Cramer – von
Mises test statistics.
In previous sections functionals Tn depend on n. In this setup we explore the unique
functional T for all n and for different values of r, 0 < r < 1/2. To separate the study
of sequences of alternatives for different r, we consider for fixed r only sequences of
alternatives satisfying G1.
G1. For any ε > 0 there is cǫ such that there holds
n
∑
|j|<cǫkn
θ2njj
−2 < ε
for all n > n0(ε, cǫ).
If G1 does not hold for some cǫ = cn → 0, cnkn → ∞ as n → ∞ and functions
1+ f¯n = 1+
∑
j<cnkn
θnj φj are densities, then (2.1) holds for some sequence of functions
f¯n, ‖ f¯n‖ = o(n−r). Thus this case of consistency can be studied in the framework of the
faster rate of convergence of sequence of alternatives.
Theorem 7.3. Let sequence of alternatives fn satisfies G1. Then for sequence fn the
statements of Theorems 4.1, 4.2, 4.5, 4.6, 4.8 and 4.10 are valid with the following
changes.
In version of Theorem 4.6 it is supposed that B holds.
In Theorem 7.3 definition of pure consistency is considered for sequences of functions
fn satisfying B.
Theorem 7.4. The statement of Theorem 6.2 holds for this setup as well.
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8. n−1/2– rate of convergence
In section we extend results of sections 4 – 7 to the case r = 1/2. We show that, for
r = 1/2, the sets
U(l, P0)) = {f : f =
∞∑
j=1
θj φj , ‖f‖ ≤ P0, f ∈ L2(0, 1)}
with l = 1, 2, . . . and P0 > 0 and the linear space Ξ = {f : f ∈ U(l, P0) for some
integer l andP0 > 0} satisfy i. and ii. respectively in definition of maxisets. Moreover
sets U(l, P0) can replace with maxisets in versions of Theorems 4.5, 4.6 and 4.9.
Problems of hypothesis testing in sections 4, 5 and 7 are covered the following setup.
We observe sequence of independent random variables yj = θj + n
−1/2σj ξj where ξj ,
1 ≤ j <∞, are Gaussian random variables, Eξj = 0 and E[ξ2j ] = 1.
Define functional
T (θ) =
∞∑
j=1
κ2jθ
2
j , θ = {θj}∞1 ,
where coefficients κ2j satisfy the following conditions.
D1. Sequence κ2j is decreasing and
∑∞
j=1 κ
2
j <∞.
D2 There is C > 0 such that 0 < σj < C for all 1 ≤ j <∞.
Problem is to test hypothesis
H0 : θj = 0, 1 ≤ j <∞ (8.1)
versus alternatives
Hn : θj = θnj , 1 ≤ j <∞, (8.2)
where T (θn) ≍ n−1 with θn = {θnj}∞1 .
Theorem 8.1. For r = 1/2 sets U(l, P0), l = 1, 2, . . ., P0 > 0, and linear space Ξ
satisfy i. and ii. respectively in definition of maxisets.
Theorem 8.2. Assume D1 and D2. Then Theorems 4.1, 4.2 and 4.4 - 4.10 are valid
with kn = 1 and sets B¯
s
2∞(P0) replaced with sets U(l, P0), where l = 1, 2, . . . and P0 > 0.
Proof of Theorem 8.2 is based on Theorem 8.3 given below and evident modification of
iii. in Theorem 7.1 on this setup. Reasoning are akin to proof of Theorems in section 4 and
is omitted. Note only that for verifying ii in definition of maxisets we put f¯l =
∑∞
j=l θjφj
(see proof of Theorem 4.4). After that we implement version of Theorem 4.2 for this
setup.
Denote zj = n
1/2yj and ηj = n
1/2θj . Then problem of hypothesis testing (8.1) and
(8.2) is replaced with the following.
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We observe independent random variables zj = ηj+σjξj . Problem is to test hypothesis
H0 : ηj = 0, 1 ≤ j <∞ (8.3)
versus alternatives
Hn : ηj = τj , 1 ≤ j <∞, (8.4)
where 0 < T (τ ) <∞ with τ = {τj}∞1 .
For a > 0, define sets of alternatives
Υ(a) = {η : T (η) > a,η = {ηj}∞1 , ηj ∈ R1} (8.5)
We say that test K is unbiased [23], if
α(k) + β(K,Υ(a)) < 1. (8.6)
Denote z = {zj}∞1 .
Theorem 8.3. Assume D1 and D2. Then tests K, α(K) = α, 0 < α < 1, generated
test statistics T (z) are unbiased.
Proof of Theorem 8.3 is provided in A.5.
For chi-squared tests with number of cells mn = m =const similar Theorem holds for
r = 1/2 with the same definition of consistency as in section 6.
Theorem 8.4. For r = 1/2, for chi-squared tests Theorem 8.1 holds as well. Statement
of Theorems 4.1, 4.2 and 4.5, 4.6, 4.8-4.10 hold with the same changes as in Theorem
6.1 and with kn = 1.
Emphasize that Besov bodies B˜s2∞(P0) in versions of Theorems 4.5, 4.6 and 4.9 are
replaced with sets U(l, P0), l = 1, 2, . . . and P0 > 0.
For proof of Theorem 8.4 we implement wellknown fact that nTn(Fn) > c is necessary
and sufficient condition for consistency of sequence of alternatives Fn ∈ ℑ for chi-squared
tests with fixed number of cells.
Appendix A: Proof of Theorems
A.1. Proof of Theorem of section 3
It suffices to prove only necessary conditions.
We suppose set U is closed. General setup can be reduced easily to this one.
First we prove Theorem 3.1 if set U is center-symmetric.
We remind that set U is center-symmetric if θ ∈ U implies −θ ∈ U .
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Lemma A.1. Suppose that set U is bounded, convex and center-symmetric. Then the
statement of Theorem 3.1 holds.
For any vectors θ1 ∈ H and θ2 ∈ H define segment int(θ1, θ2) = {θ : θ = (1− λ)θ1+
λθ2, λ ∈ [0, 1] }.
Proof of Theorem 3.1 is based on the following Lemma A.2.
Lemma A.2. For any vectors θ1 ∈ U and θ2 ∈ U we have int
(
θ1−θ2
2 ,
θ2−θ1
2
)
⊂ U .
There holds 0 ∈ int
(
θ1−θ2
2 ,
θ2−θ1
2
)
and segment int
(
θ1−θ2
2 ,
θ2−θ1
2
)
is parallel to segment
int(θ1, θ2).
Remark 3.1. Let we have segment int(θ1, θ2) ⊂ U . Let η and −η be the points of
intersection of the line L = {θ : θ = λ(θ1 − θ2), λ ∈ R1} and the boundary of set U .
Then, by Lemma A.2, we get ‖θ1 − θ2‖ ≤ 2‖η‖.
Proof of Lemma A.2. . Segments int(θ1, θ2) ⊂ U and int(−θ1,−θ2) ⊂ U are par-
allel. For each λ ∈ [0, 1] we have (1 − λ)θ1 + λθ2 ∈ int(θ1, θ2) and −λθ1 − (1 −
λ)θ2 ∈ int(−θ1,−θ2). The middle θλ = ((1 − 2λ)θ1 − (1 − 2λ)θ2)/2 of segment
int((1 − λ)θ1 + λθ2,−λθ1 − (1− λ)θ2) ⊂ U belongs to segment int
(
θ1−θ2
2 ,
θ2−θ1
2
)
and,
for each point θ of segment int
(
θ1−θ2
2 ,
θ2−θ1
2
)
, there is λ ∈ [0, 1] such that θ = θλ .
Therefore int
(
θ1−θ2
2 ,
θ2−θ1
2
)
⊂ U .
Proof of Lemma A.1. . Define sequence of orthogonal vectors ei by induction.
Define vector e1, e1 ∈ U , such that ‖e1‖ = sup{‖θ‖, θ ∈ U}. Denote Π1 linear
subspace generated e1. Denote Γ1 linear subspace orthogonal to Π1.
Define vector ei ∈ U ∩ Γi−1 such that ‖ei‖ = sup{‖θ‖ : θ ∈ U ∩ Γi−1}. Denote Πi
linear subspace generated vectors e1, . . . , ei. Denote Γi linear subspace orthogonal to Πi.
Denote di = ‖ei‖. Note that di → 0 as i → ∞. Otherwise, by Theorem 5.3 in [11],
there does not exist uniformly consistent tests for the problem of testing hypothesis
H0 : θ = 0 versus alternative H1 : θ = ei, i = 1, 2, . . ..
For any ε ∈ (0, 1) denote lε = min{j : dj < ε, j = 1, 2, . . .}.
Denote Br(θ) ball having radius r and center θ.
It suffices to show that, for any ε1 > 0, there is finite coverage of set U by balls Bε1(θ).
Denote ε = ε1/9.
Denote Uε projection of set U onto subspace Πlε .
Denote B˜r(θ) ball in Πlε having radius r and center θ ∈ Πlε . There is ball B˜δ1(0) such
that B˜δ1(0) ⊂ U . Denote δ = min{ε, δ1}.
Let θ1, . . . , θk be δ-net in Uε.
Let η1, . . . ,ηk be points of U such that θi is projection of ηi onto subspace Πlε for
1 ≤ i ≤ k.
Let us show that Bε1(η1), . . . , Bε1(ηk) is coverage of set U .
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Let η ∈ U and let θ be projection of η onto Πlε . There is i, 1 ≤ i ≤ k, such that
‖θi − θ‖ ≤ δ. It suffices to show that η ∈ Bε1(ηi).
By Lemma A.2, int
(
ηi−η
2 ,
η−ηi
2
)
⊂ U . Since θi − θ ∈ Πlǫ and θi − θ ∈ B˜δ(0), then
(θi − θ)/2 ∈ U . Since set U is center-symmetric and convex we have 12 ((ηi − η)/2) −
1
2 ((θi − θ)/2) ∈ U . Note that vector (ηi − θi) − (η − θ) is orthogonal to the subspace
Πlε . Therefore ‖((ηi − θi)− (η − θ))/4‖ ≤ 2ε. Therefore ‖η− ηi‖ ≤ 8ε+ ‖θ− θi‖ < 9ε.
This implies η ∈ Bε1(ηi).
Proof of Theorem 3.1. . We say that set W¯ is trimmed symmetrization of set W if
x ∈ W¯ holds, if and only if, x ∈ W and −x ∈ W . If W is convex, then W¯ is convex as
well.
Since U¯ ⊂ U , then there is consistent tests for problem of testing hypothesis θ = 0
versus alternatives H¯n : θ ∈ V¯n = {θ : ‖θ‖ ≥ ρn, θ ∈ U¯} if there is consistent test for
sets of alternatives Vn.
Therefore set U¯ is compact. We show that this implies that set U is compact as well.
Suppose otherwise. Then there is points xi ∈ U , 1 ≤ i <∞ such that setW consisting
of these points is not compact. Then convex hull L ⊂ U of these points is not compact
as well. Let y be inner point of L. Then there is x0 = λy ∈ U , λ < 0.
Denote M the hyperplane passing through the points x1,x2, . . ..
Denote K convex hull of points x0,x1,x2, . . .. Let K¯ be trimmed symmetrization of
K. Then K¯ ⊂ U¯ and therefore K¯ is compact. Hence any intersection of K¯ with any
hyperplane parallel M is compact. Therefore any intersection of K with any hyperplane
parallel M is compact as well. This implies that K is compact.
Proof of Theorem 3.2. . Proof of Theorem 3.1 is based on Theorem 5.3 in [11]. For
linear inverse ill-posed problems (3.4), Theorem 5.5 in [11] is akin to Theorem 5.3 in [11].
Thus it suffices to implement Theorem 5.5 in [11] instead of Theorem 5.3 in [11] in proof
of Theorem 3.1.
A.2. Proof of Theorems of section 4
Proof of Theorem 4.3. Theorem 4.3 and its version for Remark 4.1 setup can be
deduced straightforwardly from Theorem 1 in [7].
Lower bound follows from reasoning of Theorem 1 in [7] straightforwardly.
Upper bound follows from the following reasoning. We have
∞∑
j=1
κ2njy
2
j =
∞∑
j=1
κ2njθ
2
nj + 2
σ√
n
∞∑
j=1
κ2njθnjξj +
σ2
n
∞∑
j=1
κ2njξ
2
j
= n−2An(θn) + 2 J1n + J2n
(A.1)
with
E[J2n] =
σ2
n
ρn, Var[J2n] = 2
σ4
n4
An (A.2)
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and
Var[J1n] =
σ2
n
∞∑
j=1
κ4njθ
2
nj ≤
σ2κ2n
n
∞∑
j=1
κ2njθ
2
nj = o(n
−4An(θn)). (A.3)
By Chebyshov inequality, it follows from (A.1) - (A.3), that, if An = o(An(θn)) as
n→∞, then β(Ln, fn)→ 0 as n→∞. Thus it suffices to explore the case
An ≍ An(θn) = n2
∞∑
j=1
κ2njθ
2
nj . (A.4)
If (A.4) holds, then, implementing the reasoning of proof of Lemma 1 in [7], we get that
(4.5) holds.
Proof of Theorem 4.1. Let (4.3) hold. Then, by A5 and (4.2), we have
An(θn) = n
2
∞∑
j=1
κ2njθ
2
nj ≥ Cn2κ2n
c2kn∑
j=1
θ2nj ≍ n2κ2nn−2r ≍ 1.
By Theorem 4.3, this implies sufficiency.
Necessary conditions follows from sufficiency conditions in Theorem 4.2.
Proof of Theorem 4.2. Let (4.4) hold. Then, by (4.2) and A2, we have
An(θn) ≤ Cn2κ2n
∑
j<c2kn
θ2nj + Cn
2κ2n,[c2n]
∑
j>c2n
θ2nj ≍ o(1) +O(κ2n,[c2n]/κ2n). (A.5)
By A4, we have
lim
c2→∞
lim
n→∞ κ
2
n,[c2n]
/κ2n → 0, (A.6)
By Theorem 4.3, (A.5) and (A.6) together, we get sufficiency.
Proof of Theorem 4.4. Statement i. follows from Theorem 4.1 and Lemma A.3 pro-
vided below.
Lemma A.3. Let fn ∈ B¯s2∞(c1) and cn−r ≤ ‖fn‖ ≤ Cn−r. Then, for ln = C1n2−4r(1+
o(1)) = C1n
r
s (1 + o(1)) with C2s1 > 2c1/c, there holds
ln∑
j=1
θ2nj >
c
2
n−2r(1 + o(1)). (A.7)
Proof. Let fn ∈ c1U . Then we have
l2sn
∞∑
j=ln
θ2nj = C
2s
1 n
2r
∞∑
j=ln
θ2nj(1 + o(1)) ≤ c1(1 + o(1)).
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Hence ∞∑
j=ln
θ2nj ≤ c1C−2s1 n−2r ≤
c
2
n−2r(1 + o(1)). (A.8)
Therefore (A.7) holds.
Proof of Theorem 4.4 . Suppose opposite that ii. does not valid. Then f =
∑∞
j=1 τj φj /∈
B¯
s
2∞. This implies that there is sequence ml, ml →∞ as l→∞, such that
m2sl
∞∑
j=ml
τ2j = Cl (A.9)
with Cl →∞ as l →∞.
Define a sequence ηl = {ηlj}∞j=1 such that ηlj = 0 if j < ml and ηlj = τj if j ≥ ml.
Since V is convex and ortho-symmetric we have f˜l =
∑∞
j=1 ηlj φj ∈ V .
For alternatives f˜l we define sequence nl such that
‖ηl‖2 ≍ n−2rl ≍ m−2sl Cl. (A.10)
Then
nl ≍ C−1/(2r)l ms/rl = C−1/(2r)l m
1
2−4r
l . (A.11)
Therefore we get
ml ≍ C(1−2r)/rl n2−4rl . (A.12)
By A4, (A.12) implies
κ2nlml = o(κ
2
nl). (A.13)
Using (4.2), A2 and (A.13), we get
Anl(ηl) = n
2
l
∞∑
j=1
κ2nljη
2
jl ≤ n2l κ2mlnl
∞∑
j=ml
θ2nlj
≍ n2−2rl κ2nlml = O(κ2nlmlκ−2nl ) = o(1).
(A.14)
By Theorem 4.3, (A.14) implies n−rl -inconsistency of sequence of alternatives f˜l.
Proof of Theorem 4.5. Theorem 4.5 follows from Lemmas A.4 – A.6.
Lemma A.4. For any c and any C there is B¯s2∞(P0) such that, if fn =
∑ckn
j=1 θnjφj ,
and ‖fn‖ ≤ Cn−r, then fn ∈ B¯s2∞(P0).
Proof. Let C1 be such that kn = C1n
r/s(1 + o(1)). Then we have
k2sn
ckn∑
j=1
θ2nj ≤ C1n2r
∞∑
j=1
θ2nj(1 + o(1)) < CC1(1 + o(1)).
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Lemma A.5. Necessary conditions in Theorem 4.5 are fulfilled.
Proof. Let fn =
∑∞
j=1 θnjφj and let f1n =
∑∞
j=1 ηnjφj . Denote ζnj = θnj − ηnj , 1 ≤
j <∞.
For any δ > 0, c1 and C2, there is c2 such that, for each sequence f1n ∈ B¯s2∞(P0),
‖f1n‖ ≤ C2n−r, there holds ∑
j>c2kn
η2nj < δn
−2r. (A.15)
To prove (A.15) it suffices to put c2kn = ln = C1n
2−4r(1+o(1)) in (A.8) with C2s1 > δc1.
We have
Jn =
∣∣∣∣∣∣
∑
j>ckn
θ2nj −
∑
j>ckn
ζ2nj
∣∣∣∣∣∣ ≤
∑
j>ckn
|ηnj(2θnj − ηjn)|
≤

 ∑
j>ckn
η2nj


1/2

2

 ∑
j>ckn
θ2nj


1/2
+

 ∑
j>ckn
η2nj


1/2

 ≤ Cδ1/2n−2r.
(A.16)
By (4.6), using (A.15) and (A.16), we get
∑
j<ckn
θ2nj =
∞∑
j=1
η2nj +
∞∑
j=1
ζ2nj −
∑
j≥ckn
θ2nj ≥
∑
j<ckn
η2nj − Jn
≥
∑
j<ckn
η2nj − Cδ1/2n−2r ≥ ‖f1n‖2 − δn−2r − Cδ1/2n−2r.
(A.17)
By Theorem 4.1, (A.17) implies consistency of sequence fn.
Lemma A.6. Let sequence of alternatives fn, cn
−r ≤ ‖fn‖ ≤ Cn−r, be consistent.
Then (4.6) holds.
Proof. By Theorem 4.1, there are c1 and c2 such that sequence f1n =
∑
j<c2kn
θnjφj
is consistent and ‖f1n‖ ≥ c1n−r. By Lemma A.4, there is B¯s2∞(P0) such that f1n ∈
B¯
s
2∞(P0).
Proof of Theorem 4.6. By A4 and (4.2), for any δ > 0, there is c such that we have
n2
∑
j>ckn
κ2njθ
2
nj ≤ δ. (A.18)
By Lemma A.4, there is P0 such that f1n =
∑
j<ckn
θnjφj ∈ B¯s2∞(P0). By Theorem 4.3
and (A.18), for sequence of alternatives f1n, (4.7) and (4.8) hold.
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Proof of Theorem 4.7. Let fn =
∑∞
j=1 θnjφj and let f1n =
∑∞
j=1 ηnjφj . Denote
ηn = {ηnj}∞j=1.
By Cauchy inequality, we have
|An(θn)−An(θn + ηn)| = n2
∣∣∣ ∞∑
j=1
κ2njθ
2
nj −
∞∑
j=1
κ2nj(θnj + ηnj)
2
∣∣∣
≤ 2A1/2n (θn)A1/2n (ηn) +An(ηn).
(A.19)
By Theorem 4.3, inconsistency of sequence f1n implies An(ηn) = o(1) as n→∞. There-
fore, by (A.19), |An(θn) − An(θn + ηn)| = o(1) as n → ∞. Hence, by Theorem 4.3, we
get Theorem 4.7.
Proof of Theorem 4.8 . For proof of sufficiency suppose opposite. Then there is se-
quence ni, ni →∞ as i→∞ such that fni = f1ni + f2ni ,
‖fni‖2 = ‖f1ni‖2 + ‖f2ni‖2, (A.20)
c1n
−r
i < ‖f1ni‖ < C1n−ri , c2n−ri < ‖f2ni‖ < C2n−ri and sequence f2ni is inconsistent.
Let fni =
∑∞
j=1 θnijφj , f1ni =
∑∞
j=1 θ1nijφj and f2ni =
∑∞
j=1 θ2nijφj .
Then, by Theorem 4.2 and by (4.9), we get that there are εi, εi → 0 and Ci = C(εi),
Ci →∞ as i→∞ such that∑
j>Cikn
θ2nij =
∑
j>Cikn
(θ1nij + θ2nij)
2 = o(n−2r),
∑
j<Cikn
θ22nij = o(n
−2r). (A.21)
By (A.20) and (A.21), we get
∞∑
j=1
θ2nij =
∑
j<Cikn
θ2nij + o(n
−2r) =
∑
j<Cikn
θ21nij + o(n
−2r). (A.22)
Hence, by (A.20), we get ‖f2ni‖ = o(n−r). We come to contradiction.
To prove necessary conditions suppose (4.9) does not hold. Then there are ε > 0 and
sequences Ci →∞, ni →∞ as i→∞ such that∑
j>Cikni
θ2nij > εn
−2r
i .
Then, by A4 and (4.2), we get
n2i
∑
j>Cikni
κ2nijθ
2
nij = o(1).
Therefore, by Theorem 4.3, subsequence f1ni =
∑
j>Cikni
θnijφj is inconsistent.
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Proof of Theorem 4.9. For proof of necessary conditions, it suffices to put
f1n =
∑
j<C1(ǫ)kn
θnjφj .
By Lemma A.4, there is P0 > 0 such that f1n ∈ B¯s2∞(P0). Proof of sufficiency is simple
and is omitted.
Proof of Theorem 4.10. Necessary conditions are rather evident, and proof is omit-
ted. Proof of sufficiency is also simple.
Lemma A.7. Let for sequence fn, cn
−r < ‖fn‖ < Cn−r, (4.10) hold. Then sequence
fn is purely n
−r-consistent.
Suppose fn =
∑∞
j=1 θnjφj is not purely n
−r-consistent. Then, by Theorem 4.8, there
are c1 and sequences ni, and cni , cni →∞ as i→∞, such that∑
j>cnikni
θ2nlj > c1n
−r
i .
Therefore, if we put f1ni =
∑
j>cnikni
θnijφj , then (4.10) does not hold.
A.3. Proof of Theorems of section 5
Proof of version of Theorem 4.1. . Since Kˆ(ω) is analytical function and Kˆ(0) =
1 there is b > 0 such that |Kˆ(ω)| > c > 0 for |ω| < b.
Let (4.3) hold. Then we have
T1n(fn) =
∞∑
j=−∞
|Kˆ(jhn)|2|θnj |2 ≥
∑
|j|hn<b
|Kˆ(jhn)|2|θnj |2
≍
∑
|j|<c2kn
|Kˆ(jhn)|2|θnj |2 ≍ n−1h−1/2n ≍ n−2r
for c2kn < bh
−1
n . By Theorem 5.2, this implies consistency.
Proof of version of Theorem 4.4. We verify only iv.. Let f =
∑∞
j=−∞ τjφj /∈ Bs2∞.
Then there is sequence ml, ml →∞ as l→∞, such that
m2sl
∞∑
|j|≥ml
|τj |2 = Cl (A.23)
with Cl →∞ as l →∞.
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It is clear that we can define a sequence ml such that
m2sl
∑
ml≤|j|≤2ml
|τj |2 > δCl, (A.24)
where δ, 0 < δ < 1/2, does not depend on l.
Otherwise, we have
22s(i−1)m2sl
2iml∑
j=2i−1ml
τ2j < δCl
for all i = 1, 2, . . ., that implies that the left hand-side of (A.23) does not exceed 2δCl.
Define a sequence ηl = {ηlj}∞j=−∞ such that ηlj = τj if |j| ≥ ml, and ηlj = 0 otherwise.
Denote
f˜l(x) =
∞∑
j=−∞
ηlj exp{2πijx}.
For alternatives f˜l(x) we define sequence nl such that ‖f˜l(x)‖ ≍ n−rl .
Then
nl ≍ C−1/(2r)l ms/rl .
We have |Kˆ(ω)| ≤ Kˆ(0) = 1 for all ω ∈ R1 and |Kˆ(ω)| > c > 0 for all |ω| < b. Hence, if
we put hl = hnl = 2
−1b−1m−1l , then, by (A.24), there is C > 0 such that, for all h > 0,
there holds
T1nl(f˜l, hl) =
∞∑
j=−∞
|Kˆ(jhl) ηlj |2 > C
∞∑
j=−∞
|Kˆ(jh) ηlj |2 = CT1nl(f˜l, h).
Thus we can choose h = hl for further reasoning.
By (A.24), we get
T1nl(f˜l) =
∑
|j|>ml
|Kˆ(jhl)ηlj |2 ≍
2ml∑
j=ml
|ηlj |2 ≍ n−2rl . (A.25)
If we put in estimates (A.11),(A.12), kl = [h
−1
nl
] and ml = kl, then we get
h1/2nl ≍ C
(2r−1)/2
l n
2r−1
l . (A.26)
By (A.25) and (A.26), we get
nlT1nl(f˜l)h
1/2
nl ≍ C
−(1−2r)/2
l .
By Theorem 5.2, this implies inconsistency of sequence of alternatives f˜l.
imsart-bj ver. 2014/10/16 file: nuconxi.tex date: May 26, 2020
On uniform consistency 31
A.4. Proof of Theorems of section 6
We have
n−1m−1n Tn(F ) =
mn−1∑
l=0
(∫ (l+1)/mn
l/mn
f(x)dx
)2
.
Using representation f(x) as Fourier series
f(x) =
∞∑
j=−∞
θj exp{2πijx},
we get ∫ (l+1)/mn
l/mn
f(x)dx =
∞∑
j=−∞
θj
2πij
exp{2πijl/mn}(exp{2πij/mn} − 1)
for 1 ≤ l < mn.
In what follows, we shall use the following agreement 0/0 = 0.
Lemma A.8. There holds
n−1m−1n Tn(F ) = mn
∞∑
k=−∞
∑
j 6=kmn
θj θ¯j−kmn
4π2j(j − kmn) (2− 2 cos(2πj/mn)). (A.27)
Proof of Lemma A.8. We have
n−1m−1n Tn(F ) =
mn−1∑
l=0
(∑
j 6=0
θj
2πij
exp{2πijl/mn}(exp{2πij/mn} − 1)
)
×
(∑
j 6=0
−θ¯j
2πij
exp{−2πijl/mn}(exp{−2πij/mn} − 1)
)
= J1 + J2
(A.28)
with
J1 =
mn−1∑
l=0
∞∑
k=−∞
∑
j1=j−kmn
θj θ¯j1
4π2jj1
exp{2πilk}
× (exp{2πij/mn} − 1)(exp{−2πij1/mn} − 1)
= mn
∞∑
k=−∞
∞∑
j=−∞
θj θ¯j−kmn
4π2j(j − kmn) (2− 2 cos(2πj/mn))
(A.29)
and
J2 =
mn−1∑
l=0
∑
j 6=0
∑
j1 6=j−kmn
θj θ¯j1
4π2jj1
exp{2πi(j − j1)l/mn}
× (exp{2πij/mn} − 1)(exp{−2πij1/mn} − 1) = 0,
(A.30)
imsart-bj ver. 2014/10/16 file: nuconxi.tex date: May 26, 2020
32 M. Ermakov
where j1 6= j − kmn signifies that summation is performed over all j1 such that j1 6=
j − kmn for all integer k.
In the last equality of (A.30), we make use of the identity
mn−1∑
l=0
exp{2πi(j − j1)l/mn} = exp{2πi(j − j1)mn/mn} − 1
exp{2πi(j − j1)/mn} − 1 = 0,
if j − j1 6= kmn for all integer k.
By (A.28) - (A.30) together, we get (A.27).
For any c.d.f F and any k denote F˜k the function having the derivative
1 + f˜k(x) = 1 +
∑
|j|>k
θj exp{2πijx}
and such that F˜k(1) = 1.
Denote in = [dmn] where d > 1 + c.
Lemma A.9. There holds
n−1m−2n Tn(F˜in) ≤ Cm−1n i−1n
∑
|j|>in
|θj |2. (A.31)
Proof. Denote ηj = θj if |j| > in and ηj = 0 if |j| < in.
We have
n−1m−2n Tn(F˜in) =
∞∑
k=−∞
∑
j 6=kmn
ηj η¯j−kmn
4π2j(j − kmn) (2− 2 cos(2πj/mn))
≤ C
∑
|j|>in
∣∣∣ηj
j
∣∣∣ ∞∑
k=−∞
∣∣∣ ηj+kmn
j + kmn
∣∣∣
= C
mn∑
j=1
∞∑
k=−∞
∣∣∣ ηj+kmn
j + kmn
∣∣∣ ∞∑
k1=−∞
∣∣∣ ηj+(k+k1)mn
j + (k + k1)mn
∣∣∣
= C
mn∑
j=1
( ∞∑
k=−∞
∣∣∣ ηj+kmn
j + kmn
∣∣∣)2
≤ C
mn∑
j=1
( ∑
|k|>d−1
|ηj+kmn |2
)( ∑
|k|>d−1
(j + kmn)
−2
)
≤ C
∞∑
j=−∞
|ηj |2
∑
|k|>d
(kmn)
−2 ≤ Cm−1n i−1n
∑
|j|>in
|θj |2.
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Proof of version of Theorem 4.1.. We prove sufficiency. Suppose (4.3) holds. De-
note
f˜n = f˜n,c2kn =
∑
|j|>c2kn
θnjφj and f¯n = f¯n,c2kn = fn − f˜n
Denote F˜n, F¯n the functions having derivatives 1 + f˜n,c2kn and 1 + f¯n,c2kn respectively
and such that F˜n(1) = 1 and F¯n(1) = 1.
Let Tn be chi-squared test statistics with a number of cells mn = [c3kn] where c2 < c3.
Denote L2,n linear space generated functions 1{x∈((j−1)/mn,j/mn)}, 1 ≤ j ≤ mn.
Denote h¯n orthogonal projection of f¯n onto L2,n. Denote h˜n orthogonal projection of
f˜n onto the line {h : h = λh¯n, λ ∈ R1}.
Note that n−1/2T 1/2n (Fn) equals the L2,n-norm of function fn. Hence we have
n−1/2m−1n T
1/2
n (Fn) ≥ ‖h¯n + h˜n‖. (A.32)
Thus, by Theorem 6.3, it suffices to show that, for some choice of c3, there holds ‖h¯n +
h˜n‖ ≍ n−r if mn > c3 kn.
Denote g¯n = f¯n − h¯n and g˜n = f˜n − h˜n.
Denote
p¯jn =
1
mn
∫ j/mn
(j−1)/mn
f¯n(x)dx, 1 ≤ j ≤ mn.
By Lemmas 3 and 4 in section 7 of [30], we have
‖g¯n‖2 = mn
mn∑
j=1
∫ j/mn
(j−1)/mn
(f¯n(x) − p¯jn)2 dx ≤ 2ω2
( 1
mn
, f¯n
)
. (A.33)
Here
ω2(h, f) =
∫ 1
0
(f(t+ h)− f(t))2 dt, h > 0,
for any f ∈ Lper2 . If f =
∑∞
j=−∞ θjφj , then
ω2(s, f) = 2
∞∑
j=1
|θj |2 (2 − 2 cos(2πjs)). (A.34)
Since 1− cos(x) ≤ x2, then, by (A.33) and (A.34), we have
‖g¯n‖ ≤ 4π(c2 kn/mn)1/2 ‖f¯n‖ = δ‖f¯n‖(1 + o(1)), (A.35)
where δ = 4π (c2/c3)
1/2.
By (4.3), (A.33) and (A.35), we get that there is c30, such that
‖h¯n‖ > c1
2
n−r (A.36)
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for c3 > c30.
For any functions g1, g2 ∈ L2(0, 1) denote (g1, g2) inner product of g1 and g2.
We have
0 = (f¯n, f˜n) = (h¯n, h˜n) + (g¯n, f˜n). (A.37)
By (A.35), we get
|(g¯n, f˜n)| ≤ ‖g¯n‖ ‖f˜n‖ ≤ δC2n−2r.
Therefore we get
|(h¯n, h˜n)| ≤ δC2n−2r. (A.38)
By (A.36) (A.38), we get that, for sufficiently small δ > 0, there holds ‖h¯n+ h˜n‖ ≍ n−r.
Hence, using (A.32) and implementing Theorem 6.3, we get sufficiency.
Proof of version of Theorem 4.2. We prove sufficiency. Let kn = [c1n
2−4r]. For
c2 > 2c1, we have
T 1/2n (Fn) ≤ T 1/2n (F¯n) + T 1/2n (F˜n). (A.39)
By Lemma A.9, we have
n−1mn−2Tn(F˜n) ≤ c−12 mnk−1n ‖f˜n‖2 ≤ c−12 c1Cn−2r. (A.40)
We have
‖f¯n‖ ≥ n−1/2m−1n T 1/2n (F¯n). (A.41)
Since one can take arbitrary value c2, c2 > 2c1, then, by Theorem 6.3, (4.4) and (A.39)
- (A.41) together, we get inconsistency of sequence fn.
Proof of version of Theorem 4.4. Let us prove ii. Suppose opposite. Then there is
sequence il, il →∞ as l →∞, such that
i2sl ‖f˜il‖2 = Cl,
with Cl →∞ as l →∞. Here f =
∑∞
j=−∞ τjφj and f˜il =
∑
|j|>il τjφj .
Define sequence nl such that n
−r
l ≍ ‖f˜il‖ as l→∞.
Then, estimating similarly to (A.11) and (A.12), we get i
−1/2
l ≍ C(2r−1)/2l n2r−1l as
l→∞.
If ml = o(il), then, by Lemma A.9, we get
m
−1/2
l Tnl(F˜il ) ≤ m1/2l i−1l nl
∑
|j|>il
|τj |2 ≍ m1/2l i−1l n1−2rl = o(C(2r−1)/2l ). (A.42)
Let ml ≍ il or il = o(ml). Then we have
n−2rl ≍ ‖f˜il‖2 ≥ n−1l m−2l Tnl(F˜il). (A.43)
Therefore
m
−1/2
l Tnl(F˜il ) ≤ Cm−1/2l n1−2rl = Cm−1/2l i1/2l C(2r−1)/2l = o(1). (A.44)
By Theorem 6.3, (A.42) -(A.44) imply ii.
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Proof of version of Theorem 4.6. Let f1n =
∑
|j|<ckn θnjφj . Then, by Lemma A.4,
there is maxiset B˜s2∞(P0) such that f1n ∈ B˜s2∞(P0).
Denote F1n function having derivative 1 + f1n and such that F1n(1) = 1.
We have
|T 1/2n (Fn)− T 1/2n (F1n)| ≤ T 1/2n (Fn − F1n + F0). (A.45)
If mn = [c0kn] and c > 2c0, then, by Lemma A.9, we have
n−1Tn(Fn − F1n + F0) ≤ c0c−1 ‖fn − f1n‖2. (A.46)
Since the choice of c is arbitrary, by Theorem 6.3, (A.45) and (A.46) imply (4.7) and
(4.8).
Proof of i. in version of Theorem 4.4 and versions of Theorems 4.5, 4.8, 4.9, 4.10 follows
from Theorem 6.3 and versions of Theorems 4.1 and 4.2 using the same reasoning as in
subsection A.2. Proof of Theorem 6.2 is akin to proof of Theorem 4.7 and is omitted.
A.5. Proof of Theorems of section 7
Lemma A.10 given below allows to carry over corresponding reasoning for Brownian
bridge b(t), t ∈ (0, 1), instead of empirical distribution functions.
Lemma A.10. For any x > 0, we have
PFn(nT
2(Fˆn − F0) < x)− P (T 2(b(t) +
√
n(Fn(t)− F0(t))) < x) = o(1) (A.47)
uniformly onto sequences c.d.f.’s Fn such that T (Fn − F0) < cn−1/2.
If
√
n(Fn − F0) → G in Kolmogorov - Smirnov distance, (A.47) has been proved
Chibisov [3] without any statements of uniform convergence.
Lemma A.10 follows from Lemmas A.11 and A.13 given below after implementation
of Hungary construction (see Th. 3, Ch. 12, section 1, [27]).
Lemma A.11. For any x > 0, we have
P (T 2(b(Fn(t)) +
√
n(Fn(t)− F0(t))) < x)
−P (T 2(b(t) +√n(Fn(t)− F0(t))) < x) = o(1)
(A.48)
uniformly onto sequences of c.d.f.’s Fn such that T (Fn − F0) < cn−1/2.
Lemma A.11 follows from Lemmas A.12 and A.13 given below.
Lemma A.12. There holds
E [|T 2(b(Fn(t))) − T 2(b(t))|] < cT 1/4(Fn − F0). (A.49)
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Proof. We have
E2 [ |T 2(b(Fn(t))− T 2(b(t))|] ≤ E2 [|(T (b(Fn(t))− T (b(t))) (T (b(Fn(t)) + T (b(t)))|]
≤ E [((T (b(Fn(t))) − T (b(t)))2]E [(T (b(Fn(t))) + T (b(t)))2]
≤ C E [((T (b(Fn(t))− T (b(t)))2] ≤ CE [T 2(b(Fn(t))− b(t)))]
= C
∫ 1
0
(Fn(t)− F 2n(t)− 2min(Fn(t), F0(t)) + 2Fn(t)F0(t) + F0(t)− F 20 (t) dt
= C
∫ 1
0
Fn(t) + F0(t)− 2min(Fn(t), F0(t))− (Fn(t)− F0(t))2 dt
= C
∫ 1
0
|Fn(t)− F0(t)| − (Fn(t)− F0(t))2 dt
≤ C
∫ 1
0
|Fn(t)− F0(t)| dt ≤ T 1/2(Fn − F0).
(A.50)
Lemma A.13. Densities of c.d.f.’s P (T 2(b(t)+n1/2(Fn(t)−F0(t))) ≤ x) are uniformly
bounded onto the set of all c.d.f. Fn such that nT
2(Fn − F0) < C. Here C is arbitrary.
Proof. Brownian bridge b(t) admits representation
b(t) =
∞∑
j=1
ξj
πj
ψj(t)
where ψj(t) =
√
2 sin(πjt) and ξj , 1 ≤ j < ∞, are i.i.d. Gaussian random variables,
E ξj = 0 and E ξ
2
j = 1.
Therefore, if Fn(t) =
∑∞
j=1 θnjψj , then
T 2(b(t) + n1/2(Fn(t)− F0(t))) =
∞∑
j=1
( ξj
πj
+ n1/2θnj
)2
. (A.51)
The right hand-side of (A.51) is a sum of independent random variables. Thus it suffices
to show that, for any C, random variables
(ξ1 + n
1/2θn1)
2 + (ξ2/2 + n
1/2θn2)
2
have uniformly bounded densities onto n1/2|θn1| ≤ C and n1/2|θn2| ≤ C.
Densities (ξ1+a)
2 and (ξ2+ b)
2 have wellknown analytical form, and proof of uniform
boundedness of densities of (ξ1 + a)
2 + 14 (ξ2 + b)
2 with |a| ≤ C and |b| ≤ C is obtained
by routine technique. We omit these standard estimates.
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For proof of Theorem 7.1 it suffices to prove ii. Hungary construction allows to reduce
reasoning to proof of corresponding statement for Brownian bridge b(t), t ∈ [0, 1]. Thus
Theorem 7.1 follows from Theorem 8.3.
Proof of Theorem 8.3. Denote ζ = {ζj}∞1 , ζj = σjξj .
Suppose opposite that (8.6) does not valid. Then there is subsequence of vectors
ηn = {ηnj}∞1 ∈ Υ(a) such that we have
lim
n→∞
P (T (ηn + ζ) ≤ xα) ≥ 1− α. (A.52)
Denote θnj = κjηnj , 1 ≤ j <∞.
There are θ = {θj}∞1 and subsequence ni → ∞ such that θnij → θj as i → ∞ for
each j, 1 ≤ j <∞.
Therefore there are sequences Ck →∞ and ik →∞ as k →∞, such that
lim
k→∞
∑
j<Ck
θ2nik j∑
j<Ck
θ2j
= 1 (A.53)
and
lim
k→∞
∑
j<Ck
(θnik j − θj)2 = 0 (A.54)
We consider two cases.
i. There holds
lim
k→∞
∑
j>Ck
θ2nik j
= 0.
ii. There holds ∑
j>Ck
θ2nik j
> c for all k > k0.
If i. holds, we have
E
(∑
j>Ck
κjζj θnik j
)2
=
∑
j>Ck
σ2j θ
2
nik j
= o(1). (A.55)
By (A.54), we get
E

∑
j<Ck
κjζj (θnik j − θj)


2
=
∑
j<Ck
κ2j σ
2
j (θnik j − ηj)2 = o(1). (A.56)
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By (A.55) and (A.56), we get
P
( ∞∑
j=1
(
κj ζj + θnik j
)2
< xα
)
= P
( ∑
j<Ck
(
κj ζj + θnik j
)2
+
∑
j>Ck
κ2jζ
2
j < xα (1 + oP (1))
)
= P
( ∑
j<Ck
(κjζj + θj)
2 +
∑
j>Ck
κ2jζ
2
j < xα (1 + oP (1))
)
< P
( ∞∑
j=1
κ2jζ
2
j < xα
)
(1 + o(1)).
where the last inequality follows from Lemma A.14 given below.
Lemma A.14. Let θ = {θj}∞1 be such that
∑∞
j=1 θ
2
j > c. Then there holds
P
( ∞∑
j=1
κ2jζ
2
j < xα
)
> P
( ∞∑
j=1
(κjζj + θj)
2 < xα
)
. (A.57)
Proof. For simplicity of notation the reasoning will be provided for θ1 6= 0. Implementing
Anderson Theorem [1], we get
P
( ∞∑
j=1
(
κjζj + θj
)2
< xα
)
= (2π)−1/2
∫ κ−1
1
σ−1
1
√
xα−η1
−κ−1
1
σ−1
1
√
xα−η1
exp
{
−x
2
2
}
P
( ∞∑
j=2
(
κjζj + θj
)2
< xα − (κ1σ1x+ θ1)2
)
d x
≤ (2π)−1/2
∫ κ−1
1
σ−1
1
√
xα−η1
−κ−1
1
σ−1
1
√
xα−η1
exp
{
−x
2
2
}
P
( ∞∑
j=2
κ2jζ
2
j < xα − (κ1σ1x+ θ1)2
)
d x
= P
(
(κ1ζ1 + θ1)
2 +
∞∑
j=2
κ2jζ
2
j < xα
)
< P
( ∞∑
j=1
κ2jζ
2
j < xα
)
.
(A.58)
For the proof of last inequality in (A.58) it suffices to note that P(κ1ζ
2
1 < x) > P((κ1ζ1+
θ1)
2 < x) for x ∈ (0, xα), and, for any δ, 0 < δ < xα, there is δ1 > 0 such that the function
P(κ1ζ
2
1 < x)−P((κ1ζ1 + θ1)2 < x)− δ1 is positive onto interval (δ, xα).
Suppose ii. holds. We suppose nik = n. This allows to implement more simple notation.
Then we have
T (ηn + ζ) ==
∑
j<Cn
(κjζj + θnj)
2 + J2n, (A.59)
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where
J2n =
∑
j≥Cn
κ2jζ
2
j + 2
∑
j≥Cn
κjζjθnj
+
∑
j≥Cn
θ2nj = J21n + 2J22n + J23n.
(A.60)
We have
J21n = oP (1) and J22n ≤ J1/221n J1/223n = oP (1). (A.61)
By (A.59) - (A.61), implementing Anderson Theorem [1], we get that, for any 0 < δ < c/2,
there holds
P
( ∞∑
j=1
(
κjζj + θnj
)2
< x
)
≤ P
( ∑
j<Cn
(
κjζj + θnj
)2
≤ x− c− oP (1)
)
≤ P
( ∑
j<Cn
κ2jζ
2
j ≤ x− c+ δ
)
(1 + o(1))
≤ P
( ∞∑
j=1
κ2jζ
2
j ≤ x− c+ 2δ
)
(1 + o(1)) < P
( ∞∑
j=1
κ2jζ
2
j ≤ x
)
,
(A.62)
where last inequality follows from Proposition 7.1 in [25].
Proof of version of Theorem 4.1. Let (4.3) hold. Then we have
n
∞∑
j=1
θ2nj
π2j2
≥ n
∑
j<c2kn
θ2nj
π2j2
≥ c−22 nk−2n
∑
j<c2kn
θ2nj ≍ 1.
By (7.3), this implies sufficiency.
Proof of version of Theorem 4.2. Let (4.4) hold. Then we have
n
∞∑
j=1
θ2nj
π2j2
= n
∑
j<c2kn
θ2nj
π2j2
+ n
∑
j>c2kn
θ2nj
π2j2
≤ o(1) + (c2kn)−2n
∑
j>c2kn
θ2nj ≍ o(1) + (c2kn)−2n1−2r = O(c−22 ).
(A.63)
Since c2 is arbitrary, then, by (7.3), (A.63) implies sufficiency.
Proof of Theorem 7.2. Proof of i akin to proof of i. in Theorem 4.4. The statement
follows from (4.3) and Lemma A.15 provided below.
Lemma A.15. Let fn ∈ c1U and cn−r ≤ ‖fn‖ ≤ Cn−r. Then, for kn = C1n(1−2r)/2(1+
o(1)) with C2s1 > 2c1/c, there holds
kn∑
j=1
θ2nj >
c
2
n−2r.
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Proof of Lemma A.15 is akin to proof of Lemma A.3 and is omitted.
Reasoning in proof of ii. is akin to proof of ii. in Theorem 4.4. Suppose opposite. Then
there are f =
∑∞
j=1 τj φj /∈ Bs2∞ and a sequence ml,ml →∞ as l→∞, such that (A.9)
holds. Define sequences ηl, nl and f˜l by the same way as in the proof of Theorem 4.4.
Then we have
nl ≍ C−1/(2r)l ms/rl = C−1/(2r)l m
2
1−2r
l .
Therefore we get
ml ≍ C(1−2r)/(4r)l n
1−2r
2
l .
Hence we get
nl
∞∑
j=1
η2lj
j2
≤ nlm−2l
∞∑
j=ml
η2lj ≍ n1−2rl m−2l ≍ C
2r−1
2r
l = o(1). (A.64)
By Theorem 7.1, (A.64) implies inconsistency of sequence of alternatives f˜l.
Proof of Theorem 7.4. By Lemma A.10, it suffices to prove that, for any ε > 0, there
is n0(ε) such that, for n > n0(ε), the following inequality holds
|P(T 2(b(Fn(t) + F1n(t)− F0(t)) +
√
n(Fn(t) + F1n(t)− 2F0(t))) > xα)
−P(T 2(b(Fn(t)) +
√
n(Fn(t)− F0(t))) > xα)| < ε.
(A.65)
Since T is a norm, by Lemma A.13, proof of (A.65) is reduced to proof that, for any
δ1 > 0, there hold
P(|T (b(Fn(t) + F1n(t)− F0(t))) − T (b(Fn(t)))| > δ1) = o(1), (A.66)
and there is sequence δn, δn → 0 as n→∞, such that there holds
n1/2|T (Fn(t) + F1n(t)− 2F0(t))− T (Fn(t)− F0(t))| < δn. (A.67)
Note that
|T (b(Fn(t) + F1n(t)− F0(t))) − T (b(Fn(t)))|
≤ T (b(Fn(t)) + F1n(t)− F0(t))− b(Fn(t)))
(A.68)
and
|T (Fn(t) + F1n(t)− 2F0(t))− T (Fn(t)− F0(t))| ≤ T (F1n(t)− F0(t)). (A.69)
By Lemma A.11, we have
ET 2(b(Fn(t) + F1n(t)− F0(t))− b(Fn(t))) ≤ T 1/4(F1n − F0) = o(1). (A.70)
By (A.68) and (A.70), we get (A.66).
Since sequence of alternatives f1n is inconsistent, we have
nT 2(F1n(t)− F0(t)) = o(1) (A.71)
as n→∞. By (A.69) and (A.71), we get (A.67).
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Theorem 7.1, G1 and B reduce proof of Theorem 7.3 to the analysis of sums
∑
ckn<j<Ckn
θ2nj
with C > c. Such an analysis has been provided in details in subsection A.2 with another
parameters r and s. We omit proof of Theorem 7.3.
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