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Cationic hydronium clusters of the form 𝐻!𝑂!! , 𝑐 > 0 , have been investigated.  
After examining over 2000 crystal structures containing hydronium cations found in the 
Cambridge Structural Database. The hydronium cationic compounds that were most 
unusual, mischaracterized, or those of apparent aggregates, were investigated further by 
geometry optimization and in some cases with the Quantum Theory of Atoms in 
Molecules (QTAIM).  The results of our investigations yielded the first reports of stable 
conformations of cyclic dihydronium cationic clusters. In a second investigation we 
reported the first theoretically confirmed transition state of a 𝐻!𝑂!!conformer captured 
within a crystal. A third product from our efforts was the theoretically viable, cubic 
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1. INTRODUCTION  
 
Rationale for a new theory on mechanics was demonstrated by anomalous and 
inexplicable experimental results on atoms and molecules. Predicted, but unobserved 
phenomena of classical mechanics included theories of synchrotron radiation bursts with 
electron collapse [153]; Equivalent energy contributions from the different modes of the 
equipartition theorem of classical physics [185]; and an infinite energy density field was 
expected due to a divergence of energy in the ultraviolet wavelength modes. 
The Thomas Young experiments, in the early 1800s, showed convincingly that light was 
a wave [248, 249]. Approximately sixty years later, James Clerk Maxwell developed a 
series of four equations, which unified the laws of electricity and magnetism. Maxwell’s 
equations predicted that by accelerating an electric charge, one could radiate energy as 
oscillating electric and magnetic fields [157]. The speed of the oscillating wave, predicted 
by Maxwell’s equations turned out to be the same as the experimentally measured speed 
of light. 
From Maxwell’s equations, and several other pieces of experimental data, it was apparent 
that light waves acted as particles in flux, and these streams of particles acted as waves. It 
was thus concluded that light was an electromagnetic wave. However, the predominant 
theory of determinism at that moment, could only deal with either waves or particles not 
a duality. Hence a new formalism was necessary to elucidate the mechanics of this wave 
particle duality [61]. 
In the late 1800s, the mounting evidence that the classical theory of mechanics was 
inadequate to deal with atomic and molecular level phenomena led to the development of 
a new statistically postulated theory called quantum mechanics. The formulation of this 
new theory began markedly with the discovery of Planck’s radiation law around 1900, 
which introduced the Planck constant and the idea of the quantization of the atomic 
energy [178, 179]. Over the next 25 years, advancements in the new quantum theory 
culminated in two equivalent and analogous systems; wave mechanics from Schrödinger 
[200-204] and matrix mechanics from Heisenberg [101,102]. Wave mechanics is usually 
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described in differential equations with operators, which are generally differential 
expressions. Heisenberg’s matrix mechanics are instead matrix expressions, described 
with eigenfunctions, operators and eigenvalues. Both the differential and matrix theories 
are equivalent and interchangeable, in discussion [204], if the Hilbert space is a vector 
space that is spanned by normalizable functions with a defined inner product [107].  
Thus quantum mechanics arose out of the mounting observations that the classical 
formalism of physics did not explain these certain phenomena, visible at the molecular 
and atomic level.  
Within quantum mechanics, unlike classical mechanics, not all answers are acceptable. It 
was proven, very early on, that only certain wavefunctions and their energies were 
acceptable. Quantization arose out of the statistical description of the system and the 
intuitive conditions imposed therein.  
The inherent formulation of quantum mechanics was built out of the principle of the 
superposition of states. Meaning, atomic or molecular sized systems, of a particular state 
can be shown to be a combination of two or more other states [224]. 
 
Given that the central focus of all of physical chemistry is the energy, the primary 
concern in this dissertation, will be towards approximate methods of solutions of the 
native or ground state energy of a molecule. Our endeavor is an exercise in the physical 
interpretation of this principle of superposition and the energy state function. We move 
forward with the theory that theoretical chemistry is defined by the energy, and that the 
energy is a function of the nuclear coordinate system. As such, this dissertation will be 
written pedagogically to encompass the descriptive details of the heuristics leading to the 
results shown. 
 




1.1.1. Postulate 1 
A system is completely described by its wavefunction. Here, each r refers to the position 
of the corresponding particles 1, 2,..., N. 
 
        Ψ(𝑟!, 𝑟!,… , 𝑟!)                                                       (1.1) 
Therefore, any property of the system that one wishes to know can be found from its 
wavefunction.   
 
1.1.2. Postulate 2 
The experimentally measurable observables of a quantum system, are represented by 
operators, with their properties derived from the uncertainty principle of position, r, and 
momentum, p: 
𝑟,𝑝!! = 𝑖ℏ𝛿!,!!                                                    (1.2) 
𝑟, 𝑟! = 0                                                               (1.3) 
𝑝! ,𝑝!! = 0                                                            (1.4) 
 
1.1.3. Postulate 3 
The expectation value of an operator 𝒬, for any system being described by a 
wavefunction Ψ, is defined by: 
                            𝒬 = !
∗𝒬!!"
!∗!!"
                                                         (1.5) 
Whereby, upon normalization  
Ψ∗Ψ𝑑𝜏                                                                    (1.6) 







                                        (1.7) 
The expectation value, 𝜆, is a weighted sum of the eigenvalues of 𝒬. Hence if Ψ  is an 
eigenfunction of 𝒬, all measurements of 𝒬 will give the value 𝜆. If however, Ψ  is not an 




1.1.4. Postulate 4 
The probability of finding a particle within a volume element 𝑑𝜏 at a position r is: 
Ψ !𝑑𝜏                                                                       (1.8) 
Which leads to the interpretation that the wavefunction is a probability amplitude and is 
therefore square integrable and finite:  
Ψ !𝑑𝜏 < ∞                                                             (1.9) 
 
1.1.5. Postulate 5 
The evolution of the wavefunction in time is controlled by the Schrödinger equation 
𝑖ℏ !!
!"










2. THE SCHRÖDINGER EQUATION 
 
The fundamental Law of the Conservation of Energy encompasses the total energy of any 
fully described system, which is conserved over time. The equivalent interpretation is that 
the energy of a fully isolated system is finite, and contained in the sum of its moving and 
stationary parts. 
 
𝐸 = 𝑇 + 𝑉                                                                     (2.1) 
 
If a system were constructed of Μ nuclei (each with charge  𝑍!) and 𝑁 electrons without 
an interacting external potential, the atomic unit Hamiltonian operator would be: 
 
𝐻 = 𝑇 + 𝑉                                                                    (2.2) 





∇!!!!                                              (2.3)
  
The kinetic energy operator, Τ, encompasses the moving energy of both the 𝑀 nuclei and 
𝑁 electrons. While the potential energy operator, 𝑉, is comprised of the all the Coulombic 
attractions between charged species: electron-electron repulsions; nuclear-electron 
attraction; nuclear-nuclear repulsion.  
 










!            (2.4)
 
 
In our work, we do not perform molecular dynamic simulations; therefore we are mostly 
concerned with, the time equal zero Schrödinger equation: 
𝐻Ψ = ΕΨ                                                                                      (2.5)                          
𝐻, is the previously defined Hamiltonian operator. The total conserved energy of the 
isolated atom or molecule of interest is contained and described therein. The 
wavefunction,  Ψ, carries the full description of the nuclear, and electronic particles, their 
potentials and their properties. Therefore, from the Schrödinger equation, any properly 
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described information that one wishes to extract about a quantum system is ascertainable 
[200-204]. 
  
2.1. Solutions of Quantum Mechanics 
 
The described Hamiltonian is independent of time. Which means it is a, single point, time 
equal to zero, prescription for calculating the energy [147]. If however the wave function 
of a system was conjured of the form 
Ψ 𝑡 = Ψ𝑒
!!"#
ℏ                                                               (2.6)
 
 
the conversion from a time-independent to the time-dependent system would be by 




2.2. Born-Oppenheimer Approximation 
 
Although the Schrödinger equation contains, and is able to describe, all chemical 
phenomena, it is far too analytically complex to be solved exactly for even the simplest of 
molecules [33]. Therefore to make the Schrödinger equation adaptable to all molecular 
systems, some approximations are made along the way to a solution. The first such 
approximation is the Born-Oppenheimer Approximation [34]. 
 
Because atomic nuclei masses are much larger than the masses of electrons, the nuclear 
kinetic energy contribution is neglected throughout the calculation. It is later reintroduced 
as a final step. However, by ignoring the nuclear kinetic contributions only the electrons 
are assumed to be moving. Therefore, the nuclei and the nuclear potentials are considered 
fixed, while the electrons are said to be moving within this field of fixed nuclear 
potentials. The nuclear kinetic energy contribution is thus zero in this approximation, and 
the intra-nuclei repulsion term is treated as a constant. When the nuclear terms are 
removed from the molecular Hamiltonian, we are left only with the components of an 




The wave function, being a function of the nuclear position however, has to be redefined 
at each nuclear space configuration. From the electronic Hamiltonian, one can formulate 
an electronic Schrödinger equation 
𝐻!"!#Ψ!"!# 𝑟!;𝑅! = 𝐸!"!#(𝑅!)Ψ!"!#(𝑟!;𝑅!)                             (2.7)
 
 
Therein, the Potential Energy Surface (PES) can be constructed for each point in space of 
the parametric nuclear positions, from which the optimized geometry of the molecule can 
be determined.   
 
The PES of the atomic or molecular system, calculated at each of the parametric nuclear 
positions, would be incomplete without readjusting for the intra-nuclei potentials. To 
complete the final step these nuclear potentials are added to the electronic energy, 
determined.  
 






!                                            (2.8) 
 
Unfortunately, the removal of the gyrations of the nuclei also removes the rovibronic 
coupling terms of the nuclei with the electrons in the system. However, such terms can 
also be added post calculation to the eigenvalue, without much loss of numerical 
accuracy. 
2.2.1. The Electron Density 
The electron density, 𝜌(𝑟), is the probability amplitude of physically observing an 
electron at a position, r, in space.  
 𝜌 𝑟 ≡ … Ψ∗!! 𝑟!, 𝑠!, 𝑟!, 𝑠!,… , 𝑟! , 𝑠! 𝛿 𝑟 − 𝑟!!!!! Ψ 𝑟!, 𝑠!, 𝑟!, 𝑠!,… , 𝑟! , 𝑠! 𝑑𝑠! 𝑑𝑟!… 𝑑𝑟! 
 𝜌 𝑟 = 𝑁 ∙ … Ψ∗!! 𝑟, 𝑠!, 𝑟!, 𝑠!,… , 𝑟! , 𝑠! Ψ 𝑟, 𝑠!, 𝑟!, 𝑠!,… , 𝑟! , 𝑠! 𝑑𝑠! 𝑑𝑟!… 𝑑𝑟!  
𝜌 𝑟 = 𝑁 Ψ! 𝑑𝑠! 𝑑𝑟!                                                                               (2.9) 
 
This is the square of the sum over all the occupied spin orbitals. 
𝜌 𝑟 = 𝜓! 𝑟 𝜓∗ 𝑟 = 𝐶!"𝐶!"!""!!! )!""! 𝜒!(𝑟)𝜒!(𝑟)                  (2.10) 
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If the wavefunction is normalized then the probability, of finding the electron, which is 
manifestly nonnegative, will be  
𝜌 𝑟 𝑑𝑟 = 𝑁                                                              (2.11) 
 
2.2.2. The Variational Method 
The expectation value of the total energy, Ε!, from a normalized, approximate, but valid 
wavefunction, Ψ!, is always an upper limit to the ground state minima, Ε!, except if it is 
the true ground state wavefunction.   
Ε! = Ψ 𝐻Ψ ≥ Ε!                                                         (2.12) 
The wavefunction can be expanded into a complete set of the exact eigenfunctions 𝜓!of 





Ψ Ψ = 𝑎!∗!!!!!!!! 𝑎! Ψ! Ψ!                    
                            Ψ Ψ = 𝑎! !!!!! = 1                                         (2.13) 
 
By expanding the integral 
Ψ!∗ (𝐻 − Ε!)Ψ! 𝑑𝜏                
= 𝑎!∗!!! 𝑎!! Ψ!∗ 𝐻 − Ε! Ψ!! 𝑑𝜏                                                                                                                                            
= 𝑎!∗!!! Ε!! − Ε! Ψ!∗Ψ!! 𝑑𝜏                                                                                                            
= 𝑎!∗!! 𝑎!!(Ε!! − Ε!)                                                       (2.14) 
Considering the normalization of the wavefunction leads to the following conclusion: 
Ε! ≥ Ε!                                                                             (2.15) 
The conclusion of the variational method gives a significant clue as to the best method 
for solving the Schrödinger equation: Start by guessing an approximate wavefunction; 
linearly expand the molecular orbitals as basis functions; reduce the problem until the 





 2.3. The Hartree-Fock Method 
 
Using the Born-Oppenheimer approximation reduces the complexity of the Schrödinger 
equation as the nuclear potentials and rovibronic couplings are not considered until the 
final step. Unfortunately, because of the many electron-electron interactions even the 
contracted electronic Schrödinger equation is still too complex to solve analytically for 
molecular systems [122-124]. Thus, another approximation is made, the independent 
particle, antisymmetric, orthonormal, molecular orbital, Hartree-Fock approximation 
[77,95,96,97].  
 
The Hartree-Fock approximation assumes that each indistinguishable electron is 
antisymmetric, which fulfills the Pauli exclusion principle. Each electron is also treated 
independently as if each resides in its own orthonormal orbital. The movement of each 
electron is thus considered to be independent, and each electron is assumed to only feel 
an average potential from all of the other electrons in the system.  
 
Ψ!" = 𝜓! 𝑟! 𝜓! 𝑟! …𝜓!!!(𝑟!!!)𝜓!(𝑟!)                                            (2.16) 
 
Each  𝜓!   is an orthonormal spin-spatial orbital with one electron, consisting of a spatial 
orbital, 𝜒!(𝑟), with each electron having either a spin orientation of up or down, 𝛼 𝑠   and 
𝛽  (𝑠).  
 
2.3.1. Slater Determinant 
Hartree-Fock electronic wavefunctions are usually written as single Slater determinants. 
A Slater determinant is an antisymmetric sum of all the permutable combinations of 
electrons in a system [214-220]. 







𝜓!(𝑟!) 𝜓!(𝑟!) ⋯ 𝜓!(𝑟!)
           (2.17) 
or as 
Ψ!" 𝑟!, 𝑟!,… , 𝑟! =
!
!!





These antisymmetric orthonormal spin-spatial wavefunctions generally have the 
following properties: 
𝜓! 𝜓! = 𝛿!"                                                                                    (2.19) 
  𝛼(𝑠) 𝛼(𝑠) = 𝛽(𝑠) 𝛽(𝑠) = 1                                                      (2.20) 
 𝛼(𝑠) 𝛽(𝑠) = 𝛽(𝑠) 𝛼(𝑠) = 0                                                        (2.21) 
 
These defined properties of multi-electron Slater determinants guarantee orthonormality, 
the Pauli exclusion principle, and the antisymmetric nature of electrons.  
 
The Pauli exclusion principle forbids two electrons of identical spin from occupying the 
exact point in space at the exact same time [175]. A violation of the Pauli principle would 
permit two rows of the determinant being equal. This however, would make the Slater 
determinant equal zero.  
 
Evaluating the Slater determinant for the energy requires expanding the wavefunction 





𝑑𝑒𝑡 𝜓! 𝑟! 𝜓! 𝑟! …𝜓!(𝑟!) =
!
!!
−1 !!!!!!! 𝑃!(𝜓! 𝑟! 𝜓! 𝑟! …𝜓! 𝑟! )         (2.22) 
 
𝑃!   is the permutation operator. 
 
The singly and doubly indexed spin orbitals are factored out into separate integration 
terms [159]. The first term is built of the one-electron properties and the second is of the 
two-electron properties. If we let ℎ(𝑖), be the kinetic energy operator for electron 𝑖, it 
represents the one-electron Hamiltonian. 𝑔(𝑖, 𝑗), would be the electron-electron repulsion 
operator, or more commonly referred to as the two-electron operator. From this we get a 
series of equations corresponding to the one and two electron terms. 
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𝑔 𝑖, 𝑗 = !
!!!!!
   
𝐻 ≡ ℎ 𝑖 + 𝑔 𝑖, 𝑗     !!!!!!!!!!!!!!!!               (2.23) 
  
2.3.2. Hartree-Fock One Electron Integrals 
 
To determine the energy from the one-electron operator we expand and treat the one- 
electron terms, using orthonormality conditions [159]. 
 
 Ε! = 𝜓!𝜓!. . .𝜓! ℎ(𝑖) 𝜓!𝜓!. . .𝜓!!!!!    
= !
!!
𝑑𝑒𝑡 𝜓1 𝑟1 𝜓2 𝑟2 … 𝜓𝑁(𝑟𝑁) ℎ(𝑖)
!
!!
𝑑𝑒𝑡 𝜓1 𝑟1 𝜓2 𝑟2 … 𝜓𝑁(𝑟𝑁)   
= !
!!
𝜓1 𝑟𝑖 ℎ(𝑖) 𝜓1 𝑟𝑖 + 𝜓2 𝑟𝑖 ℎ(𝑖) 𝜓2 𝑟𝑖 +⋯+ 𝜓𝑁(𝑟𝑖) ℎ(𝑖) 𝜓𝑁(𝑟𝑖)           (2.24) 
 
The one electron operator, ℎ(𝑖), is symmetric therefore the energy of each of the N 
matrix elements in the Slater determinant will be the same. The result is then 𝑁! times the 
integral of any of the spin orbitals from the Slater determinant. Hence, the one electron 
energy within the Slater determinant can thus be summarized as: 
 
Ε! = 𝜓𝑖 𝑟1 ℎ(1) 𝜓𝑖 𝑟1
!
!!! = 𝑑𝑟!𝜓!∗(𝑟!)ℎ(𝑖)𝜓𝑖 𝑟1
!
!!!                     (2.25) 
 
2.3.3. Hartree-Fock Two Electron Integrals 
To treat the two electron terms we similarly expand and use orbital orthonormality to 
reduce the problem. The products of two-electron orbitals will yield nonzero terms in 
only two situations and those are when the orthonormal conditions are met. We therefore 




𝑑𝑒𝑡 𝜓! 𝑟! 𝜓! 𝑟! …𝜓!(𝑟!) 𝑔 𝑖, 𝑗     !!!!!!!!!!!!
!
!!





𝜓! 𝑟! 𝜓! 𝑟! 𝑔 𝑖, 𝑗 𝜓! 𝑟! 𝜓! 𝑟! +
𝜓! 𝑟! 𝜓! 𝑟! 𝑔 𝑖, 𝑗 𝜓! 𝑟! 𝜓! 𝑟!
(+⋯+)
𝜓!!! 𝑟! 𝜓! 𝑟! 𝑔 𝑖, 𝑗 𝜓!!! 𝑟! 𝜓! 𝑟! +
𝜓!!! 𝑟! 𝜓! 𝑟! 𝑔 𝑖, 𝑗 𝜓! 𝑟! 𝜓!!! 𝑟!
                              (2.26) 




𝑑𝑟! 𝑑𝑟!𝜓!∗ 𝑟! 𝜓! 𝑟!
!
!!"
𝜓!∗ 𝑟! 𝜓! 𝑟! −
𝑑𝑟! 𝑑𝑟!𝜓!∗ 𝑟! 𝜓! 𝑟!
!
!!"




!!!                                             (2.27) 
Combining the two expressions (the one-electron terms with the two-electron terms) we 
get a final expression for the energy of a Slater determinant of spin orbitals. 
Ε!"Ψ = 𝑑𝑟!𝜓!∗(𝑟!)ℎ(𝑖)𝜓! 𝑟!!!!! +
!
!
𝑑𝑟! 𝑑𝑟!𝜓!∗ 𝑟! 𝜓! 𝑟!
!
!!"
𝜓!∗ 𝑟! 𝜓! 𝑟! −
𝑑𝑟! 𝑑𝑟!𝜓!∗ 𝑟! 𝜓! 𝑟!
!
!!"




!!!          
(2.28) 
All the tools necessary to evaluate the energy of a Slater determinant have now been 
outlined.  
 
2.3.4. The Hartree-Fock Equations 
A derivation of the general method for solving a Slater determinant has been presented 
above. However, we still need to obtain the optimal spin-orbitals, which would, by the 
method of Lagrange’s undetermined multipliers, minimize the energy of the molecule. To 
begin, let us first equivocate and change our notation to something more convenient and 
space saving. 
 







!!! 𝜓!                 








  (2.29) 
 
The Slater determinant energy is therefore expressed as: 
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Ε!"Ψ! = 𝑖 ℎ 𝑗!!!! +
!
!
𝑖𝑖 𝑔 𝑗𝑗 −!!!!!!!! 𝑖𝑗 𝑔 𝑗𝑖                            (2.30) 
With the constraint that the spin-orbitals are orthonormal, i.e. 𝑖 𝑗 = 𝛿!".  
 
With the Lagrangian method of undetermined multipliers for optimizing a constrained 
function [57]: 
      ∧ 𝜓! = Ε!"𝜓! − 𝜀!"( 𝑖 𝑗 −!!!! 𝛿!")!!!!              (2.31) 
Here 𝜀!"   are the Ν!  undetermined multipliers. Our objective with the Lagrangian is to find 
the most optimal variational wavefunction that will minimize the energy (optimize the 
geometry), with regards to the possible choices of orthonormal orbitals. Hence, we are 
searching for 𝛿 ∧= 0.  
𝛿 ∧ 𝜓! = 𝛿Ε!"Ψ! − 𝜀!"!!!! 𝛿 𝑖 𝑗 = 0!!!!                (2.32) 
The minimum of the energy determined from the Slater determinant is called the Hartree-
Fock energy. Working with the Lagrangian in two parts and using the new nomenclature 
with the first term on the right (energy of the Slater determinant). The expansion yields:   
     𝛿Ε!"Ψ! = 𝛿 𝑖 ℎ 𝑗!!!! + 𝛿
!
!
𝑖𝑖 𝑔 𝑗𝑗 −!!!!!!!! 𝑖𝑗 𝑔 𝑗𝑖  
= 𝛿𝑖 ℎ 𝑗
!
!!!
+ 𝑖 ℎ 𝛿𝑗 +
1





𝑖𝛿𝑖 𝑔 𝑗𝑗 + 𝑖𝑖 𝑔 𝛿𝑗𝑗 + 𝑖𝑖 𝑔 𝑗𝛿𝑗  
− !
!
𝛿𝑖𝑗 𝑔 𝑗𝑖 +!!!!!!!! 𝑖𝛿𝑗 𝑔 𝑗𝑖 + 𝑖𝑗 𝑔 𝛿𝑗𝑖 + 𝑖𝑗 𝑔 𝑗𝛿𝑖                              (2.33) 
 
However, because the operators are Hermitian and the orbitals are chosen to be real, the 
following useful equivalences are seen [224]:    
𝑖 𝑗 = 𝑖 𝑗 ∗          
𝑖 𝑗 = 𝑗 𝑖 ∗         
𝑖𝑗 𝑗𝑖 = 𝑗𝑖 𝑖𝑗 ∗          
𝑖𝑗 𝑖𝑗 = 𝑗𝑖 𝑗𝑖 ∗                                                                                                                        (2.34) 
 
Using the simplified terminology the 𝛿Ε!"  becomes: 
 




Two new operators from the outcomes of operating on an arbitrary spin orbital arise. 𝒥 𝑖  
is the Coulomb operator. It reproduces the classical electron-electron electrostatic 
repulsions, which are independent of spin. The second operator is a spin dependent 
operator known as the exchange operator, 𝒦(𝑖). This exchange operator was unknown 
before quantum physics.  
 
𝒥! 1 𝜓! 1 = 𝑑𝑟!𝜓!∗ 2 𝑔 1,2 𝜓! 2 𝜓! 1                                           (2.36) 
𝐾! 1 𝜓! 1 = 𝑑𝑟!𝜓!∗ 2 𝑔 1,2 𝜓! 2 𝜓! 1                                                        (2.37) 
 
Substituting, the terms into the variation, we get: 
 
 𝑑𝑟!!!!! 𝛿𝜓!∗(1) ℎ 1 𝜓! 1 + 𝒥! 1 −!!!! 𝐾! 1 𝜓! 1 − 𝜀!"𝜓!(1) + 𝑐𝑜𝑚𝑝𝑙𝑒𝑥  𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑒       (2.38)     
 
From rearranging this we get the expression for the Fock operator, 𝑓, and the Hartree-
Fock equations: 
 
𝑓 1 ≡ ℎ 1 + 𝐽! 1 − 𝐾! 1!!!!                                               (2.39) 
𝑓 1 𝜓! 1 = 𝜀!"𝜓!(1)!!!!                                                              (2.40) 
 
The determinant wavefunctions and their expected values are invariant to unitary 
transformations. Therefore to diagonalize the Hermitian matrix, 𝜀, equivalent unitary 
multipliers of the matrix elements of the Fock operator are introduced.  
 
   𝜓!(1) 𝑓(1) 𝜓!(1) = 𝜀!"! 𝜓!(1) 𝜓!(1) = 𝜀!"     
 
𝜀! = 𝑈!𝜀𝑈                                                                                   (2.41) 
 




    𝑓 1 𝜓! 1 = 𝜀!  𝜓!(1)                                                                       (2.42) 
 
2.3.5. Solving the Hartree-Fock Equations 
The Hartree-Fock equations are made up of Coulombic, 𝒥!, and exchange operators, 𝐾!. 
Therefore the solution depends on the spin orbitals, 𝜓!, that we aim to calculate. Hence a 
solution is had, by first making a reasonable guess of the spin orbitals then calculating the 
Fock operator, 𝑓. This Fock operator is then substituted into the next set of guessed spin 
orbitals and the recursive method continues until a reasonable difference between two 
completed iterations brings it to a halt. This recursive, self-dependent method is the Self 
Consistence Field (SCF) method.   
 
There are methods from which a reasonable guess of the wavefunction of the spin orbitals 
can be made. For example, there is the Wolfsberg and Helmholtz method, which uses the 




          (2.43) 
 
2.3.6. Roothaan-Hall Equations for Closed Shell Molecules 
 
Closed shell molecules have all represented electrons paired. One is spin up and the other 
is spin down. Therefore, the total number of orbitals is reduced to 𝑁 2. Where each 
orthonormal orbital is duplicated into spatially identical, spin paired normalized 
wavefunctions [91, 190, 191]: 
 𝜓! 𝑥 =
𝜒!(𝑟)𝛼(𝑠)
𝜒!(𝑟)𝛽(𝑠)
         (2.44) 
Instead of a thorough derivation, we shall just multiply the Hartree-Fock equations from 
left with the atomic orbitals, Φ!∗ , and integrate. 
𝑓 𝑐!"Φ!! = 𝜀! 𝑐!"Φ!!     
𝑐!" Φ! 𝑓Φ!! = 𝜀! 𝑐!"! Φ! Φ!                               (2.45) 
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Substituting both the overlap matrix, 𝑆!", and the Fock matrix, 𝐹!", written in Atomic 
Orbital basis 
𝐹!" = Φ! 𝐹Φ!          
𝑆!" = Φ! Φ!                                                                   (2.46) 
we get the following eigenvalue equation  
𝐹!"𝑐!" = 𝜀! 𝑆!"𝑐!"!!                                                     (2.47) 
Wherein we use the Roothaan-Hall equations to solve for the orbitals which would satisfy 
the condition 𝑭𝝁𝝂 = 𝟎. 
 
These resulting orbitals also satisfy the conditions of 𝐹!" = 𝜀!𝛿!". Hence, we have come to 
a significant point. These Roothaan-Hall equations are the implemented numerical 
methods in the software programs of quantum chemistry for solving neutrally charged 
molecular calculations. 
 
2.3.7. Restricted Open Shell Hartree-Fock 
 
Open shell systems manifestly require modifications on the closed shell systems, in the 
treatment of orbital occupancies. Letting some orbitals contain only an electron with 
𝛼  spin is one such remedy [28, 29, 91, 190, 191]: 
Ε = 2! 𝑖 ℎ 𝑖 + 2 𝑖𝑖 𝑗𝑗 − 𝑖𝑗 𝑖𝑗 + 𝑠 ℎ 𝑠 +
!
!!!"
𝑠𝑠 𝑡𝑡 − 𝑠𝑡 𝑠𝑡 +!"
2 𝑠𝑠 𝑖𝑖 − 𝑖𝑠 𝑖𝑠!"                                                                       (2.48) 
where i, j are the doubly occupied orbitals and s, t are the singly occupied orbitals. 
If we should consider the wavefunctions using the following variations, using the 
Lagrange method of undetermined multipliers: 
𝑖 → 𝑖 + 𝜆𝑎 
𝑠 → 𝑠 + 𝜆𝑎 
𝑖 → 𝑖 + 𝜆𝑠 
𝑠 → 𝑠 + 𝜆𝑖      
We can minimize the energy and ascertain the SCF results: 






! = 0 
      𝐹!" +
!
!
𝐾!"! = 0           
                                                                                     (2.49) 
The Fock operator of the ROHF is thus: 
𝑓 = 𝐻 + 2𝐽! − 𝐾! + 𝐽! − !
!
!
                                (2.50) 
The c and o superscript respectively denote the summations of the closed and open shell 
systems. Fock matrices for the respective 𝛼 and 𝛽  electrons are thus: 
𝐹! = 𝐹 −
𝐾!
2  
𝐹! = 𝐹 + !
!
!
               
                                                                                                    (2.51) 
Suitable orbitals can therefore be found to satisfy the open system. 
 
2.3.8. Unrestricted Hartree-Fock 
The unrestricted Hartree-Fock UHF treatment of spatial orbitals uses different orbital 
descriptors for electrons of 𝛼 and 𝛽 spin: 
          𝜓!!!! 𝑥 = 𝜒!! 𝑟 𝛼 𝑠    
      𝜓!! 𝑥 = 𝜒!
! 𝑟 𝛽(𝑠)     
                                                                                         (2.52) 












                                                                                              (2.53) 
 which in turn lead to two Fock operators, 
  𝐹! = ℎ + 𝐽! − 𝐾! + 𝐽! 
𝐹! = ℎ + 𝐽! − 𝐾! + 𝐽!        
                                                                                         (2.54) 
 
18 
From which the Pople-Nesbet [180] equations are formed 
Ψ! 𝐹! − 𝜀!! Ψ! 𝐶!"! = 0
!
 
Ψ! 𝐹! − 𝜀!
! Ψ! 𝐶!"
! = 0!                                       (2.55) 
and following the previous procedure, the desired molecular orbitals are found. 
 
2.3.9. Spin Contamination of Unrestricted Hartree-Fock Wavefunctions 
 
Because the spin operators, 𝑆!, and 𝑆! are both known to commute with the non-
relativistic Hamiltonian [147], there exist eigenfunctions of the Hamiltonian, which will 
also be eigenfunctions of these spin operators.  
So, if the spin-spatial orbitals of a Slater determinant are described as the following: 
   𝜓 𝑥 =
𝜒! 𝑟 𝛼 𝑠
𝜒! 𝑟 𝛽 𝑠
 
                                                                                            (2.56) 
Wherein, each orbital is deemed occupied by an electron of either 𝛼 or 𝛽 spin. The 
number of electrons in the described system would therefore be: 
   𝑁 = 𝑁! + 𝑁!                                                                (2.57) 





                                                             (2.58) 
 




                                          (2.59) 
 







+ 1 + 𝑁! − 𝑆!"
!" !
!"




   𝑆!"
!" = 𝜒!! 𝜒!
!                                                                (2.61) 
we can then very easily see spin contamination [83, 84, 136, 171]:   
𝑆!"#! = 𝑆!"#$%! + 𝑁! − 𝑆!"
!" !
!"                                     (2.62) 
 
2.4.0. Electron Correlation 
 





electron-electron distance dependence tells us that both the dynamic and the non-dynamic 
motions of electrons are correlated. There is however, no explicit accounting for the 
correlated interactions of electrons of opposite spins. Meanwhile, electrons of the 
opposite spin are partially correlated.  
 
Within the HF approximation, each electron is said to interact with a charge distribution 
or average potential of all the other electrons, having the same spin. Hence, correlated 
methods built upon HF tend to be more reliable than the HF method alone. The energy 
minimum from HF is therefore always larger than the exact energy.  
Ε!"#$% = Ε!" + Ε!"##                                                   (2.63) 
For many molecular systems this HF correlation energy difference is often of the same 
magnitude as physical and reactive chemical processes. Despite this shortcoming, HF is 
still good for modeling isodesmic reactions and for finding the minimum energy 
equilibrium geometry profiles.  
There are several things, which can be done to improve the correlation energy: 
1. Use wavefunctions, which are extensively designed with inter-electronic distances. 
2. Perform the calculation with the electron density instead it is exact. 
3. Use a wavefunction constructed from multiple determinants, instead of the single 
Slater determinant: for example, use configuration interaction. 





2.4.1 Configuration Interaction 
 
Configuration Interaction (CIS) expands on the use of wavefunctions with instantaneous 
inter-electron distances. In Configuration Interaction, the wavefunction is constructed as 
a linear combination of the HF determinant and determinants from virtual orbitals of 
electron excitations, 





                                                                                                                   (2.64) 
If one were to apply the expanded wavefunction then the expansion would be considered 
full. A full Configuration Interaction will give the exact energy within the scope of the 
basis set description [38, 181]. The method unfortunately scales in size exponentially, so 
it is usually truncated except for very small, simple systems. But whilst this is the case, a 
truncated wavefunction in Configuration Interaction is not size consistent. The method 
itself has thus been expanded upon with higher order excitation terms in Quadratic 
Configuration Interaction, QCISD, and Brillouin’s Theorem [40]. 
 
2.4.2 Coupled Cluster Theory 
 
Coupled cluster (CC), overcomes the size consistency problem of Configuration 
Interaction by introducing an exponent in the wavefunction to represent the excitation 
operators [51, 52]. 
Ψ!! = 𝑒 ! Ψ!                                                    (2.65) 
 
For an expansive basis set, CC can recover nearly all of the correlation energy for a 
ground state molecule. But CC scales as the square of Configuration Interaction. This 
makes it a first choice method, for highly accurate calculations on very small systems. 
 
2.4.3 Moller-Plesset Perturbation Theory 
 
Moller-Plesset (MP) Perturbation Theory is constructed as a perturbation [162] acting on 
the HF Hamiltonian, 𝐻!.   
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𝐻 = 𝐻! + 𝜆𝑉                                                  (2.66) 




















































Inserting this result yields the non-variational, size consistent, second order Moller-




!" !" ! !" !" !
!!!!!!!!!!!!"#$
                                 (2.67) 
 
2.5. Summary of Hartree-Fock 
 
Hartree-Fock is generally the first tool for any theoretical work within the field of 
quantum chemistry. From here, one may bifurcate towards semi-empirical methods or 
continued refinements on these ab-initio foundations. Within our work, we prefer to use 
HF, and MP2 for optimizations and energy values, as they are generally accurate at our 







3. DENSITY FUNCTIONAL THEORY 
 
From a casual look at the kinetic energy operator, the interaction energy operator and the 
antisymmetry operators, it can be easily seen, that the numbers and identities of the 
particles determine everything within the system. Combining this with the external 
potential, 𝜈(𝑟), which are the external forces acting on the particles in the system that are 
independent of the internal forces of the system, we can model any system of electrons. 
More precisely, once we know both the amount of electrons in the system, N, and the 
external forces acting on the system, we can determine all that there is to know about the 
physical system. The wavefunction, Ψ, is therefore no necessary in DFT.  
 
Thomas and Fermi [65, 73, 256], motivated by the difficulty of wave mechanics, 
proposed that the electron density should become the fundamental variable of quantum 
mechanics. The electron density, 𝜌(𝑟), is the probability amplitude of physically 
observing an electron at a position, r, in space.  
 𝜌 𝑟 = 𝑁 Ψ! 𝑑𝑠! 𝑑𝑟! ≥ 0                                   (3.1) 
Hohenberg and Kohn later underpinned the theoretical foundation for DFT in 1964 [109]. 
Since then, DFT has grown to become the most popular route for theoretical solutions. 
Much of this is owing to the tremendous simplifications of the calculations from using 
the electron density versus Hartree-Fock from the wavefunction.  
 
3.1. Hohenberg-Kohn Theorem 1 
The first theorem of Hohenberg and Kohn states that for non-degenerate ground states, 
the external potential is uniquely defined, to within some trivial additive constant, by the 
unique electron density for that system [109]. This original theorem has since been 
updated to include cases of degenerate ground states [68].  
This first theorem provides the basis for using the ground state density as opposed to the 
N-electron wavefunction to treat electronic systems. 
 
If two different external potentials are produced from the same electron density: 
                  𝜌 → 𝜈 → 𝐻 → Ψ 
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𝜌 → 𝜈! → 𝐻! → Ψ!          
                                                                                                          (3.2) 
Using the variational principle for the wavefunctions we get 
      Ε! < Ψ! 𝐻 Ψ! = Ψ! 𝐻! Ψ! + Ψ! 𝐻 − 𝐻! Ψ!                               (3.3) 
            Ε! < Ε! + 𝜌(𝑟) 𝜈 𝑟 − 𝜈′(𝑟) 𝑑!𝑟                                          (3.4) 
Analogously 
      Ε!" < Ε! − 𝜌(𝑟) 𝜈 𝑟 − 𝜈′(𝑟) 𝑑!𝑟                                        
A summation of these two expressions leads to a proof via contradiction 
Ε! + Ε!" < Ε!" + Ε!                                                           (3.5) 
A functional of the density is therefore suitable for representing the ground state minima 
of the system. The electron density is thus uniquely associated with the energy minima. 
              Ε 𝜌(𝑟) = Ε Ψ[𝜌] Η[𝜌] Ψ[𝜌] = Τ 𝜌 + 𝑉!! 𝜌 + 𝜌 𝑟 𝜈(𝑟)𝑑!𝑟  
                                                                                                                                  (3.6) 
Therein  
     𝑉!! 𝜌 = 𝐽 𝜌 + Ε!" 𝜌                                                      (3.7) 
 
3.2. Hohenberg-Kohn Theorem 2 
 
The energy of an N-electron system’s trial density, Ε 𝜌! 𝑟 , from an N-electron system 
with an external potential, 𝜈! 𝑟 , can only be greater than or equivalent to the true ground 
state energy of the system [109]. Minima is reached only if the trial electron density, 
𝜌! 𝑟 , is in fact the true ground state electron density of the system.   
   Ε! 𝜌! ≤ Ε! 𝜌!                                             (3.8) 
This second theorem introduces the variational method as a mechanism through which 
the ground state minima of the chemical system is ascertained, via a SCF approach [109]. 
One may then guess an N-electron trial density, and minimize it to within some 
reasonable constraint. The theory builds up a variational method, which distinguishes the 
wavefunction of the ground state, Ψ!, from an arbitrary wavefunction, Ψ!!, which 
integrates to the ground state density, 𝜌!(𝑟):  
   Ε! ≤ Ε!! 
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Ψ! Η Ψ! ≤ Ψ!! Η Ψ!!  
Ψ! T+ V!! Ψ! + 𝜌 𝑟 𝜈 𝑟 𝑑𝑟 ≤ Ψ!! T+ V!! Ψ!! + 𝜌 𝑟 𝜈 𝑟 𝑑𝑟   
Ψ! T+ V!! Ψ! ≤ Ψ!! T+ V!! Ψ!!       
                                                                                                              (3.9) 
The wavefunction, Ψ!  is therefore the one which integrates to the density, 𝜌!, while 
finding the minimum of the eigenvalue of the universal density functional, T+ V!!. 
Ϝ 𝜌 ≡ Ε 𝜌 − 𝜈 𝑟 𝜌 𝑟 𝑑𝑟 = min!→! Ψ T+ V!! Ψ                   (3.10) 
      Ϝ 𝜌 = Τ 𝜌 + 𝐽 𝜌 + Ε!" 𝜌                                                         (3.11) 
Ϝ 𝜌  is the Hohenberg and Kohn universal density functional. The general concern of 
DFT is the search for solutions to this functional.  
 
3.3. Universal Density Functionals  
 
Universal density functionals can be seen as the unchanged functionals when a 
perturbation is applied to a system, which is at constant density. The perturbation would 
leave the value of some functionals unchanged. Universal functionals are very important 
to DFT, because they are independent of the external potential, 𝜈(𝑟). Therefore they do 
not change between different N-electron systems [154]. These functionals may therefore 
be applied to atoms, molecules or any other system. The kinetic energy functional, 𝑇 𝜌 , 
the electrostatic repulsion energy functional, 𝐽 𝜌 , and the electron-electron repulsion 
energy functional, 𝑉!! 𝜌 , are three of the most commonly encountered universal 
functionals in quantum chemistry.   
 
3.4. Kohn-Sham Method 
 
The objective in DFT is to find solutions to: 
 




The methodology involves introducing the electron density in a composite functional, 
from which the kinetic energy can be calculated [140]. This is done by constructing an 
auxiliary function, 𝑓  (𝑥), as an implicit functional of the density, 𝑓  [𝜌, 𝑥], the kinetic 
energy is then made an implicit functional of the density, 𝑇  [𝑓  (𝜌, 𝑥)]. In the Kohn-Sham 
method the auxiliary functions that are introduced are natural spin orbitals, 𝜙  (𝑟, 𝑠). From 
which a Slater determinant of these auxiliary orbitals, of non-interacting kinetic energy, 
can be determined. Thus we are able to deliver the KS orbitals from the electron density 
of the system.  
   
The exact kinetic energy functional is written 
                     Τ = 𝑛! 𝜙! −
!
!
∇! 𝜙!!!                                                           (3.13) 
𝑛! is a sometimes-fractional effective occupation number. The eigenfunctions of the 
diagonalized one-electron density matrices are the KS orbitals, possessing all of the many 
electron effects [140].  
 
The electron density is  
 𝜌 𝑟 = 𝑛! 𝜙! !!!!,!!!                                                                        (3.14) 
 
The following notationally simple terms are then used: 
  Τ! 𝜌 = 𝜙! −
!
!
∇! 𝜙!!!                                                                      (3.15) 
                  𝜌 𝑟 = 𝜙! !!!!,!!!                                                            (3.16) 
We thus produce the molecular orbitals of the determinant wavefunction, Φ!. These 
molecular orbitals are the eigenfunctions of the Hamiltonian, ℎ!, without the 𝑉!! 
component.  
    Φ! =
!
!
𝑑𝑒𝑡 𝜙!𝜙!…𝜙!                                                                         (3.17) 
                              ℎ!𝜙! = −
!
!
∇! + 𝜈(𝑟) 𝜙! = 𝜀!𝜙!                                (3.18) 
                              Τ! 𝜌 = Φ! −
!
!
∇!! Φ! = 𝜙! −
!
!
∇!! 𝜙!                     (3.19) 
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The quantities of the kinetic energy are well defined and clearly show that Τ! 𝜌 ≠ Τ 𝜌 . 
The KS reformulation of the interacting exchange-correlation functional now also 
contains a kinetic energy correction. 
  Ε 𝜌 = Τ! 𝜌 + 𝐽 𝜌 + 𝑉!! 𝜌 − 𝐽 𝜌 + Τ 𝜌 − Τ! 𝜌                     (3.20) 
The combined terms inside the {} are the exchange correlation energy components. 
       Ε!" 𝜌 = 𝑉!! 𝜌 − 𝐽 𝜌 + Τ 𝜌 − Τ! 𝜌                                     (3.21) 
The Euler-Lagrange equation expressing the property of the chemical potential is 




                                                                  (3.22) 
which can now be reformulated to  
                        𝜇 = 𝜐!"" 𝑟 +
!!! !
!"(!)
                                                            (3.23) 
The KS effective potential, 𝜐!""(𝑟), is 
                                  𝜐!"" 𝑟 = 𝜐 𝑟 +
!(!!)
!!!!
𝑑𝑟! + 𝜐!"(𝑟)                           (3.24) 
The exchange-correlation potential, 𝜐!"(𝑟), is 
        𝜐!" 𝑟 =
!!!" !
!"(!)
                                                                             (3.25) 
The KS equations for N orbitals is 
       − !
!
∇! + 𝜐!""(𝑟) 𝜙! = 𝜀!𝜙!                                                             (3.26) 
The electron density is then defined as 
   𝜌 𝑟 = 𝜙!∗ 𝑟, 𝑠 𝜙! 𝑟, 𝑠!!                                                             (3.27) 
with the constraint that 
                     𝜙! 𝜙! = 𝛿!"                                                                     (3.28) 
Because the density, 𝜌  (𝑟), is a functional of the effective potential, 𝜐!""(𝑟), the 







4. BASIS FUNCTIONS 
 
In theoretical chemistry, the terms basis functions, basis sets, and orbitals are routinely 
interchanged. A basis function in chemistry is a functional expansion of an atomic 
orbital, molecular orbital, or an unknown function, into a computable space. A basis set, 
is thus a linear combination of these known, expanded functions, which combine to cover 
a region or space of interest. Two kinds of basis functions are prevalent in quantum 
chemistry: Slater Type Orbitals (STO) [214, 215]; Gaussian Type Orbitals (GTO) [60, 
257].  
The same types of basis sets are used in either HF or DFT calculations. In principle, the 
parameters should be differently optimized for each theory. However, such theory 
dependent parameter optimizations only have minor effects on overall results, and the 
expense required for the individual optimizations is not justifiable. It is therefore a 
common practice to use the same basis sets in density functional theory that are also used 
in HF wavefunction calculations. 
Basis set expansion theorem in quantum mechanics uses the following representative 
systems: 
 𝜑! = 𝐶!" 𝜒!!                                                    (4.1) 
where 𝜒! is the basis set, 𝐶!" is the normalization constant and 𝜑! is the spatial orbital. 
These are the functionals of the spin orbital, 𝜓!  
               𝜓! = 𝜑!𝜔!                                                 (4.2) 
𝜔! is the spin function which have the value of 𝛼,𝛽 . These spin orbitals are themselves 
the functionals of the many electron Slater determinant Φ!. 
    Φ! = Α 𝜓!𝜓!…𝜓!                                                (4.3) 
The wavefunction, Ψ , of the molecular system in terms of its basis function is thus: 
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         Ψ = 𝐶! Φ!!                                          (4.4) 
From the expansion theorem, it is clear that if the basis set were complete, then the 
wavefunction would be exact. But, only an infinite number of basis functions can 
complete a basis set. Therefore, basis sets are always truncated; this creates inherent basis 
set truncation errors. 
4.1. Slater Type  
 
The functional form of Slater Type Orbitals (STOs) is a modification on the known 
hydrogenic radial wavefunctions. 
  𝜒!,!,!,! 𝑟,𝜃,𝜑 = 𝑁𝑅 𝑟 !,!𝑌!,! 𝜃,𝜑 !!!!!!!"                              (4.5) 
Here N is a normalization constant, 𝑌!,!  are the spherical harmonics, and 𝑅!,! is the radial 
contribution. Angular orthogonality is preserved in the system from usage of the 
spherical harmonics. However, the key difference with hydrogenic orbitals and STOs is 






𝑟!!!𝑒 !!"                                                         (4.6) 
Within STOs, the Laguerre polynomials are replaced with Slater exponents containing an 
effective radial quantum number, 𝑛∗, and a Slater screening component, 𝑠.  
 
The simpler Slater exponents, 𝜁, ensure a rapid convergence but the STOs have no radial 
nodes. Radial components are subsequently introduced with linear combinations of the 
STOs. The modifications made to the radial function with the introduction of the Slater 
exponents make the two-centered integrals tractable. But, they consequently remove the 
angular components, thus, orthogonality is not guaranteed. For this reason, STOs are not 
recommended for systems beyond atomic and diatomic molecules because the analytical 
calculations on three and four centered two-electron integrals cannot be completed [38, 
60, 70, 100, 257]. 
 




Gaussian Type Orbitals (GTOs) are also a modification on the known hydrogenic radial 
wavefunctions 𝜒!,!,!,! 𝑟,𝜃,𝜑 = 𝑁𝑅 𝑟 !,!𝑌!,! 𝜃,𝜑 !!!!!!!". In GTO the polynomial 
functions of r are modified and the exponential functions of r, are replaced by a Gaussian 
function: 
𝑒 !!" → 𝑒 !!!!  
𝑟 !!! → 𝑟 !!!!!!  
The 𝑒 !!!!   introductions into the hydrogenic wavefunctions causes two problems. The 
first is that the nucleus is smoothed over in GTOs, as the derivative at the nucleus is 
continuous. The second problem is that the GTOs fall off abruptly and long-range 
behavior of the wavefunction away from the nucleus is not modeled well. As such, more 
GTOs are needed, per linear combination, than STOs for the accuracy of a similar 
system. Nonetheless, the use of GTOs as the system gets larger, is faster than STOs and 
the problem of three and four centered two-electron integrals is nonexistent [60, 70, 100].  
 
GTOs are usually expressed in either polar or Cartesian coordinates. 
    𝜒!,!,!,! 𝑟,𝜃,𝜑 = 𝑁𝑌!,! 𝜃,𝜑 !!!!!!!!!!!!                                    (4.6) 
 𝜒!,!!,!!,!! 𝑥,𝑦, 𝑧 = 𝑁𝑥
!!𝑦!!𝑧!!𝑒!!!!                                               (4.7) 
 
Generally, a Cartesian coordinate system is preferred for setting up and expressing the 
chemical problem. This preference is because of the ease with which redundant 
combinations of functions appear in systems larger than d orbitals. Larger than d orbitals, 
the Cartesian coordinate system, using symmetry adaptation, can generally be reduced to 






5.0. THE STABILITY OF THE COMPOSITIONAL ISOMERS OF H7O3+: 




Five different hydronium clusters of water were extracted from the CCSD all were 
isomers of 𝐻!𝑂!!. They were each optimized with and without the solvent environment of 
water. Four of the five isomers found energy minimums. All of the geometries reverted to 
an (𝐻!𝑂)(𝐻!𝑂!)(𝐻!𝑂) arrangement. Some by means of single and double hydride shifts.  
All of the optimized geometry clusters in the gas phase came to a minimum value around  
-229.3383 au. The solvent optimizations had energy values around -229.4302. One 
structure had a geometry that was calculated to be a transition state. This transition state 
structure did not have its geometry morph by much except for the usual relaxing of the 
bonds without the crystal cage. Several levels of theory confirmed this transition state. A 
QTAIM study was done to ascertain the bonding mechanism of this transition state 
isomer. The transition state isomer had energies of -229.3128231 in the gas phase and -
229.4065446 in the solvent phase. This is the first record of a water cluster being found 





Extracting mischaracterized hydro ionic clusters from reported crystallographic data have 
at times yielded surprising results [21-24]. Typically these water clusters are of no more 
than eleven molecules and they are usually not unique. One may in fact extract different 
collections of said hydroxonium species for investigation. Herein, we discuss some 
isomers of 𝐻7𝑂3+  composition. In particular we are interested in the species found in the 
Cambridge Crystallographic Structural Database [45] listed as DOXLOR [67], LOLDOG 
[150], XUMQIF [243], SLBZAC [221], and WIZPAX [94]. They are all hydronium 
cationic clusters extracted with one of the following generalized arrangements 
(𝐻2𝑂)(𝐻3𝑂+)(𝐻2𝑂); (𝐻!𝑂!) 𝑂𝐻! (𝐻!𝑂!); (𝐻2𝑂)(𝐻2𝑂)(𝐻3𝑂+).  
 
The structural shapes of each of these clusters as found in their crystallographic 







Figure 5.1 The crystal structures of 5 𝐻!𝑂!! species 
as found in the CCSD. The bond lengths (along the 
bonds) are as taken from the CCSD. The Mulliken 
charges (in parentheses) are computed based on the 




In a previous report [234], a cluster of water was found to be energetically stable with the 
breakdown of 𝐻!𝑂 !! 𝐻!𝑂 ! 𝑂𝐻 !!. But there have been no previous reports on the stable 
existence of (𝐻!𝑂!) 𝑂𝐻! (𝐻!𝑂!). We are thus inclined to establish both the relative 
stability of this never before seen isomeric form of 𝐻7𝑂3+ and the geometries taken when 
the energy of these clusters are optimized in both gas phase and within an environment of 
other neutral water molecules as a solvent.    
 
Isomers of H7O3+  
 
Two of the compounds in this study, DOXLOR and LOLDOG, are of the 
𝐻!𝑂! 𝑂𝐻! 𝐻!𝑂!   arrangement. The V-shape of these two hydro cationic species 
comes from the versatility of the coordination number of the oxygen in the 𝑂𝐻!  anion. 
SLBZAC10 has the (𝐻!𝑂)(𝐻!𝑂)(𝐻!𝑂!) arrangement. (𝐻!𝑂)(𝐻!𝑂!)(𝐻!𝑂) is the 
generalized arrangement of XUMQIF. WIZPAX is also of the general arrangement 
(𝐻!𝑂)(𝐻!𝑂!)(𝐻!𝑂) but with a bifurcated hydrogen bond between two waters. It is the 
only structure, found to date, that has a bifurcated hydrogen bond. Such an arrangement 
is often synonymous with a transition state. Overall, a general statement of these isomers 
is that they all differ by one or two hydride shifts.  
 
The Mulliken charges were calculated based on the crystal geometries. The differences in 
the ensemble values are quite likely due to the different environments from which each 




The five isomeric forms of H7O3+ have been taken from the Cambridge Crystallographic 
Database. We are interested in the viability and structural stability of each. These forms 
have been chosen because either their arrangement is noteworthy, or their hydrogen 
bonds are unusually strong. We are interested in seeing how the geometries of each 




Both the single point energy and the geometry optimizations from the initial 
crystallographic datasets were done completely in the Gaussian 09 software package [80] 
using the MP2/6-311++G(3df,3pd) [76, 99], level of refinement. From the starting crystal 
data, separate calculations were done for the gas phase optimizations and the solvent 
based optimizations. One did not follow the other. Hence we expect slightly differing 
geometries, with different energy value ranges, as the starting point guesses for each, was 
different. Also, the environment within a solvent usually tends to give an effect of steric 
support for which the general results of gas phased optimizations, and solvent based 
optimizations, are inherently different in geometric shape and energy. 
 
The structure of WIZPAX, upon indicating the presence of a transition state was redone 
in other methods, namely Configuration Interaction (CIS) [182] and in Coupled Cluster 
(CCSD) [184]. Each confirmed the presence of one or more transition states. However 
we emphasize only the values of MP2/6-311++G(3df,3pd) as they are cohesive 
throughout this report. Table 1 presents energy data from the other chemical models 
employed in this study:  HF [191], B3LYP [20, 146], MP2 [76], CIS [182] and CCSD 





Results and Discussion 
 
The first thing to note of the two optimized results of all the clusters, except those of 
WIZPAX, is the change in conformation to the arrangement of (H2O)(H3O+)(H2O). These 
final arrangements are very similar to the initial arrangement of XUMQIF. Which is akin 
to a double hydride shift from the starting arrangements of both DOXLOR and 
LOLDOG. From the starting arrangement of SLBZAC10, it is a single hydride shift. 
Effectively, all of these optimized energies are similar and are around -229.3383 au in the 
vacuum phase and -229.4302 au in the solvent. All of the final geometries are similar in 
the (H2O)(H3O+)(H2O) arrangement, but they differ slightly all around. The typical 
hydrogen bond within this ensemble of H7O3+ is around 1.4 Å., which are very strong 
hydrogen bonds.  
 
All of this may in part be due to the initial guess used in the SCF calculations. But taken 
as a whole, this is an ensemble of minima; charges and geometries around which the most 
stable conformation of H7O3+ would be found. 
 







FIGURE 5.2  
The vacuum optimized results of DOXLOR. The 
bond lengths and charges (in parentheses) are 
shown. The minimum energies are around -





Figure 5.3  










The optimization and frequency calculations of WIZPAX yielded the surprise of a 
transition state. Several follow up optimizations and frequency calculations using CIS 
and CCSD have since reinforced these results. We however will only report here on the 
MP2/6-311++G(3df,3pd) results, as they remain compatible with the other isomers of 
H7O3+. The optimized geometry is slightly different without the confines of the cage in 
which it was found. The bifurcated hydrogen bonded in the center of the cluster is as it 




FIGURE 5.3  
The solvent optimized results of DOXLOR. The 
bond lengths and charges (in parentheses) are 
shown. The minimum energies are around -229.430 
au. Except for WIZPAX, which is -229.407 au. 
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transition state. However, it is important to note that had the full crystal been optimized it 
would have optimized to an energy minimum.  
 
Table 5.1: The calculated energy values of WIZPAX in atomic units, au, from different levels of theory for 
both the crystal structures and the geometry-optimized structures. 
Energy (au) HF B3LYP MP2 CIS CCSD 
 Crystal OPT Crystal OPT Crystal OPT Crystal OPT Crystal OPT 
6-311G -228.245 -228.410 -229.440 -229.633 -228.642 -228.831     
6-311G(d,p) -228.365 -228.498 -229.546 -229.707       
6-311+G(d,p) -228.373 -228.505 -229.560 -229.719       
6-311++g(3df,3pd) -228.392 -228.519 -229.579 -229.732 -229.162 -229.313 -228.022 -228.182 -229.168 -229.330 
 
Table 5.2: The calculated transition state frequencies in wavenumbers, cm-1, of WIZPAX as indicated by 
the different methods and levels of theory. 
Frequency(cm-1) HF B3LYP MP2 CIS CCSD 
6-311G -500.0 -567.3 -533.4   
6-311G(d,p) -457.9 -541.6    
6-311+G(d,p) -448.0 -532.5    
6-311++g(3df,3pd) -463.6 -547.4 -536.0 -192.5 -514.4 
 
A follow up analysis, using the Quantum Theory of Atoms in Molecule (QTAIM) [16, 
17] was done to investigate the bond paths and to look closer at the doubly bonded 
hydrogen. Fig. 5.4 displays the molecular graphs constituting the positions of nuclei and 
bond paths of maximal electron density. The bond critical points (BCPs) demarcations 
are the small green dots along the bond paths. Within the molecular graph the ring critical 
point (RCP) is the small red dot. The fourth critical point is the nuclear critical point 
(NCP), which is simply a count of the atoms in the system. When calculating the 
molecular graph of an isolated, non-periodic system, the Poincare ́-Hopf relationship 
must be satisfied for these four types of critical points:   
 
𝑛!"# −   𝑛!"# +   𝑛!"#   −   𝑛!!"   =   1                                                                                 (1) 
 
n is the number of each type of subscripted critical point. 




10𝑛!"# −   10𝑛!"# +   1𝑛!"#   −   0𝑛!!"   =   1                         (2) 
 




Figure 5.4 The QTAIM calculated bond paths and critical points of WIZPAX. Electron density values are 






Figure 5.5. The activation energy coordinate for WIZPAX calculated with B3LYP/6-311++g(3df,3pd) 
 
Summary and Conclusions 
 
The experimental data presented, and illustrated above, suggests the following 
conclusions: 
(1) The H7O3+ specie is capable of existing in at least four different stereochemical 
forms. Each with different charge distributions and structural profiles which are 
generalized as (𝐻2𝑂)(𝐻3𝑂+)(𝐻2𝑂); (𝐻!𝑂!) 𝑂𝐻! (𝐻!𝑂!); (𝐻2𝑂)(𝐻2𝑂)(𝐻3𝑂+). All of these 
clusters depend on the crystal structure environment’s capability to capture and stabilize 
the hydronium cluster.  
 
(2) The optimized geometries of four of the five species under consideration converted 
via hydride shifts to the previously known (𝐻2𝑂)(𝐻3𝑂+)(𝐻2𝑂) format. Thereby suggesting 
that the initial higher energy ions were actually being held in place by the crystal lattice 




(3) The cluster of WIZPAX confirms the previous deduction. The crystal lattice is indeed 
capable of capturing, stabilizing and housing hydronium clusters even those in an 





 CRYSTAL OPTIMIZED OPTIMIZED (Solvent) 
Atom X Y Z Charge X Y Z Charge X Y Z Charge 
O 2.067557 -0.439023 0.01269 -1.030184 -2.108922 -0.442106 0.017863 -1.189679 2.029042 -0.512362 -0.033674 -1.250808 
H 2.743356 -0.587792 0.797436 0.540774 -2.619861 -0.711591 -0.751369 0.526962 2.459045 -0.636439 0.819164 0.555666 
H 2.670594 -0.15488 -0.655893 0.541458 -2.726723 -0.375207 0.752869 0.517428 2.728117 -0.236067 -0.63579 0.545011 
H 1.231871 0.132293 -0.123995 0.959942 -0.884091 0.340281 -0.014935 1.039218 0.854516 0.360905 -0.01854 1.055416 
O -2.06495 -0.397732 -0.051074 -1.015276 2.140286 -0.381676 -0.016901 -1.189190 -2.110119 -0.384185 0.039376 -1.250056 
H -1.914532 -1.243986 -0.513448 0.548576 2.71004 -0.422728 0.757429 0.518737 -2.476643 -0.61202 -0.82166 0.552428 
H -1.34383 0.142241 0.216145 0.934356 0.867066 0.306775 -0.003051 1.037796 -0.858284 0.369256 -0.009483 1.049931 
H -2.564034 -0.476178 0.792275 0.545902 2.374157 -1.126094 -0.579072 0.519106 -2.073875 -1.211751 0.530689 0.547925 
O -0.088116 0.928981 -0.065052 -1.200447 0.000549 0.869993 0.048735 -1.307677 0.000937 0.942803 -0.069075 -1.358877 
H -0.139348 1.4505 0.314967 0.174899 0.02411 1.618876 -0.559457 0.527298 0.00825 1.596064 0.642601 0.553364 
 
 LOLDOG 
 CRYSTAL OPTIMIZED OPTIMIZED (Solvent) 
Atom X Y Z Charge X Y Z Charge X Y Z Charge 
O 2.170214 -0.459815 -0.015521 -1.038490 2.140091 -0.381894 -0.017238 -1.189077 -2.109897 -0.384452 0.039894 -1.249708 
H 1.445156 0.008108 -0.113943 0.743804 0.867091 0.307349 -0.002971 1.037710 -0.858286 0.369201 -0.009754 1.049663 
H 2.041398 -1.21818 -0.401849 0.605796 2.373109 -1.127911 -0.577632 0.519201 -2.071028 -1.215409 0.525216 0.547710 
H 2.382668 -0.537493 0.798794 0.629469 2.709564 -0.421916 0.757351 0.518687 -2.480992 -0.606268 -0.820757 0.552391 
O -0.038662 1.181401 -0.128775 -1.445103 0.00054 0.870482 0.048917 -1.307524 0.001 0.942707 -0.068769 -1.359033 
H 0.08968 1.649492 0.584336 0.528332 0.023885 1.619341 -0.559341 0.527276 0.007885 1.595634 0.64322 0.553458 
O -2.07026 -0.541418 0.091632 -1.061033 -2.108567 -0.44257 0.017741 -1.189575 2.028997 -0.512219 -0.03403 -1.250929 
H -2.850225 -0.161942 0.136348 0.615931 -2.620894 -0.709236 -0.751534 0.526995 2.458912 -0.638128 0.818594 0.555751 
H -2.133001 -1.19335 -0.466947 0.591840 -2.725374 -0.376477 0.753679 0.517479 2.728075 -0.234119 -0.635321 0.544942 






 CRYSTAL OPTIMIZED OPTIMIZED (Solvent) 
Atom X Y Z Charge X Y Z Charge X Y Z Charge 
H 2.242005 -1.170599 -0.349048 0.594320 -2.557889 -0.782243 0.755063 0.526333 -2.459261 -0.636888 0.823275 0.555244 
H 2.77856 -0.014355 -0.275004 0.577286 -2.709877 -0.402213 -0.736728 0.516629 -2.731794 -0.225369 -0.628058 0.547000 
H 1.217869 0.166927 -0.026846 1.117114 -0.873826 0.351652 0.016172 1.035116 -0.855975 0.362166 -0.013276 1.047524 
H 0.092537 1.355378 -0.382971 0.386025 0.000228 1.666762 0.532912 0.529498 -0.000041 1.592656 0.646784 0.555095 
H -0.742838 0.417389 0.027948 0.726613 0.873131 0.351402 0.01557 1.035300 0.856061 0.362446 -0.013535 1.047389 
O 2.160519 -0.422101 0.069417 -1.203263 -2.080034 -0.4506 -0.010855 -1.191002 -2.031631 -0.507593 -0.029982 -1.252696 
O 0.104955 0.825777 0.079354 -1.124178 -0.000198 0.900888 -0.053572 -1.303629 -0.000052 0.941025 -0.066359 -1.349139 
H -2.830597 0.063446 -0.364416 0.610186 2.556511 -0.785476 0.75458 0.526285 2.45963 -0.636048 0.823296 0.555161 
H -2.623468 -0.556888 0.73619 0.585174 2.710821 -0.401937 -0.736093 0.516487 2.73174 -0.226771 -0.628752 0.546960 
O -2.282233 -0.436339 -0.069503 -1.269276 2.080345 -0.450032 -0.010758 -1.191016 2.031638 -0.507457 -0.029876 -1.252536 
 
 XUMQIF 
 CRYSTAL OPTIMIZED OPTIMIZED (Solvent) 
Atom X Y Z Charge X Y Z Charge X Y Z Charge 
O 2.009639 -0.509049 -0.009078 -0.836099 2.137355 -0.385162 -0.012877 -1.190984 -2.109555 -0.38459 0.039823 -1.249763 
H 2.37894 -0.511896 0.547882 0.250383 2.709236 -0.429577 0.759425 0.517627 -2.479767 -0.607975 -0.820811 0.552407 
H 2.395317 -0.346883 -0.59724 0.487485 2.400957 -1.096815 -0.603303 0.520671 -2.070705 -1.21477 0.526517 0.547754 
O -1.946317 -0.538384 -0.037801 -1.214476 -2.107344 -0.443232 0.017658 -1.190984 2.028537 -0.512444 -0.033843 -1.250921 
H -2.567014 -0.570716 0.764905 0.500735 -2.725655 -0.374983 0.751986 0.517437 2.727468 -0.235724 -0.635917 0.544985 
H -2.386291 -0.34775 -0.656015 0.618878 -2.614107 -0.725012 -0.749765 0.527029 2.458747 -0.637085 0.818782 0.555741 
O -0.02414 0.944646 0.105685 -1.300762 -0.001266 0.872092 0.048259 -1.307257 0.001003 0.943157 -0.068943 -1.359101 
H -0.083084 1.875032 -0.342818 0.536251 0.008981 1.625634 -0.554682 0.528258 0.008021 1.595941 0.64318 0.553447 
H 0.680898 0.299775 -0.044208 0.973599 0.870203 0.320254 -0.011739 1.039242 -0.858205 0.369496 -0.009778 1.049772 
H -0.732222 0.42473 -0.142952 0.984005 -0.879575 0.330916 -0.016242 1.038959 0.85456 0.36113 -0.018264 1.055678 
 
 WIZPAX 
 CRYSTAL OPTIMIZED OPTIMIZED (Solvent) 
Atom X Y Z Charge X Y Z Charge X Y Z Charge 
H -0.203781 0.712486 0 0.702696 -0.054271 0.348639 0 0.834982 -0.028239 0.41485 0 0.864003 
O -0.015982 -0.744229 1.83602 -1.212532 -0.016484 -0.633281 1.575142 -1.090936 -0.008645 -0.651739 1.532533 -1.117832 
H 0.502225 -1.43454 1.83302 0.606150 0.60741 -1.328909 1.801776 0.531390 0.526115 -1.450112 1.505523 0.542056 
H -0.818385 -1.004288 1.80482 0.615555 -0.81547 -0.859298 2.061156 0.521412 -0.866297 -0.949457 1.849176 0.536250 
O -0.015982 -0.744229 -1.83602 -1.212532 -0.016484 -0.633281 -1.575142 -1.090936 -0.008645 -0.651739 -1.532533 -1.117832 
H 0.502225 -1.43454 -1.83302 0.606150 0.60741 -1.328909 -1.801776 0.531390 0.526115 -1.450112 -1.505523 0.542056 
H -0.818385 -1.004288 -1.80482 0.615555 -0.81547 -0.859298 -2.061156 0.521412 -0.866297 -0.949457 -1.849176 0.536250 
O -0.015982 1.552553 0 -1.061483 -0.016484 1.355719 0 -1.119918 -0.008645 1.420304 0 -1.152167 
H 0.609837 1.826204 0.55343 0.670220 0.433008 1.657257 0.806676 0.680603 0.458039 1.72484 0.795264 0.683609 









Calculations on three previously reported crystallographic hydronium cation structures 
were investigated for stability with B3LYP/6-311+G(2d,2p). Two of the structures were 
isomers of (H11O5+) but each had distinct crystallographic geometric structures. The 
structure of BEXFEQ was an asymmetric chain while IYEPEH was cyclic. A third 
hydronium cation, NEBDII (H15O7+), optimized to a cuboid structure, albeit, lacking a 
final vertex. Completing the cube with an additional H2O, and optimizing the stability of 
the new H17O8+ structure led to a complex with the approximate symmetry of a cube. 
However, the composition of the theoretical structure is one of 3[H3O+]3[H2O]2[OH-]. 
All 3 optimized structures formed ringed complexes, and all are adjudged stable by their 






















Bernal previously reported on some mischaracterized water compounds found in the 
Cambridge Structural Database (CSD) [45, 262]. Two of the structures were isomers of 
(H11O5+) with very asymmetric crystallographic geometries. These two are labeled as 
BEXFEQ, and IYEPEH in the CSD [258, 259]. A third hydronium cation, indexed as 
NEBDII [126] has the composition (H15O7+). Both BEXFEQ and NEBDII are acyclic and 
asymmetric. Both structures have their H3O+ hydrogen atoms bonded to a single water 
molecule on one end, and hydrogen bonded to more waters in a chain on another side. 
Taking these three crystal structures, Figs. 6.1–6.3, the questions of what happens when 
we optimize the energy of these hydronium cations, which of the two isomers was more 
stable and which of these three hydronium cations, upon optimization, had the strongest 
binding energy, are to be answered here.  
 
The energy optimization of the NEBDII molecule yielded a structure resembling a cube 
with a missing vertex. The question of what happens if one water molecule was added at 
the location of the open vertex was asked. Would the system optimize into a cube or 
would the electrostatic effects dismantle the assembling cube? The inital geometry of the 
(H18O8+) structure was therefore obtained from the energy-optimized geometry of 
NEBDII. This (H18O8+) optimization therefore differs from all other optimizations in 














Figure 6.1:  
The pre, and post (in parentheses) optimization Mulliken charges for BEXFEQ H11O5+. 
Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable Structures of Hydronium Cation 
















The pre, and post (in parentheses) optimization Mulliken charges for IYEPEH H11O5+. 
Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable Structures of Hydronium Cation 









The pre, and post (in parentheses) optimization Mulliken charges for NEBDII (H15O7+).  
Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable Structures of Hydronium Cation 









Method of Calculations: 
 
Density Functional Theory (DFT) [109, 140, 146, 260], with a numerical description of 
the Kohn-Sham (KS) equations [140] from the Gaussian 09 software package [80], 
running on a GNU/LINUX operating system were used for this study. The methods used 
in this paper involved the semi-empirical AM1, and the DFT methods of LSDA and 
B3LYP. These were all unmodified within the Gaussian 09 software package [80]. 
Chemical accuracy is generally refined and increased as one progresses from AM1 to 
LSDA/DGDZVP [87, 231] to B3LYP/6311+G(2d,2p) [20, 46]. However, AM1 
geometries derived from crystal structure optimizations are efficient starting points for 
the ground state energy optimizations of the more chemically accurate B3LYP and LSDA 
approximations. LSDA geometry results were then passed into the B3LYP model for 
another round of optimizations and chemical refinement. Combining methods and theory 
in this manner have been found to be fast, with regards to determining the optimal 
geometry of a structure [261]. This efficient routine was adhered to for the energy 
optimizations in this study. We began with the experimental (Figs. 6.1–6.3) geometries as 
taken from the crystallography data [258, 259, 262]. The theoretical structure (Fig. 6.6) 
however, did not involve the AM1 model. The enveloped form from which it was 
produced was the outcome of LSDA/DGDZVP energy optimizations of NEBDII. All of 
the data being discussed within this article are of results calculated from the final step 
with the DFT model B3LYP/6-311+G(2d,2p) [261]. The route of calculations began with 
the energies calculated at the extracted coordinates from each reference [258, 259, 262]. 
Following that, the geometry minimum of each hydronium cluster was found without 
constraints. The optimized values from LSDA were then passed to B3LYP. Along with 
the optimized energy, the vibrational frequencies of each the resulting geometry were 










Table 6.1: The B3LYP/6-311+G(2d,2p) calculated energies of the two isomers of H11O5+ 
along with the energies of the H15O7+ complex. The calculated binding energy of each 
complex is also shown. Reprinted with permission from ref [234]. 
                                              H11O5+                                              H11O5+                                                  H15O7+      
Energies (au)     
 IYEPEH BEXFEQ NEBDII 
 Crystal Optimized Crystal Optimized Crystal Optimized 
 -380.497 -380.834 -380.238 -380.844 -532.896 -533.080 
Binding energy -0.206 -0.216 -0.307 
Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable Structures of Hydronium Cation 
Clusters. Comptes Rendus Chimie. 2012. 15, 700-707. Reprinted with permission. 
 
The most stable conformers of the three hydronium clusters IYEPEH, BEXFEQ, and 
NEBDII, have been calculated. The single point energies at the crystal geometries were 
the first step. Next, the geometry of each hydronium complex was optimized, without 
constraints, until the lowest energy geometry was obtained. The two sets of energy data, 
the crystal and the optimized, as well as the calculated binding energies of each cluster 
are presented in Table 6.1. The binding energy values are derived from the sum 
difference of the energy of the cluster and its discrete parts, within the limit of the method 
and theory used. In this case it is subtraction of the sum of the energy of all the isolated 
water molecules and each isolated hydronium ion calculated in the same method and 
level of theory. The binding energies are listed at the bottom of Table 1. The negative 
values of the binding energies of the optimized hydronium clusters indicates that each at 
its lowest energy geometry, is structurally stable. The respective binding energies were 
calculated as –0.1462 au, –0.1400 au, and –0.1860 au for IYEPEH, BEXFEQ, and 







Figure 6.4:  
The Mulliken charges (in parentheses) and bond distances of the optimized structure 
BEXFEQ H11O5+. Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable Structures of 
Hydronium Cation Clusters. Comptes Rendus Chimie. 2012. 15, 700-707. Reprinted with permission. 
 
BEXFEQ 
The lowest energy geometry of BEXFEQ is cyclical, as shown in Fig. 6.4. From Fig. 6.4 
one can see the hydronium cation, which is centered on atom O1, is in the four-
membered ring with three waters. Another exo-cyclic water is hydrogen bonded and sits 
above a water molecule from the ring. This preference for water clusters to form four 
membered rings is not unusual as we saw in a previous comparison of four and six 








Figure 6.5:  
The Mulliken charges (in parentheses) and bond distances of the optimized structure 
IYEPEH H11O5+. Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable Structures of 
Hydronium Cation Clusters. Comptes Rendus Chimie. 2012. 15, 700-707. Reprinted with permission. 
 
IYEPEH 
The calculated lowest energy geometry of IYEPEH was also cyclical. However this 
structure was found cyclical as a crystal, with a hydronium molecule, sitting above the 
four-membered water ring. The energy optimization of the cluster maintained the ring 
observed crystallographic structure, as shown in Fig. 6.5 but, the H3O+ was found within 
the 4-membered ring with an exocyclic water hydrogen bonded to the H3O+ fragment 












Figure 6.6:  
The Mulliken charges (in parentheses) and bond distances of the optimized structure 
NEBDII H15O7+. Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable Structures of 
Hydronium Cation Clusters. Comptes Rendus Chimie. 2012. 15, 700-707. Reprinted with permission. 
 
NEBDII 
The NEBDII cation was discovered as an acyclic chain (Fig. 6.3). But, the optimized 
structure is cyclical. Within the optimized geometry there are three four membered rings 
and one five membered ring as shown in Fig. 6.6. The hydronium ion includes the O1 
atom. These were expected as a similar occurrence has been previously reported in 
reference [233] i.e. the positively charged water clusters prefer to group in four 
membered rings.   
 
Table 2  
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The crystal and optimized geometry coordinates are presented in table 2. The calculated 
Mulliken charges for the extracted hydronium clusters and at the geometry minima of 
each are diagrammed in Figures. 6.1–6.6.  
 
For each geometry-optimized cluster, the calculated vibrational frequencies have all been 









Figure 6.7:  
Representations of the optimized geometry for the theoretical cube H17O8+ done with the 
B3LYP method. (6.7a): The initial geometrical distances (in parenthesis). These were 
taken from the NEBDII optimization. The optimized values are also presented; (6.7b): 
The Mulliken charges calculated from the NEBDII geometry (in parentheses) and after 
optimization. Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable Structures of 





The fourth structure of interest in this article was derived differently to all the other cases, 
thus far described. Close inspection of the geometry-optimized figure of NEBDII hinted 
that the structure was a cube with a missing vertex. Such an observation coupled with the 
prevailing idea that hydronium species tend to prefer four membered ring clusters, a 
water molecule was added to the structure at the vertex to complete the cubic structure. 
The ensuing structure was then optimized to an energy minimum. Fig. 7 diagrams the 
bond distances and charges for the before and after structures that were completed. Table 
3 has the relevant coordinates for the resulting optimized cluster of Fig. 7.  
 
The energy calculated within B3LYP/6-311+G(2d,2p) level of refinement was -612.1288 
au. The constituent breakdown of the cluster clearly shows that though cubic, the 
hydronium water cluster had changed dramatically. The optimized cubic cluster was now 
formed of 3[H3O+] + 3[H2O] + 2[OH-], a sharp departure from the original [H3O+] + 
7[H2O]. Each component was at a vertex. The high symmetry of this cluster and the very 
strong binding energy made this cluster very intriguing. There has never been another 
reported case of hydroniums and hydroxides existing in such symbiosis. The constituent 
breakdown of the cluster is unique. The structure was quite likely in a transition state, at 
some other inflection point, or showing bonding patterns yet to be understood. But the 
binding energy of the cluster was found to be –0.1610 au. Which means that it is stable 
enough to exist under the right conditions. For these reasons the vibrational frequencies 
had to be calculated. The electron density distribution, bond paths and topological 
properties of H17O8+ had to examined using the Quantum Theory of Atoms in Molecules 
(QTAIM) to better understand the interactions taking place.        
 
Two close imaginary frequencies [Im(𝑣)/cm-1 = –239, and –253] were found when the 
vibrational frequencies were calculated in the B3LYP/6-311+G(2d,2p) level of theory. 
The presence of imaginary frequencies are an indication that the geometry of the cube 
found, is unstable, and rests at a second order saddle point on the Potential Energy 
Surface, PES [156] i.e. there are two different directions by which this structure would 
break apart. However, the LSDA/DGDZVP vibrational frequency calculations had no 
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imaginary frequencies. Therefore, whether or not this is a second order saddle point is 
still inconclusive and as such both sets of results will be discussed going forward.  
 
The Quantum Theory of Atoms in Molecules (QTAIM) [1, 10-17] is unambiguous in 
describing chemical bonding. A path of maximal electron density is the primary 
component of QTAIM. These electron density paths are axes indicating the bond path 
and attraction between adjoined atoms. The bond path is the equivalent definition of 
being chemically bonded [10-17]. Combining bond paths with other topological 
properties of the atoms present in a molecule, one can rigorously define and characterize 
bonding interactions [10-17, 263]. The hydronium ion cluster H17O8+is a perfect 
candidate for the bond path and cluster topology characterization. Having that many 
species of varying potentials present in one cluster, within such a small volume, the 
interactions and bond paths formed are of prime interest. 
 
The optimized bond lengths and geometry orientations are displayed in Fig. 6.8 with the 
plotted molecular graphs of both the LSDA/DGDZVP and the B3LYP/6-311+G(2d,2p)  
levels of refinement. The displayed geometries were fully optimized at each level of 
theory. The QTAIM topological map at the optimized electron densities was done using 
AIM2000 [1]. Fig. 6.8 displays the molecular graphs constituting the positions of nuclei 
and bond paths of maximal electron density. The bond critical point (BCP) demarcations 
are the small red dots found along the bond paths. Within the molecular graph each ring 
critical point (RCP) is yellow. The cage critical point (CCP) is green. The fourth critical 
point is the nuclear critical point (NCP), which is simply a count of the atoms in the 
system. In QTAIM, calculating the molecular graph of an isolated, non-periodic system, 
the Poincare ́-Hopf relationship must be satisfied for these four types of critical points:   
 
nNCP - nBCP + nRCP - nCCP = 1                                                           (6.1)  
 





For H17O8+, the Poincaré-Hopf as seen in Fig. 6.8, would be: 
 
 
25NCP - 29BCP + 6RCP - 1CCP = 1                                                          (6.2) 
 
The optimized O-H bond lengths in both LSDA/DGDZVP and the B3LYP/6-
311+G(2d,2p)  levels of refinement are shown in Fig. 6.9. The gas phase, calculated bond 
lengths of an O–H bond in an isolated H2O molecule is 0.975Å in LSDA/DGDZVP and 
0.961 Å in B3LYP/6-311+G(2d,2p). The corresponding calculated electron densities in 
an isolated H2O molecule, at the BCP are 0.334 au in LSDA/DGDZVP and 0.373 au in 
B3LYP/6-311+G(2d,2p). Within the optimized H17O8+ hydronium cluster there are 
distinctly two different kinds of hydrogens. The first are the ones that point outwards 
from the cube and are involved only in covalent bonds. There are four such external 
hydrogens. The bond lengths and electron densities of these four hydrogens are 
somewhat typical and exhibit nothing unusual. The second hydrogen types are those, 
which are sharing both covalent and hydrogen bonds. There are thirteen such internal 
hydrogens. Each of the thirteen hydrogens exhibited anomalously lengthened covalent 
bonds, shortened hydrogen bonding, as well as reduced electron densities at the bond 
critical points. Within each optimized structure, covalent O-H bonds average around 1.1 
Å as compared to the typical 0.96 Å. The hydrogen bond lengths are between ~1.4–1.6 Å 
as compared to ~1.8 Å. The electron densities at the covalent BCP are 0.25 au as 
compared to 0.33 au. The electron densities between the hydrogen bonds range between 
0.05 and 0.1 au, indicating strong hydrogen bonds. Therefore, within the optimized 
structure of H17O8+ there are clearly two different types of bonds holding this cube like 
structure together. Using the BCP values given, it becomes even clearer that there are 
three types of moieties in the H17O8+ cluster.  
 
 
Using the calculated QTAIM charges [1, 10-17], the best description of the optimized 




 [H17O8]+ = 3[H3O+0.7] 3[H2O+0.1] 2[OH-0.6]                                               (3) 
 
 
From the QTAIM data there are three equivalently charged hydronium cations. They 
each possess a QTAIM charge of +0.71 au at the B3LYP/6-311+G(2d,2p) level of 
refinement, while the LSDA/DGDZVP level of theory gives each a charge of +0.75 au. 
There are also three water molecules each only slightly positive with charges of +0.03 au 
in B3LYP/6-311+G(2d,2p) with corresponding values in LSDA/DGDZVP of +0.01 au. 
Surprisingly, this complex structure also possesses two hydroxyl anions. One of the 
hydroxyl ions is closest to three waters from its vertex, and carries a net negative charge 
of –0.62 au at the B3LYP/6-311+G(2d,2p) level and an LSDA/DGDZVP charge of –0.68 
au. The other hydroxyl anion has three hydronium cations as closest neighbors. This 
hydroxyl anion was calculated to carry a charge of –0.60 au at the B3LYP/6-

























Figure 6.8.  
The results from (top) LSDA/DGDZVP, (bottom) B3LYP/6- 311+G(2d,2p) for cubic 
H17O8+ cluster: Left are the bond lengths from the energy-optimized geometries with 
values in Å. Right are the QTAIM derived molecular graphs. Wallace, S.; Huang, L.; Matta, C. 
F.; Massa, L. Bernal, I. New Stable Structures of Hydronium Cation Clusters. Comptes Rendus Chimie. 











Figure 6.9.  
The bond lengths calculated from (a) LSDA/DGDZVP, (b) B3LYP/6-311+G(2d,2p) on 
the cubic H17O8+ cluster: The bond lengths make apparent the stoichiometry of 
[H3O+]3[H2O]3[OH-]2. Wallace, S.; Huang, L.; Matta, C. F.; Massa, L. Bernal, I. New Stable 

















Figure 6.10.  
The QTAIM charges of the cubic H17O8+ structure in atomic units. The LSDA/DGDZVP are top 
with the B3LYP/6-311+G(2d,2p) derived values beneath. Wallace, S.; Huang, L.; Matta, C. F.; 
Massa, L. Bernal, I. New Stable Structures of Hydronium Cation Clusters. Comptes Rendus Chimie. 2012. 
















Discussion and Conclusions: 
Categorizing hydronium cations are of interest in many fields. Here we have optimized 
and characterized some positively charged hydronium clusters. The three initiating 
species BEXFEQ, IYEPEH and NEBDII were taken from crystallographic data 
previously reported in the CSD. Two of the structures are isomers of H11O5+, BEXFEQ 
and IYEPEH Figs. 6.1-6.3. The optimized energies and resulting geometries of both were 
compared. From Table 6.1, the calculated values of IYEPEH reveal it has a lower 
geometry minimum than BEXFEQ in both the crystal geometry and in their respective 
optimized arrangements. The third hydronium structure, NEBDII is of H11O5+ 
composition. All three optimized structures, judging by their binding energies, are stable. 
 
Herein we note and discuss these never before reported structures of hydronium ion 
clusters. Each of the optimized hydronium clusters shown in Figs. 6.4-6.6, were initiated 
from crystal coordinates reported in CSD. The optimized bond distances, binding 
energies and Mulliken atomic charges are presented.  
 
 
The optimized outcome of the NEBDII crystal cluster appeared to be an open cube with a 
missing vertex. As such a single H2O was added to the corner, at an appropriate distance 
and the new, theoretical, structure was optimized. The outcome of this was a cubic 
structure with the charge displaced over the entirety of the cube. The binding energy 
calculated from B3LYP/6-311+G(2d,2p) is –0.1610 au. The negative value means that 
this cube is stable. Thus the cubic cluster was further inspected with QTAIM, to 
characterize bonding and charge densities. Using QTAIM the cube was calculated to 
break down into [H17O8]+ = 3[H3O+0.7] 3[H2O+0.1] 2[OH-0.6]. Figs. 6.7-6.10 show the bond 
distances, the charges, and the QTAIM bond paths and electron densities of this [H17O8]+ 
specie.   
 
Each of the optimized hydronium ion clusters in this study, relaxed into networks of 








Table 6.2. The full Cartesian coordinates of both the crystal and the optimized geometries 
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Two cyclic isomers of, (H14O6)2+, along with (H18O8)2+ an 8 membered cyclic structure 
were extracted from the CSD. We report our findings of stable cyclic dihydronium 
cations. These previously unreported or mischaracterized hydronium complexes were 
captured and stabilized within the crystal environments they were found. Density 
functional theory was used to answer the question of each hydronium cluster’s stability, 
external of the crystal. Our results indicate that the optimized clusters of (H14O6)2+ are 
both energetically stable. The hydrogen bonded four membered ring cluster, according to 
the calculated binding energies, was the more stable isomer.  We also determine that all 










 Huggins, Latimer and Rodebush were the first to discuss the existence of the hydrogen 
bond, around 1920 [264]. The concept has been discussed and elaborated on by many 
others since. Hydrogen bonds are based on the idea that electronegative atoms can form 
stabilizing bonds, across a divide, with an electron poor atom. 
 
 Throughout the history of x-ray crystallography a variety of crystals with water having an 
attached proton species have been reported. These hydronium compounds tended to be of 
H3O+, H5O2+, H7O3+ and H9O4+ composition [21]. Many of the isomeric forms of these 
hydronium compounds can be different depending on the anchoring points onto the 
crystals. The anchoring point dependence can cause asymmetry in some of the 
hydronium species, and as such the hydrogen bonds may differ markedly, most notably, 
amongst H5O2+, H7O3+ compounds.  
 
 Frequent mischaracterization of these hydronium compounds has led us to this study. 
Previously, a specimen was described with a chemical composition of H14O62+ [103]. 
Therein, the authors pointedly negated the visible ring structure and instead described this 
structure as a dimeric specie of hydronium cations [(H5O2+)(H2O)]2. Essentially, this was 
mischaracterized as a complex of two hydronium cations attached to two waters of 
hydration. The structure as captured is shown in Fig. 7.1. Our calculations show that this 
specie forms stable ring structures of di-cations, as we shall see in what follows. 
 
 In 2005, another cyclic isomer of H14O62+ was described [23]. The specimen was was 
discovered trapped in an organic substrate, Fig. 7.2.  The compound in reference [103] 
and Fig. 7.1 are cyclic isomers with very different arrangements.  One forms a four 




 Fig.7.3 shows a compound of H18O82+ trapped in an organic sulfonate [93]. A full 
description of this chemical substrate is given in detail in ref. [27]. It is the only eight 
membered hydronium cluster in the CSD [45]. 
 
 Each of the compounds in this study, are ringed hydronium complexes with a charge of 
2+.  They are each composed of hydronium dications strongly hydrogen bonded in a 
network of waters or as mono-hydrated pairs of H5O2+, H7O3+, H9O4+ cations as described 
in ref [103].  
 
From a qualitative look at each figure, one may surmise that each of these compounds 
should form robust hydrogen bonds. But, just how stable are these hydrogen bonds?  In 
order to quantify and adjudge stability, we will use the methods of DFT at the level of 
LSDA/DGDZVP to calculate the structural properties and geometry minima throughout. 
These geometry optimization calculations are a great way to ascertain binding energies 










Figure 7.1.  
The di-hydronium cation of H!"O!!! trapped within four SbBr!   !! species in an octahedral 
arrangement [103]. The isolated dication can be seen in Fig 7.4. Wallace, S.; Huang, L.; Massa, L.; 
Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic dihydronium cations. PNAS. 2007, 104, 










Figure 7.2.  
The UCANOB di-hydronium cation of 𝐻!"𝑂!!! trapped within cucurbituril species in six ring 
carbonyl arrangement [23]. The isolated dication can be seen in Fig 7.5. Wallace, S.; Huang, L.; 
Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic dihydronium cations. PNAS. 












Figure 7.3.  
The FEGTEQ di-hydronium cation of 𝐻!"𝑂!!! is shown as found in hydrogen bonded sulfonate 
molecules [93]. The isolated dication can be seen in Fig 7.6. Wallace, S.; Huang, L.; Massa, L.; 
Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic dihydronium cations. PNAS. 2007, 104, 










Table 7.1:  
The crystal and optimized LSDA/DGDZVP calculated minima energies of H14O62+ 
isomer aggregates, and an H18O82+ complex, with the binding energies of each.  
 H14O62+ (4-cycle) H14O62+ (6-cycle) H18O82+ (8-cycle) 
Crystal Energy -457.118 au -456.626 au -608.693 au 
Optimized Energy -457.163 au -457.147 au -609.402 au  
Binding Energy -0.199 au -0.183 au -0.294 au 
Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic 
dihydronium cations. PNAS. 2007, 104, 16798-16803. Reprinted with permission. 
 
Method of Calculation 
Density Functional Theory (DFT) [109, 140, 146, 260], with the numerical description of 
the Kohn-Sham (KS) equations [140] in the Gaussian 03 software package [81], installed 
within the AIX 5.2 operating system was used for this study. Our DFT method employed 
was constructed of the SVWN Local Density Functional as described by references [109, 
140, 260], together with the purely theoretical basis set DGDZVP [231]. This basis set is 
fairly large and it includes double-zeta valence plus polarization functions. This 
combination of method and theory, have been found to be accurate with regards to 
energies and stability [87, 222]. The implemented wave function in this method was 
constructed of a single Slater determinant of the orbitals. However, the numerical KS 
orbitals are fully capable substitutes for deriving, the exact ground state electron density 
of the optimized structures in question.  
 
 Results 
The molecules of interest in this study were extracted from the CSD [45]. The geometries 
were taken directly from the X-ray diffraction data previously reported in [23, 93, 103]. 
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Each of the three dihydronium water clusters were found stabilized within a crystal, 
entrapped. Therefore, one of the questions we aim to answer here is the question of each 
of their independent stabilities. We have optimized each crystal structure using the 
LSDA/DGDZVP method and level of theory. Two structures are isomers of molecular 
formula H14O62+, and the third is of formula H18O82+.  
 
The dihydronium cation H14O62+ as shown in fig. 7.1 and fig. 7.5 is a cyclic array of 4 
waters, 2 of which are protonated, each with one exo-cyclic pendant hydrogen bonded 
water. This cyclic dihydronium cation was reported, trapped in the crystal by 4 𝑆𝑏𝐵𝑟! !! 
anions.  
 
One of the H14O62+ dihydronium cation isomers is represented in fig. 7.2, in its 
environment of capture, and also in fig. 7.6 wherein it is isolated. This H14O62+ isomer 
was caged within a crystal of cucurbituril molecules.  
 
The di-hydronium cation of formula H18O82+ that is shown in fig. 7.3 and fig. 7.10 was 
discovered caged within a crystal structure, hydrogen bonded to sulfonate molecules.  
 
The optimized structures of these extracted dihydronium molecules will give insight into 
how independent and energetically feasible each cluster would be outside of the 
entrapping crystals. These theoretical calculations are also desirable for the isomeric 
comparisons of H14O62+; binding energies, optimized structural energies and charge 
distributions.  
 
In table 7.1 we present the energies determined from the LSDA/DGDZVP calculations 
for each of the three dihydronium molecules, along with their respective binding 
energies. One set of calculations is done for each of the molecules at the two geometries, 
the crystal geometry and the energy optimized arrangement. Listed on the first row of the 
table are the energies ascertained by the DFT method for the extracted crystal geometries. 
The second row is the energy of the geometries at the end point of the structural 
optimization. Of the two dihydronium isomers of H14O62+, the cyclic 4-membered isomer 
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(-457.118 au) is lower in energy, and therefore more stable than the 6-membered cyclic 
isomer (-456.626 au), by (-0.492 au). The energies at the optimized coordinates also 
show that the cyclic 4-membered isomer (-457.163 au) is more stable than the 6-
membered isomer (-457.147 au), by (-0.016 au).  
 
The cyclic 8-membered dyhyronium molecule of formula H18O82+ has energies of (-
608.693 au) for its crystal coordinates and of (-609.402 au) for the energy optimized 
coordinates.  
 
Binding energies for all three dihydronium cations is shown on the third row. Binding 
energies were calculated using the energy-optimized minima for each molecular 
dihydronium cation of interest, the energy minima at the optimized geometries of the gas 
phased water molecule and gas phased hydronium cation. All were calculated from the 
same method and theory described previously. The relative binding energies is then 
calculated according to the formula: 
 
𝐸!"#!"#$ = 𝐸!"#  !"# − (𝑛!!!! +𝑚!!!!!)                              (7.1) 
 
Here, the coefficients n and m, are the sum of waters and hydronium cations, 
respectively, that are found within the dihydronium cation clusters, Fig 7.4. The resulting 
binding energies calculated is negative in each of the three species, 4-cycle (-0.199 au), 
6-cycle (-0.183 au), and 8-cycle (-0.294 au). These binding energies imply that each of 
these dihydronium cation species are more stable as full ionic molecules versus being 
separated into fragments of water and hydronium ions.   
 
The extracted structures of the three dihydronium complexes are shown in Figs. 7.5-7.7. 
Each is reproduced from the crystal structure coordinates. Each bond distance and 
hydrogen bond distance is noted. Dashed lines are used to represent hydrogen bonding. 
The bond length for both the crystal and the theoretically optimized structures are shown 
on the same figures. So too are the atomic charges in Figures 7.8-7.10. The optimized 






Figure 7.4.  
The optimized bond lengths (in parentheses) and charges of the molecules in each complex are 
represented where EH2O(opt) = -76.072 a.u., and  EH3O+(opt) = -76.338 a.u.. Wallace, S.; Huang, L.; 
Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic dihydronium cations. PNAS. 





















Figure 7.5.  
The pre, and post (in parentheses) optimized bond lengths for the four-membered cyclic H14O6
2+
.  
Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic 














Figure 7.6.  
The pre, and post (in parentheses) optimized bond lengths for the six-membered cyclic H14O6
2+
. 
Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic 







Figure 7.7.  
The pre, and post (in parentheses) optimized bond lengths for H18O8
2+
, the cyclic eight-membered 
dihydronium complex. Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The 







Figure 7.8.  
Pre, and post (in parentheses) optimization, Mulliken charges for H14O62+, the four-membered 
cyclic molecule. Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The 








Figure 7.9.  
The pre, and post (in parentheses) optimization Mulliken charges for H14O6
2+
, the cyclic six-
membered dihydronium complex. Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; 





















Figure 7.10.  
Pre, and post (in parentheses) optimization Mulliken charges for H18O82+, the eight-membered 
cyclic molecule. Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The 





Table 7.2. Cartesian grid points for each structure in this study are shown.   
Label 
H14O62+  4 cycled structure H14O62+  6 cycled structure H18O82+  8 cycled structure 
Crystal Optimized Crystal Optimized Crystal Optimized 
X Y Z X Y Z X Y Z X Y Z X Y Z X Y Z 
O1 2.670 -0.168 1.844 2.599 -0.214 1.819 0.000 11.381 11.908 -0.001 11.191 11.161 11.650 -0.891 3.927 11.495 -0.306 3.809 
H1a 3.480 -0.220 1.315 3.438 -0.374 1.274 0.689 11.727 11.422 0.904 11.786 11.087 11.709 -0.272 4.661 11.780 0.295 4.620 
H1b 1.896 0.124 1.309 1.872 0.220 1.260 0.000 12.034 12.620 -0.003 10.533 11.894 12.500 -1.138 3.558 12.238 -0.726 3.322 
H1c 2.682 0.020 2.918 2.629 -0.037 2.943 -0.689 11.727 11.422 -0.905 11.790 11.087 11.042 -0.406 3.054 10.600 0.084 3.218 
O2 2.677 0.168 -1.844 2.747 0.214 -1.819 0.000 13.092 6.458 0.000 12.806 6.868 8.309 4.491 3.228 8.464 3.906 3.346 
H2a 3.450 -0.124 -1.309 3.474 -0.220 -1.260 -0.880 13.012 7.061 -0.944 12.912 7.359 8.250 3.872 2.494 8.179 3.304 2.536 
H2b 1.867 0.220 -1.315 1.908 0.374 -1.274 0.000 13.631 6.128 0.000 13.079 5.920 7.459 4.738 3.597 7.721 4.326 3.833 
H2c 2.665 -0.020 -2.918 2.717 0.037 -2.943 0.880 13.012 7.061 0.943 12.915 7.360 8.917 4.006 4.102 9.359 3.516 3.937 
O3 4.529 -0.486 -0.007 4.458 -0.681 -0.006 -2.043 11.878 10.545 -1.929 12.641 10.768 11.873 0.654 5.950 11.809 1.222 5.771 
H3a 5.346 0.000 0.000 5.298 -0.161 -0.004 -1.906 12.172 9.755 -2.268 12.644 9.837 12.113 1.544 5.632 12.444 2.011 5.784 
H3b 4.798 -1.394 0.000 4.731 -1.630 -0.032 -2.337 12.628 10.928 -2.658 12.830 11.400 12.330 0.499 6.488 11.847 0.769 6.645 
O4 0.817 0.486 0.007 0.888 0.681 0.006 -2.023 12.920 7.855 -2.263 12.931 7.971 12.202 3.222 4.856 12.802 3.647 5.464 
H4a 0.000 0.000 0.000 0.048 0.161 0.004 -2.314 13.661 8.207 -2.728 13.796 7.858 12.539 3.142 4.079 13.592 3.849 4.911 
H4b 0.549 1.394 0.000 0.615 1.630 0.032 -2.630 12.528 7.433 -2.850 12.249 7.559 12.570 3.796 5.246 12.875 4.235 6.252 
O5 2.666 0.221 4.219 2.536 0.127 4.207 2.043 11.878 10.545 1.932 12.633 10.769 9.551 3.517 5.063 10.446 3.020 4.382 
H5a 3.334 -0.093 4.757 3.025 0.818 4.708 1.906 12.172 9.755 2.269 12.640 9.837 9.305 2.931 5.374 10.453 2.269 5.038 
H5b 1.898 0.091 4.657 2.325 -0.628 4.803 2.337 12.628 10.928 2.664 12.815 11.399 10.522 3.482 4.965 11.226 3.598 4.641 
O6 2.680 -0.221 -4.219 2.810 -0.127 -4.207 2.023 12.920 7.855 2.261 12.936 7.972 10.408 0.083 2.093 9.513 0.580 2.773 
H6a 2.012 0.093 -4.757 2.322 -0.818 -4.708 2.314 13.661 8.207 2.722 13.805 7.865 10.654 0.669 1.782 9.506 1.331 2.117 
H6b 3.448 -0.091 -4.657 3.021 0.628 -4.803 2.630 12.528 7.433 2.853 12.260 7.557 9.437 0.118 2.190 8.733 0.001 2.514 
O7 - - - - - - - - - - - - 7.756 0.378 2.300 7.157 -0.048 1.692 
H7a - - - - - - - - - - - - 7.420 0.458 3.076 6.366 -0.249 2.244 
H7b - - - - - - - - - - - - 7.389 -0.196 1.910 7.084 -0.635 0.904 
O8 - - - - - - - - - - - - 8.086 2.946 1.206 8.150 2.378 1.384 
H8a - - - - - - - - - - - - 7.846 2.056 1.523 7.515 1.589 1.372 




Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic 
dihydronium cations. PNAS. 2007, 104, 16798-16803. Reprinted with permission. 
 
Table 7.3. The Mulliken charges all atoms in this study.  
label 
H14O62+  
4 cycled structure 
H14O62+  
6 cycled structure 
H18O82+  
8 cycled structure 
Crystal Optimized Crystal Optimized Crystal Optimized 
O1 -0.8880 -0.9126 -0.5641 -0.8700 -0.8081 -0.8777 
H1a 0.5289 0.5295 0.4055 0.5387 0.5091 0.5338 
H1b 0.5339 0.5296 0.5050 0.5194 0.5088 0.5147 
H1c 0.5639 0.5652 0.4055 0.5385 0.5046 0.5493 
O2 -0.8880 -0.9126    -0.6383 -0.8703 -0.8081 -0.8777 
H2a 0.5339 0.5296 0.5314 0.5549 0.5091 0.5338 
H2b 0.5289 0.5295 0.3342 0.5327 0.5088 0.5146 
H2c 0.5639 0.5652 0.5314 0.5549 0.5046 0.5493 
O3 -0.9212 -0.9256 -0.7875 -0.9076 -0.8067 -0.9471 
H3a 0.5157 0.5221 0.4567 0.5102 0.4767 0.5120 
H3b 0.5108 0.5222 0.4458 0.5115 0.3913 0.5145 
O4 -0.9212 -0.9256 -0.8593 -0.9135 -0.8384 -0.9227 
H4a 0.5157 0.5221 0.4900 0.5244 0.4689 0.5114 
H4b 0.5108 0.5222 0.4990 0.5258 0.4551 0.5125 
O5 -0.8419 -0.8787 -0.7875 -0.9076 -0.7709 -0.9225 
H5a 0.5027 0.5235 0.4567 0.5101 0.3846 0.5040 
H5b 0.4952 0.5248 0.4458 0.5114 0.5249 0.5179 
O6 -0.8418 -0.8787 -0.8593 -0.9134 -0.7709 -0.9225 
H6a 0.5027 0.5235 0.4900 0.5244 0.3846 0.5040 
H6b 0.4951 0.5248 0.4990 0.5257 0.5249 0.5179 
O7 - - - - -0.8384 -0.9227 
H7a - - - - 0.4689 0.5114 
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H7b - - - - 0.4551 0.5124 
O8 - - - - -0.8067 -0.9471 
H8a - - - - 0.4767 0.5120 
H8b - - - - 0.3913 0.5145 
 
Wallace, S.; Huang, L.; Massa, L.; Mukhopadhyay, U.; Bernal, I.; Karle, J. The structures of cyclic 
dihydronium cations. PNAS. 2007, 104, 16798-16803. Reprinted with permission. 
 
Discussion and Conclusions 
 
Three dihydronium cation clusters were taken from within the crystal structures found in 
refs. [23, 93, 103]. We demonstrated, by DFT calculations, that each would exist as stable 
structures, independent of the stabilizing effects of the crystals surrounds in which each 
was discovered. This is a natural conclusion, as each complex had negative binding 
energies which were calculated and presented in table 7.1. Of the relative stability of the 
isomeric 4-cyclic and 6-cyclic H14O62+, the 4-cyclic dication is slightly more stable than 
the 6-cyclic dihydronium cation. This conclusion follows from the comparison of the 
total energies at each isomer’s optimized geometry. The exact magnitude of the 
optimized energies and thus the corresponding binding energies, and molecular 
geometries might have been different, had other quantum mechanical ab-initio methods 
and levels of theory been applied, especially if one were to have incorporated the 
correlation energies. However, our conclusion that these dihydronium ions would be 
independently stable outside of the crystals from which they were extracted won’t differ 
with a more rigorous method/theory combination. 
 
When optimizing the crystal geometry of each complex, each of the oxygens became 
more negative and the hydrogens more positive. This electrostatic behavior trends 
naturally with the atomic electronegativities, however this behavior is only natural, as the 




In table 7.2 we list the Cartesian grid position of each atom and their respective charges 
in table 7.3.  
 
The qualitative strengths of hydrogen bonding in these species may be approximated 
roughly, with assumption: Assume that the binding energies of these dihydronium 
complexes, is due mainly to the hydrogen bonds shown in Figs. (7.5-7.7). One can 
approximate the average stabilizing effect of the hydrogen bonds throughout, by doing a 
ratio of the total binding energy of each of the dications by the number of hydrogen 
bonds within each dication. Our back of the envelope attempt indicates the contributing 
stability of approximate 83.68 [kJ/mol], for the hydrogen bonding energy for the two 
isomers of H14O62+. While the contributing hydrogen bonding stability of the H18O82+ 





8.0 CONCLUSIONS  
 
Theoretical chemistry has long been concerned with methods to ascertain the energy of 
chemical systems. The two most often used routes towards this goal are Hartree-Fock and 
Density Functional Theory. Quantum Crystallography is the field of study wherein these 
two methods are applied to the geometry of a compound as found from X-ray 
crystallography whereby quantifiable values of the structure, beyond just the atomic 
locale, are ascertained.  
 
Categorizing hydronium cations are of interest in many fields. Here we have optimized 
and characterized some positively charged hydronium clusters.  For this Quantum 
Crystallographic study we have sifted through more than 2000 different crystal structures 
from the CSD. Each having small clusters of hydronium water clusters. We have looked 
at and grouped many of the structures according to differing characteristics. We have 
ascertained that these hydronium clusters generally do not occur in groups larger than 
eleven molecules.  
 
The H7O3+ specie is capable of existing in at least four different stereochemical forms. 
Each with different charge distributions and structural profiles which are generalized as 
(H2O)(H2O)(H3O+), (H2O)(H3O+)(H2O) and (H3O+)(OH-)(H3O+). All dependent on the 
environment in which they are found. The optimized geometries of four of the five H7O3+ 
species under consideration, converted via hydride shifts to the (H2O)(H3O+)(H2O) 
format. Thereby suggesting that the initial structures were actually transition states held 
in place by their respective crystal lattices. 
 
Hydronium cationic clusters larger than H7O3+ tend to have a preference for four 
membered rings when optimized. Two isomers of H11O5+, BEXFEQ and IYEPEH when 
optimized yielded two four membered rings. Both with an exocyclic water attached. A 
third hydronium structure, NEBDII of H15O7+ composition, when optimized, appeared to 
be a cube with a missing vertex. As such, a single H2O was added to the corner, at an 
appropriate distance and the new, theoretical, structure was optimized. The outcome of 
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this was a six ringed cubic like structure with the charge displaced over the entirety of the 
cube. Using QTAIM the cube was calculated to break down into [H17O8]+ = 3[H3O+0.7] 
3[H2O+0.1] 2[OH-0.6]. 
 
Two isomers of H14O62+ and the only cluster found of H18O82+ were also characterized. 
Of the relative stability of the isomeric 4-cycle and 6-cycle H14O62+, the 4-cycle dication 
is slightly more stable than the 6-cycle dihydronium cation. All three of these structures 
are the first reports on these stable dihydronium cations.   
 
These hydronium cations are of importance in many fields of study, including 
bioenergetics, environmental chemistry, and general acid-base chemistry. In the 
optimization from the extracted crystal coordinates to geometry minima each of the 
oxygens became more negative and the hydrogens more positive. This electrostatic 
behavior trends naturally with the atomic electronegativities, however this behavior is 
only natural, as the crystal surrounds have been removed.  These reported optimized 
structures of hydronium cations indicate that their independent experimental existence 
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