We study causal dynamic approximation in deterministic setting of non-bandlimited discrete time processes by band-limited processes. We obtain some conditions of solvability and uniqueness of a mean-square optimal approximation. An unique extrapolation to future times of the corresponding band-limited process can be interpreted as an optimal forecast. To accommodate the current flow of observations, the selection of this band-limited process has to be changed dynamically. This can be interpreted as a causal and linear filter.
Introduction
We study causal dynamic approximation of non-bandlimited discrete time processes (i.e., time series) by band-limited discrete time processes. This task has many practical applications and was studied intensively, especially for continuous time processes. Continuous time band-limited processes play a special role in signal processing; by the Nyquist-Shannon-Kotelnikov interpolation theorem, these signals can be completely recovered from their values at the sampling points. These processes are analytic; they allow a unique extrapolation from any interval, and they are uniquely defined by their past. In this sense, these process are predicable.
For many applications, it is preferable to replace a process by its band-limited approximation.
In theory, a process can be converted to a band-limited process with a low-pass filter. However, a ideal low-pass filter is non-causal; therefore, it cannot be applied for the process that is observable dynamically such that its future values are unavailable. Moreover, in continuous time setting, it was shown in [2] that the distance of the set of ideal low-pass filters from the set of all causal filters is positive; see also discussion in [8] . Respectively, causal smoothing cannot convert a process into a band-limited one. There are many works devoted to causal smoothing and sampling, oriented on estimation and minimization of errors in L 2 -norms or similar norms, especially in stochastic setting; see, e.g., Wiener [24] , Szegö [20, 21] , Verblunsky [23] , Kolmogorov [15] , and more recent papers [14, 18, 10, 11, 1, 19, 3] .
The present paper readdresses the problem of causal band-limited smoothing approximation.
We consider approximation in the deterministic setting, i.e., pathwise, using pathwise optimality criterion rather than criterion calculated via expectation. This setting is attractive since it does not rely on the statistical properties of the underlying process. Further, we consider an approximation that does not target the match of the values at any set of selected points; the error is not expected to be small. This is different from the more common setting where the goal is to match the approximating curve with underlying process at certain sampling points (see, e.g., [14, 18, 9, 12, 16] ).
Our setting is closer to the setting from [10, 11, 22] . In [10, 11] , the point-wise matching error was estimated for a sampling series and for a band-limited process representing smoothed underlying continuous time process; the estimate featured a given error that vanishes. In [22] , the problem of minimization of the total energy of the approximating bandlimited process was considered; this causal approximation was constructed within a given distance from the original process smoothed by an ideal low-pass filter. We consider approximation of the underlying process by a band-limited process directly using different methods, and we seek an approximation minimizing the L 2 -norm of the error with respect to the original non-smoothed process. Another related result was obtained in [9] , where interpolation problem for absent sampling points was considered in a setting with vanishing error, for a finite number of sampling points. In our setting, the main focus is on the minimization of a non-vanishing error and on the case of infinite number of sampling points. For the solution, we use non-singularity of special sinc matrices obtained recently in [16] for the solution of the so-called superoscillations problem for continuous time processes; see the references in [12, 16] .
It can be noted that the setting in [12, 16] considers exact matching of the band-limited process and the underlying process in certain points, which is different from our setting.
We consider the case of discrete time underlying processes and discrete time approximating discrete time band-limited processes; the values between fixed discrete times are are not included into consideration. The discrete time band-limited processes are still predictable in some weak sense; see, e.g., [5, 6, 7] . However, this setting imposes certain restrictions. In particular, it does not allow to consider continuously variable locations of the sampling points, as is common in sampling analysis of continuous time processes; see, for example, [10, 11, 4, 12, 16, 17] . For discrete time processes or sequences, it is not obvious how to define an analog of the continuous time analyticity. Further, the predicting horizon for underlying continuous time processes can be selected to be arbitrarily small, such as in the model considered in [4] . This possibility is absent for discrete time processes.
We consider mean-square optimal approximation of the known historical path of the underlying process by the traces of the band-limited discrete time processes. We obtain sufficient conditions of existence and uniqueness of an optimal approximating band-limited process; the optimal process is derived in time domain in a form of sinc series. An unique extrapolation to future times of this process can be interpreted as an optimal forecast. This process can be interpreted as the output of a causal and linear filter. To accommodate the current flow of observations, the coefficients of the sinc series have to be changed dynamically; therefore, the corresponding filter is not time invariant.
It can be noted that, for some problems, time invariance for a filter is not crucial. For example, a typical approach to forecasting in finance is to approximate the known path of the stock price process by a process that has a unique extrapolation that can be used as a forecast. This procedure can be done at current time; it is not required that the same forecasting rule will be applied at future times.
Definitions
We use notation sinc (x) = sin(x)/x.
We denote by Z the set of all integers.
We assume that we are given Ω ∈ (0, π), N ∈ Z ∪ {+∞} such that N ≥ 0. In addition, we are given s ∈ Z and q ∈ {k ∈ Z : k < s} ∪ {−∞}.
Let Z N be the set of all integers k such that |k| ≤ N if N < +∞, and let Z N = Z if N = +∞.
For a Hilbert space H, we denote by (·, ·) H the corresponding inner product. We denote by L 2 (D) the usual Hilbert space of complex valued square integrable functions x : D → C, where D is a interval in R. We denote by ℓ r the set of all sequences x = {x(t)} t∈Z ⊂ C, such that
r be the set of all sequences x ∈ ℓ r such that x(t) = 0 for t = −1, −2, −3, .... For x ∈ ℓ 1 or x ∈ ℓ 2 , we denote by X = Zx the Z-transform
Respectively, the inverse Z-transform x = Z −1 X is defined as
Let τ ∈ Z∪{+∞} and θ < τ ; the case where θ = −∞ is not excluded. We denote by ℓ 2 (θ, τ ) the Hilbert space of complex valued sequences {x(t)} τ t=θ such that x ℓ 2 (θ,τ ) = Let Y N be the Hilbert space of sequences {y k } N k=−N ⊂ C provided with the ℓ 2 -norm, i.e.,
Let B ∞ be the set of all mappings X : T → C such that X e iω ∈ L 2 (−π, π) and X e iω = 0 for |ω| > Ω. We will call the the corresponding processes x = Z −1 X band-limited.
For the case where N < +∞, let B N be the set of all X ∈ B ∞ such that there exists a sequence
where I is the indicator function. Consider the Hilbert spaces of sequences X = ℓ 2 and X − = ℓ 2 (q, s).
Let B N be the subset of X − consisting of sequences {x(t)} t∈T , where x ∈ X are such that
Main results
Uniqueness of the extrapolation for band-limited processes
there exists an unique X ∈ B N such that x(t) = (Z −1 X)(t) for t ∈ T .
By Lemma 3.1, the future {x(t)} t>s of a band-limited process x = Z −1 X, X ∈ B ∞ , is uniquely defined by its history {x(t), t ≤ s}. This statement represent a reformulation in the deterministic setting of the classical Szegö-Kolmogorov Theorem for stationary Gaussian processes [20, 21, 15, 23] .
In addition, Lemma 3.1 states that the future of processes from B N is uniquely defined by a finite set of historical values that has at least 2N + 1 elements for any N < +∞. (ii) If s − q < 2N + 1, then there are many X ∈ B N such that x(t) = (Z −1 X)(t) for t ∈ T ; they form a linear manifold in B N (the case where N = +∞, q > −∞ is not excluded).
Existence and uniqueness of optimal band-limited approximation Let x ∈ X be a process. We assume that the sequence {x(t)} t∈T represents available historical data. 
(ii) If either N = +∞, s = −∞ or N < +∞, s − q ≥ 2N + 1, then the corresponding optimal process x is uniquely defined.
Under the assumptions of Theorem 3.1(ii), by Proposition 3.1, there exists a unique extrapolation of the band-limited solution x of problem (3.1) on the future times t > s. It can be interpreted as the optimal forecast (optimal given Ω and N ).
Remark 3.2. If N < +∞ and s − q < 2N + 1 then there are many optimal processes x ∈ B N such that F ( x, x) = 0; they form a linear manifold in B N .
Up to the end of this section, we assume that the assumptions of Lemma 3.1 and Theorem 3.1(ii) are satisfied, i..e, either N = +∞, q = −∞, or N < +∞, s − q ≥ 2N + 1.
Optimal solution
Consider the mapping Q : Y N → B N such that
Consider the operator Q * : B N → Y N being adjoint to the operator Q :
By the property of the sinc function, it follows that this convolution maps continuously ℓ 2 into ℓ 2 .
Hence the operator Q * can be extended as a continuous linear operator Q * : X − → Y N .
Consider the linear bounded non-negatively defined Hermitian operator R = Q * Q :
(ii) Problem (3.1) has a unique solution
Let us elaborate equation (3.3). The optimal process x can be expressed as
Here y = { y k } N k=−N is defined as Respectively, the components of the vector
The process x(t) represents the output of a linear causal smoothing filter. It can be noted that the operators R and Q have to be recalculated for each s, and the values x(t) = x q,s (t) calculated for observations {x(t), s ≤ t ≤ q}, can be different from the values x q,s+τ (t) calculated for the same t using the observations {x(t), s ≤ t ≤ q + τ }, where τ > 0. Therefore, this filter is not time invariant.
Remark 3.4. We have excluded the case where Ω = π; this case leads to the trivial solution with
Proofs
Proof of Lemma 3.1. Let us consider first the case where N = +∞ and s − q = −∞. Without a loss of generality, we assume that s = 0. In this case, T = {t : t ≤ 0}. It suffices to prove that if x(·) ∈ B N is such that x(t) = 0 for t ∈ T , then x(t) = 0 for t > 0. By Theorem 1 from [6] , processes x(·) ∈ B N are weakly predictable in the following sense: for any T > 0 , ε > 0, and κ ∈ ℓ ∞ (0, T ),
where
Let us apply this to a process x(·) ∈ B N such that x(t) = 0 for t ∈ T . Let us observe first that
Let T > 0 be given. Let us show that x(t) = 0 if 0 ≤ t ≤ T . Let {κ i (·)} be a basis in ℓ 2 (−T, 0).
It follows from (4.1) and from the weak predictability [6] of x that y i (t) = 0 if t ≤ 0. It follows that x(t) = 0 if t ≤ T .
Further, let us apply the proof given above to the process x T (t) = x(t + T ). Clearly, x T (·) ∈ B N and x 1 (t) = 0 for t < 0. Similarly, we obtain that x T (t) = 0 for all t ≤ T , i.e., x(t) = 0 for all t < 2T . Repeating this procedure n times, we obtain that x(t) = 0 for all t < nT for all n ≥ 1.
This completes the proof of Proposition 3.1 for N = +∞ and q = −∞.
It can be noted that, instead of [6] , we could use predictability of band-limited processes established in [7] .
Let us prove the statements (i) for N < +∞, s − q ≥ 2N + 1. For this case, we use a different approach based on non-singularity of special sink matrices established in [16] . Without a loss of generality, we assume that s = N .
Let us consider first the case when s − q = 2N + 1. It suffices to consider q = −N only; in this case, the set T = {t : q ≤ t ≤ s} = {t : −N ≤ t ≤ N }, i.e., T = Z N and it has 2N − 1 elements.
It suffices to prove that if x(·) ∈ B N is such that x(t) = 0 for t ∈ T , then x(t) = 0 for t > 0. By (4.5), we have that
for some set {y k }. By Theorem 1(a) from [16] , for N < +∞, the matrix {sinc (kπ + Ωm)} N k,m=−N ∈ R 2N +1,2N +1 is non-singular. Therefore, linear system (4.2) is a system with a non-singular matrix.
Hence y k = 0 for all k. This proves Proposition 3.1 (i) for the case where s − q = 2N + 1.
Let us consider the case where s − q > 2N + 1. In this case, the linear system (4.2) has to be considered jointly with the system k∈Z N a t,k y k = 0, −q ≤ t < −N. Proof of Remark 3.1. Assume first that N < +∞ and s − q = 2N + 1. Again, we assume that s = N . Since homogeneous linear system (4.2) allows only zero solution, it follows that the non-homogeneous system
admits a unique solution {y k } for any set {x(t k )}. Therefore, we proved that {x(t)} t∈T ∈ B N for any x ∈ ℓ 2 . Further, if s − q < 2N + 1 (including the case where N = +∞), then there are many solutions of (4.4), and these solutions form a linear manifold. This completes the proof of Remark 3.1.
Consider the mapping ζ : B N → B N such that x(t) = (ζ(X))(t) = (Z −1 X)(t) for t ∈ T . It is a linear continuous operator. By Proposition 3.1, it is a bijection.
Proof of Theorem 3.1. Let us prove statement (i). It suffices to prove that B N is a closed linear subspace of ℓ 2 (q, s). In this case, there exists a unique projection x of {x(t)} t∈T on B N , and the theorem is proven.
Clearly, for any N ≤ +∞, the set B N is a closed linear subspace of L 2 (−π, π). Let us prove statement (ii). Let X be defined by
where y = {y k } ∈ Y N . Let x = Z −1 X. Similarly to the classical sinc representation, we obtain that
Let the Hermitian form F : B N × X − → R be defined as
By the definition, it follows that
As was mentioned above, it follows from the properties of the sinc function that the mapping
2) is continuous, and, therefore, the operator Q * can be extended as a continuous linear operator Q * : X − → Y N . It follows that
i.e., this is a quadratic form defined on Y N ×Y N . By the definitions, the operator R is non-negatively defined, and, by Lemma 3.1,
Finally, statement (ii) follows from the invariability of R and the standard properties of the quadratic forms. This completes the proof of Theorem 3.2.
Numerical experiments
The experiments show that some eigenvalues of R are quite close to zero despite the fact that, by Theorem 3.2, the matrix R is positively defined. Respectively, the error Q * x − R y ℓ 2 (q,s) for the MATLAB solution y of equation (3.4) does not vanish. In our experiments, we used the Tikhonov regularization technique to decrease the error E: the matrix R in equation (3.4) was replaced by R ε = R + εI, where I is the unit matrix and where ε > 0 is small. In particular, we observed that, for small ε > 0, Q * x − R ε y ε ℓ 2 (q,s) < Q * x − R y ℓ 2 (q,s) , i.e., the approximation was better and more stable for y ε = R −1 ε Q * x calculated for ε = 0.001 than for y = R −1 Q * x calculated for ε = 0. In the examples below, we used ε = 0.001 and ε = 0.002. In these numerical experiments described below, we have used MATLAB. It appears that solution of linear system (3.4) for a given x via build-in MATLAB algorithm is more stable than calculation of R −1 . In particular, calculation of R −1 ε requires larger ε that solution of (3.4) for R = R ε . So far, we found that calculation of inverse matrix R −1 ε is feasible for the case of ε = 0.002 and N = 200, i.e., for dimension (2N + 1) × (2N + 1) = 401 × 401. The values of x(t) for t > 15 were calculated using the history {x(s)} −25≤s≤15 and can be considered as an optimal forecast of x(t).
As was mentioned above, the extrapolation of the process x ∈ B N to the future times t > s can be interpreted as the optimal forecast (optimal given Ω and N ).
Remark 5.1. We have used the procedure of replacement R by R ε = R + εI with small ε > 0 to reduce the error of calculation of the inverse matrix for the matrix R that is positively defined but is close to a singular matrix. It can be noted that the same replacement could lead to a meaningful setting for the case when ε > 0 is not small. More precisely, it leads to optimization problem
The solution restrains the norm of y, and, respectively, the norm of x, similarly to the setting from [22] . s=−25 and can be considered as an optimal forecast of x(t).
Possible applications and future development
The approach suggested in this paper allows many modifications. We outline below some possible straightforward modifications as well as more challenging problems and possible applications that we leave for the future research.
(i) For real processes x(t) and X e iω = Zx, we have that X e −iω = X (e iω ). Therefore, the optimization problem can be reduced to optimal selection of the values of X e iω for ω ∈ [0, Ω] only. This would require some minor adjustments to the solution given above. were calculated using {x(r)} 200 r=−600 and can be considered as an optimal forecast of x(t).
(ii) Our approach can be extended on the setting where x(t) is approximated by a "high frequency" band-limited processes x(t) such that the process X e iω is supported on
[−π, −π + Ω] ∪ [π − Ω, π]. The solution follows immediately form the solution given above with x(t) replaced by (−1) t x(t). The processes x(t) are predictable in the sense of weak predictability from Theorem 1 [6] . For the forecasting purposes, it could be beneficial to use approximating by band limited high frequency processes as well.
(iii) The set {e iω , ω ∈ [−Ω, Ω]} ⊂ T can be replaced by a set that is not necessary connected, in a setting that is close to one from [9] . Thus would require a minor modification of the algorithm.
(iv) It is possible to consider a setting where sequences of times where the observations of the values x(t) are missed for some t.
(v) We have used 2N + 1 terms of the Fourier series expansion to approximate X e iω or X(iω) respectively in L 2 (−Ω, Ω). For the case where Ω is close to π, the corresponding approximating processes x(t) decay fast in t > s. This decreases the forecasting horizon. Possibly, it could be avoided with expansion by another basis in L 2 (−Ω, Ω) or L 2 (0, Ω), for instance, such as suggested in [22] .
(vi) The spaces L 2 (−Ω, Ω) and L 2 (0, Ω) can be replaced by weighted L 2 -spaces. This leads to modification of the optimization problem; the weight will represent the relative importance of the approximation on different frequencies.
