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Abstract
Modelling dry granular flows over topography
Jonathan Michael Foonlan Tsang
Dry granular flows are common and important in the environment and industry, and yet their
behaviour is very poorly understood. The dynamics of individual grains are governed by the
simple and well-known laws of Newtonian mechanics, but how do these ‘microscopic’ particle-
level laws translate into the ‘macroscopic’ collective motion of thousands or millions of grains,
which flow like a liquid?
Various rheological models of granular flows have been developed to facilitate a continuum ap-
proach, but hitherto they have only been applied to flows in very simple geometries such as
parallel shear flow. In these applications, the flows are assumed to be quasi-steady and to vary
only over very long distances in the streamwise direction. This approximation, related to the
‘shallow water’ model of hydraulics, greatly simplifies the equations of motion. However, the
assumption is inappropriate for modelling flows interacting with basal features that vary over
lengthscales comparable to the depth of the current, or for flows with abrupt time-dependence
that cannot be assumed to be quasi-steady. We refer to these spatial and temporal inhomo-
geneities collectively as topography.
In this thesis, we apply a common rheological model to problems involving various types of
spatial or temporal topography. One problem that we shall particularly study concerns a flow
down a chute that experiences a sudden increase in basal roughness, either spatially or in time.
This change induces an evolution of the depthwise velocity profile that begins near the base but
eventually spreads throughout the current. We introduce an adaptation of the µ(I) rheology
and find the velocity profile that this rheological model predicts, using a technique similar to
the Blasius boundary layer theory for Newtonian fluids flowing past an aerofoil.
We validate the predictions of the rheological model by comparing them against the results
of discrete particle model (DPM) simulations. We review existing techniques for DPM, and
present a number of novel ways of employing these techniques. These methods allow us to
reduce the computational cost of simulations while maintaining their realism.
The internal profile of a granular flow, and its response to a change in basal conditions, are
difficult to observe in experiments or in real life, since grains are opaque. However, the models
studied here can help to make predictions about the depth and speed of the flows, or conversely
to make inferences about the nature of the base, given measurements on the surface of the flow.
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1. Introduction
Now, the five grains are the people’s mainstay and the source of the ruler’s
revenue. When all the five grains are gathered, all the five tastes will be offered
the ruler; when not all gathered, the five tastes will not be all offered. Failure of
one grain is called dearth; failure of two grains is called scarcity; failure of three
grains is called calamity; failure of four grains is called want; and failure of all five
grains is called famine. When famine and dearth visit a country, [. . . ] the scholars
will not go to school. [. . . ] And this is the sign of extreme scarcity.
Mo Tzu, The Seven Causes of Anxiety, 5th century BCE
The efficient transportation and transfer of granular materials has been an important process
since antiquity. These materials include staple foods, including the ‘five grains’ (wheat, oat,
rice, millet and salt), as well as construction materials such as sand and gravel, all of which
continue to be important commodities today. Granular flows also occur in geophysical settings
in much more uncontrolled ways: phenomena such as avalanches and rockslides kill thousands
of people each year (Petley 2012, Perkins 2012) and cause economic and social disruption. It is
therefore desirable to understand the physics of such flows and to develop models for predicting
their behaviour.
Although granular flows are common in everyday life, accurate mathematical models of their
behaviour are surprisingly difficult to develop. A recurrent difficulty is the interaction between
the grain-scale (‘microscopic’) properties of the material and the ‘macroscopic’ features of the
entire flow (Andreotti et al. 2015). The flow behaviour of grains is in contrast to flows of liquids
and gases, in which there is a clear separation of lengthscales between the molecular size and
the flow lengthscale: for example, a water molecule’s diameter is about 100 pm, while even the
smallest bacteria are at least 100 nm wide (Staley 1999), and the smallest animal Myxozoa shekel
at least 8.5µm (Kaur and Singh 2011). For granular flows, the lack of a separation of lengthscales
means that, in contrast to liquids and gases, the material cannot necessarily be treated as
a continuum, and some thought must be paid to the interactions between individual grains.
Nonetheless, given the extremely large numbers of grains in typical flows of interest, it is highly
desirable to develop continuum models that can capture the collective, macroscopic dynamics,
since the microscopic dynamics are unnecessarily detailed and not directly comparable to real-
life measurements. One problem when creating continuum models is that, collectively, grains
‘can behave like a solid, a liquid or a gas’ (Andreotti et al. 2015, p. 13): figure 1.1 demonstrates
all three states in a single current (see also Jaeger et al. (1996, figure 1)). The different states
have irreconcilably different rheological properties (Forterre and Pouliquen 2008). In the present
work, we focus almost exclusively on modelling the ‘liquid’, flowing state. In this regime,
grain-to-grain contacts are frequent but not permanent (as opposed to the solid state), grains
simultaneously engage in multiple contacts (as opposed to the gaseous state), and the mean
free path is proportional to the typical grain size.
There are other difficulties in modelling granular flows and comparing their predictions against
real flows. A major obstacle is that, in contrast to common liquids and gases, samples of granular
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Figure 1.1.: A granular material can behave like a solid, a liquid or a gas. From Forterre and
Pouliquen (2008, figure 1).
b(x)
base
h(x, t) s(x, t)
free surface
x
z
gθ
Figure 1.2.: Definition of coordinates.
materials may differ greatly in their properties, depending on the nature of the constituent
grains: this variability makes it difficult to compare experimental results between different
authors, who use different grains. A sample of grains could even evolve over time, as grains
could break down or become rounded due to chipping or abrasion. Another issue is that grains
tend to be opaque, so experimental techniques such as particle image velocimetry (Lueptow
et al. 2000) can measure only the surface velocity of a flow, not the internal velocity profile.
1.1. Models of granular flows
We adopt the coordinate system shown in figure 1.2. The flow is over a surface inclined at
an angle θ to the horizontal. The streamwise direction is x and the perpendicular direction is
z. The shape of the surface is described by the equation z = b(x). Throughout this thesis,
we consider flows that are quasi-two-dimensional, so that there is no flow and no variation in
the cross-stream direction y. This assumption greatly simplifies the governing equations of all
models. However, care must be taken in interpreting a two-dimensional model, and the validity
of the two-dimensional assumption must be returned to (§14.1).
Models of granular flow can be divided into the broad categories of continuum models and
discrete particle models (or simply discrete models). Under a continuum model, the flow is
assumed to completely occupy a region in space. One describes the state of the granular flow
within this region in terms of continuum fields such as density ρ, velocity u and pressure p.
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These fields represent local averages of the positions, velocities and stresses of individual grains.
As in classical continuum mechanics, these fields are governed by a system of partial differential
equations that express mass continuity and momentum balance. The material properties of the
granular medium are described through a constitutive relationship between the dynamics and
the kinematics of the medium.
Continuum models may be further subdivided into two categories. In a rheological model,
one is concerned with the values of these continuum fields everywhere within a flow: a field
such as a velocity u is treated as a function u(x, t), defined at every position x within the
flow and at all times t. These fields are then governed by a system of partial differential
equations, which are generalisations of the Navier–Stokes equations for classical Newtonian
fluids. In a depth-averaged model, one is not concerned with the interior of a flow, only on
depth-averages of these quantities. The depth-averaged fields are also governed by systems of
partial differential equations, but now there is only one spatial coordinate x. Depth-averaged
models are generalisations of the Saint-Venant shallow water equations that are widely used
in hydraulics (Chow 1959). Depth-averaged models are mathematically more tractable than
continuum models, as there is only one spatial dimension in their governing equations. They
are also more directly relatable to experiments, since experimental techniques such as particle
image velocimetry (Lueptow et al. 2000) can measure only the surface velocity of a flow, not
the internal velocity profile. However, depth-averaged models must make certain assumptions
about this internal profile, as we shall discuss in Chapter 5. In Chapters 11 and 12, we shall
study problems for which such assumptions give incorrect predictions about a flow.
In contrast to continuum models, discrete particle models (DPM) of granular flows retain the
notion that a granular medium is a system of particles, whose trajectories are to be calculated by
integrating Newton’s equations of motion on each particle i to find its position xi and velocity
ui as a function of time. This is a system of ordinary differential equations, in contrast to the
partial differential equations of continuum models. This approach is similar to that of smoothed
particle hydrodynamics (Liu and Liu 2010) for modelling classical fluid flows. Discrete particle
models idealise many of the features of the constituent particles and their interactions with
each other. Particles are taken to have regular shapes, such as discs (in 2D) or spheres (in 3D);
and the number of particles in a DPM simulation is many orders of magnitude smaller than
the number of grains in the real flow that it models. The forces on each particle consist of an
external gravitational force, plus contact forces from particle-to-particle interactions, which are
calculated based on a specified contact model (see Chapter 7). In this thesis, we focus on dry
systems, and assume that particles do not experience any resistive or cohesive forces from any
interstitial fluid.
Except in the most simple situations, DPM are conducted as computer simulations, and are
therefore referred to also as DPM simulations.1 In this work, the term ‘simulation’ shall refer
exclusively to DPM simulations. Although we shall use computational methods to solve some
of the equations from continuum models, we shall refer to these simply as ‘numerical solutions’.
Discrete particle models are also referred to as ‘discrete element methods’ (DEM), which must
not be confused with ‘finite element methods’ (FEM) or ‘boundary element methods’ (BEM),
which are techniques for solving partial differential equations (Iserles 2008) and are hence rel-
evant to continuum models, not to discrete models. We shall also use the term ‘grain’ to refer
to the constituents of a real flow, and ‘particle’ to refer to those of a DPM: this distinction em-
phasises that particles in a DPM are idealisations of real grains, and should not be interpreted
1Two-body problems are often solvable by hand, and can be used as test cases for a DPM code.
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as having a one-to-one relationship.
The direct output of a DPM simulation consists of information about each particle’s properties,
such as position, velocity and angular velocity, at each timestep. In order to compare this
output with the predictions of continuum models, the process of coarse-graining is used to
convert these data into continuum fields for density ρ and velocity u, by taking local averages.
One may then perform depth-averaging on these continuum fields, if desired.
Discrete particle models have an advantage over continuum models because DPM retain the
fundamentally discrete nature of granular media. Continuum models of granular flows rely on
the validity of the ‘continuum assumption’, postulating that the flow should be infinitely divisible
so that it is appropriate to talk about infinitesimal ‘fluid elements’. This assumption becomes
invalid when considering flows with characteristic lengthscales comparable to the grain size or
the main free path, such as the flow through a narrow orifice undergoing granular jamming (To
et al. 2001). Likewise, the phenomenon of granular segregation (see e.g. Gray and Thornton
(2005)) is caused by the finite size or irregular shapes of constituent grains in a mixture, and is
poorly described by existing continuum models (van der Vaart et al. 2018).
There is no criterion to definitively judge whether a fundamentally discrete material such as a
granular material can be treated as a continuum: a single grain cannot be treated as a contin-
uum, and adding or removing a single grain of sand does not change whether the continuum
assumption is valid, so does it not follow that the continuum assumption is invalid for any
number of grains? This is the sorites paradox, attributed to Eubulides of Miletus (4th century
BCE). Despite this philosophical issue, continuum models are nonetheless much more useful
than discrete particle models for systems with an extremely large number of grains, and in par-
ticular when flow lengthscales are many orders of magnitude greater than the typical grain size.
In such systems, DPM would be computationally infeasible. Continuum models also emphasise
the statistical properties of a flow, rather than the trajectories of individual grains: the latter
tend to be very sensitive to initial conditions and to grain properties, while the former are more
reproducible and directly comparable to experimental or observational results.
1.2. Topography
In recent years, a number of rheological models of granular flows have been developed (Andreotti
et al. 2015). An important example is the µ(I) rheology (Jop et al. 2006), a commonly-used
model that has successfully given partial descriptions of some granular phenomena (e.g. Riber
et al. (2015), Baker et al. (2016a), Gray and Edwards (2014)), despite some mathematical dif-
ficulties (Barker et al. 2015). Although previous studies have compared numerical solutions to
the µ(I) rheology against empirical results (from experiments or DPM simulations), mathemat-
ically analytical solutions to the µ(I) equations have been obtained only for flows that may be
treated as quasi-steady and quasi-uniform. Some of these flow geometries are shown in GDR
MiDi (2004). In other words, although rheological models in principle give velocity fields gov-
erned by partial differential equations (PDE), in practice most analytical applications of these
PDE neglect the effects of the ∂/∂t and ∂/∂x terms. This approach is similar to the lubrication
approximation for thin fluid flows (Acheson 1990, Batchelor 2000), in which a balance is made
between the fluid viscosity and a streamwise pressure gradient, with effects from inertial terms
neglected.
4
reservoir
inflow
hopper
θ
outflow
uniform
current
uniform base
Figure 1.3.: The basic structure of an experimental chute flow. Side walls are not shown. The
chute shown in this figure has no topographical features, and in the steady state a
uniform current develops.
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Figure 1.4.: Examples of chutes with streamwise topographical features. The flows that develop
in the steady states have transitional behaviours around the topographical features.
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The present work shall attempt to apply the µ(I) rheology to problems where dependencies on
x and t are important, at least in particular regimes. In these problems, the dependencies shall
be triggered by externally-imposed inhomogeneities in the governing equations or boundary
conditions. We shall use the term topography to refer to these inhomogeneities. Our focus
shall be on chute flows, that is, free surface flows down an inclined surface. A simple chute
flow is shown in figure 1.3. This chute has no streamwise variation except at its upstream and
downstream ends. Figure 1.4 shows two examples of chutes that have streamwise variation.
Although ‘topography’ is usually understood to refer to inhomogeneities in space, we shall also
use the term to encompass situations with time-dependent conditions; Chapter 12 shall discuss
such problems.
1.3. Outline of thesis
Part I will review existing continuum models of granular flows, which may be divided into
rheological models and depth-averaged models. We begin by describing and reviewing the µ(I)
rheology (Jop et al. 2006) in Chapter 2. Much of the present work shall use the µ(I) rheology
but we shall outline some other rheological models, which address some shortcomings of the
µ(I) rheology, in Chapter 3. Although we shall not work with these models in detail, they
will introduce some of the language needed to describe some observed phenomena outside of
the dense flow regime. Alongside the choice of a rheology, one must also specify boundary
conditions on a flow (Chapter 4): these are very similar to boundary conditions on classical
fluids, but their physical interpretation requires some thought. We finish Part I by reviewing
depth-averaged models (Chapter 5, introducing in particular the model of Gray and Edwards
(2014).
Part II shall be a discussion of discrete particle models. After reviewing the basic ideas (Chapter
6), we will discuss methods of contact modelling (Chapter 7), and initial and boundary condi-
tions on DPM (Chapter 8). While a significant body of work has been published on this, we
note some issues that have been neglected by existing work, and propose some novel techniques
for overcoming these issues. We also discuss the relationship between continuum models and
DPM, and investigate the effects of particle-level parameters on the bulk rheology of the flow,
in Chapter 9. A recurrent theme will be the trade-off between improving the physical realism of
a DPM, and minimising the computational cost of a simulation. Some technicalities that arise
when implementing a DPM simulation are discussed in Appendix A.
Part III will apply both continuum and discrete particle models to model problems involving
flows subject to topography. Two such problems are sketched in figure 1.4: the chute in panel
(a) has an abrupt change in basal roughness, while the chute in panel (b) is kinked. Our main
focus shall be on the former, although (as we shall argue) there are similarities between the
two problems, as both involve abrupt changes. Chapter 10 shall consider these problems using
a depth-averaged approach. Chapter 11 shall study the setup in figure 1.4(a) using the µ(I)
rheology, to consider more carefully the evolving velocity profile within this flow. As we shall see,
this problem has many similarities to the classical Blasius boundary layer problem (Schlichting
and Gersten 2017), and we term the present setup the ‘granular Blasius problem’. We shall
show that the predictions of the µ(I) equations match the results of DPM simulations. While
Chapters 10 and 11 focus on steady flows with streamwise evolution, Chapter 12 shall apply
the µ(I) rheology to a streamwise-independent but unsteady flow, in which basal boundary
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conditions or the flow angle (or equivalently, the direction of gravity) are abruptly changed in
time rather than in space: these are examples of temporal topography. Although a perfectly
streamwise-independent flow is impossible to implement in a lab experiment, such a geometry
is rather common in DPM; but we shall see that there are important differences between time-
dependent and streamwise-dependent problems.
Part IV will summarise the work of the previous three parts (Chapter 13), and propose further
work to investigate the interactions between topographical features and several phenomena of
granular flows that are outside the scope of this thesis (Chapter 14). The final chapter, Chapter
15, restates the motivations for this work and the main conclusions.
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Part I.
Continuum models
9

This part of the thesis describes the µ(I) rheology (Chapter 2), and briefly reviews some alter-
native rheological models that address some of the shortcomings of the µ(I) rheology (Chapter
3). We then discuss the boundary conditions on continuum fields (Chapter 4). Finally, we
review a depth-averaged model of granular flows (Chapter 5).
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2. The µ(I) rheology
There are some [. . . ] who think that the number of the sand is infinite in
multitude; and I mean by the sand not only that which exists about Syracuse and
the rest of Sicily but also that which is found in every region whether inhabited or
uninhabited. Again there are some who, without regarding it as infinite, yet think
that no number has been named which is great enough to exceed its magnitude.
And it is clear that they who hold this view, if they imagined a mass made up of
sand in other respects as large as the mass of the Earth, including in it all the seas
and the hollows of the Earth filled up to a height equal to that of the highest of
the mountains, would be many times further still from recognizing that any
number could be expressed which exceeded the multitude of the sand so taken.
But I will try to show you by means of geometrical proofs [. . . ] that, of the
numbers named by me [. . . ], some exceed not only the number of the mass of sand
equal in magnitude to the Earth filled up in the way described, but also that of
the mass equal in magnitude to the universe.
Archimedes, The Sand Reckoner
2.1. The µ(I) equations
As a rheological model, the µ(I) rheology describes a flow in terms of continuum fields, and
specifies a system of partial differential equations and boundary conditions that governs them.
For a granular flow, we introduce the density field ρ(x, t) and the velocity field u(x, t), which can
be interpreted as local averages of individual particles’ masses and velocities. The relationship
between continuum fields and individual particles’ properties is defined in Weinhart et al. (2013)
and described further in §9.1, but for the purpose of continuum modelling the exact definition
is not important. We note that the density field ρ refers to the bulk density of the granular
flow. This is distinct from the intrinsic density ρ∗ of the material, and the two are related by
the packing fraction φ(x, t) = ρ(x, t)/ρ∗.
All continua are governed by the conservation of mass,
∂ρ
∂t
+∇·(ρu) = 0. (2.1a)
In an inertial frame of reference, momentum balance is expressed as Cauchy momentum equa-
tion,
ρ
(
∂u
∂t
+ u · ∇u
)
= ρg +∇·σ, (2.1b)
with no body forces other than gravity ρg. In the internal forces term, σ is the Cauchy stress
tensor (Acheson 1990), and the divergence of a rank 2 tensor is given, in index notation, by
(∇·σ)i = ∂σij
∂xj
.
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Each rheological model then closes the system (2.1) by giving a constitutive relation that allows
us to express σ in terms of ρ and u. These constitutive relations can sometimes be derived
from kinetic theory, but for many materials they must be experimentally determined.
The µ(I) rheology (Jop et al. 2006) is based on a series of experiments and DPM simulations
from previous works. Firstly, simulations by da Cruz et al. (2005) established that the packing
fraction φ of a dense flow remains approximately constant, so that (2.1a) may be replaced with
the incompressibility condition,
∇·u = 0, (2.2)
provided that the intrinsic density ρ∗ is the same for all particles.1, 2
The stress tensor is then decomposed into an isotropic and a deviatoric part by writing
σ = −p1 + τ ,
where p is defined as the pressure, and 1 is the identity tensor, (1)ij = δij . As in classical fluid
dynamics, the pressure field is determined by imposing (2.2) as a condition on u when solving
(2.1b).
In classical continuum mechanics, the stress tensor σ and therefore the tensor τ are assumed
to be symmetric, σij = σji. This follows from a standard argument that states that the torques
on an infinitesimal volume element must balance (Acheson 1990). Most rheological models of
granular flows take this assumption as well. However, the argument is not physically justified
as it is not meaningful to consider ‘infinitesimal’ volumes, or indeed any lengthscales smaller
than the grain size d.
To study the shear stress τ , GDR MiDi (2004) and da Cruz et al. (2005) conducted experiments
and simulations in simple shear geometries at steady state. (These geometries are illustrated in
figure 1 of GDR MiDi (2004)). Under simple shear, the shear stress tensor τ takes a value only
along the direction of shear, and its magnitude τ may be measured. For simple shear, GDR
MiDi (2004) noted the significance of the inertial number,
I =
dγ˙√
p/ρ
, (2.3)
where d is the mean grain diameter and γ˙ is the shear rate. The inertial number is therefore
nondimensional. Testing a variety of granular media at different imposed shear rates, GDR
MiDi (2004) found that the shear stress obeys the relationship
τ
p
= µ(I), (2.4)
where the function µ(I) is specific to a given species of grains, and must be empirically deter-
mined (§§2.3, 9.2). We note the similarity between (2.4) and Coulomb’s law of dry friction,
with the difference being that the coefficient of friction here is variable, being dependent on
the shear rate and pressure through I. A basic property of the function µ(I) is that it must
be non-decreasing in I, since τ must increase with γ˙ (when the pressure is fixed). This is a
1Incompressibility (2.2) implies that the advective derivative ∂φ/∂t + u · ∇φ = 0, so that φ is constant along
streamlines. This is a weaker statement than the assertion that φ is constant.
2We shall sometimes refer to the rheology discussed in this chapter specifically as the ‘incompressible µ(I)
rheology’, to contrast it against a compressible version that will be introduced in §3.1. Without any qualifiers,
the ‘µ(I) rheology’ shall assume incompressibility.
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necessary condition for well-posedness (in the sense of Hadamard; see e.g. Barker et al. (2015, p.
798), Evans (2010)); if µ were allowed to decrease with I then the Cauchy momentum equation
(2.1b) would be unstable to perturbations at arbitrarily small wavelengths.
The results of GDR MiDi (2004) came from steady flows in simple shear. To arrive at the
µ(I) rheology, Jop et al. (2006) made the extrapolation that the result (2.4) may hold in more
general velocity fields in multiple dimensions, with γ˙ replaced by the local shear rate, and the
shear stress τ acting in a direction that opposes the shear rate. Accordingly, one defines the
shear rate tensor
D =
1
2
(
∇u+ (∇u)T
)
= Sym∇u, (2.5)
and its magnitude
||D|| =
√
1
2
trace
(
D2
)
=
√
1
2
DijDij .
The inertial number is then defined as
I =
2d||D||√
p/ρ
. (2.6)
The extra factor of 2 in (2.6), not present in (2.3), is due to the factor of 1/2 in the formula for
||D||, which is the definition of the magnitude of a rank 2 tensor (Gray and Edwards 2014). To
arrive at the µ(I) rheology, Jop et al. (2006) proposes
τ = µ(I)p
D
||D|| , (2.7)
extrapolating (2.4) to multiple dimensions. In this work, we shall refer to
s =
D
||D|| (2.8)
as the strain rate direction tensor.
Although high inertial number flows can be interpreted as ‘fast’ flows, we note that I does not
depend directly on the magnitude of velocity, but rather on the strain rate ||D||; the inertial
number and the µ(I) equations are invariant under Gallilean boosts. Therefore, a ‘fast’ flow
relative to a fixed chute could have a low inertial number, depending on the velocity profile. A
better interpretation of the inertial number is as the ratio between two timescales,
I =
tmicro
tmacro
, where tmicro =
d√
p/ρ
, tmacro =
1
2||D|| . (2.9)
Here, the microscopic timescale tmicro is the timescale over which particles rearrange around each
other, which increases with d and decreases with the pressure p. The macroscopic timescale
tmacro is the timescale associated with the shear rate (Andreotti et al. 2015).
3
Having defined this constitutive relation, the Cauchy momentum equation (2.1b) may now be
written as
ρ
(
∂u
∂t
+ u · ∇u
)
= ρg −∇ p+∇· (µ(I)ps) . (2.10)
The mass and momentum equations must be further supplemented by boundary conditions.
Appropriate boundary conditions for granular flows shall be discussed in Chapter 4.
3In this scaling argument, the factor of 2 could be placed into the definition of tmicro, rather than that of tmacro.
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2.2. Steady uniform flows and the Bagnold velocity profile
A particularly important class of solutions to the incompressible µ(I) equations is a family of
steady solutions that are uniform in x, so that ∂/∂t = ∂/∂x = 0. The depth h is constant
and the velocity takes the form u = (u,w) = (U(z), 0). Under these conditions, there is no
acceleration on any element, so the stresses on each element must balance. In particular, the
friction coefficient µ(I) must be equal to tan θ. Hence, the inertial number I is given by
I = µ−1(tan θ) = I(θ),
defining the new function I(θ) for convenience. With ∂/∂x = ∂/∂t = 0, the flow is entirely
streamwise and the pressure must be hydrostatic, so
p = g(h− z) cos θ. (2.11)
We can then solve for U(z) from the definition of the inertial number (2.6), obtaining
U(z) = ub +
2
3
I(θ)
√
g cos θ
d
[
h3/2 − (h− z)3/2
]
, (2.12)
where U(0) = ub is the slip velocity. If the no-slip condition is applied at z = 0 then ub = 0,
and (2.12) is referred to as a Bagnold velocity profile
U(z) =
2
3
I(θ)
√
g cos θ
d
[
h3/2 − (h− z)3/2
]
. (2.13)
The general form (2.12) shall be called a Bagnold-with-slip profile. We discuss whether the
no-slip condition actually applies in Chapter 4.
In the above, we have assumed that the inverse µ−1(tan θ) exists. Whether this be the case
depends on the function µ(I) for this species of grains. If µ−1(tan θ) does not exist, then no
steady uniform flow is possible: the slope angle is either so steep that the flow accelerates
indefinitely, or so shallow that the flow comes to a halt.
Even if µ−1(tan θ) does exist and therefore the steady uniform solution (2.13) is admissible,
this solution may not be attractive, but may be subject to instabilities. Instabilities shall
be discussed in more detail in §14.2, but it can be shown that, in two dimensions, if time-
dependence is suppressed (∂/∂t = 0) then a steady flow evolves towards (2.13) as x → ∞
(§10.1.3); likewise, if streamwise-dependence is suppressed (∂/∂x = 0) then any initial velocity
profile evolves towards (2.13) as t→∞; we show this (§12.2).
Given the depth of a flow H, it is helpful to define the Bagnoldian velocity scale UBag and the
relative grain size δ by the formulae
UBag =
√
gH3
d
=
√
gH
δ
, δ = d/H. (2.14)
These shall be used in scaling arguments later.
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2.3. Experimental calibration of the µ(I) rheology
The function µ(I) is found experimentally using the simple shear flow geometries described in
GDR MiDi (2004). For chute flows, a long chute is inclined at an angle θ and a steady stream of
grains at a prescribed flow rate q is allowed to flow down it. Eventually the flow develops into
a state that is statistically steady and uniform in the streamwise direction. Assuming that the
internal velocity of this flow has the Bagnold profile (2.13), then the depth of the current h and
the flow rate q may be measured. From these, I may be calculated, according to the formula
I =
5dq
2(gh5 cos θ)1/2
, (2.15)
which appears as equation (19) in GDR MiDi (2004). Meanwhile, in a steady state, the friction
coefficient is µ = tan θ, giving a relationship between θ, µ and I. In Chapter 9, we shall use a
similar procedure to calibrate discrete particle models.
All experimental results agree that for dry granular flows µ(I) increases with I. This is to be
expected, or else the final term on the right-hand side of (2.10) would act like a problematic
‘backwards diffusion’ term (Evans 2010). However, there is no consensus on whether the function
µ(I) has a certain functional form for different species of granular materials. It can be shown
that the µ(I) rheology is well-posed only if the function µ(I) satisfies certain conditions, such
as µ′(I) > 0 (§2.4, Barker et al. (2015)).
The µ(I) rheology applies to granular materials in a dense flowing state. It is known that at low
slope angle θ, a steady current on the chute does not develop. Instead, the grains form a pile that
intermittently collapses. Meanwhile, at high values of θ, the chute-perpendicular component
of gravity is not strong enough to keep the grains in a dense state: consider, for example, the
ultimate case θ = 90◦: gravity points entirely in the streamwise direction, so that grains are
driven forward without making contact with the base. Motivated by these observations, Jop
et al. (2005) proposed the form
µ(I) = µ1 +
µ2 − µ1
I0/I + 1
, (2.16)
where µ1, µ2 and I0 are fitted parameters. The function µ(I) then takes values within the range
[µ1, µ2), and the equation µ(I) = tan θ has a (unique) solution for I if and only if θ ∈ [θ1, θ2),
where θ1 = arctanµ1 and θ2 = arctanµ2.
This captures the fact that a steady flow is not supported in chutes at high inclinations, but
there is no experimental evidence to support the presence of an abrupt cutoff like this. ‘Those
functional forms have not been tested for large values of the inertial number I’ (Forterre and
Pouliquen 2008). In Chapter 11, we shall see that this asymptotic behaviour is important
for determining the behaviour of boundary layers, i.e. flow regions with high shear rate and
therefore high inertial number. In particular, the asymptotic behaviour of (2.16) is not consistent
with the growth of boundary layers observed from DPM simulations (§11.4). We therefore
contend that the form (2.16) must eventually be replaced with some other expression, at least
for I  1.
We also propose fitting functions of the power-law form
µ(I) = µs +mI
α (2.17)
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where µs, m and the exponent α are experimentally fitted constants, with αm > 0 to ensure
that µ(I) increases with I; indeed,
I
dµ
dI
= αmIα > 0. (2.18)
Under the (2.17), the derivative dµ/dI has a power-law dependence on I, which may allow
self-similar behaviours to be found: this behaviour shall be useful in Chapters 11 and 12. If
α < 0, then the form (2.17) is singular at I = 0; nonetheless, (2.17) could be a useful form
for µ(I) in a region of I away from I = 0. For example, in Chapters 11 and 12, we shall
consider high shear rate flows, for which I  1; we shall suppose that µ(I) takes the form
(2.17) asymptotically. For example, the Jop fit (2.16) has the asymptotic form (2.17) by taking
α = −1, m = −(µ2 − µ1)I0 < 0, and µs = µ2.
Experimental techniques for measuring the depth h of a current, used in the experimental
formula (2.15), include laser triangulators, which have accuracy and precision far tighter than
the particle size d.4 As we have said already, continuum models take the view that a granular
flow wholly occupies a particular region, which may be bounded above clearly, as sketched in
figures 1.2–1.4. In reality, ‘[c]are must be taken when defining the height of the surface as
saltating particles can obscure the dense region below’ (Holyoake and McElwaine 2012): the
limiting factor on the precision of h therefore comes from the definition of h itself, not from
experimental equipment. The difficulty of defining a free surface shall be a recurrent one in
other rheological models (§3.1), as well as in DPM (§9.1.2).
2.4. Shortcomings of the µ(I) rheology
While the µ(I) rheology appears to be a good model for grains in a state of dense flow (Jop
2015), there are some aspects of granular flows that this model is not able to describe.
As discussed in the introduction (§1.1), all continuum models, including the µ(I) rheology,
rely on the central assumption that the granular material may be treated as a continuum.
This assumption fails when the particle size d or the mean free path are not sufficiently small
compared to other lengthscales, such as the typical depth of a current or the aperture of a
nozzle. The µ(I) rheology therefore cannot capture granular phenomena that are caused by
the discrete nature of grains and by the fact that they have a nonzero size. These phenomena
include granular phase transitions, in which a granular material ceases to be in a dense flowing
state and either becomes static, known as a jamming transition (To et al. 2001), or ‘dissociated’,
entering a kinetic regime (Lun 1991). Jamming and dissociation correspond respectively to the
cases of very low and very high inertial numbers. In accordance with this, Barker et al. (2015)
showed that the µ(I) rheology can be locally ill-posed, in the sense of Hadamard (Evans 2010),
at extreme inertial numbers, depending on the form of the function µ(I).
As we mentioned in §2.3, simple laboratory experiments on chute flows as well as similar DPM
simulations (to be introduced in Chapter 9) indicate that, at high slopes θ, grains are not
in a state of dense flow but are mostly dissociated from each other. With few grain-to-grain
4For example, Holyoake and McElwaine (2012) measured the depth of their flows using ‘a Micro Epsilon
LLT2800-100 laser triangulator. This equipment [. . . ] gives the surface height at a resolution of around
1 mm between points’, and gives precision ‘within 0.2 mm which is significantly less than the median grain
diameter’.
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interactions, little energy is dissipated from inelastic collisions or frictional contacts, and a
steady uniform flow does not develop, at least over the timescales or lengthscales practical to
consider in an experiment or simulation. (In the limiting case of θ = 90◦, particles are in freefall
and have no interactions at all, either with each other or with the base.)
At low inertial numbers, a necessary condition for the well-posedness of the µ(I) rheology is that
µ(I) → 0 as I → 0: without this condition, the shear stress would be discontinuous when the
shear rate D changes direction (since the shear direction tensor s is discontinuous at ||D|| = 0).
The requirement that limI→0 µ(I) = 0 is at odds with experimental fits such as (2.16) and
(2.17), although, as mentioned in §2.3, these forms can be interpreted as applying away from
I = 0.
* * *
A number of alternative rheological models of granular media have been proposed in response to
the difficulties faced by the µ(I) rheology, which we now review in Chapter 3. Any rheological
model, including the µ(I) rheology, must be supplemented with boundary conditions, which
we shall consider in Chapter 4. Chapter 5 shall review a depth-averaged model derived from
the µ(I) rheology. Finally, we shall study how the function µ(I) is affected by the microscopic
properties of the constituent particles of a flow in Chapter 9.
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3. Other rheological models
And so these men of Indostan
Disputed loud and long,
Each in his own opinion
Exceeding stiff and strong,
Though each was partly in the right
And all were in the wrong!
John Godfrey Saxe, The Blind Men and the Elephant
This chapter reviews some alternative models of granular flows, which attempt to describe flow
phenomena that the incompressible µ(I) rheology is not able to capture (§2.4). We first describe
rheological models that are based on the friction law (2.4) but incorporating compressibility, so
that the packing fraction φ is allowed to be non-constant (§3.1). Models based on kinetic theory
(§3.2) apply to very sparse flows φ  1. Finally, nonlocal models (§3.3) offer a description of
how the flow behaviour depends on the grain size d when d becomes comparable to other flow
lengthscales such as the depth of a current.
3.1. Compressibility
The assumption that a granular flow is incompressible (2.2) is incompatible with the phe-
nomenon of Reynolds dilatation (Andreotti et al. 2015), which is the tendency for static grains
to be packed in a more dense configuration (higher φ) than grains under shearing. This reflects
the physical fact that, contrary to the continuum assumption, grains do not fully occupy a space
but can move apart from each other. If φ is allowed to vary significantly, then the more general
mass conservation equation (2.1a) must be used instead of the incompressibility condition (2.2).
Jop et al. (2006) used the incompressibility assumption for the µ(I) rheology, arguing that the
DPM simulations of da Cruz et al. (2005) showed that variations in φ are small.1
When compressibility is introduced, the system (2.1) must be supplemented by an equation
of state that relates the new variable φ to the quantities u, w and p. One approach (see e.g.
Forterre and Pouliquen (2008), Heyman et al. (2017)) is to introduce a ‘coupled-φ’ rheology,
using the equation of state
φ = φ(I),
with φ′(I) ≤ 0. This captures the notion that φ decreases as the rate of shearing is increased,
while φ increases with pressure (since a higher pressure reduces I). Empirically, φ(I) is approx-
imately a linear function of I (da Cruz et al. 2005). Under this dependence, φ is not introduced
as a new dynamic variable, as it remains coupled to the velocity field. The mass conservation
1da Cruz et al. (2005) presented this data as their figure 2 and discussed it briefly in their section V.A; they
refer to the packing fraction as the ‘solid fraction’ and use the symbol ν.
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equation (2.1a) becomes
dφ
dI
(
∂I
∂t
+ u · ∇ I
)
+ φ∇·u = 0,
which gives an equation relating u and p.
More recently, Barker et al. (2017) introduced the ‘compressible I-dependent rheology’ (CIDR).
Under CIDR, the packing fraction φ is promoted to a separate dynamical variable, governed by
(2.1a), rather than coupled with I. A new constitutive relation is proposed, in which the stress
tensor has a separate dependence on φ.
When φ is allowed to be non-constant, the definition of the inertial number (2.6) must be
revisited: since the bulk density ρ = ρ∗φ depends on the packing fraction, (2.6) implies an
implicit, coupled dependence between I and φ. The coupled-φ rheology as it has been presented
above is therefore difficult to apply in practice. Heyman et al. (2017) ‘chose to retain the usual
incompressible definition of the inertial number’ by replacing ρ with ρ∗ in the definition of I,
thereby making the coupling one-way rather than two-way.2 Thomas Barker (pers. comm.,
21 September 2018) agreed, arguing that ‘we have also opted to use only the intrinsic grain
density in the inertial number definition [. . . ] using the intrinsic grain density makes it easier
to distinguish between the effects of packing density and of the strain-rate in the constitutive
equations’.
As before (§2.3), the notion of a ‘free surface’ in a continuum model is an abstraction, since there
is no canonical way of defining such as surface in terms of the positions of individual grains.
When compressibility is introduced, an additional complication arises. An incompressible model
takes φ = constant > 0 within a flow and φ = 0 without, and supposes a strict cutoff. But when
compressibility is introduced and φ is allowed to vary within a flow, an additional boundary
condition is required on φ. Although various authors have applied compressible rheologies to
chute flows, none have explicitly stated any such free surface boundary condition (Forterre and
Pouliquen 2008, Heyman et al. 2017, Barker et al. 2017). Given that the packing fraction φ is
lower in a layer near the free surface than within the body of the flow (Barker et al. 2017), it is
likely that compressible modifications of the µ(I) rheology break down there, and that the flow
in that layer is governed instead by kinetic theory, which we now describe.
3.2. Kinetic theoretical models
Even if the µ(I) rheology is modified as in the previous section to allow compressibility, it still
becomes inappropriate at very low packing fractions. In such a regime, particles have a relatively
long mean free path compared to their size, and particle-to-particle interactions become mostly
binary. Dissipation in such a system is caused by inelasticity in individual collisions, not by
the trapping of a particle between several others or by the friction of individual grain-to-grain
contacts. It is also no longer meaningful to speak of a ‘microscopic rearrangement’ timescale,
or to interpret the inertial number as a characterisation of this timescale (2.9): in this regime,
particles move around each other ballistically, not due to pressure.
Several alternative models have been developed to describe the rheology of a granular material
in this ‘kinetic regime’ (Andreotti et al. 2015), including those of Haff (1983), Lun and Savage
(1986), and Lun (1991): historically, these precede the development of the µ(I) rheology. These
2Heyman et al. (2017) use the notation % and ρ to correspond with our ρ and ρ∗, respectively.
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studies still talk of the velocity field u(x, t), the pressure p(x, t) and the packing fraction φ(x, t),
but they also introduce the new concept of granular temperature, T (x, t), which characterises
the local variance of particles’ velocities, defined in analogy with classical gases. As a variance of
velocities, T has dimensions of (length)2(time)−2. Most authors (Andreotti et al. 2015, p. 170)
define T as the local spatial average, over individual particles, of the temporal variances of their
velocities. On the other hand, Weinhart et al. (2013) defines T as the local spatial variance of
the velocities of individual particles, taken as a snapshot in time. These definitions are subtly
different but can be expected to be approximately equivalent provided that the microscopic
dynamics may be assumed to be ergodic (Birkhoff 1931).
Different kinetic theoretical models of granular flows agree that the temperature field T is
governed by an equation of the general form
φ
(
∂T
∂t
+ u · ∇T
)
=∇·(DT ∇T ) + σ :D −∆T ,
an advection-diffusion-reaction equation. Here, DT is the diffusivity of temperature, and ∆T
is the rate of temperature dissipation. These are functions of φ, u, T , p and their derivatives,
as well as material properties of the constituent grains, all of which are to be specified by the
individual models. Moreover, the momentum equation (2.1b) retains its general form, but the
stress tensor σ may now depend on T as well; again, the particular constitutive relation for σ
varies from model to model.
The term σ : D represents the generation of temperature from shearing, which is familiar
from classical fluid dynamics (Batchelor 2000). The dissipation term ∆T represents the effects
of inelastic collisions, which conserve total momentum but reduce the relative velocities of
particles, and therefore the variance. While Haff (1983) and Lun et al. (1984) disagree on the
exact functional form of ∆T , they agree on the scaling
∆T ∝ (1− e
2)
d
T 3/2f(φ), (3.1)
where e is the coefficient of restitution between two colliding particles, and d is the particle
diameter as before. The scalings by T and d follow from dimensional considerations, and the
coefficient 1 − e2 is the proportion of kinetic energy dissipated in a collision with restitution
coefficient e. The unspecified remaining (nondimensional) coefficient of proportionality f(φ) is
related to the rate of collisions between particles, which increases with φ.
In the language of the above, the limit of high packing fraction and low temperature restores
the dense flow regime for which the µ(I) rheology is suitable. However, the two rheologies
arise from different approaches, and kinetic theoretical models are invalid for high φ. It is not
clear how to formally relate the concepts of inertial number and granular temperature, and
there is currently no model of granular materials that reconciles the dense and kinetic regimes
(Andreotti et al. 2015).
Although we shall focus on dense flows in this work, we mention these kinetic models not just
for the sake of completeness, but because the role of the restitution coefficient will become
important when we come to look at discrete particle models in Part II. The formula (3.1) has
been developed for the kinetic regime, but we shall seek a similar formula for dense flows. This
will have computational advantages, as we shall see in §7.5.
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free surface
O(d)
Figure 3.1.: Left: The Bagnold velocity profile, the velocity profile predicted by the µ(I) rhe-
ology for a steady uniform chute flow. Right: A velocity profile with low fluidity
near the base, observed in flows of large grains and predicted by nonlocal models.
The profile on the right has a shape factor χ > 5/4. The basal boundary layer is
proportional to d.
3.3. Nonlocal models
The µ(I) rheology also faces difficulties at dense packings and very low inertial numbers. The
µ(I) rheology is a ‘local’ rheological model, in the sense that the stress tensor σ at a point
depends only on the local values of pressure and shear rate, and not on their derivatives. Perhaps
unsurprisingly, experimental work has shown that this approach is unsatisfactory when there are
velocity gradients over lengthscales that are comparable to the particle diameter d (Kamrin and
Henann 2015), or equivalently if d is comparable to other lengthscales in a flow. For example,
it is well-established (see e.g. Pouliquen (1999), Jop (2015)) that no flow occurs if the depth
of a current h is below a certain threshold hstop(θ) = O(d). This stopping is not predicted by
the µ(I) rheology, but has motivated a number of ‘nonlocal’ constitutive relations, including
the cooperative model (Henann and Kamrin 2013, Kamrin and Henann 2015) and the gradient
model (Bouzid et al. 2013). Both of these modify the local µ(I) rheology by generalising the
constitutive relation (2.7) so that the stress σ depends not only on the strain rate (2.5), but
also on further gradients of the velocity field. The correction terms containing these gradients
are multiplied by coefficients proportional to the particle size d, so that these terms are small
except for gradients over short distances, which are O(1/d). The relationship between local
and nonlocal models is similar to the relationship between the Euler equations and the Navier–
Stokes equations at high Reynolds number: the latter includes a term for viscosity that is small
except when there are velocity gradients over small lengthscales.
Figure 3.1 contrasts the Bagnold velocity profile with a sketch of the modified velocity profile
predicted by nonlocal rheology. The nonlocal profile matches will with experimental evidence
on two-dimensional large photoelastic discs, in both a shear cell geometry (Tang et al. 2018) and
a chute flow geometry (Thomas and Vriend 2019), the latter of which being of more relevance
to the present work.
For DPM simulations, in §9.4 we shall conduct calibration tests examining the effects of particle
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size on rheological parameters. As we shall see, changing d appears to have only minor effects
on the bulk rheology provided that d is smaller than about 1/20th of the depth.
* * *
In this chapter, we have reviewed a number of rheological models of granular materials that have
been proposed. Each of these attempt to describe a particular regime of a granular material,
but at present, there is no ‘universal’ theory that unifies all of these models and is applicable to
granular materials in all regimes (Andreotti et al. 2015). It is unlikely that any such continuum
model will ever exist, given the fundamentally discrete nature of granular materials (§1.1).
This thesis shall focus largely on the µ(I) rheology, which we shall use to study the problems in
Part III. Therefore, we shall not make much use of these alternative rheologies outside of this
chapter, but the language of these models will be important when we analyse discrete particle
models in Part II, or study applications in Part III.
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4. Boundary conditions
Whether one uses the µ(I) rheology (Chapter 2) or an alternative rheological model (Chapter
3), it is necessary to supplement the equations of motions with boundary conditions on the fields
at the base z = b(x) and the free surface z = s(x, t). As in classical continuum mechanics, these
boundary conditions may be divided into kinematic boundary conditions (§4.1) and dynamic
boundary conditions (§4.2). We also need boundary conditions at the upstream and downstream
ends of the flow domain (§4.3). For unsteady flows, we must also specify initial conditions.
Boundary conditions in continuum models are rather different from boundary conditions in
discrete particle models. The latter shall be discussed in Chapter 8, but the difference between
may be summarised thus: boundary conditions in a continuum model apply to fields, while
boundary conditions in a discrete particle model govern individual particles.
Many continuum boundary conditions are expressed in terms of discontinuities of fields across
boundaries. Throughout this chapter, we use the notation [f ] to mean the change in a quantity
f across either side of a boundary, with the sign convention [f ] = f+ − f−, where f± are the
values of f on either side of the boundary, with the positive side defined by the direction of
the normal n to the boundary. The equation [f ] = 0 asserts that f is continuous across the
boundary.
4.1. Kinematic boundary conditions
At any boundary, the kinematic boundary conditions are a consequence of the condition of
mass continuity (2.1a). If the velocity field u satisfies incompressibility (2.2), then the normal
component of the relative velocity of the continuum to the boundary must be continuous across
the boundary:
[(u−U) · n] = 0. (4.1)
In (4.1), n is the normal to the boundary and U is the velocity of the boundary, In particular, at
a stationary rigid boundary U = 0, we obtain from (4.1) the no-penetration condition u · n = 0.
If the rigid base is at z = 0, the boundary condition becomes
w = 0 at z = 0.
More generally, if the base is given by the curve z = b(x), then the boundary condition is
−b′(x)u+ w = 0 at z = b(x), (4.2)
assuming that b is smooth. Similarly, at the free surface z = s(x, t), it can be shown that (4.1)
implies the kinematic free surface boundary condition
∂h
∂t
+ u
∂s
∂x
= w at z = s(x, t). (4.3)
The kinematic boundary condition (4.1) applies for any incompressible continuum, regardless
of any other rheological properties.
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4.2. Dynamic boundary conditions
In continuum mechanics, the dynamic boundary conditions on a surface arise from considering
stress balances on a surface element. The appropriate dynamic boundary conditions depend
on the particular nature of the continuum and the surface. For granular flows, there is the
complication that the continuum treatment is not valid across small scales. At the top of a flow,
the position of a free surface cannot be defined precisely in terms of the positions of individual
grains (§§8.6, 9.1.2). Basal dynamics are governed by the geometric effects of individual grains
being constrained by the bumpiness of a surface.
4.2.1. Dynamic boundary conditions at the free surface
Under classical continuum mechanics, the stresses on a thin surface element on a free surface
must balance, giving the condition
[σ · n] + ((1− nn) · ∇)σsurf = 0 at z = s(x, t), (4.4)
where σsurface is the surface stress, proportional to surface tension and mean curvature. In the
absence of surface tension, (4.4) becomes [σ · n] = 0. Assuming that the fluid is immersed in a
vacuum or a material of very low viscosity, the stress outside of the flow is equal to zero, and
so the dynamic free surface boundary condition (4.4) implies the two conditions
n · (σ · n) = 0 and n× (σ · n) = 0 at z = s(x, t), (4.5)
where × denotes the cross product. We assume that the boundary conditions (4.5) are also
applicable for the µ(I) rheology, so that both the pressure p and the shear rate ||D|| vanish at
the free surface. However, the derivation of (4.4) relies on the ability to take a surface element
with limitingly small thickness. In fact, the notion of a ‘free surface’ is an abstraction made by
continuum models: at the level of individual grains, there can be no meaningful or canonical
definition of a surface that divides a granular current from the void above it.
4.2.2. Dynamic boundary conditions at the base
In the previous section we discussed the kinematic condition (4.2) on the normal component of
the velocity at the base. In classical fluid dynamics, for a viscous fluid, one also imposes the
no-slip boundary condition
us =
∣∣∣(u−U)− ((u−U) · n)n∣∣∣ = 0, (4.6)
indicating that there should be no relative tangential velocity to the motion of the surface. But
this condition does not follow from geometric principles in the same way that (4.2) does from
the incompressibility assumption; rather, (4.6) is an empirical assertion, and Acheson (1990)
notes that early fluid dynamicists were hesitant to impose this condition for high Reynolds
numbers flows. Indeed, a dilute viscous gas being sheared against a sufficiently smooth wall has
been shown to exhibit a slip velocity
us ∝ γ˙lmf, (4.7)
where γ˙ is the shear rate and lmf is the mean free path of a gas molecule (Morris et al. 1992).
Lauga and Squires (2005) identify lmf as a lengthscale below which the continuum assumption
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itself becomes inappropriate. To generalise the condition (4.7), they advocated the use of a
mixed (Robin) boundary condition,
us = λ
∂u
∂z
= Kn
∂u
∂n
, (4.8)
which appears as equation (1) in their paper. Here, the Knudsen number Kn is a constant
0 ≤ Kn ≤ ∞, with Kn = 0 corresponding to the no-slip condition and Kn = ∞ to a free-slip
condition. Lauga and Squires (2005) interpret Kn as the ratio λ/L, where the ‘slip length’
λ is the lengthscale over which an individual fluid particle (such as a molecule) may freely
travel before encountering any interactions, and L is a representative lengthscale of the physical
system, such as the depth of a current. Then (4.8) is equivalent to (4.7), with λ playing the
role of lmf.
1
The aforementioned works culminating in (4.8) considered Newtonian flows, for which the trac-
tional stress can be written as τ = ηγ˙, where η is the dynamic viscosity, and so (4.8) can be
interpreted as
us =
λ
η
τ. (4.9)
We propose that the form (4.9) could be generalised and applied to non-Newtonian flows,
such as the µ(I) rheology, for which τ = µp and µ = µ(I). We interpret the lengthscale λ
as a dimensional characterisation of the roughness of a base, while the ‘viscosity’ η defines a
timescale η/τ = λ/us.
For a granular flow, whether or not the no-slip condition (4.6) holds on the base depends both on
the geometric roughness of the base and on the intrinsic coefficient of friction between the base
and a particle moving against it. The latter is due to asperities at the microscopic level that
provide a frictional resistance to sliding motions between any two materials, and we shall discuss
its effects when we later discuss contact modelling in Chapter 7. In this work, by ‘roughness’
and ‘smoothness’ we shall refer to asperities on a base that are comparable to the grain size,
giving a geometric constraint on the motion of the grains.
The motion of a single grain moving against a geometrically smooth but frictional wall was
considered in Artoni et al. (2009). In that work, the grain was subject to random applied
tangential forces that represent the effect of all the other grains in the system. It was shown that
the motion of the grain depends on whether the average magnitude of these applied tangential
force exceeds a certain threshold, which is proportional to the friction between the grain and
the wall (which is equal to the normal force times a coefficient of friction). It was shown that if
the applied tangential force does not exceed this threshold, then the particle does not move at
all; otherwise, the particle translates intermittently with a positive mean velocity, exhibiting a
stick-slip behaviour.
The analyses in Artoni et al. (2009) and Morris et al. (1992) considered only geometrically
smooth walls with intrinsic friction. When the walls have geometric roughness, the amplitude
of this roughness is an extra parameter that may determine whether grains may slip or not. If
the roughness is sufficiently angular, then it may effect a no-slip condition by confining grains
from rolling or sliding along the surface, even in the absence of intrinsic friction. There has
been much recent work into the dynamics of flows over geometrically rough bases, with a major
difficulty being to statistically characterise a randomly-generated rough base.
1Lauga and Squires (2005) further note that the term ‘mean free path’ is not directly applicable to liquids.
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Recent DPM simulations by Bharathraj and Kumaran (2017) on steady streamwise-uniform
flows have shown that the no-slip condition suddenly begins to apply when the amplitude of
the roughness is increased beyond a certain critical value that is proportional to the grain size.
Again for steady uniform flows, Jing et al. (2016) proposed a quantification of the roughness of
a frozen-particle base, defining the roughness indicator’ Ra of a base in terms of the size and
arrangement of the basal particles, and the intrinsic coefficient of friction between particles.
However, neither of these works are directly applicable to streamwise non-uniform flows, in
which grains have inertia relative to the base, and may temporarily violate the no-slip condition
when flowing over a base that would otherwise impose a no-slip condition: such a case shall be
demonstrated in figure 11.9.
4.3. Domain boundary conditions
As well as the kinematic and dynamic boundary conditions on the top and bottom of a flow, it
is also necessary to specify streamwise boundary conditions for the governing equations.
The simplest case is that of a flow that is completely streamwise-independent, with ∂/∂x = 0.
If the flow is also steady, ∂/∂t = 0, then we return to the case of §2.2. For unsteady flows, the
incompressibility condition (2.2) implies that w = 0, so that h is nonetheless constant, and the
evolution of u(z, t) is given simply by the x-component of (2.10). This case shall be studied in
Chapter 12.
An alternative streamwise boundary condition is to take a domain 0 ≤ x ≤ L of finite length L
and periodic boundary conditions at x = 0 and x = L. A flow in a periodic domain can have
some level of streamwise-dependence, but assuming that such dependence is small, a periodic
domain predicts approximately the same behaviour as a streamwise-independent model, when
quantities such as a component of the velocity field, or the depth h(x, t), are averaged over x.
In this thesis, we shall not make use of periodic domains in the context of continuum models,
but we shall discuss a closely related concept of periodicity in DPM in §8.1.1.
In reality, flows can be neither perfectly streamwise-independent nor perfectly periodic, because
they take place on chutes of finite length (figure 1.3), and will inevitably be affected by endpoint
dynamics. But assuming that topographical features are localised and that the endpoints are
far, the precise details of the endpoints dynamics can be neglected, or the far-field flow may be
assumed to be uniform: we shall take this approach in Chapters 10 and 11.
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5. Depth-averaged models
Everything changes and nothing remains still [and] you cannot step twice into the
same stream.
Adapted from Heraclitus’ words, as recorded in Plato’s Cratylus
Rheological models such as the µ(I) rheology (Chapter 2) consider a continuum approximation
to the flow velocity everywhere within a granular material. In most cases, it is impossible to ob-
tain an analytically exact solution, and the numerical solution of (2.10) may be computationally
intense, depending on the domain size and shape. One therefore resorts to approximations.
Flows of interest in industrial or environmental contexts (see Chapter 1) often extend over
lengthscales L that are orders of magnitudes larger than their characteristic depth H. As
before, we assume homogeneity in the cross-stream direction, and that there is no flow in this
direction. The shallowness assumption,
 = H/L  1, (5.1)
gives a separation of lengthscales that we can exploit by working with depth-averaged quantities.
Using z = s(x, t) as the position of the free surface and z = b(x) as the position of a rigid base,
the depth-average of any field f = f(x, z, t) is defined as
f(x, t) =
1
h(x, t)
∫ s(x,t)
b(x)
f(x, z, t) dz, (5.2)
where the depth-averaging operation is denoted by an overline, and the depth of the flow is
h(x, t) = s(x, t)− b(x).
Most depth-averaged models are extensions of the shallow water equations
∂h
∂t
+
∂
∂x
(hu) = 0, (5.3a)
∂
∂t
(hu) +
∂
∂x
(
hu2 +
1
2
gh2
)
= 0, (5.3b)
originally proposed by Saint-Venant (1871) for shallow water flows (Chow 1959) on a flat base
b = 0. The system (5.3) is an expression of conservation of mass (5.3a) and momentum balance
(5.3b), which are obtained by depth-averaging the incompressibility condition (2.2) and the Eu-
ler equations respectively, combined with the shallowness assumption (5.1) and the assumption
that the depthwise velocity profile is uniform (i.e. that of a plug flow). We shall return to this
assumption in §5.2.
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5.1. Depth-averaged µ(I) equations
Gray and Edwards (2014) depth-averaged the incompressible µ(I) equations to produce a pair
of equations for mass and momentum balance along a granular flow, analogous to the derivation
of (5.3) from the Euler equations. In this section, we outline their main results, but using the
notation of the present work.
The depth-averaging operation (5.2) is applied to the governing equations (2.2) and (2.10).
Assuming that the flow is incompressible and that ρ and φ are constant, then depth-averaging
the incompressibility condition (2.2) using the formula (5.2) gives
∂h
∂t
+
∂
∂x
(hu) = 0, (5.4a)
an equation for conservation of mass, identical to (5.3a). The boundary values of w have been
eliminated using the kinematic boundary conditions at the base and the free surface (§4.1).
Note that this equation holds for any incompressible fluid, irrespective of its rheology. Depth-
averaging the momentum balance equation gives a second equation
∂
∂t
(hu) +
∂
∂x
(
hu2 +
1
2
gh2 cos θ
)
= gh cos θ
(
tan θ − µ− b′(x))+ ∂
∂x
(
νh3/2
∂u
∂x
)
, (5.4b)
which appears (in different notation) as (4.14) of Gray and Edwards (2014). This is an extension
of (5.3b), and has additional terms accounting for streamwise driving (for a sloped surface θ > 0),
friction µ, diffusive internal stresses ν, as well as basal slope b′(x).
The derivations of (5.3b) and (5.4b) both use the shallowness assumption (5.1). Under this
assumption, the incompressibility condition (2.2) implies a scaling
|u|
L ∼
|w|
H , so |w|/|u|  1. (5.5)
Since the perpendicular velocity w is small compared to the streamwise velocity u, perpendicular
accelerations are small, and the pressure p within the flow is approximately hydrostatic (2.11).
This gives
∂p
∂x
∼ ρg ∂s
∂x
cos θ,
where s = b + h is the position of the free surface. This pressure gradient results in the gh2/2
terms on the left-hand sides of (5.3b) and (5.4b). The original shallow water equation (5.3b)
further assumes that b = 0, while the more general form (5.4b) has the additional term b′(x),
which represents basal topography.
An important difference between the Saint-Venant model and the depth-averaged µ(I) model is
in the advective acceleration terms on the left-hand sides of their momentum equations: (5.3b)
contains the term u2, while (5.4b) contains the term u2. The difference arises because the
shallow water model makes the assumption that the depthwise velocity profile is uniform. The
depth-averaged µ(I) rheology does not make this assumption.1 We discuss the relationship
between u2 and u2 initially in §5.2, and a major purpose of the problems studied in Part III
shall be to understand the behaviour of this relationship in response to topographical features.
1If we write u′ = u− u, then
u2 = u2 + (u′)2 ≥ u2,
with equality if and only if u′ = 0 identically.
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profile name profile function S(ζ) χ
plug 1 1
Poiseuille 6ζ(1− ζ) 6/5
Nusselt 32ζ(2− ζ) 6/5
Bagnold 53(1− (1− ζ)3/2) 5/4
Couette 2ζ 4/3
Table 5.1.: The shape factors for some common velocity profiles.
The depth-averaged coefficients of friction µ and diffusivity ν are to be expressed as functions of
h and u, and should be related to the function µ(I) from the local rheology. Gray and Edwards
(2014) find these by integrating the streamwise component of (2.10), but the formula for µ may
be found heuristically as
µ(h, u) = µ(I) = µ
(
5du
2(gh3 cos θ)1/2
)
,
with I given by the experimental formula (2.15), writing q = hu for the flow rate q. The
coefficient of diffusivity ν appears as (4.16) in Gray and Edwards (2014), and is equal to g1/2
multiplied by a lengthscale that is a material property. Although the final term in (5.4b),
which represents the viscosity-like effects of friction, is a nonlinear diffusion term, the diffusivity
coefficient ν does not have dimensions of kinematic viscosity.
5.2. The shape factor
The u2 term that appears in (5.4b) cannot a priori be expressed in terms of h and u, so (5.4a)
and (5.4b) do not yet form a closed system of equations. Instead of working with u2 directly,
we define the shape factor
χ =
u2
u2
=
h
∫ h
0
u2 dz(∫ h
0
udz
)2 , (5.6)
a dimensionless number that quantifies the variance of velocity within the current (Gray and
Edwards 2014). The shape factor is equal to 1 for a plug flow, and greater than 1 for any other
profile. In particular, the shape factor is equal to 5/4 for the Bagnold velocity profile (2.13).
Gray and Edwards (2014) report that a common approach in the depth-averaged modelling
literature is to close the system by assuming that the internal velocity profile takes a self-similar
form: in our notation, writing
u(x, z, t) = u(x, t)S
(
z
h(x, t)
)
, (5.7)
where the profile function S(ζ) satisfies
∫ 1
0 S(ζ) dζ = 1. Having chosen a profile S(ζ), the shape
factor is
χ =
∫ 1
0
S(ζ)2 dζ, (5.8)
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which is constant.
From the point of view of the depth-averaged system (5.4), the profile S(ζ), or the value of the
shape factor (5.6), are externally specified. In both the granular flows and the shallow water
literature, a common choice is to assume a plug flow profile so that S(ζ) = 1 and χ = 1 (Gray
and Edwards 2014, Baker et al. 2016b, Hogg and Pritchard 2004). This assumption was used
in the original shallow water equations by Saint-Venant (1871). Taking χ = 1 is the simplest
model, but this is valid only if the no-slip condition does not apply (§4.2.2), and there is no
shear within the flow. These assumptions are unsatisfactory for granular flows, and a more
general choice of S(ζ) should be informed by the internal dynamics of a flow as well as the basal
boundary conditions. For gravity currents, Hogg and Pritchard (2004) further note that the
value of χ ‘may have a significant effect on the nature of the predicted flows’, specifically on the
frontal dynamics of a spreading current; however, such currents are not within the scope of the
present work.
In the small grain limit d H and the absence of any other external lengthscales or timescales,
the assertion that χ = u2/u2 be constant follows from dimensional analysis. Therefore, suffi-
ciently far from any inhomogeneities, the internal profile at a given (x, t) can be approximated
as that of a steady uniform flow, and the shape factor chosen accordingly (provided that such
a flow can exist). We will justify this approximation more mathematically in Part III, as well
as exploring the rate of convergence of a velocity profile towards a self-similar profile (5.7).
For steady uniform flows, the µ(I) rheology with the no-slip condition predicts a Bagnold
velocity profile with χ = 5/4, while alternative rheologies (Chapter 3) or boundary conditions
(§4.2.2) predict alternative profiles and different values of χ. For example, the Bagnold-with-slip
profile (2.12) has 1 < χ < 5/4, while nonlocal models (§3.3) predict profiles with χ > 5/4 for
large values of δ, consistent with experimental results (Thomas and Vriend 2019).
5.3. Error analysis for the shape factor
In practice, the velocity field u(x, z, t), and therefore the averages u and u2, cannot be mea-
sured exactly. DPM simulations and real flows always exhibit some variance from their initial
conditions, and experimental results will have measurement errors. Moreover, nominally steady
(resp. streamwise-uniform) flows usually exhibit some time-dependence (resp. streamwise evo-
lution), and so the measured value of u must have some variance. In addition, the data from
DPM simulations and laboratory experiments always exhibit some variance from their initial
conditions; experimental results may also have measurement errors or imprecisions.
In this section, we consider the robustness of the definition (5.6) to errors in u, assuming that
the depth h may be measured exactly. Let u = u0 + u
′, where u0 is the ‘true’ value of u and u′
is the error; similarly, write χ = χ0 + χ
′. We seek an estimate for the magnitude of χ′.
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The expression (5.6) gives
1
h
(
χ0 + χ
′) = ∫ h0 (u20 + 2u0u′ + u′2) dz(∫ h
0 u0 dz
)2
+ 2
(∫ h
0 u0 dz
)(∫ h
0 u
′ dz
)
+
(∫ h
0 u
′ dz
)2 (5.9)
=
∫ h
0 u
2
0 dz(∫ h
0 u0 dz
)2 + 2
∫ h
0 u0u
′ dz(∫ h
0 u0 dz
)2 − 2
(∫ h
0 u
2
0 dz
)(∫ h
0 u
′ dz
)
(∫ h
0 u0 dz
)3 + o( ||u′||h||u0||
)
, (5.10)
χ′ =
2h
∫ h
0 u0u
′ dz(∫ h
0 u0 dz
)2 − 2h
(∫ h
0 u
2
0 dz
)(∫ h
0 u
′ dz
)
(∫ h
0 u0 dz
)3 + o( ||u′||||u0||
)
, (5.11)
giving the relative error χ′/χ0 as
χ′
χ0
=
2
∫ h
0 u0u
′ dz∫ h
0 u
2
0 dz
− 2
∫ h
0 u
′ dz∫ h
0 u0 dz
+ o
( ||u′||
||u0||
)
. (5.12)
In the above, the norm of a function is defined as the square-integral
||f || =
[∫ h
0
f(z)2 dz
]1/2
.
Note that ||f || does not have the same dimensions as f , but has an additional dimension of
[length]1/2 from the dz.
If the final correction term in (5.12) is ignored, then an estimate of the maximum error ||χ′|| may
be obtained using the calculus of variations, maximising χ′ over possible perturbation functions
u′(z), given that the relative error is
R =
||u′||
||u0|| .
It can be shown that the maximal value of ||χ′|| is attained by the function
u′(z) = R||u0||u0(z)−M||u0 −M || , where M =
∫ h
0 u
2
0 dz∫ h
0 u0 dz
. (5.13)
(Note that the prime u′ in (5.13) does not denote a derivative.) Putting (5.13) into (5.12) gives
the maximum relative error ∣∣∣∣ χ′χ0
∣∣∣∣
max
= 2(χ0 − 1)1/2R+ o(R). (5.14)
In particular, if the base flow u0 is Bagnoldian, then χ0 = 5/4 and so |χ′/χ0|max ∼ R. Informally,
χ depends quadratically on u so one would expect χ to have a relative error of 2R, but in fact
the minus sign in (5.12) allows for some cancellation between the two terms.
In the above, we assumed that h could be measured exactly, but a similar perturbation analysis
could be performed for errors in h, by writing h = h0 + h
′ and using Leibniz’s rule∫ h0+h′
0
f(z) dz =
∫ h0
0
f(z) dz + f(h0)h
′ + o(h′)
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to estimate the errors in each integral. From this we arrive at an estimate of the sensitivity of
χ on h, viz.
χ′
χ0
=
[
1− 2usurf
u
+
u2surf
u2
]
h′
h0
+ o(|h′/h0|), (5.15)
where usurf is the surface velocity.
2
The estimates (5.14, 5.15) give some guarantees over the robustness of χ to variations in the
depth h and the velocity profile u. We note again that although we have used the term ‘error’
in the above calculation, h′ and u′ do not necessarily refer to measurement errors or uncer-
tainties. It may also refer to variance in measurements due to time-fluctuations, or to different
results across experiments or simulations. In the context of DPM, (5.14) could also refer to the
sensitivity of the shape factor to the precise method by which continuum fields are constructed
from discrete data (§9.1).
5.4. Initial and boundary conditions
The system (5.4) must be supplemented by initial and boundary conditions on h and u. These
conditions depend on the specific problem being studied, but we make some general remarks
below.
The shallow water equations (5.3) form a hyperbolic system (Evans 2010, Iserles 2008, Billing-
ham and King 2001), and can be analysed using the method of characteristics. It can be
shown that the ‘Riemann invariants’ JC± = u ± 2c are conserved along the C± ‘characteristic
curves’ xC±(t) satisfying x′C±(t) = u ± c respectively, where c = (gh)1/2 is the wave speed
(Garc´ıa-Navarro et al. 2008). Informally, the solution for h and u at a given point (x, t) can be
determined by following the characteristic curves backwards in time to find the values of JC±
from the initial or boundary conditions.
The additional diffusivity term in the granular depth-averaged equations (5.4b) turns (5.4) into
a parabolic system.3 The quantities u± 2c are not exactly conserved along the characteristics,
due to diffusion.4 However, in the small grain limit d  H, the diffusivity ν is small, the
Riemann invariants are still approximately conserved along the characteristics, and the above
discussion continues to apply.
In Chapter 10, we shall apply the above depth-averaged model to steady flows. Dropping the
∂/∂t terms converts (5.4) into a system of ordinary, rather than partial, differential equations,
which are easier to analyse, but the evolution towards a steady state, and the interpretation of
boundary conditions, shall require further consideration (§10.1).
* * *
The depth-averaged equations (5.4) have one less spatial dimension than the full equations of
motion (2.10), and are therefore more amenable to analysis. However, they tell us nothing
2The surface velocity may be taken either at z = h0 or at z = h0 + h
′; the resulting difference is absorbed into
the o(|h′/h0|) term.
3A PDE is characterised according to its highest-order derivatives (David Baker and Owen Petrie, pers. comm.,
6 February 2019).
4Strictly speaking, the term ‘characteristics’ does not apply to non-hyperbolic systems.
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about the internal profile of a flow; instead, the shape factor χ has to be specified externally.
We shall use the depth-averaged model (5.4) to study the abrupt roughness transition shown
in figure 1.4(a) and compare the predictions against those of the µ(I) rheology (Chapter 11)
and a time-dependent analogue (Chapter 12). We shall see that the depth-averaged model can
be mathematically analysed to produce qualitatively correct behaviour over long distances, but
also that the assumption of a self-similar velocity profile χ = constant is not justified in the
presence of a roughness change.
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Part II.
Discrete particle models
39

This part of the thesis will begin by recounting basic concepts about DPM (Chapter 6). The
following few chapters will deal with contact modelling (Chapter 7), initial and boundary con-
ditions (Chapter 8), and the relationship between DPM and continuum models (Chapter 9). In
each of these chapters, we review existing techniques for each of these steps and discuss their
usage. We also introduce some novel techniques that can be used for more realistic models or
more efficient simulations.
Our discussion shall focus on physical aspects of discrete particle modelling, although we shall
need to consider computational costs when constructing a DPM. Details about the implemen-
tation of DPM simulations are discussed briefly in Appendix A. The simulations in this work
were conducted using the software package MercuryDPM (Weinhart et al. 2012, Thornton et al.
2013, Weinhart et al. 2013). A wide range of applications of MercuryDPM towards a number
of problems are reviewed in Weinhart et al. (2017). A broad survey of DPM techniques and
implementation can be found in O’Sullivan (2014).
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6. Fundamental ideas
The whole is greater than the sum of its parts.
Aristotle
In a system of N grains, the individual grains are governed by Newton’s laws of motion. Let
xi(t) = (xi, yi, zi) be the position of the centre of mass of the ith particle and let ui(t) = x˙i(t)
be the velocity. Then Newton’s second law states that
d
dt
(miui) = f i = f
ext
i +
∑
j 6=i
f cij + f
walls
i , i = 1, . . . , N, (6.1a)
where the force f i on the ith grain consists of an external force f
ext
i on the grain, the forces∑
j 6=i f
c
ij from other grains, and the contact forces f
walls
i from fixed objects such as walls and
obstacles. Moreover, if the ith grain has moment of inertia tensor Ii and angular velocity ωi,
then these satisfy
d
dt
(Ii · ωi) = τ exti +
∑
j 6=i
τ ij + τ
walls
i , i = 1, . . . , N, (6.1b)
where τ exti is an external torque, τ ij is the torque on particle i from particle j, and τ
walls
i is the
torque from contacts with fixed objects.
In this thesis, we assume that the external force on a particle f exti = mig is the weight of that
particle in a gravitational field, while the external torque vanishes. Usually, g will be taken
as constant, but in Chapter 12 we shall study the effects of a time-dependent (but spatially
uniform) gravitational field g (in an inertial frame, so that there are no other fictitious forces).
By taking no other external forces than the weight, we neglect any effects of air or water
resistance. We also assume that the forces f cij between particles are contact forces, which are
nonzero if and only if particles are in contact; we exclude long-range forces such as cohesion
due to an interstitial fluid. Thus, our simulations are limited to dry flows. There has been work
to couple discrete particle models with simulations of hydrodynamic flows, but at present these
face significant computational difficulties (O’Sullivan 2014).
In practice, the system (6.1) is not useful for describing the dynamics of granular media, even if
there were no computational difficulties from solving the large system of coupled equations for
N  1. The contact forces and torques between grains all depend on the mechanical properties
of the grains as well as their shapes and orientations. The moment of inertia also depends on
the shape and orientation of each grain. In a sample of sand, grains typically have very irregular
shapes, and the mechanical properties may vary from grain to grain, or even within a single
grain. Only with all of this information would it be possible to solve (6.1).
A discrete particle model of a granular flow attempts to strip away all of these details about
individual grains, while retaining realistic ‘bulk’ or ‘statistical’ behaviour, as defined by appro-
priate averages over particles. There are three steps when designing a discrete particle model.
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We first suppose that the constituent grains all have a regular shape. All of the DPM in the
present work are two-dimensional and use particles that are circular discs: these assumptions
are discussed in §6.1 and §6.2 respectively. Next, we must specify a contact model that governs
the interactions between two particles in terms of their relative positions, velocities and rota-
tions. Doing so closes the system (6.1) by giving explicit expressions for the moments of inertia
and the contact forces and torques. Contact modelling will be discussed in Chapter 7. Finally,
we must specify initial and boundary conditions, which govern the introduction and removal of
particles, and their interactions with the boundaries of a simulation domain; these are discussed
in Chapter 8.
After specifying the particle shapes and sizes, the contact models for particle interactions,
and initial and boundary conditions, we may then integrate (6.1) to find the functions xi(t),
ui(t) and ωi(t), allowing us to trace the motion of each particle from a given set of initial
conditions. This information by itself is not useful: a system of N  1 particles is likely to
be chaotic, so these solutions are extremely sensitive to initial conditions as well as numerical
errors. However, we can construct local averages of particles’ positions and velocities, which are
much more robust to noise. This averaging process is called coarse-graining, which we define
in §9.1. Coarse-graining produces a set of continuum fields describing the bulk behaviour of
the flow, and the results may be compared against continuum models or lab experiments. In
Chapter 9, we describe the coarse-graining process, as well as the calibration of a DPM against
the µ(I) rheology.
Discrete particle models are realised as computer simulations, and some computational issues
faced by these simulations are discussed briefly in Appendix A. But experimentalists also use
the principle of studying systems of particles with regular shapes and contact properties as
models for more general granular flows. Notably, McElwaine and Nishimura (2000) performed
experiments in which up to 550,000 ping-pong balls were released down a ski jump in Sapporo,
Japan. On a smaller scale, studies of force transmission inside granular materials using photoe-
lastic discs, such as Shukla (1991), Owens and Daniels (2011), Tang et al. (2018), Thomas and
Vriend (2019), are based on the same principle.
6.1. Two-dimensionality
The discrete particle models to be discussed in this thesis are all two-dimensional (2D), which
means that all particles are constrained to a single layer on the (x, z) plane; in other words,
yi = vi = 0 for all particles. The angular velocity vectors ωi all lie in the y-direction so
that rotation occurs only in the (x, z) plane. This is the modelling approach used in the
photoelasticity community (e.g. Shukla (1991), Owens and Daniels (2011), Tang et al. (2018)),
where the imaging technique requires that the particles lie in a single layer. Our motivation here
is computational. The running time of a simulation of N particles grows somewhere between
O(N) and O(N2) (Appendix A). By taking only one layer of particles in the cross-stream
direction, a two-dimensional simulation can cover a much longer and deeper domain compared
to a three-dimensional simulation with the same number of particles.
Some care should be taken in interpreting two-dimensional DPM. A 2D continuum model merely
states that statistically (in the sense of §9.1) particles have no motion or variation in the cross-
stream y-direction: we refer to such flows as quasi-two-dimensional. On the other hand, a 2D
discrete model makes the stronger statement that the entire flow is only one particle wide, with
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Figure 6.1.: Circular particles in a 2D DPM (left) can be interpreted as discs or cylinders with
line contacts (middle), or as spheres with point contacts (right). Particles are
confined to a single channel with zero sidewall friction.
all the particles aligned on a single plane in the y-direction and having no velocity component
out of this plane. Furthermore, a 2D DPM cannot necessarily be compared directly to lab
experiments on discs: for example, in experiments, discs may have out-of-plane particle rotation,
and may be affected by sidewall drag (Owens and Daniels 2011).
Two-dimensional DPM are therefore fundamentally phenomenological, but they are nonetheless
able to model many aspects of quasi-2D flows at a fraction of the computational cost of a 3D
DPM (Deluzarche and Cambou 2006, O’Sullivan 2014). However, there are certain behaviours
that are poorly captured in 2D DPM: for example, discs packed in two dimensions have a
much larger packing fraction than spheres in three dimensions. Discs cannot move around each
other as easily as out-of-plane motion is prohibited, so that granular segregation is slower in
2D. Moreover, circular particles in a 2D DPM can be in contact with fewer neighbours than
monodisperse spheres in 3D.1
6.2. Particle shapes and sizes
In our simulations, we use circular particles. As shown in figure 6.1, such particles could
represent discs (or cylinders) or spheres, confined to a single channel with no other sidewall
effects. In both cases, particles may not move around each other in the cross-stream direction,
so the distinction between discs and spheres has no effect on the inter-particle kinematics. The
difference between spheres and discs may inform our choice of contact model, but as we shall
discuss in Chapter 7 there are other considerations that we account for when choosing a contact
model. Therefore, the distinction shown in figure 6.1 is largely immaterial for two-dimensional
DPM simulations. For definiteness, we shall mostly refer to our particles as discs: this allows
more direct comparison with the work of the photoelasticity community, which solely uses discs
rather than spheres (Owens and Daniels 2011, Thomas and Vriend 2019).
A contact between two circular particles has exactly one contact point, which lies on the line
connecting their centres. The contact point and normal may be computed exactly, and the
1For perfectly monodisperse discs, each disc has at most six neighbours, while perfectly monodisperse spheres
can have up to twelve. Fitting seven small discs around a larger central disc needs a size dispersity of around
13%, as defined in §6.2; the simulations used in this thesis have a size dispersity of 10%.
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(a) (b) (c)
Figure 6.2.: (a) An grain with small-scale asperities (green) can be modelled as a circular particle
(blue), if appropriate rolling resistance is added. (b) A system of prolate grains can
exhibit nematic alignment, which is not possible with circular particles. (c) Caltrops
can strongly interlock with each other, which cannot happen with spheres.
theory of elastic contacts between discs or spheres is well-established (Johnson 1985). There
are therefore computational and modelling advantages to using circular particles. As we shall
note in §7.4.2, a modified contact model with rolling resistance may be used to capture some of
the properties of grains that are approximately round (figure 6.2(a)). However, a model using
circular particles cannot handle granular phenomena that are caused by shape effects, such as
shape segregation, the nematic effects of prolate particles (figure 6.2(b)), or jamming of highly
nonconvex materials (figure 6.2(c)).2
In most samples of granular materials, such as sand or gravel, there will be some variation in
the sizes of grains, even if the material is nominally monodisperse. Any discrete particle model
of these materials should retain this property. If not, a system of discs or spheres that are all
of the same size may develop locally into unrealistically ordered or ‘crystalline’ structures, in
which forces may be transmitted over much longer distances than they would be in a disordered
arrangement. It is therefore necessary to introduce some size dispersity in a DPM to break up
these structures, but not so much dispersity that size segregation may occur.
In our simulations, size dispersity is provided by particles having diameters di with ±10%
variation about a mean particle diameter. Using periodic domain tests (Chapter 9), we found
that this size dispersity did not result in a significant amount of size segregation, which justifies
the description of the particles as being nominally monodisperse.3
The process by which one creates a sample of particles with size dispersity in a discrete particle
model shall be given in §8.2.
2Panel (b) is from Kevin Yager, Barrett Research Group, http://barrett-group.mcgill.ca/tutorials/
liquid_crystal/LC01.htm. Panel (c) is from Philadelphia History Museum at the Atwater Kent, Histor-
ical Society of Pennsylvania Collection, photograph by Sara Hawken, http://philadelphiaencyclopedia.
org/archive/artifact-caltrops/caltrops07/.
3Specifically, no correlation was found between the sizes di and the depthwise positions zi or velocities wi of
the particles.
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7. Contact models
There is happiness in life;
Inevitably, there are often also tears.
But as we meet each other below the Lion Rock,
At least we find more joy than sorrow.
Below the Lion Rock
A discrete particle model requires a law that governs particle-to-particle interactions. In a
granular flow in a dense state, each particle may be in continuous contact with multiple different
particles, forming force chains that transmit forces over long distances (Mueth et al. 1998,
Peters et al. 2005, Thomas and Vriend 2019). This is in contrast to a granular ‘gas’ in the
kinetic regime (§3.2), in which particles have a mean free path that is much longer than the
typical particle diameter, so that interactions between particles are mostly binary collisions,
and multiple contacts are rare. In a DPM, we assume that when a particle is involved in many
contacts, each contact may be treated independently. This assumption, which is commonly
used in Hertzian contact modelling (Johnson 1985), can be reasonably applied to real grains,
provided that a contact force on one side of a grain does not cause a large enough deformation
on the other side of the grain to affect contacts on that other side. To enforce this condition
in a simulation, the particles must be made sufficiently ‘stiff’ so that the amount of overlap
between two particles remains small compared to the particle size.
In this chapter, we first define some basic concepts in §7.1, and state some general guidelines
for choosing a contact model. As sketched in figure 7.1, the contact force between two two-
dimensional particles can be divided into a component fn normal to the contact line, and a
tangential component ft, and most contact models assume that these may be treated separately.
We discuss the normal component in §§7.2, 7.3, first stating some classical results about elastic
contacts in §7.2, and reviewing some of the recent literature on dissipative contacts in §7.3. As
for tangential contacts, §7.4 will discuss models of friction between two bodies.
Although contact models are informed by theoretical and experimental results on contacts be-
tween real materials, we must also consider computational limitations when choosing a contact
model for a DPM simulation. In §7.5, we shall discuss some techniques by which the computa-
tional cost of a simulation may be reduced by adjusting a contact model appropriately, possibly
at the expense of realism.
7.1. Definitions
Assuming that the binary contacts treatment is appropriate, a contact model should give the
force between two particles as a function of the relative displacement and velocity of the particles.
Two circular particles with positions x1 and x2 are said to interact if their distance |x1−x2| <
R1 + R2, where Ri = di/2 are the radii of the particles. We say that the overlap between the
47
(a) (b)
R1
R2
δ
wall
R
a
δ
vvn = δ˙
fnft
Figure 7.1.: A contact between particles of radii R1 and R2 (panel (a)) is equivalent to a contact
between a particle of radius R and a wall (panel (b)), where R and m are given
by (7.1) and (7.2). As in figure 6.1, the circles shown here can represent either
cylinders or spheres.
two particles is δ = R1+R2−|x1−x2|. Instead of considering a contact between two discs, it is
often easier to consider an equivalent problem of a disc of radius R interacting with a half-space
(or ‘wall’), where the reduced radius (or effective radius) of the collision
R =
R1R2
R1 +R2
(7.1)
is half the harmonic mean of the radii of the two original discs. This equivalence is illustrated
in figure 7.1. The mass m of the new particle is likewise taken to be the reduced mass
m =
m1m2
m1 +m2
. (7.2)
A contact force consists of a normal component fn and a tangential component ft. The normal
component usually consists of a repulsive reaction force as well as damping forces.1 The tan-
gential component usually represents a frictional traction between the two particles that resists
relative tangential motion.
We shall discuss friction in §7.4, but for now we focus solely on the normal component. The
value of fn is to be a function of the overlap δ and the normal component of the relative velocity
δ˙. The force may be decomposed into conservative and dissipative components, viz.
fn(δ, δ˙) = felastic(δ) + fdissipative(δ, δ˙), (7.3)
where the conservative force felastic(δ) represents elastic forces and fdissipative represents forces
that are responsible for the dissipation of energy in a collision. By assumption, fdissipative must
1A DPM could use attractive forces to model adhesive or charged particles. We shall not consider attractive
normal forces in this work.
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have a dependence on δ˙, or it would not be a dissipative force. By Newton’s second law, δ
satisfies the differential equation
mδ¨ = −fn. (7.4)
We must now choose the forms of the functions felastic and fdissipative by specifying a contact
model. The choice of one contact model over another, as well as the parameters within that
model, is motivated both by considerations on the material properties of the physical grains
and by computational limitations such as numerical stability. We shall discuss computational
considerations in §7.5.
A basic condition is that both felastic and fdissipative should vanish if δ < 0. This assumption
asserts that particles may affect each other only through contact forces. Another condition is
that felastic > 0, so that the elastic force is always repulsive. In principle, there is no problem
with including non-contact forces into a DPM, but in this work we shall only consider finite-
range forces. These assumptions are reasonable for modelling dry grains that are sufficiently
large that electrostatic or cohesive forces may be neglected, but not for very fine powders. The
restriction to finite-range forces brings significant computational advantages (§A.1).
7.2. Linear elasticity
Suppose that particles and walls are made of a linearly elastic material, and that dissipation
is negligible. The normal repulsion force felastic(δ) can be computed using the well-established
Hertzian contact theory (Johnson 1985, Owens and Daniels 2011). The full calculations, which
may be found in Johnson (1985), are complicated, but the key results can be obtained by simple
scaling arguments, given below. The arguments depend on whether the two-dimensional particle
represents a cylinder or a sphere (figure 6.1).
7.2.1. For a cylinder
Consider a cylinder of length L interacting with a wall, as figure 7.1(b). Assuming that the
overlap satisfies 0 < δ  R, then the contact length
a =
√
R2 − (R− δ)2 ∼
√
2Rδ ∼
√
Rδ,
and the contact area
A = aL ∼ L
√
Rδ.
The strains in both the particle and the wall scale as
 ∼ δ
a
∼
√
δ
R
.
Meanwhile, the stress on the contact is
σ ∼ felastic
A
∼ felastic
L
√
Rδ
,
and Hooke’s law states that σ ∼ E, where E is the Young’s modulus of the material. After
some rearrangement, one obtains
felastic ∼ ELδ,
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showing that fn grows in direct proportion to δ. We therefore say that
felastic(δ) =
{
kδ, δ > 0,
0, δ ≤ 0, (7.5)
where k, the geometric stiffness, is proportional to EL.
Note that in this chapter, ‘stress’ refers to the mechanical state within a particle, not to the
‘bulk’ stress of a flow; likewise with ‘strain’ and ‘strain rate’.
For a perfectly elastic collision, so that fdissipative = 0, one easily solves (7.4) to give
δ(t) = v0
√
m
k
sin
(
t
√
k
m
)
,
using the initial conditions δ(0) = 0 and δ˙(0) = v0, where v0 is the incident velocity of the
collision. We say that the contact time is
tc = pi
√
m
k
, (7.6)
the time at which δ becomes zero again. Note that tc decreases against increasing k. We note
that the final velocity
vf = −δ˙(tc) = v0,
showing that the coefficient of restitution
e =
vf
v0
(7.7)
is equal to 1, as expected. We also find the maximum penetration as
δmax = v0
√
m/k. (7.8)
7.2.2. For a sphere
A similar scaling argument may be made if we instead suppose that the circular particles shown
in figure 7.1 represent spheres rather than cylinders. In this case, the contact area A scales as
A = pia2 ∼ Rδ,
but the expressions for stress and strain otherwise remain the same, and we find that
felastic(δ) =
{
Kδ3/2, δ > 0,
0, δ ≤ 0, (7.9)
where K is proportional to ER1/2. As with the cylindrical case, we still refer to k = Kδ1/2
as the geometric stiffness, but k now increases with δ and is no longer a constant. With the
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force law (7.9), it is not possible to solve (7.4) to find an analytic solution for δ(t), but it can
be shown that
tc = 2
∫ δmax
0
dδ(
v20 − 4K5mδ5/2
)1/2 (7.10)
=
2δmax
v0
∫ 1
0
ds
(1− s5/2)1/2 (7.11)
≈ 2.94× δmax
v0
, (7.12)
where
δmax =
(
5mv20
4K
)2/5
(7.13)
is the maximum penetration of the collision. We note that tc ∝ v−1/50 , so the contact time
decreases with increasing impact velocity.
The δ3/2 law (7.9) is sometimes referred to (e.g. by Bharathraj and Kumaran (2017)) as ‘the
Hertzian contact law’, to the exclusion of the linear law (7.5). In fact, both laws are consistent
with Hertz’s theory of elastic contacts, but for differently-shaped particles (Johnson 1985). As
discussed in §6.1 and shown in figure 6.1, the distinction is not important in a two-dimensional
DPM, but must be made if a contact model is supposed to correspond directly to a system of
real discs, for example, in photoelasticity experiments (Tang et al. 2018, Thomas and Vriend
2019).
7.3. Linear viscoelasticity
While Hertzian contact theory between two elastic bodies is well-established, models of the
effects of dissipative forces in a DPM have been more ad hoc, and in the literature there exist
conflicting expressions for the proper form of the dissipative term fdissipative(δ, δ˙). A large
problem is that there are several mechanisms by which a contact may be dissipative: amongst
these, Kuwabara and Kono (1987) identify plastic deformation, dry friction and viscoelasticity,
and Andreotti et al. (2015, p. 30) also list radiative elastic loss. These mechanisms are described
by different expressions for fdissipative(δ, δ˙). The mechanics within a particle are not directly
important when using a DPM, but should be considered if a contact model is to be realistic.
In this section, we review a simple model of viscoelasticity and use it to derive expressions
for fdissipative using scaling arguments analogous to those of §7.2, again distinguishing between
the cylindrical and the spherical cases. However, we shall describe in §7.5 other models that
have been proposed because they are easier to interpret or specify in a DPM. These models are
possibly less physical, but they capture the qualitative effects of a dissipative contact.
Supposing that particles are made of a viscoelastic material, a common model for such materials
is the Kelvin–Voight spring-dashpot model (Roylance 2001). Under this model, the stress on
a material is a linear combination of the strain and the strain rate. The first component is
conservative, and we have already discussed it in §7.2. In the second component, the assertion
that the dissipative stress is directly proportional to the strain rate is equivalent to Newton’s
law of viscosity,
σdissipative ∼ η˙,
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where η is the dynamic viscosity. The strain rate ˙ ∼ δ˙/a, where a is the contact width. As in
§7.2, converting this into a contact law between two particles depends on whether these particles
are cylinders or spheres.
7.3.1. For a cylinder
For a cylinder, A ∼ L√Rδ and a ∼ √Rδ as in §7.2.1, so that the force scales as
fdissipative ∼ ηLδ˙.
Therefore,
fdissipative(δ, δ˙) =
{
γδ˙, δ > 0,
0, δ ≤ 0,
where γ ∼ ηL is called the dissipation coefficient.
For δ > 0, the combined effects of (7.5) and (7.3.1) turn the equation of motion (7.4) into the
linear equation
mδ¨ + γδ˙ + kδ = 0, (7.14)
with initial conditions δ(0) = 0 and δ˙(0) = v0 as before. This is referred to as the linear
spring-dashpot model (O’Sullivan 2014).
Supposing that γ < 2
√
mk, then the equation (7.14) is an underdamped system, and so
δ(t) =
2mv0
4mk − γ2 exp
(−γt
2m
)
sin
(√
4mk − γ2
2m
t
)
. (7.15)
With the nonzero dissipation, the contact time is now
tc =
2pim√
4mk − γ2 . (7.16)
The final velocity vf and coefficient of restitution e are given by
e =
vf
v0
= exp
(−γtc
2m
)
= exp
(
−piγ√
4mk − γ2
)
, (7.17)
with 0 < e ≤ 1. In practice, the quantities tc and e are easier to interpret than the material
properties k and γ. These latter two can be calculated from the former two according to the
formulae
γ =
m
tc
log(1/e), k =
1
2
m
[(
pi/tc
)2
+ (γ/m)2
]
.
If instead γ ≥ 2√mk, then the equation (7.14) is critically damped or overdamped; the two
colliding particles do not eventually separate from each other: in this case, the collision time
can be said to be infinite, and the coefficient of restitution to be 0; they would not be given by
the formulae (7.16) and (7.17).
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7.3.2. For a sphere
For a sphere, geometric arguments similar to those of §7.2.2 give
fdissipative ∼ ηR1/2δ1/2δ˙.
Analogously to §7.3.1, we can combine this dissipative force with the elastic force from §7.2.2
to construct a nonlinear spring-dashpot model,
mδ¨ + Γδ1/2δ˙ +Kδ3/2 = 0, δ(0) = 0, δ˙(0) = v0, (7.18)
where the dissipation coefficient Γ ∝ ηR1/2. This model was proposed by Kuwabara and Kono
(1987), who derive it from first principles rather than these scaling arguments, and relate the
K and Γ to fundamental material constants. They also show that (7.18) matches well with
experimental results on collisions of hard spheres.
Unlike the cylindrical case (§7.3.1), the system (7.18) cannot be solved analytically in terms of
simple functions.
7.4. Tangential forces
Our discussion in this chapter so far has been concerned with only the normal component fn of
forces in a contact. We now discuss the tangential component ft, which resists relative motion
in a direction tangential to a particle. For circular particles, once the value of ft determined, the
torque that such a force exerts on a particle is simply τ = ft(d/2), the force multiplied by the
radius of the particle. In contrast, normal forces act through the centre of mass of a rotation,
and do not exert a torque on a circular particle. For noncircular particles, both the normal
component and the tangential component of a contact force could exert a torque, depending on
the point of contact and its relationship to the centre of mass of the particle.
A contact model must give the tangential force ft in terms of the relative tangential motion
between particles. In two dimensions, there are two different types of tangential motion between
two bodies: sliding and rolling (O’Sullivan 2014, Johnson 1985). Sliding is the presence of a
relative linear velocity at the contact between the two bodies, while rolling is the presence
of a relative angular velocity when the two bodies’ angular velocities are aligned. In three
dimensions, it is also possible to have torsional motion and forces between two spheres, when
their angular velocities are not aligned (O’Sullivan 2014). This is not possible in the two-
dimensional models discussed in this thesis, in which the angular velocity vectors of all particles
are parallel to each other.
Assuming that the tangential forces due to sliding and rolling may be treated independently,
we write
ft = fts + ftr,
where fts and ftr resist sliding and rotational motion respectively. Each force must act in
the direction that opposes the corresponding motion. Various models, with varying degrees of
complexity, have been proposed for the forms of fts and ftr, but there is no consensus between
different authors (O’Sullivan 2014). As with dissipative normal forces (discussed in §7.3), part
of the problem is the variety of physical mechanisms that a frictional contact might represent.
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lµ
Figure 7.2.: When surface asperities occur over a lengthscale that is much smaller than the grain
size (left), a DPM may treat the surface as geometrically smooth (right), with the
resistance to motion being represented through a friction model. The grain itself
may also have asperities, not shown in this diagram.
The tangential force ft includes friction, which is dissipative, but ft can also include conservative
elastic forces that resist small deformations in the tangential direction.
Friction between two surfaces arises out of asperities on each surface, which resist tangential
motion by locking on each other. All surfaces contain these asperities, but when these asperities
occur over a lengthscale lµ much smaller than the particle diameter d, a DPM treats the surface
as being geometrically smooth, with the resistance to motion being represented through a
frictional force ft. This abstraction is shown in figure 7.2. It should be noted throughout this
section that by ‘friction’ we refer to the intrinsic friction of contacts between individual particles:
this is distinct from the ‘bulk’ friction observed at a macroscopic level resisting the motion of a
current as a whole. As we shall see in Chapter 9, a system of particles exhibits a bulk friction
even if individual contacts are frictionless: the dissipation is provided by the dissipative normal
forces described in §7.3. The simulations that we shall describe in Part III in fact use frictionless
contacts.
7.4.1. Sliding resistance
For small deformations in the tangential direction, many materials exhibit linear elastic or
viscoelastic behaviour, just as with deformations in the normal direction (§§7.2, 7.3). We define
the tangential sliding displacement δts as the displacement of the particle along the wall relative
to δts = 0, the position at the start of the contact. The force fts resisting this displacement
can depend on δts and its derivatives with respect to time. For cylindrical particles, scaling
arguments similar to the ones used in §§7.2.1, 7.3.1 can be used to show that δts can be modelled
as a linear spring-dashpot system
fts = −mδ¨ts = kslδts + γslδ˙ts, (7.19)
where the stiffness ksl and dissipation coefficient γsl for sliding are proportional to, but not equal
to, the coefficients k and γ, respectively, for normal forces from (7.14). The same analogy can
be made for spherical particles.
But for large displacements (in particular, for sustained sliding), fts does not obey (7.19).
Instead, its magnitude is bounded above, and the Coulomb friction model states that this
bound is proportional to the normal force fn,
|fts| ≤ µslfn, (7.20)
where µsl is the coefficient of sliding friction. Combining (7.19) and (7.20) gives the contact
model
fts = min
(
kslδts + γslδ˙ts, µslfn
)
.
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Figure 7.3.: Left: A circular particle rolling along a wall with velocity u and angular velocity
ω experiences no sliding resistance if u = Rω. Right: A non-circular particle on a
wall does not roll if the slope θ is below a threshold angle θT .
Saturating the bound in (7.20) gives the elementary law of Coulomb friction.
7.4.2. Rolling resistance
Rolling resistance acts against relative angular velocities of two bodies in contact with each
other. It is again useful to consider the prototypical problem of a circular particle2 moving
against a wall. We note two elementary facts about such a contact. Firstly, a circular particle
may roll freely against the wall without slip, provided that u = Rω, where u is the translational
speed of the particle, ω is the angular velocity, and R is its radius. Under this condition, there
is no relative linear motion between the particle and the wall at the contact point, so the sliding
resistance described in §7.4.1 vanishes. Secondly, a circular particle resting on a wall inclined at
a slope θ will start to roll down for any value of θ 6= 0, as the weight of the circle exerts a torque
on the point of contact. In contrast, an angular particle on a plane does not roll if θ < θT for
some threshold θT that depends on the shape and orientation of the particle. This is illustrated
in the right-hand diagram in figure 7.3 for a regular hexagon. In general, for a regular polygon
with n sides, the threshold slope is θT = pi/n.
A DPM with circular particles can capture this property of angular particles by introducing a
rolling resistance
ftr = µrofn (7.21)
with coefficient of rolling friction µro. Note that µro is quite distinct from the coefficient of
sliding friction µsl, and there is not necessarily any relationship between them.
As we have seen, if a circular particle is meant to represent a regular polygon with n sides, then
the coefficient of rolling friction is given by µr = tan θr = tanpi/nT . However, if the particle is
meant to represent an irregular shape, as shown in figure 6.2(a), then µr is an abstract quantity
that qualitatively, but not quantitatively, relates to the geometry of these asperities. Moreover,
in a DPM, one typically uses a single value of µro for all particles in the system, so the chosen
value of µro represents an average over multiple grains.
Estrada et al. (2011) compared simulations using frictionless regular n-gons against simulations
using circular particles with an appropriate equivalent rolling fricion. Looking at statistical
properties such as shear strength and packing fraction, they found that, for n ≥ 5, the two sets
of simulations gave remarkably similar results for bulk properties such as shear strength and
2The particle would be a sphere in 3D.
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packing fraction. This justifies the idea that ‘approximately circular’ particles (in the sense of
§6.2) can be treated as circles with rolling resistance.
Now, the simple rolling friction law (7.21) in fact gives only the limiting value of rolling friction.
But consider a polygon resting on a flat surface. If the polygon is lifted and rotated slightly,
it does not roll onto a different edge, but returns to its initial resting position. To model this
behaviour using a circular particle, the rolling resistance may be proportional to the angular
displacement. This is the idea behind the Iwashita–Oda rolling resistance model (Iwashita and
Oda 1998), which is in common usage (O’Sullivan 2014). This model asserts that ftr is given
by
ftr = min
(
kroδr + γroδ˙r, µrofn
)
,
acting in the direction that opposes rolling. This is analogous to the linear viscoelastic friction
model discussed in §7.4.1. Here, δr is the angular displacement and kro and γro are material
constants, with γroδ˙r representing dissipative resistance against rolling. When the angular
displacement is large, representing a continuous rolling motion, then the rolling resistance is
given by the simple expression (7.21).
7.5. Computational considerations
Although the models of Hertzian elasticity and viscoelasticity are believed to hold for many
real materials, a discrete particle model is not directly concerned with the intrinsic material
properties of particles, only with the particles’ interactions with each other; we do not suppose
a one-to-one relationship between particles in a model, and real grains. Indeed, we have already
made simplifications about particles’ shapes, sizes and dimensionality (Chapter 6). We therefore
have some freedom when choosing a contact model and its parameters. We can exploit this
freedom to reduce the computational cost of a simulation, or to make the results easier to
interpret.
7.5.1. Elastic contacts
Consider, for example, the linear elasticity model for cylinders (§7.2.1). For this model, we
must specify the geometric stiffness k, which is proportional to the Young’s modulus E of
the material. As we saw in (7.6), the contact time tc in a collision is proportional to k
−1/2.
Now, for a numerical solution to (7.4) to be accurate, the simulation timestep ∆t should be
small compared to tc.
3 We may decrease k in order to increase tc, allowing us to take larger
timesteps. The particles in a DPM are typically much less stiff than the physical grains that they
represent. For example, the true Young’s modulus of glass is around 30 GPa. By comparison, the
simulations of Jing et al. (2016) use a Young’s modulus E = 5 MPa. Bharathraj and Kumaran
(2017) give their simulation parameters in nondimensionalised form, but emphasise that their
stiffness is at least 103 times smaller than that of real particles.4 Reddy and Kumaran (2007)
3Anthony Thornton (pers. comm., 2016) recommends ∆t = tc/50, although ∆t = tc/20 may be small enough
for testing purposes.
4Bharathraj and Kumaran (2017) give some values: ‘Expressed in dimensionless form, [. . . ] kn = 10
6, [. . . ] For
real particles [. . . ] the particle spring stiffness is in the range of [. . . ] 109 − 1010 for the Hertzian contact
model.’ They also note for the Hertzian model that ‘the computational time required for such simulations
[. . . ] scales as k
−1/2
n ’.
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report that ‘[t]he equivalent spring constant for materials such as sand or glass beads is of the
order of 107 N/m or more, whereas most simulations are carried out with a spring constant of
order 103 N/m for computational efficiency’. Bharathraj and Kumaran (2017) claimed that the
simulations of Reddy and Kumaran (2010, figures 5 and 6) showed that the rheology is only
weakly dependent on the stiffness parameter k provided that k > 106mg/d; we note that this
conclusion, while plausible and very useful, might not be justified given the wide error bars.
However, the maximum penetration (7.8) also increases in proportion to k−1/2: if k is brought
too low, then particles may exhibit an extremely large overlap with each other, making particles
unrealistically compressible, as well as violating the assumption of the Hertzian contact theory
that the deformation of a material due to contact forces is small (Johnson 1985) and that each
interaction on a particle may be treated separately. When we choose a value of k, we must
make a balance between increasing tc without making δmax unacceptably large.
Analogous considerations apply to other models involving elastic contacts, including the model
(§7.2.2) for spherical particles, and the linear viscoelasticity model for cylinders and spheres
(§7.3).
For 3D simulations of spherical particles, it may also be preferable to use the contact model
(7.5) instead of (7.9), even though this contradicts the assumption that the spheres are made
of a linearly elastic material. The contact model (7.5) allows a constant collision time (7.6)
to be specified, rather than the collision time (7.12) which depends on the impact velocity.
Specifying a constant tc is useful because the timestep ∆t may then be chosen a priori such
that ∆t/tc  1, regardless of the impact velocity v0 of any contacts.
7.5.2. Dissipative contacts and the coefficient of restitution
The choice of a dissipative contact model and its parameters (a dissipation coefficient or a coef-
ficient of restitution) merit particular discussion, because they demonstrate the issues discussed
in this section.
Consider first the expression fdissipative ∝ Γδ1/2δ˙ for the dissipative force on a sphere: this law
arises from the assumption that the material of the spheres obey the Newtonian viscosity law,
σdissipative ∼ η˙, combined with geometric scaling arguments (§7.3.2). If this intrinsic constitu-
tive relation is replaced by a different model in which the intrinsic viscous stress σdissipative inside
a particle depends nonlinearly on the strain  and strain rate ˙, the same scaling arguments
lead to an alternative expression for the dissipative force fdissipative(δ, δ˙). It is widely agreed (for
example, by Kuwabara and Kono (1987) and Antypov and Elliott (2011)) that the dissipative
force should be directly proportional to δ˙, and have a power-law dependence on δ, so that
fdissipative ∝ δαδ˙,
where the exponent α is a constant. However, there is no consensus on the appropriate value
of α.
The Hertzian viscoelasticity model for a sphere (§7.3.2), corresponding to the case α = 1/2,
predicts a variable coefficient of restitution e that depends on the impact velocity v0 (Kuwabara
and Kono 1987). The experimental results of Marinack et al. (2013, figures 3 and 4) show that,
although e does depend on v0, for many materials the dependence is weak, and the variation of e
is no more than 0.1. Therefore, in practice, it can be more intuitive and analytically attractive
to specify a fixed coefficient of restitution e rather than fixing the dissipation coefficient Γ,
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which is difficult to interpret physically. Antypov and Elliott (2011) showed that, when the
elastic force is felastic = Kδ
3/2 (§7.2.2), a constant coefficient of restitution can be produced by
taking a dissipative force proportional instead to δ1/4δ˙: this proportionality would arise from a
constitutive relation of the form σdissipative ∝ −1˙ in a spherical geometry.
Our simulations, being in two dimensions, sidestep the above discussion by using the contact
law for cylinders (7.14), which are compatible with both the linear viscoelasticity constitutive
relations and the requirement for a constant coefficient of restitution (7.17).
Choosing an appropriate value of e also requires some thought. We shall see in Chapter 9 that
the coefficient of restitution between particles plays an important role in governing whether the
particles form a dense flow, or become dissociated and accelerate indefinitely. This happens be-
cause the coefficient of restitution determines the amount of dissipation in a particle-to-particle
contact. As we noted in §6.1, in general, circular particles in two dimensions have fewer con-
tacts with neighbours than three-dimensional spheres would have; moreover, for computational
reasons, one typically uses a much smaller number of particles than there would be grains in a
real flow. To ensure that the proper amount of energy is dissipated despite the smaller number
of contacts, each contact should be made more dissipative. Hence, the value of e in a simulation
should be smaller than its value in a collision between real grains.
We shall discuss the rheological effects of e in more detail in Chapter 9. For now, we note that
there is however a computational limitation on how low e may be brought. Consider again
the linear viscoelasticity law for a cylinder. In the equation of motion (7.14) and its solution
(7.15), there are two timescales: in addition to the contact time (7.16), there is also a dissipative
timescale td = 2m/γ, where γ is the dissipation coefficient. When solving (7.14) numerically, the
integration timestep must be small compared to td for an accurate solution. Therefore, although
reducing the coefficient of restitution allows us to increase the particle size and decrease the
total number of particles, it can also require us to take a smaller timestep.
7.5.3. Particle size
The most direct way of reducing the computational cost of a simulation is to reduce the number
of particles in the system. This lowers the number of contacts and therefore the cost of contact
detection, which is the most expensive process in a simulation (O’Sullivan 2014).5 The number
of particles may be reduced either by making the simulation domain smaller, or by increasing the
particle diameter d relative to other lengthscales such as the characteristic depth H. Provided
that d/H remains sufficiently small, the continuum approximation continues to apply. The µ(I)
rheology takes d as a merely passive parameter in the inertial number (2.6); increasing d slows
a flow down by decreasing the Bagnoldian velocity scale (2.14), but has no other direct effects.6
When increasing the value of d, one can compensate for the reduced flow speed by decreas-
ing both the coefficient of restitution and the intrinsic coefficient of friction (see §7.4) be-
tween particles. A lower coefficient of restitution increases the amount of energy dissipated
in particle-to-particle interactions, and accounts for the reduction in the number of such in-
5For a simulation of N particles, the computational cost per timestep is between O(N) and O(N2), depending
on the contact detection algorithm (§A.1).
6Increasing d has the additional computational advantage that collisions can be resolved using a lower particle
stiffness, allowing us to use a larger timestep.
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teractions.7 Similarly, a lower coefficient of friction allows particles to rearrange around each
other more easily, counteracting the increased particle diameter d. To see this, recall from §2.1
the interpretation of the inertial number as the ratio between the microscopic rearrangement
timescale tmicro = d/
√
p/ρ and the macroscopic shearing timescale tmacro = 1/γ˙. The micro-
scopic timescale tmicro increases with d so that the value of I increases, but when the intrinsic
coefficient of friction is reduced then the function µ(I) for the bulk friction is also lowered. If d
and the intrinsic coefficient of friction are chosen appropriately, the value of µ(I) may be kept
approximately constant for given values of γ˙ and p.
However, as d is further increased and made comparable to other lengthscales in a problem,
the µ(I) rheology eventually becomes invalid as nonlocal effects become increasingly important
(§3.3). In fact, at very large values of d, the continuum approximation cannot be applied at all.
7.6. Summary
In this chapter, we have reviewed possible laws that govern the interactions between particles.
These laws close the system (6.1) by giving expressions for the interaction forces f cij and torques
τ ij in (6.1b). Each force f
c
ij can be decomposed into a normal component, which represents the
elastic repulsion between two bodies in contact with each other, and a tangential component,
which arises in response to a relative sliding or rolling motion at the point of contact, repre-
senting either frictional resistance or nonsphericity. For circular particles, only the tangential
component exerts a torque on a particle.
While much of our discussion has focused on the contact mechanics of real materials (§7.2 and
§7.3), we also noted that certain features of contact models are favourable from a computational
point of view (§7.5). Particles in a DPM are not made of real materials, and indeed we have
already made some unrealistic assumptions about their shape and size distribution (§6.2).
In Chapter 9 we shall study the relationship between the parameters of contact models, and
the bulk rheological properties of a flow, so that DPM simulations may be related to continuum
models such as the µ(I) rheology. We shall see that bulk properties are often only weakly
affected by the contact model parameters. This implies that we have some freedom to choose
our contact models focusing mostly on computational issues.
We noted in §7.4 that a flow may exhibit a bulk friction even if there is no intrinsic friction
in particle-to-particle interactions, because dissipation can be provided by the inelasticity of
the normal interactions. The rheological effects of these two mechanisms shall be investigated
separately in Chapter 9.
To close this chapter, we summarise the contact models that we shall use in the simulations
presented in Part III. Particles shall be nominally monodisperse cylinders (§6.2), with a size
dispersity of 10%. Normal interactions shall be governed by the linear viscoelastic model ap-
propriate for cylinders (§7.3.1). There shall be no intrinsic friction between particles, neither
sliding nor rolling friction; dissipation shall be provided by inelasticity. In each simulation, the
coefficient of restitution shall be taken as e = 0.1. As discussed in §7.5.2, this is rather lower
than that of most rigid materials.
7The kinetic theory of Haff (1983) and Lun (1991) predict that the rate of decay of granular temperature is
DT/Dt = −Γ ∝ −(1− e2)d−1T 3/2. One can keep Γ unchanged by reducing e when d is increased.
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8. Initial and boundary conditions in DPM
People at birth are naturally kind-hearted. Their natures are similar, but their
habits make them different. If, foolishly, they are not taught, their nature will
deteriorate. The right way in teaching is to attach the utmost importance to
thoroughness.
The opening lines of the Three Character Classic
Having chosen the laws that govern the interactions between particles, we next need to specify
the initial state of a simulation with initial conditions. Unless the simulation is to take place
in an unbounded domain, it will also be necessary to give rules dictating the behaviour of the
system at the edges of the simulation domain with boundary conditions. In the context of chute
flows, these initial and boundary conditions govern the introduction of particles into the system
at the start of a simulation, the removal of particles at the end of a chute, and the continual
replenishing of particles if a steady flow is to be maintained.
In most discrete particle models, including the problems that we shall study in Part III, we must
begin by introducing particles into a simulation domain. Particle introduction is performed as
a preliminary process, before the simulation proper is said to begin. We describe this process
in §8.2. If a simulation is run for a long time then the exact final microstate, such as the
positions and velocities of individual particles, is likely to depend very sensitively on the initial
microstate, especially if the number of particles is large. However, a granular flow composed
of many particles is likely to be ergodic (Birkhoff 1931), in the sense that time-averages of the
statistical properties of the flow, including the coarse-grained density and velocity fields (§9.1),
are likely to be independent of the properties of the initial random microstate.1, 2
As for boundary conditions, the types of conditions that are appropriate depends heavily on the
sort of flow that is being modelled (O’Sullivan 2014). In this work, we shall use two geometries,
which we describe in more detail in §8.1. Note that in the DPM literature, the term ‘boundary’
is used to refer to regions in space in which the simulation not only evolves particle positions
and velocities according to Newton’s laws (6.1a, 6.1b) supplemented by contact models, but
also performs some other task (O’Sullivan 2014, Thornton et al. 2013, Weinhart et al. 2017).
Boundaries are contrasted with ‘walls’, such as the base at the bottom of a flow, which in the
language of DPM interact with particles directly through the contact laws described in Chapter
7. Such an interaction is shown in figure 7.1(b). The term ‘boundary’ in discrete particle
modelling therefore has rather different connotations from those in continuum modelling, which
1 Certain initial conditions may produce special behaviours of the flow. For example, a system of perfectly
monodisperse particles in an ordered, crystalline state (§6.2) does not flow as easily as a disordered collection
of particles, or in fact may not flow at all. By making the ergodicity assumption, we assert that these special
cases occur with negligibly small probability. For example, the particle generation process, to be described in
§8.2, randomises the positions and diameters of particles.
2 Ergodicity can be defined formally in terms of a probability measure on the space of microstates, and the
time-evolution of this measure (Daniel Heydecker, pers. comm., 21 January 2019).
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we discussed in Chapter 4; however, for our discussion in this chapter, we shall use the term
‘boundary condition’ (in the sense of DPM) to refer to the effects of both boundaries and walls.
The four basic types of boundaries relevant for the present work are insertion boundaries (§8.2),
which add particles to a simulation, deletion boundaries (§8.4), which remove particles that move
beyond the edge of a domain, periodic boundaries (§8.1.1), which move particles that cross one
edge of a domain to an opposite edge, and Masers (§8.3.3, Denissen et al. (2019)), which are
used to provide a continuous stream of particles at the upstream end of a flow. Walls shall
be discussed in §8.5. Throughout, it is important to remember that boundary conditions in
DPM act on individual particles, unlike boundary conditions in continuum models, which apply
to the statistical motion of particles. In particular, free surfaces, which play a integral role in
continuum models of chute flow, do not have a direct analogy in a DPM (§8.6).
As with all aspects of discrete particle modelling, as we develop solutions for carrying out the
processes of particle generation, introduction and removal, we must bear in mind whether a
solution would give reproducible results, whether it would be physically realistic, and whether
it would be computationally efficient. For example, in a real experiment, grains would be
introduced onto a chute from a reservoir in a hopper, as was shown in figures 1.3 and 1.4.
While the hopper geometry could be reproduced in a DPM, it would not be computationally
useful to simulate the behaviour of all of the particles in the reservoir, as its details can be
expected not to affect the behaviour of the current on the chute. Provided that the introduced
flow can faithfully reproduce statistical properties such as flow rate and steadiness, the hopper
geometry could be replaced with an unrealistic but simpler device.
Henceforth, we shall consider only two-dimensional DPM, and suppose that the particles are
discs. We discussed the implications of these assumptions in §6.1 and Chapter 7, where we noted
that these assumptions are stronger than the assumption of two-dimensionality in a continuum
model.
8.1. Geometry of DPM of chute flows
The chute flows studied throughout this work could be realised in a laboratory experiment using
an inclined chute, as illustrated in figures 1.3 and 1.4. Grains are released from a hopper onto
a chute; the resulting current flows down the chute and eventually flow off the end, where they
are collected. To maintain the approximate two-dimensionality of the flow, the chute should be
bounded by side walls, which prevent any significant cross-stream motion; these walls should
be smooth to allow slip and produce no velocity gradient in the cross-stream direction. The
flow rate q can be controlled by adjusting the aperture size of the hopper compared to the grain
size (To et al. 2001). According to the Janssen effect (Bertho et al. 2003), this flow rate is
approximately time-independent and does not depend on the volume of grains in the hopper
(above a certain minimum volume), so that a steady flow may be maintained for an indefinitely
long time by occasionally replenishing the reservoir.
A DPM of a chute flow should attempt to recreate the setups shown in figures 1.3 and 1.4, but
some abstractions can be made. For example, the dynamics in the reservoir and the dynamics
can be simplified, as our interest is on the chute itself.
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Figure 8.1.: A periodic domain for a DPM, denoted using repeat signs. Note that the free
surface might not be perfectly level. The base could be bumpy (§8.5), but this is
not shown here.
8.1.1. Periodic domains
A simple geometry that one can use in a DPM is a periodic domain, denoted in figure 8.1
using a pair of musical repeat signs. A particle that crosses one edge of the domain is moved
to the other edge, and particles may interact with each other across those edges. The flow
inside a periodic domain is approximately uniform in the streamwise direction, which makes it
well-suited for studying streamwise-independent flows; using a periodic domain is analogous to
setting ∂/∂x = 0 in a continuum model. However, as we shall discuss later in this subsection,
some caution must be taken when using this interpretation.
The number, mass, and intrinsic volume of particles within the periodic domain do not change
with time. Periodic domain simulations are computationally useful, because the number of
particles N within the domain is constant and can even be set directly, so that the computational
cost of a periodic domain simulation can be estimated and controlled well.3 However, although
the intrinsic volume is fixed, the apparent volume, and the position of the free surface, may be
time-dependent if a flow is compressible, due to Reynolds dilatation (§3.1).
A periodic domain is usually interpreted as a ‘representative’ sample of a long system that is
(statistically) streamwise-uniform, ignoring endpoint effects (O’Sullivan 2014). Such an inter-
pretation has been used to study granular materials in shear cells (see e.g. Thornton (2000)). In
this thesis, we use periodic domains in the calibration tests of Chapter 9, which are analogous
to the calibration tests used by GDR MiDi (2004). However, the interpretation of a periodic
domain as a representative sample of a flow is not valid when there is streamwise topography, as
in the application in Chapter 11. There are two other caveats that apply to this interpretation
even in the absence of topography.
First, consider a steady flow on a long and frictionless chute: such a flow thins out in the
streamwise direction as the flow accelerates, as sketched in figure 8.2.4 In contrast, a flow in
a periodic domain over a frictionless base has a constant depth due to conservation of volume;
however, the flow does not attain a steady state, but accelerates with time. A periodic domain
therefore cannot be used to represent chute flows that accelerate indefinitely.
Secondly, it is important to consider whether the periodic domain length L, an unphysical
3The running time of a simulation of N particles grows approximately as O(N) (§A.3).
4This is consistent with elementary Newtonian gravity currents (Simpson 2012), hydraulic open channel flow
(Chow 1959), as well as the predictions of depth-averaged models (Chapter 10).
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Figure 8.2.: If a chute is inclined too steeply, then the resulting current cannot be streamwise-
uniform.
parameter that is chosen somewhat arbitrarily, has any significant effects on the properties of
the flow. If L is so small that it becomes comparable to the particle size d, the periodicity
creates an unrealistic, artificial crystalline structure in the streamwise direction, which affects
the rheology of a flow by magnifying nonlocal effects (§3.3). On the other hand, if L is too
large, then the assumption of streamwise-uniformity may be violated by the development of
waves (§14.2.3). When we use periodic domains in this thesis in Chapter 9, we shall take
L ≈ H, where the typical flow depth H  d; this intermediate choice for L can be expected to
be long enough that it does not create artificial nonlocal effects, but short enough to suppress
the formation of waves.5
8.1.2. Finite-length domains
To study streamwise-dependent flows in a DPM, one should use a finite-length domain instead
of a periodic domain. Such a domain closely resembles a real experimental setup (figures 1.3 and
1.4). Particles are to be inserted into the simulation domain from a reservoir at the upstream end
of the chute, from which they flow down, interacting with any topographical features of interest.
When they reach the end of the chute, they are removed. However, in a DPM simulation it is
usually advantageous to use unphysical conditions at the upstream and downstream ends of the
chute. We shall discuss some options for inflow conditions in §8.3. As for outflow conditions,
a simple solution is to place a ‘deletion boundary’ at the downstream end of the chute, which
removes any particles that cross a position x = xmax; we discuss deletion boundaries in §8.4.
We use a finite-length domain when we study the granular Blasius problem (Chapter 11), which
considers a streamwise transitional flow.
8.2. Particle generation: Filling a domain with particles
We first consider the problem of filling a bounded domain with a static random dense packing
of circular particles, where the particles may have a nontrivial size distribution (see §6.2). Such
a packing will provide an initial condition for a simulation. The desire to randomise the packing
and the size distribution means that a created packing cannot be precomputed, but must be
5The size of L is also limited by computational cost.
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generated dynamically. As we noted at the start of the chapter, the generation process should
be regarded as a preliminary step before the main part of a simulation.
For definiteness, suppose that the domain is rectangular and aligned with the coordinate axes,
with opposite corners (x, z) = (0, 0) and (x, z) = (a, b), where a, b > 0; the area is ab. Gravity
points in the negative-z direction. The domain is bounded below by a wall and on the sides
either by walls or periodic boundaries. Our goal is to fill the domain with particles until the
packing fraction exceeds a given goal φgoal, that is,∑
i
pi(di/2)
2 ≥ φgoalab. (8.1)
The requirement that the packing be static and dense also means that the particles should be
allowed to settle, through their dissipative contacts with each other and the wall, until the total
kinetic energy of the particles be smaller than a given threshold,∑
i
1
2
miu
2
i ≤ Ethreshold. (8.2)
Guidance on the choices for φgoal and Ethreshold will be given later in this section.
This particle generation process is supposed to be analogous to the experimental procedure of
randomly filling a hopper with grains. The condition that the created packing should be stable
under gravity means that particles must be allowed to settle as part of the generation process.
No particles are to overlap with each other, except for the small amount of overlap allowed by a
contact model (as discussed in Chapter 7), so we may not simply add particles to the system at
random positions independently of each other. Finally, the condition that the packing should
be random means that it is not acceptable to construct regular structures such as a square or
hexagonal packing.
8.2.1. The insertion boundary algorithm
The procedure used to populate a region with a set of non-identical particles is as follows.6
First, a ‘prototypical’ particle P0 is defined, specifying its contact species but not its diameter.
Then, at each timestep:
1. A counter nf is set to 0.
2. A candidate particle P is defined, based on P0 but with a diameter chosen from the
uniform random distribution U(0.9d, 1.1d).
3. The simulation generates a random position (X,Z) inside the domain to be filled, with
X ∼ U(0, a) and Z ∼ U(0, b), and tries to place P there.7
6This procedure, which is implemented as the InsertionBoundary class in MercuryDPM, is based on an al-
gorithm by Dinant Krijgsman (Thornton et al. 2013). Krijgsman’s original version performs steps 2 and
3 at the same time, so that a candidate particle’s diameter and position are generated together. This led
to a strong bias towards smaller particles. The present algorithm partially mitigates this bias, and is more
readily generalised to polydisperse systems (see main text). As of February 2019, release version 0.11.1 of
MercuryDPM continues to use the Krijgsman version; the algorithm presented here is in the Trunk and will
be included in the next release.
7To fill a non-rectangular region, one would use an alternative distribution for the pair (X,Z). The ab on the
right-hand side of (8.1) would be replaced with the area of that region.
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4. The simulation checks if P , placed at (X,Z), would interact with any existing particles. If
there would be no interactions, then the candidate particle P is added to the simulation.
The counter nf is reset to 0, and we return to step 2 in order to generate a new candidate
particle. Otherwise, nf is incremented by 1. If nf now exceeds a chosen value nmax, then
the loop breaks for this timestep; if not, we return to step 3, to reattempt placing the
particle at a different position.
Within a given timestep, the counter nf is the number of consecutive times that the simulation
has tried and failed to place a given candidate particle, while the parameter nmax is the maximum
allowed value of this counter.
Optionally, when a particle is introduced into the simulation by the insertion boundary, it
may be given a velocity according to some specified distribution. Moving particles away from
an insertion boundary’s region can help to reduce congestion and increase the rate at which
particles are created. Giving newly-created particles a downwards initial velocity will help the
system attain a static packing.
The above loop is then repeated at each time step until the conditions (8.1) and (8.2) are
met, at which point the particles are judged to have reached a static dense packing. When
these conditions are met, the insertion boundary is deactivated, and the state of the system is
used as the initial state for the rest of the simulation. To do this, any bounding walls of this
domain (other than the base) may be removed or replaced with periodic or Maser boundaries,
the magnitude or direction of gravity may be changed to have a streamwise component: these
represent the opening of a gate or the removal of an obstacle, which allows particles to flow.
The simulation time is reset to zero.
The insertion boundary algorithm can be modified to create a bidisperse or polydisperse sam-
ple of particles, for example by specifying multiple prototypes P0,i and making a randomised
choice over i in step 2. The algorithm can also easily generalised for noncircular particles or
three-dimensional simulations. For nominally monodisperse particles, the insertion boundary
algorithm has a slight bias towards creating smaller particles, which are less likely to fail the
contact detection tests and more likely to be inserted. For our purposes, this bias away from a
uniform distribution had no noticeable effects given that the 10% size dispersity was sufficiently
small that the flow could be treated as essentially monodisperse.
8.2.2. Computational aspects
The parameters φgoal, Ethreshold and nmax in the particle generation procedure should be chosen
with computational efficiency in mind.
For φgoal, we observe that as the domain fills with particles, the procedure above slows down the
rate at which new particles are introduced to the system: that is, as φ increases, dφ/dt falls.
This happens because, if a domain already has many particles, then new candidate particles
are more likely to interact with existing particles. These candidates are therefore less likely
to be inserted in step 3 in the algorithm. To avoid this, we may take a lower value of φgoal,
and compensate for this by increasing the domain size ab, so that the total volume of particles
inserted, φgoalab remains the same. In our simulations, we use an insertion boundary of depth
b = 3H and packing fraction goal φgoal = 0.3 to fill a region of approximate depthH.8 This value
8The maximum packing fraction for monodisperse circles in an unbounded domain is that of a hexagonal
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of φgoal gives a reasonable balance between the time taken to introduce the desired number of
particles, and the time taken to dissipate all the energy that these particles would have. (Using
a taller domain would create particles that fall down from a higher position.)
In principle, Ethreshold should be taken to be as small as possible, so that the final state should
be very close to static. However, if Ethreshold is taken to be too small, the convergence towards
this state could take a very long time, especially if contacts are not very dissipative. For
example, under kinetic theoretical models (§3.2), the cooling law (3.1) predicts that the total
kinetic energy should decay as t−2, so that the time required until (8.2) be satisfied grows as
O(E
−1/2
threshold) as Ethreshold is reduced.
The contact detection in step 3 is the most computationally costly process in the above loop, as
the candidate particle must be tested against all existing particles in the system. Taking larger
values of nmax will (on average) increase the number of particles inserted at each timestep, but
the process becomes more computationally costly. In all of the simulations presented in this
work, nmax = 0, so that the loop within a timestep breaks as soon as a particle fails to be
placed.
8.3. Particle introduction
To initialise a simulation in a periodic domain (§8.1.1, figure 8.1), one needs only to populate the
domain with particles using the method described in §8.2. For a finite-length domain (§8.1.2),
one must also continuously introduce a stream of particles at the upstream end of a chute flow.
We would like to control the depth, flow rate and velocity profile of the incident stream, although
these cannot necessarily be controlled independently of each other. For steady systems, we also
desire that these properties be as statistically time-independent as possible. The methods that
we describe here shall be of importance in Chapter 11.
8.3.1. An inefficient and poorly-controlled method: a persistent insertion
boundary
In §8.2, we described the use of an insertion boundary to fill a region, by running the insertion
boundary algorithm (§8.2.1) at each timestep until the packing fraction in that region exceeds
a desired threshold, at which point the insertion boundary would be removed. In the present
section, given our desire to introduce a steady stream of particles, it might seem reasonable to
keep running the insertion boundary algorithm throughout a simulation, rather than removing
it.
Unfortunately, this scheme is not computationally efficient. When candidate particles are pro-
duced, the costly contact detection step (step 3) in the insertion boundary algorithm will use
much effort to test each candidate particle for interactions with existing particles, and this would
be conducted throughout a simulation, not just in a preliminary setup stage. If the value of the
‘maximum failures’ nmax parameter (step 4) is high, then much of this effort will be wasted on
candidate particles that fail to be introduced, while if nmax is low then it is difficult to maintain
a high flow rate. Moreover, the stochastic nature of the insertion boundary algorithm (§8.2.1)
packing, φmax = pi
√
3/6 ≈ 0.9069 (Weisstein 2018). This packing fraction is approximately attained with our
parameters, since 3H× φgoal ≈ φmaxH.
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means that the rate at which particles are created and introduced cannot be controlled very
well.
We therefore do not use a persistent insertion boundary for introducing a constant stream of
particles. We use the insertion boundary algorithm only for generating particles in a preliminary
process.
8.3.2. An inefficient method: a hopper
As an alternative to a persistent insertion boundary, it may seem sensible to use an insertion
boundary to fill a ‘hopper’ and letting it drain out. This reflects the setup of a laboratory
experiment, as shown in figure 1.3. Until the hopper runs out, the flow rate is time-independent
to a very good approximation, according to the Janssen effect (Bertho et al. 2003); and an
experimentalist can control the flow rate by adjusting the the aperture size of the hopper
relative to the grain size d, provided that the aperture is large enough to avoid jamming (To
et al. 2001).
DPM simulations of hoppers have been conducted (Thornton et al. 2013), and two-dimensional
hoppers have been studied experimentally (To et al. 2001). But for the present work, the use
of a hopper for particle introduction is a poor choice: it would be computationally wasteful to
simulate the dynamics of particles in the hopper, most of which are almost stationary, when the
focus is on the chute. A hopper also does not provide an indefinitely long supply of particles,
unless replenished by the insertion boundary algorithm.
8.3.3. The Maser
The Maser (‘Mercury laser’), developed by Denissen et al. (2019), is a mechanism for introducing
a continuous stream of particles without the costly production process of the insertion boundary.
The Maser consists of a periodic domain marked by a pair of periodic boundaries (§8.1.1). One
of these boundaries is labelled as the ‘outflow’ boundary. As with a standard periodic domain,
if a particle crosses the outflow boundary then it is moved to the other side of the domain.
However, the Maser also makes a copy of that particle and introduces it into the flow.9 In figure
8.3, we denote the Maser by a repetition sign with an arrow indicating the direction of outflow.
8.3.4. Controlling the flow from a Maser
The Maser offers two of the benefits of a periodic domain (§8.1.1). Firstly, the Maser generates a
continuous flow regardless of how many particles it is initially populated with (using an insertion
boundary). This property offers the user good control over the computational cost, and avoids
the wastefulness of the hopper (§8.3.2). Moreover, the Maser offers excellent control over the
depth and uniformity of the outflow: the periodicity of the Maser implies that if the Maser is
9The mechanics of the Maser are explained in Denissen et al. (2019, §C.5), who explain that ‘the velocity inside
the [M]aser boundary is influenced by the velocity in the outflow domain, since those particles do exert forces
on particles inside the Maser boundary. Especially for subcritical flows, this influence can be substantial.’
This shall not be of concern for us, since we shall artificially control the particles within a Maser (§8.3.4), and
our application in Chapter 11 shall involve solely supercritical flows (see introduction to Part III).
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Figure 8.3.: Introducing particles onto a chute using a Maser (§8.3.3).
initially populated so that the free surface is approximately flat, then the outflow depth can be
expected to remain approximately constant (see §8.1.1).
However, the caveats that apply to periodic domains (§8.1.1) also apply to the flow within
the Maser. In particular, controlling the flow rate and the velocity profile of the outflow can
be difficult. A steady flow rate q out of a Maser is possible only if the slope and the basal
conditions inside the Maser admit a solution to tan θ = µ(I). If not, the flow within the Maser
may indefinitely accelerate, or decelerate to a halt.
These behaviours can be corrected by applying additional, artificial forces on the particles within
the Maser, to produce a desired velocity profile. In particular, to create a plug flow profile with
a specified velocity U , one may use a frictionless base within the Maser, and apply a drag
force mg sin θ× u/U , where u is the streamwise speed, to counteract gravitational acceleration.
Because of the frictionless base, the particles within the Maser collapse into a rigid body motion;
then u, governed by
m
du
dt
= mg sin θ(1− u/U),
will converge towards the desired value U . We shall employ this technique in Chapter 11 to
create a controlled plug flow.
The Maser employed by Denissen et al. (2019) also produces a steady flow without using this
‘artificial drag’ technique; their drag arises from the roughness of their basal topography within
the Maser. This would be inappropriate for our application, since we shall need our outflow to
have a plug profile.
In preliminary simulations, we attempted to control the flow out of a Maser by using a gate
(figure 8.4). While the gate indeed prevented the particles within the Maser from accelerating
indefinitely, the resulting outflow was not satisfactorily steady, but had large variations in time.
These were caused by the buildup of a jammed region immediately behind the gate, which was
occasionally released, producing a surge of particles. These surges did not appear to be periodic
in time.
69
current
surface
wave
gate
jamming
Figure 8.4.: A gate does not control the flow rate out of a Maser very well (§8.3.4). Particles
occasionally form jammed regions just upstream of the gate, and the formation of
breakup of these jammed regions is unpredictable and leads to large variations in
the flow rate. This is most problematic for 2D simulations.
8.4. Deletion boundaries
A deletion boundary removes from the simulation any particles that enter a certain region, often
a half-space defined by a line (in 2D) or plane (in 3D). A deletion boundary is placed at the
downstream end of a chute in order to limit the number of particles in the simulation. Figure
8.5 shows some configurations in which this boundary could be placed. In panel (a), the deletion
boundary is placed perpendicular to the chute at x = xmax and particles are removed as soon
as they cross this position. In panels (b) and (c), the deletion boundary is horizontal (in the
rotated coordinates), and particles are able to travel a little further beyond the end of the chute.
In each case, there is an disturbance to the flow upstream of x = xmax, marked explicitly in
panel (a). This disturbance arises because the end of the chute and the deletion boundary
decrease the pressure in the flow. For example, in panel (a), particles at x = xmax experience
no collisions with other particles to their right. For supercritical flows Fr = U/√gH > 1, the
upstream disturbance propagates a finite distance. In fact, it can be shown that, in the limit
Fr 1, this distance is O(Fr−2H) = O(gH2/U2). This can be proved from the depth-averaged
equations (Chapter 5), and the proof shall be given in §10.2.2.
Therefore, assuming that this endpoint x = xmax is sufficiently downstream of any topographical
features that we are investigating, neither the exact position of xmax nor the configuration for
the deletion boundary are important. Although configuration (c) in figure 8.5(c) is most similar
to the experimental setup (figure 1.3), configuration (a) is marginally computationally cheaper,
and we use this in practice.
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Figure 8.5.: Some possible configurations for the deletion boundary at the end of a chute. Dele-
tion boundaries are marked as dotted red boxes bounded by dashed red lines. (The
term ‘deletion boundary’ may refer to either.)
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Figure 8.6.: Basal bumpiness may be modelled by lining the basal wall using fixed particles
(grey). The fixed particles are semicircular and have diameter b, and they are
spaced out, separated by distances b.
8.5. Walls
In the language of discrete particle modelling, while ‘boundary’ refers to regions of special
behaviour, the term ‘wall’ refers to a fixed object that interacts with particles according to the
same contact models that govern inter-particle interactions (Chapter 7), with no extra effects.
In particular, surfaces, including the base that a current flows over, are walls.
We must make a distinction here between walls in continuum models and walls in DPM, and
how they relate to real surfaces. As we mentioned in §7.4, no real surface is perfectly smooth;
all surfaces contain asperities to some level. When these asperities are small compared to the
grain size, as we saw in figure 7.2, a DPM treats such a surface as geometrically smooth, with
the effects of asperities incorporated through tangential forces in a contact model. But if the
bumpiness of the surface is over lengthscales comparable to the particle diameter, then this
approach does not capture the geometric effects of the base on the flow.
On the other hand, in a continuum model, the base is taken simply to be a surface z = 0, and
no thought is given to the particular details of the bumpiness such as the amplitude, except
through the choice of a dynamic boundary condition (§4.2.2). In particular, the no-slip condition
(4.6) can be used when the bumpiness prevents any motion whatsoever, while the more general
Knudsen condition (4.8) may be used for surfaces that allow some slip.
In a DPM, one way of making a surface bumpy is to line it with ‘frozen particles’, as shown
in figure 8.6. In our simulations, the bumpiness shall be generated using semicircular frozen
particles of diameter b, spaced out as shown, separated by gaps also of size b. The ratio β = b/d
shall be referred to as the relative basal roughness.10 The bumpiness created by frozen particles
in the arrangement shown in figure 8.6 is just one way of creating a rough base (O’Sullivan 2014).
Frozen particles could also be arranged in a random configuration of ‘a few layers of fixed larged
particles’ frozen particles (Denissen et al. 2019, §C.4 and figure 9). Jing et al. (2016) showed,
empirically, that the effects of a frozen particle base can be characterised using a number, which
10More generally, one could take the frozen particles to have diameter b1 and the gaps to be of size b2.
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they call Ra, that is a function of the amplitude (analogous to our β) and configuration, such
as the spacing, of the particles; in their simulations, they found that ‘[t]he transition of slip
and nonslip conditions is well indicated by changes in the value of Ra’. Instead of using frozen
particles, it is also possible to use a curved wall that is geometrically smooth at the particle
level: Bharathraj and Kumaran (2017) studied the response of flows to different types of rough
bases, including frozen-particle bases in various configurations, or from a geometrically smooth
but sinusoidally-curved wall, and found little qualitative difference in the flow profile except
‘in a region of height 5–10 particle diameters at the base, [where] there are significant and
counterintuitive changes in the flow within this basal layer as the base topography is changed’
(Bharathraj and Kumaran 2017, §4.3). Neither of these two studies are satisfactorily applicable
to the present work: unlike us, they work in three dimensions and use frictional particles, so
that dissipation is not provided purely by inelasticity.
But although there have been these empirical studies on the effects of different types of basal
roughness on the properties of a flow, the precise relationship between the two are still poorly
understood, and no rule is known for selecting a boundary condition in a continuum model, given
a precise description of a rough base. Such a relationship is unlikely to exist for basal roughnesses
comparable to particle size, β = O(1), since the continuum approximation is necessarily violated
at these lengthscales. Moreover, as we shall see in Chapter 11, when there is an abrupt change
in the basal roughness, the inertia of an incoming flow allows it to briefly maintain the velocity
profile that it previously had (§11.4.3). For an increase in basal roughness, this means that a
flow locally exhibits slip over a base that would otherwise be rough enough to create a no-slip
flow.
8.6. Free surfaces
As has already been mentioned (§§2.3, 3.1, ), the notion of a ‘free surface’ is a construction of a
continuum model that assumes that a material completely occupies a region with a well-defined
boundary. No such surface exists in a real flow or in a DPM, because there is no strict cutoff
between a collection of discrete particles and the space around it: for example, a current may
lie below a thin layer of dissociated saltating particles, as in figure 1.1.11
Thus, it is incorrect to talk about ‘free surface boundary conditions’ in the context of discrete
particle models. However, when we try to relate the results of DPM simulations using the
language of continuum models, we shall need to define the position of a free surface. This defi-
nition shall be given in §9.1.2, but it must be remembered that any such definition is arbitrary,
and that one cannot expect the continuum free surface boundary conditions (Chapter 4) to be
satisfied exactly.
* * *
Having stated the shapes of particles (§6.2), the contact laws between particles (Chapter 7), and
the initial and boundary conditions, we can now proceed to integrate the equations of motion
(6.1a, 6.1b) to obtain the particles’ positions and velocities. The computational aspects of the
numerical integration are outlined in Appendix A.
11This is a manifestation of the sorites paradox (see §1.1). Even for classical fluids, it is impossible to identify a
distinct free surface at the molecular level.
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We must now return to the question of choosing the parameters of a contact model. As with
boundary conditions in a DPM, contact laws and boundary conditions are all specified in terms
of microscopic, particle-level parameters; the macroscopic, rheological properties of the material
cannot be set directly but must be measured. The next chapter discusses the relationship
between microscopic parameters and macroscopic properties.
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9. Calibration of discrete particle models
‘Come, let us build ourselves a city and a tower with its top in the heavens, and
let us make a name for ourselves, lest we be dispersed over the face of the whole
earth.’
Genesis 11
The direct output of a DPM simulation is the positions and velocities of the individual parti-
cles, and the positions, magnitudes and directions of inter-particle interactions. However, this
detailed information is of little value by itself, given that particles in a DPM do not correspond
directly to real grains, especially in a 2D model (Deluzarche and Cambou 2006). For example,
the contact model between two particles does not necessarily realistically describe the interac-
tion between two physical grains (§7.5), and a large particle with a low coefficient of restitution
may represent a number of grains (§7.5.2). In order to relate a DPM to the predictions of a
continuum model or to measurements of a real flow, we must calculate statistical quantities
about the bulk behaviour of the flow.
The first section of this chapter will discuss the relationship between discrete particle models
and continuum descriptions. We mentioned in Chapter 2 that continuum fields such as ρ(x, t)
and u(x, t) represent local statistical properties of particles. The precise definitions of these
fields, which were formulated extensively by Weinhart et al. (2012, 2013), will be stated in §9.1.
Defining the position of a free surface s, or equivalently, the depth h of a current, from discrete
data merits particular discussion. As mentioned already in §8.6, at the level of individual
particles there is no strict cutoff between a current and the empty space above it. There are
several ways of defining the position of a free surface, which we describe in §9.1.2.
Having introduced these ideas, we then talk about the procedure for calibrating a DPM against
the µ(I) rheology: in particular, the behaviour of the function µ(I) must be found for a given
species of particles in a model. The procedure for this is described in §9.2; it is analogous to to
the experimental setup that is used for real grains (§2.3) We then conduct this calibration test
on a number of particle species, varying the coefficient of restitution (§9.3), particle size (§9.4),
basal roughness (§9.5) and intrinsic friction (§9.6) and investigating the results of each of these
on the function µ(I). We shall conclude this chapter in §9.7 with a summary of these results.
9.1. Continuum fields from discrete data
When Newton’s equations (6.1a) and (6.1b) are integrated, one obtains the positions, velocities
and angular velocities of the particles as functions of time. A DPM simulation outputs the
value of these functions sampled at a sequence of points in time. To compare between contin-
uum models and DPM simulations, we must convert this output into continuum fields, which
represent local averages of particle properties. This process is known as coarse-graining and is
described in detail in Weinhart et al. (2012, 2013). We recount the main ideas in this section.
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Given the particle positions xi and masses mi, one defines the localised density field as
ρloc(x, t) =
∑
i
miδ(x− xi), (9.1)
where δ is the Dirac delta function; recall that xi = xi(t). The coarse-grained density field is
then defined as a convolution
ρ(x, t) =
∑
i
miW (x− xi), (9.2)
where W is a kernel function for the convolution. We take the packing fraction as φ(x, t) =
ρ(x, t)/ρ∗. Similarly, we can define a velocity field,
u(x, t) =
1
ρ(x, t)
∑
i
miuiW (x− xi), (9.3)
as the weighted local average of particle velocities. In the absence of any particles, ρ = 0 and
we say that u is undefined, not zero.
Under these definitions of the density and momentum fields, the mass conservation equation
(2.1a) is satisfied exactly. The validity of the incompressibility assumption (2.2) may be checked
by taking the divergence of (9.3).
The fields ρ(x, t) and u(x, t) are local averages of particles’ masses, positions and velocities, but
carry no information about the forces and interactions between particles. It is also possible to
define coarse-grained fields for the stress (and in particular the pressure) within a flow by taking
local averages of these interaction forces, and the relevant formulae are given in Weinhart et al.
(2013). However, limitations on storage space meant that we were not able to record and store
information about particle interactions.
9.1.1. The kernel function
The kernel function W must satisfy the normalisation condition that
∫
RnW (r) dr = 1, where n
is the number of dimensions. The kernel will usually be isotropic, so that W (r) = W (r) depends
only on the magnitude r = |r|. The normalisation condition on an isotropic kernel is therefore
2pi
∫∞
0 sW (r) dr = 1 in two dimensions, while the analogous condition in three dimensions is
4pi
∫∞
0 r
2W (r) dr = 1. Otherwise, the choice of W is somewhat arbitrary, although it is usually
desirable to take W as having finite support, decreasing in r, and having at least two continuous
derivatives (Weinhart et al. 2013).1, 2 For our two-dimensional simulations, we choose the kernel
function to be the quartic formula
W (r) =

3
pic2
(
1− (r/c)2
)2
, r < c,
0, r ≥ c,
(9.4)
1Choosing W to have finite support and to be continuously differentiable produces continuum fields that are
smooth, resilient to noise, and localised.
2Having calculated a field, we shall usually not use it directly, but instead perform further averaging over time
or space. The central limit theorem (Grimmett and Welsh 2014) suggests that the averaged fields should have
weak dependence on the choice of W . The calculation of §5.3 give us an estimate on the sensitivity of the
shape factor to the choice of W .
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where c is the coarse-graining range. The choice of the coarse-graining range is again arbitrary,
subject to the condition that it be proportional to the particle size; throughout the present
work, we take c = 2d.3 A larger value of c would produce a smoother field but one that has
less resolution: a sensible choice of c therefore also depends on the resolution at which we wish
to evaluate these continuum fields. There is little value in taking very small values of c, as the
notion of a continuum is inappropriate over lengthscales comparable to or smaller than d. If a
simulation has a large variation in particle diameters di, it may be necessary to use a different
coarse-graining range for each particle. For example, (9.2) may need to be replaced by
ρ(x, t) =
∑
i
miW (|x− xi|/di), (9.5)
so that a larger particle influences a larger region around it. We neglect this correction for the
nominally monodisperse flows of the present work.
9.1.2. The position of the free surface
The free surface z = s(x, t) plays an important role in continuum models, but is not funda-
mentally defined in a DPM (§8.6). There is some arbitrariness in the definition of the free
surface position, which cannot be placed more precisely than over an O(d) lengthscale. Also,
the continuum boundary conditions (§§4.1, 4.2.1) cannot be satisfied exactly, whatever defini-
tion one uses for the free surface position s(x, t). This is because the velocity fields u and w are
ill-defined near this free surface, given that ρ in the denominator of (9.3) is close to zero.
One definition of the free surface position is to take s(x, t) as a high percentile, say the 99th
percentile, of the z-positions of particles near that position in x. An alternative definition is
to take s as the value of z at which the value of the packing fraction φ drops below a certain
threshold, say 0.2. Since the latter definition calculates s from the coarse-grained field φ, it is
guaranteed to be smooth. However, the first definition more directly matches the measurement
that would be reported by an experimental apparatus (§2.3), and also avoids the costly process
of evaluating the coarse-grained field φ. We therefore resort to the first definition. In practice,
the difference between the two definitions is within the particle diameter; likewise, s was found
to be insensitive to the percentile or threshold taken. Under either definition, there may be
particles that appear to be above the free surface position.
9.2. Calibration tests
Having established the definitions of continuum fields from discrete particle data, the rest of
this chapter focuses on determining the effects of different contact model parameters on the
rheological properties of a flow. In particular, this requires determining the function µ(I).
The simulation procedure for finding µ(I) is very similar to the experimental procedure described
in §2.3. A flow is initiated and allowed to settle until it reaches a steady uniform state. The flow
depth and flow rate are then measured, and from these the inertial number may be calculated
3Since particles have some size dispersity (10% in the present work), one could alternatively use a larger coarse-
graining range for larger particles.
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e
Jop fit (2.16) power-law fit (2.17)
cutoff/◦
arctanµ1/
◦ arctanµ2/◦ I0 arctanµs/◦ m α
0.01 9.6 44.7 0.93 5.5 0.49 0.48 35
0.1 9.4 43.4 0.95 5.0 0.47 0.46 34
0.25 8.9 39.1 0.79 4.3 0.44 0.43 31
0.5 8.1 31.1 0.49 2.5 0.41 0.35 25
0.9 7.4 15.5 0.11 5.8 0.24 0.40 12
Table 9.1.: Fitting parameters for the function µ(I) for the data shown in figure 9.4, along with
the maximum angle for which steady flow was attained.
using the experimental formula
I =
5dq
2(gh5 cos θ)1/2
. (2.15)
As in §2.3, this test is conducted at a range of slope angles θ.
An important difference from the experimental procedure is that calibration tests in DPM are
conducted on periodic domains, not on finite-length domains (§8.1). Therefore, if tan θ is greater
than the range of µ, the flow is remains statistically uniform, but would not settle to a steady
state; it would instead accelerate indefinitely.
From these tests, we also obtain information about the packing fraction φ, which we plot against
I, using the assumption that φ may be a function of I (§3.1). This allows us to estimate the
compressibility of a flow. Additionally, we calculate the shape factor χ of the steady flow
that develops, which allows us to judge whether the developed flow is indeed Bagnoldian, with
χ = 5/4; a higher value of χ would indicate that the velocity profile is affected by nonlocal
effects (§3.3).
9.3. The effects of the coefficient of restitution
In figure 9.1, we present results from our own DPM simulations of particles with varying values
of the coefficient of friction. In each case, the particle size ratio is δ = d/H = 1/50, and the
basal roughness parameter is β = 1. There is no intrinsic friction between particles.
Our results show the same qualitative behaviour as those of figure 8 in da Cruz et al. (2005),
which were produced from a shear cell test rather than a chute flow. Our results also verify
the finding of Rajchenbach (2005) that the coefficient of restitution has no effect on hstop(θ), or
equivalently, on the dynamic angle of repose: we see that µ(0) is approximately similar between
the different cases. Rajchenbach (2005) further reported that ‘the rheological behaviour is found
to be insensitive to the value of the restitution coefficient’, arguing that the number of contacts
between grains in a dense state is so high that energy is dissipated very quickly, regardless of
how dissipative each individual contact may be. However, the results in figure 9.1(a) indicate
that this is not the case at higher slopes or higher inertial numbers. Rather, for the more elastic
collisions, the upper bound for the slope θ at which a steady flow no longer becomes possible is
lower. (Notably, for e = 0.9 the range of angles for which a steady flow is possible is only about
3◦.)
We understand this discrepancy to arise from the fact that, at higher slopes, the particles become
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Figure 9.1.: Results from periodic chute flow calibration tests for different values of the co-
efficient of restitution e, showing (a) the bulk friction coefficient µ = tan θ, (b)
the packing fraction φ, and (c) the shape factor of the flow, all plotted against I,
calculated by the experimental formula (2.15).
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δ
Jop fit (2.16) power-law fit (2.17)
cutoff/◦
arctanµ1/
◦ arctanµ2/◦ I0 arctanµs/◦ m α
1/10 15.0 38.4 0.73 3.7 0.51 0.28 32
1/20 11.1 39.7 0.73 2.0 0.52 0.28 32
1/30 10.2 41.2 0.82 3.5 0.50 0.38 33
1/40 9.4 41.4 0.81 4.9 0.47 0.44 33
1/50 9.4 43.4 0.96 5.1 0.47 0.46 34
1/60 9.3 44.2 1.03 5.1 0.47 0.48 34
Table 9.2.: Fitting parameters for the function µ(I) for the data shown in figure 9.4, along with
the maximum angle for which steady flow was attained.
increasingly dissociated, as evident from the packing fraction in panel (b). The particles enter
into a collisional regime (§3.2), governed by binary interactions. The rate of energy dissipation
is then dependent on the elasticity between individual collisions. On the other hand, the data
in panel (a) agree with each other well at lower values of I. The agreement at low inertial
numbers supports the claim of Rajchenbach (2005) that, when particles are densely packed and
in multiple sustained contacts with each other, the rheology of the material is influenced by the
geometry and particles and their base, as well as the frictional force between particles, rather
than the dynamics of normal interactions.
9.4. The effects of particle size
Now we consider the effect of particle size on the rheological behaviour of the bulk flow. Figure
9.2 shows the function µ(I) in panel (a), together with the behaviour of the packing fraction
φ(I) (panel (b)) and the shape factor χ(I) (panel (c)). The particles in each simulation are
frictionless and have fixed coefficient of restitution e = 0.1, and the relative basal roughness
coefficient in each case is β = 1, meaning that the frozen particles that constitute the rough
base have the same diameter as the flowing particles.
In figure 9.2(a), we see that the function µ(I) has little dependence on δ: the data from the
samples δ ≤ 1/20 collapse onto the same curve. For δ ≤ 1/20, the fact that the curves µ(I)
agree indicates that the particle size therefore affects the flow rate only through the factor of
1/d that appears in (2.15) and (2.13).
The results for δ = 1/10 do not collapse very well onto the same curve as the others. The
difference between the δ = 1/10 case and all the others is most pronounced for small values of
I; this is not surprising, as we shall note below. More curious, however, is that the behaviour
at higher slopes θ and therefore higher I appears to have little dependence on δ. The maximum
value of θ for which a steady flow is possible is approximately the same for each sample.
Figure 9.2(b) shows that smaller particles tend to have a marginally higher packing fraction
φ, with the difference being most profound at larger inertial numbers. This is likely to be a
geometrical effect due to the confinement to a periodic domain of finite length; we expect that
the difference in φ would be less pronounced in a longer domain. At high I and lower φ, the
flow may be entering into a collisional regime (§3.2).
Investigating the shape factor χ of the chute flow, shown in figure 9.2(c), makes it very clear
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Figure 9.2.: Results from periodic chute flow calibration tests for different particle sizes δ = d/H,
showing (a) the bulk friction coefficient µ = tan θ, (b) the packing fraction φ, and
(c) the shape factor of the flow, all plotted against I, calculated by the experimental
formula (2.15).
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β
Jop fit (2.16) power-law fit (2.17)
cutoff/◦
arctanµ1/
◦ arctanµ2/◦ I0 arctanµs/◦ m α
1/2 8.5 30.7 0.45 7.6 0.43 0.65 17
1 9.4 43.4 0.96 5.1 0.47 0.46 34
2 n/a n/a n/a n/a n/a n/a n/a
Table 9.3.: Fitting parameters for the function µ(I) for the data shown in figure 9.4, along with
the maximum angle for which steady flow was attained. The fitting parameters were
not obtained for β = 2 (see text).
that the most notable effect of particle size is at low inertial numbers. For small θ, the depth of
this flow is only just larger than hstop(θ); in other words, the gravitational acceleration is only
just above the yield stress. It is known that nonlocal effects, which we discussed in §3.3, are
dominant at low inertial numbers (Kamrin and Henann 2015), and that nonlocal effects produce
velocity profiles that have higher values of χ, as shown in figure 3.1. At higher I, the shape
factors converge towards the Bagnoldian value 5/4, as nonlocal effects become less important.
9.5. The effects of basal roughness
The previous section showed that the ratio δ = d/H has little effect on the bulk behaviour µ(I).
In other words, when the particle diameter is reduced relative to a fixed depth, the Bagnold
velocity (2.13) increases as 1/d, but the increased shear rate which balances against the factor
of d that appears in the inertial number (2.6), so that the inertial number remains the same.
In the previous section, however, we took the size b of the basal particles to be equal to d, so
that the ratio β = b/d = 1. We now study the effects of varying β, with δ = 1/50 fixed; the
coefficient of restitution is e = 0.1 and there is no intrinsic friction.
Figure 9.3 and table 9.3 present data from calibration tests for β = 1/2, β = 1 and β = 2. The
β = 1 case behaves very similarly to previously observed results (subject to noise). While all
three curves have similar values of µ(0), the range of slopes for which a sustained is possible
varies dramatically: for β = 1/2, the range is less than half of that of β = 1. As for β = 2,
steady flows were observed up to θ = 45◦, the maximum value of θ for which we conducted
these calibration tests.4 As such, we could not meaningfully apply fits to these data. It is also
notable that, for β = 2, the shape factor approximates 5/4 but does not decrease monotonically
with I, unlike all of the other examples presented in this chapter.
Although the data in figure 9.3 appear to converge towards a steady state as t→∞, so that the
flow for β = 2 is indeed steady, it is notable that, in the case β = 2, at high inertial numbers the
packing fraction φ is very low. This, together with the unexpected behaviour for χ, suggest that
the flow may have entered into a kinetic regime without causing any discernible discontinuity
in the function µ. Contrasting between β = 1/2 and β = 1, it is reasonable that, with less basal
bumpiness, a current may more easily develop into an unsteady acceleration.
Where they are defined, all three curves agree well with each other, suggesting (as in §§9.3) 9.4
that β controls whether a material attains a steady dense state, but has only a weak influence
on a flow that is already in that state.
4Coefficients of friction exceeding 1 are not uncommon (Engineering Toolbox 2004).
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Figure 9.3.: Results from periodic chute flow calibration tests for different values of the basal
roughness β. These plots show (a) the bulk friction coefficient µ = tan θ, (b)
the packing fraction φ, and (c) the shape factor of the flow, all plotted against I,
calculated by the experimental formula (2.15).
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arctanµsl/
◦ Jop fit (2.16) power-law fit (2.17) cutoff/◦
arctanµ1/
◦ arctanµ2/◦ I0 arctanµs/◦ m α
0 9.4 43.4 0.96 5.2 0.47 0.47 34
5 11.8 44.1 0.81 6.5 0.52 0.44 34
10 12.7 44.4 0.71 5.9 0.57 0.42 34
20 13.5 44.1 0.60 9.5 0.56 0.49 33
Table 9.4.: Fitting parameters for the function µ(I) for the data shown in figure 9.4, along with
the maximum angle for which steady flow was attained.
Some care should be taken in interpreting these results about β when comparing against exper-
imental data. A series of experiments using different types of grains would have different values
for d and therefore of δ between the experiments, but if the experiments all use the same chute
lined with the same bumpiness, then b remains the same between experiments, so that β = b/d
is not kept constant.
9.6. The effects of intrinsic friction
In each of the preceding sections, inter-particle contacts have had zero intrinsic friction. In this
section, we study the response of the function µ(I) to an intrinsic sliding friction (§7.4.1), with
zero rolling friction. Figure 9.4 shows the behaviours of µ, φ and χ for three different species,
with µsl = tan 0
◦, tan 10◦ and tan 20◦. In each case, the nondimensionalised particle size and
basal roughness are δ = 1/50 and β = 1, and the coefficient of restitution is e = 0.1. The fitting
parameters to the functional forms (2.16) and (2.17) for µ(I) are given in table 9.4.
The most obvious effect of µsl is seen in panel (a), where the curve µ(I) clearly shifts upwards
when µs is increased. There is a great difference between the curves for µsl = tan 0
◦ and
µsl = tan 10
◦, while the curves for µsl = tan 10◦ and µsl = tan 20◦ are relatively similar.
Notably, the value of µ(0) (and correspondingly the dynamic angle of repose arctanµ(0)) is
much higher in the presence of intrinsic friction than in the case µsl = tan 0
◦.
We also observe that in panel (a), all three curves cut off at approximately the same value of
µ, or equivalently, of θ. In other words, the angle beyond which a steady uniform chute flow
fails to develop appears to be independent of intrinsic friction. This is reasonable, because at
high inertial numbers the flow is beginning to transition into the kinetic regime; there are fewer
sustained inter-particle contacts and so the tractional dissipation between them becomes less
important.
Panels (b) and (c) in figure 9.4 suggest that the packing fraction and shape factor are mostly
independent of µsl. In panel (b), the packing fraction has a small inverse relationship with
µs; we hypothesise that this is because intrinsic friction allows particles to pile higher, leaving
gaps between them. The similarity between the three cases in panel (c) suggests that intrinsic
friction has very little effect on the velocity profile; provided that I ≥ 0.2, the shape factor
χ ≈ 5/4, as expected for a Bagnold profile. From this, we infer that intrinsic friction does not
influence the magnitude of nonlocal effects, except through increasing the minimum threshold
for θ before flow occur. Friction helps to sustain the structure of a static material, but once
the material begins to flow, friction may help to increase the contact time between particles,
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Figure 9.4.: Results from periodic chute flow calibration tests for different values of the intrinsic
coefficient of sliding friction, with no rolling friction. These plots show (a) the bulk
friction coefficient µ = tan θ, (b) the packing fraction φ, and (c) the shape factor
of the flow, all plotted against I, calculated by the experimental formula (2.15).
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but does not affect the length of force chains. This is in contrast to the geometric effects of the
particle size.
9.7. Summary and closing remarks
In this chapter, we have performed calibration tests to explore the response the bulk friction
properties of a particle species to different values of the coefficient of restitution e (§9.3), the
relative particle size δ = d/H (§9.4), the relative basal roughness β = b/d (§9.5) and the
intrinsic friction µs between particles (§9.6). The calibration procedure is analogous to those of
lab experiments (§2.3).
We found that for frictionless particles, neither e nor δ had much effect on the function µ(I),
provided that the particles were in a dense flow regime of intermediate inertial numbers and that
δ ≤ 1/20 so that the continuum assumption and the local rheology are applicable. However,
these parameters have important effects at very high or very low inertial numbers, or equiva-
lently, at more extreme values of θ: they determine whether particles do in fact settle into a
steady dense flow regime. For example, with a high coefficient of restitution, the packing frac-
tion φ is low even at moderate values of θ, as particles bounce off each other almost elastically
and little energy is dissipated in each contact, so that the flow is in fact in a kinetic regime rather
than a dense flow regime. This is in accordance with simulations by Reddy and Kumaran (2007)
and Reddy and Kumaran (2010), who investigated systems of nearly elastic particles (e = 0.9)
and showed that such particles form a ‘gaseous’ state characterised by binary interactions and
governed by kinetic theory (§3.2).5 However, at lower values of e, the assumption of binary
interactions becomes unjustified as particles collapse together6; the particles instead form a
dense flow.
The main effect of the particle size δ is at low inertial numbers, where a larger value of δ increases
the threshold slope θ before any flow becomes possible. The effect of δ is most pronounced for
δ & 1/10 but is negligible for δ ≤ 1/20. This is consistent with the result that a granular
current’s stopping depth hstop is proportional to the grain size, and the notion that the local
rheology applies only in the small grain limit (§3.3).
We conclude therefore that the rheological behaviour of a dense flow is largely governed by
the intrinsic friction between particles, and partially by the basal geometry β, but does not
depend strongly on the properties of the normal interaction such as e, or from the geometric
effects of δ. However, the parameters of e and δ are responsible for determining whether a flow
is in fact in the dense regime (in which there are many particle-to-particle contacts), or in a
stopped or kinetic regime. The result that parameters such as e, δ and β have only a weak effect
on a flow except to determine its phase is a useful one. Provided that the correct qualitative
behaviours (in particular, the dense flow regime and the correct basal condition) are attained,
it is not necessary to choose particularly precise values for these parameters. This means that
there is some freedom in choosing our contact models: we use this freedom to improve the
computational efficiency of simulations by using the techniques described in §7.5.
5Kinetic theoretical models take the limit 1 − e2  1. However, Jenkins and Berzi (2012) consider values of e
as low as 0.6, so that 1− e2 = 0.64, to be acceptable.
6‘For a fluid of elastic particles, it is well known that the kinetic theory calculations are valid only in the dilute
limit, and they become invalid at higher densities due to the effect of correlations’ (Reddy and Kumaran
2010).
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Figure 9.5.: (a) Experimental results on chute flows of sand by Forterre and Pouliquen (2003,
figure 2), showing that the minimum threshold for flow depends both on the flow
depth h and the slope angle θ. (b) Experimental results by Takagi et al. (2011, figure
2), which also show a minimum threshold for flow, and furthermore the transition
from dense to dilute flow at large θ. In (b), the vertical axis shows the flow rate
Q, which cannot be directly related to the depth h since the experiments of Takagi
et al. (2011) have variable width.
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As expected, for each species there is a range of inclinations θ between which a steady dense
flow is able to develop; this observation is well-documented experimentally (GDR MiDi 2004,
Forterre and Pouliquen 2003, Takagi et al. 2011). Flow does not occur if h is below a certain
threshold hstop(θ), which depends inversely on θ. This was demonstrated in §9.4 (in terms of
the inverse depth δ = d/h), and was also observed by Forterre and Pouliquen (2003), whose
results are reproduced here in figure 9.5(a). From figure 9.2(a), we see that the value of µ(0)
decreases with decreasing δ, with an apparent convergence towards a nonzero value as δ → 0.
Figure 9.2(b) shows, unsurprisingly, that smaller particles can be packed more densely into a
rectangular domain of a given size. The most dramatic effect of δ is on the measured shape
factor, plotted in figure 9.2(c). For larger particles, the shape factor is much larger than the
Bagnoldian value 5/4, indicating a severe departure from the Bagnold velocity profile: the larger
particle size causes nonlocal effects (§3.3) to become important, invalidating the µ(I) rheology.
Although all species show some deviation from χ = 5/4 at small inertial numbers, for θ just
above arctanµ(0), the results in figure 9.2(c) are surprising because they show that χ is much
larger than 5/4 even for moderate values of I. Intrinsic friction between particles, if present,
also increases the threshold (§9.6).
At large θ, we observed a transition away from the dense flow regime and into an unsteady or
dilute flow regime; this transition was also observed by Takagi et al. (2011), whose results are
shown here in figure 9.5(b).7 Their results suggest that, for their material (‘non-spherical sand
grains’), the maximum angle for which steady flow is possible is about 32◦; this is consistent
with most of our results except at high coefficients of restitution — it is notable that this
result from a 3D experiment should be paralleled by DPM simulations in 2D. Takagi et al.
(2011) also report that ‘[a]ll experiments conducted using glass beads resulted in unsteady
flow’, and ‘speculate that shallow flows of glass beads are unstable because they are subcritical,
meaning that disturbances move faster than the beads on the surface and hence can propagate
upstream’. In light of the present work, we propose instead that the unsteadiness results from
flow dissociation that occurs because of a difference in the effective coefficient of restitution
e between sand grains and glass beads, the latter having a much higher value of e.8 Flow
dissociation and the entry into a kinetic regime would also be consistent with their observation
that the surface velocity of a flow of glass beads fluctuates dramatically.
We noted in Chapter 2 that although experimental data on the function µ from calibration tests
(§2.3) can be fitted to the form
µ(I) = µ1 +
µ2 − µ1
I0/I + 1
, (2.16)
this form should be regarded only as an interpolation for the experimental data for which a
steady uniform flow does develop; it has ‘not been tested for large values of the inertial number
I’ (Forterre and Pouliquen 2008), and experimental data (e.g. of Pouliquen et al. (2006, figure
1)) and the results of simulations (in the present chapter) do not necessarily support it. In
7 Note, however, that the experiments of Takagi et al. (2011) cannot be directly compared either to our sim-
ulations or to the experiments of Forterre and Pouliquen (2003). The flows of Takagi et al. (2011) are
three-dimensional; thus, when they vary the flow rate q, it is the width of their flows, not the depth, that
varies. In contrast, in our simulations and the experiments of Forterre and Pouliquen (2003), the flow takes
place in a channel of fixed width. The vertical axis in figure 9.5(b), showing flow rate q, therefore cannot be
related to the flow depth h, which is plotted on the vertical axis of 9.5(a).
8Sand and glass may be chemically similar, and therefore have similar intrinsic material properties, but the
angularity of sand grains and their larger size dispersity allows them to be packed more tightly. This increases
the number of contacts between particles, and therefore the rate of dissipation per unit volume, accounting
for the difference in their coefficients of restitution.
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particular, although the parameter θ2 = arctanµ2 is usually interpreted as the maximum slope
angle at which a steady uniform flow can develop, we contend that the failure to develop a
steady uniform flow arises from a phase transition; θ2 (or equivalently µ2) should be interpreted
only as a fitting constant, not as the actual maximum value of θ for which steady flow ceases
to be possible. Indeed, it is also evident (from tables 9.1–9.4) that the fitted values of θ2 are
much higher than the cutoff angle for a dense flow, and from the figures that the curve of µ(I)
appears to be rising at the cutoff angle, rather than approaching an asymptote.
A useful feature of discrete particle models is that we may vary the individual microscopic
parameters independently to understand their effects on the bulk rheological behaviour, as we
have done in this chapter. It is important to remember that the same is difficult to achieve
in experiments on real grains: one usually has to vary multiple parameters at the same time.
In order not to cloud the results of the DPM simulations by exploring an excessive number of
parameters, we opted to investigate only the microscopic parameters e, δ, β and µs, and the
macroscopic outputs µ, φ and χ. A true granular flow has many more parameters besides these.
Microscopic parameters that we have not explored include the size dispersity (which we fixed
at 10%), the coefficient of rolling friction (which we set to 0), and the structure of a rough base
(which we took to be that of figure 8.6). DPM in three dimensions have additional parameters,
such as the coefficient of torsional friction (§7.4). Macroscopically, we have used µ, φ and χ
to describe the properties of particles in simple chute flows. The behaviour of µ is enough to
fully close the µ(I) rheology; the function φ allows a description of the compressible ‘coupled-φ
rheology (§3.1); while χ gives a partial reflection of nonlocal effects on a current and therefore
the deviation from the µ(I) rheology (§3.3).
For example, the value of χ measured from simulation results describes the velocity profile; at
low inertial numbers, χ exceeds the Bagnoldian value 5/4 as the value of δ = d/H is increased,
reflecting the distortion of velocity profiles by increasingly important nonlocal effects (§9.4).
However, the simple chute flow test overlooks other effects of nonlocality, such as the stopping
height hstop(θ), the depth threshold below which a current does not flow (Pouliquen 1999, Jop
2015); or the onset of the jamming transition for flows in confined spaces (as opposed to the
present thesis’ free surface flows), such as shear cells or hoppers (Kamrin and Henann 2015,
Cates et al. 1998, To et al. 2001). We also noted that at steep angles θ, a steady uniform flow
can fail to develop, owing to the dissociation of a flow at high I and the phase transition towards
a kinetic regime.
An extension of the present chapter would calculate the rheological behaviour of particle species
beyond their manifestation through the quantities µ, φ and χ, especially the behaviours at very
low and very high values of I near the phase transitions. It is expected that the phase diagram
should qualitatively resemble the results of Forterre and Pouliquen (2003) and Takagi et al.
(2011), shown here in figure 9.5.
Extending the tests of this chapter to study the relationships between the numerous microscopic
and macroscopic properties is an important aspect of discrete particle modelling. The eventual,
if ambitious, goal of a comprehensive survey of the relationship between microscopic and macro-
scopic properties of particles in DPM should be to construct a ‘library’ of particle species, so
that, given some macroscopic properties of a real species of grains, one could find appropriate
values for microscopic parameters for a DPM that reproduce these macroscopic properties.9
9Such a programme was proposed by Andrew Bayly at the September 2017 meeting of the Special Interest
Group on ‘Granular flows in the environment and industry’.
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The present non-existence of such a library is likely due to the heavy computational cost that
its construction would involve, although with suitable collaboration this would be possible.
When designing such a library, its scope must be defined and restricted. For example, relaxing
the assumption that particles be circular, or working in three dimensions instead of two, would
allow the creation of particle species with a wider range of rheological properties, but also
introduces a number of additional fitting parameters. Computational limitations must also be
taken into account: the contact detection problem between non-circular particles is much more
difficult than that between circular particles. Therefore, an important first step should be to
identify the microscopic and macroscopic parameters of interest.
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Part III.
Applications
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Having developed the methods for modelling granular flows, we now apply them to particular
examples of granular chute flows interacting with topography. As noted in Chapter 1, we use
the term ‘topography’ to refer to any inhomogeneity in the flow in general, not just a spatial or
geometric effect.
We shall devote the majority of our attention to the setup sketched in figure 1.4(a), in which
a current flows over a chute whose base is smooth upstream and rough downstream, so that
the current experiences an increase in the resistance that it faces. As such, this setup may be
viewed as a prototypical example of topography acting adversely against a current. We study
this problem using three different continuum models. In Chapter 10, we further develop the
depth-averaged models described in Chapter 5, and use these to make predictions about the
evolution of the current. In Chapter 11 we propose an adaptation of the µ(I) rheology (Chapter
2), which we then apply to this problem. We show that the adapted model makes predictions
about the internal velocity profile that match closely the results from DPM simulations. Finally,
in Chapter 12, we consider the effects of time-dependence in the µ(I) rheology, and discuss
whether the present spatially-dependent problem may be treated instead as a time-dependent
problem.
Throughout, an important quantity for describing a current is its Froude number,
Fr =
U
(gH)1/2 , (9.6)
where U is a typical velocity scale and H is a characteristic depth of a current. The Froude
number can be interpreted as the ratio between the inertia of a current, and the acceleration
due to gravity; alternatively, Fr2 could be interpreted as the ratio between kinetic and potential
energy. When Fr < 1, Fr = 1, or Fr > 1, we say that the flow is subcritical, critical, or
supercritical, respectively.
We shall often work in the limit of high Froude number: this limit is relevant for modelling
snow avalanches (Ha´konardo´ttir 2004, Hogg and Jo´hannesson 2016). Granular flows at high
Froude numbers have proven difficult to implement in laboratory experiments, since it is nec-
essary to have a large material at hand in order to maintain a fast steady flow (the mechanism
described in Holyoake (2011) and Holyoake and McElwaine (2012) being a notable example of
an experimental setup that can achieve Fr ≈ 25, albeit with a relatively shallow current). DPM
simulations also face difficulties at high Froude numbers, because such flows contain high-speed
collisions that must be resolved using a very low collision time and therefore a small time step.
As well as the setup of figure 1.4(a), the machinery developed in this part of the thesis could
also be applied to other examples of spatial or temporal topography. For example, we consider
also the kinked chute shown in figure 1.4(b), and describe how the depth-averaged model could
be applied to such a setup, as well as an analogous time-dependent flow in which the magnitude
or direction of gravity changes abruptly.
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10. Depth-averaged modelling of topographical
effects
Our eventual aim in this chapter shall be to apply the depth-averaged model (5.4) to examples
of steady flows over topographical features, including the setups shown in figure 1.4. Before this
is possible, we need to establish some properties of (5.4) in the steady case. Of importance is
the observation that, over long distances and far from boundaries or transitions, a flow tends to
adjust towards the Bagnold equilibrium state (§10.1.3): this establishes the fact that, sufficiently
far away from topographical features and from the ends of a chute, a flow has no ‘memory’ of
its interactions with distant features. We shall also need to introduce the boundary conditions
on (5.4) that govern a steady flow.
We begin by deleting the ∂/∂t terms from (5.4). Since the flow is then steady, by (5.4a) the
flow rate q = hu is conserved along the flow, where h is the depth of the current and u is the
depth-averaged velocity. Next, (5.4b) becomes a second-order ordinary differential equation,
which may be written as a pair of first-order equations. By defining
dh
dx
= k, (10.1a)
we obtain
dk
dx
=
d2h
dx2
=
k2
2h
+
g cos θ
qν
(
tan θ −M(h; q)− b′(x))h3/2 + 1
qν
(
χq2
h2
− gh cos θ
)
h1/2k, (10.1b)
where we define M(h; q) = µ(h, q/h) as the depth-averaged coefficient of friction, expressed as
a function of h and q rather than h and u. The system (10.1) governs the evolution of the
depth h(x). We treat the flow rate q, which is fixed along the current, as an external parameter
(determined by inflow conditions) rather than a dynamical quantity. Note that M(h; q) is
monotonically decreasing in h; therefore, if tan θ is in the range of M(h; q) then the inverse
M−1(tan θ; q) exists and is unique. Note also that the (total) derivative
M ′(h; q) =
dM
dh
=
(
∂µ
∂h
)
u
− q
h2
(
∂µ
∂u
)
h
is distinct from the partial derivative (∂µ/∂h)u.
10.1. Homogeneous chutes of finite length
10.1.1. Phase-portrait analysis
The system (10.1) contains the terms µ(h, q/h) (or M(h; q)), ν and χ, which are externally
specified and are usually taken as constants along a chute (Gray and Edwards 2014). When
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(streamwise) topographical features are present, we propose that M , ν and χ could be allowed
to depend on x. In particular, if the basal roughness is varying, then M should be interpreted
as a characterisation of the friction on the current by the ‘local’ roughness.
However, before we introduce any such topography, we first consider the case of a finite-length
chute xmin < x < xmax that is otherwise homogeneous, so that b
′(x) = 0 and the other external
terms are constants. We do this to motivate a discussion of the boundary conditions on h at
xmin or xmax.
For a given flow rate q, a streamwise-independent solution to (10.1) could be given by solving
the equation M(h; q) = tan θ for h(x) = h∗ = M−1(tan θ; q), if this inversion be possible. How-
ever, such a solution could be incompatible with the (as yet unspecified) boundary conditions.
Therefore, in the case of a finite-length chute, h(x) in general will not be constant. We can
investigate the dynamics of (10.1) more thoroughly using a phase-portrait analysis (see e.g.
Strogatz (2018)), in which we trace the trajectories of solutions to (10.1) in the (h, k)-plane.
Figure 10.1(a) shows an example of the phase portrait of (10.1). A trajectory in the upper-half
(resp. lower-half) plane indicates a current of locally growing (resp. decreasing) depth as x
increases. The equilibrium state (h, k) = (h∗, 0) is marked on the k = 0 axis, and the trajecto-
ries in red and blue, going through the equilibrium state, are the unstable and stable manifolds
(separatrices) of that state. The sketches in figure 10.1(b) show the shapes of the currents, that
is, the evolution of h(x) in real space, corresponding to three trajectories on the phase portrait
(§10.1.2).
The system (10.1) is singular at h = 0, and the shapes of trajectories near h = 0 depend on
the asymptotic properties of µ(I) for large I. According to the Jop fit (2.16), µ(I) is bounded
as I →∞, and so M(h; q) is bounded as h→ 0. Under this assumption, it can be shown that
the trajectories near h = 0 satisfy either k ∝∼ h3 in the upper-half plane, or k ∝∼ −h−1/2 in the
lower-half plane. These include respectively the stable and unstable manifolds of the saddle
point, highlighted respectively as blue and red in figure 10.1(a).
10.1.2. Boundary conditions
To select a particular trajectory on figure 10.1(a), we must now specify boundary conditions.
We take the downstream boundary condition as h(xmax) = 0, to represent the flow off the
end of the chute. Since (10.1) is singular near h = 0, we must check whether one can attain
h = 0 for a finite value of x. For example, if M(0; q) is finite, then the trajectories around
the unstable manifold have asymptotic shape k = h′(x) ∝∼ −h(x)−1/2. Therefore, h decays
superexponentially, and reaches 0 at a finite value of x. Note, however, that the shallowness
assumption (5.1) becomes violated when |h′|  1 and so (10.1) ceases to be physically applicable
in a region around x = xmax.
1
The downstream condition h(xmax) = 0 precludes those trajectories in the shaded region. Even
outside of the shaded region, the initial values of h and k at x = xmin cannot be freely chosen:
there is the additional constraint that the length of the chute is fixed. There is therefore a
1 The boundary condition h(xmax) = 0 appears to be overspecialised: for example, figure 8.5 showed different
behaviours that a current could take in a DPM when a deletion boundary is used at the end of a chute.
However, the qualitative dynamics of (10.1) are not affected if we instead allow h(xmax) to take a small
positive value, because the topological features of the phase portrait remain the same, especially around the
equilibrium and away from the endpoints.
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h∗
h(xmax) = 0
(b)
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O(−1/λ−)
O(1/λ+)
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Figure 10.1.: (a) Part of the phase portrait of (10.1) for a fixed value of q, in the case that
µ(0) < tan θ < µ(∞), so that an equilibrium state h = h∗ = M−1(tan θ; q) ex-
ists. The red (resp. blue) trajectories are the unstable (resp. stable) manifolds of
the equilibrium state. Two possible trajectories, with different inflow conditions,
are marked in black: trajectories A and B correspond respectively to shallow
and deep inflows. Trajectories A and B both satisfy the downstream boundary
condition h(xmax) = 0. Trajectories in the shaded region, such as trajectory C
(dashed), do not satisfy the downstream boundary condition and are not permit-
ted. (b) Sketches of the shapes of z = h(x) corresponding to the three trajectories
(§10.1.2), together with the equilibrium depth (dotted). We mark also the adjust-
ment lengthscales (§10.1.3).
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one-parameter family of solutions to (10.1) satisfying the downstream boundary condition.2
Informally, we may choose which trajectory to follow, but not where to start along a given
trajectory.
Two possible trajectories, A and B, are marked in black on figure 10.1(a), together with their
initial states at x = xmin. Trajectory A represents a flow with a shallow incident depth, while
trajectory B represents one that is deep upstream. We also mark trajectory C (dashed), an
example of a prohibited trajectory that does not satisfy the downstream boundary condition.
The current shapes to which the trajectories correspond are shown in 10.1(b).
10.1.3. Adjustment towards the equilibrium state
Trajectories A and B both approach and spend a long distance near the saddle point along a
stable manifold, before departing along the unstable manifold. This behaviour represents the
tendency for a current to approximate the equilibrium state h = h∗ = M−1(tan θ; q), which
occurs provided that the chute is sufficiently long. The inflow depth of trajectory A is less than
the equilibrium depth, so the current initially rises towards the equilibrium, before eventually
decreasing again near the end of the chute. On the other hand, the inflow depth of trajectory B
is higher than the equilibrium depth, so h decreases monotonically. Noting that the flow rate q
is the same for all trajectories on figure 10.1(a), we interpret trajectory A as having an excess of
kinetic energy at the inflow, and trajectory B as having an excess of potential energy: in both
cases, energy is converted until the equilibrium is attained.
The distance over which a flow adjusts towards or away from the equilibrium can be estimated
by calculating the Jacobian matrix J of (10.1) after linearising about (h∗, 0). We find that
J =
(
0 1
Ja Jb
)
, (10.2)
where
Ja =
−g cos θ
qν
(h∗)3/2M ′(h∗), Jb =
1
qν
(
χq2
(h∗)2
− gh∗ cos θ
)
(h∗)1/2,
and M ′(h; q) is the (total) derivative of M with respect to h, keeping the parameter q fixed.
The eigenvalues λ± of the Jacobian are given by
λ± =
Jb
2
±
√
Jb2
4
+ Ja. (10.3)
Now, Ja > 0 because M decreases with h, and so both eigenvalues are real, one eigenvalue is
positive, and the other is negative. This is to be expected as (h, k) = (h∗, 0) is a saddle point.
The positive eigenvalue λ+ is associated with the unstable manifold, and the negative eigenvalue
λ− with the stable manifold. The lengthscales over which the current adjusts towards and away
from the equilibrium are O(−1/λ−) and O(1/λ+) respectively.
2This may be more obvious by considering (10.1) as an initial value problem instead: having specified h at
x = xmin, there is one corresponding value of k that produces the correct value of h at x = xmax; this value
of k can be found using the shooting method (see e.g. Press et al. (1992)).
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For illustration, consider a flow with high flow rate q. Correspondingly, the equilibrium depth
h∗ is small, and so the Froude number Fr = (gh∗)−1/2u = (g1/2(h∗)3/2)−1q  1. Then,
Jb =
q
ν(h∗)3/2
(
χ− Fr−2 cos θ
)
∼ χq
ν(h∗)3/2
,
and Jb2  Ja. The two eigenvalues are therefore
λ+ ∼ Jb, λ− ∼ −Ja/Jb.
Correspondingly, the lengthscales for adjusting towards and away from equilibrium are
1
−λ− =
Jb
Ja
∼ χ−M ′(h; q)Fr
2,
1
λ+
∼ ν
χg1/2
Fr−1, (10.4)
respectively. In other words, a very supercritical flow takes a long O(Fr2) distance to adjust
towards equilibrium, owing to the large amount of inertia carried by the incident flow: indeed,
the Froude number quantifies the ratio between the inertia of a flow and the magnitude of
gravitational acceleration.
This O(Fr2) adjustment lengthscale, over which a balance between gravitational acceleration
and friction develops, shall be seen again in Chapters 11 and 12. In those chapters, we shall
see that this lengthscale shall be supplemented by a second lengthscale that governs changes in
the internal profile of a flow, which are neglected by the present depth-averaged model.
10.1.4. A note on causality
Phase portraits are usually used to study initial value problems, with the dynamical systems
thought of as evolving in time. However, the system (10.1) is instead a boundary value problem
and x is a spatial coordinate; the actual trajectory that is followed by a system is affected by
the downstream boundary condition. Moreover, although the point h = h∗ = M−1(tan θ; q) is a
saddle point and we shall refer to its ‘unstable’ and ‘stable manifolds’, these terms are unrelated
to the temporal stability of the time-dependent equations (5.4): the steady states being studied
in this chapter are assumed to be temporally stable, and are attained by allowing a flow to
develop for a long time.3
At first, it may have seemed teleological to impose a boundary condition on the outflow at
x = xmax, but this apparent paradox is averted by recalling that we are studying a steady flow
that has developed over a long time. The flow is initially introduced at x = xmin and takes time
to reach x = xmax; when this happens, the boundary condition at x = xmax sends an influence
back upstream.4
While an infinitely (or semi-infinitely) long chute L = xmax − xmin = ∞ may be a useful
abstraction, a steady flow on such a chute cannot be understood as having evolved from an
upstream introduction (as this evolution would take an infinite amount of time). However,
in the limit L → ∞, the steady state depth h(x) at each fixed value of x converges pointwise
towards some limiting value: for homogeneous flows, h(x)→ h∗. The convergence is not uniform
(Burkill 2002) due to endpoint effects, but we understand an infinitely long chute to represent
the double limit t→∞, L → ∞, taken in that order.
3The assumption that a flow governed by (5.4) does indeed settle towards a steady state can be violated by the
development of instabilities (§14.2.3).
4This may be formalised in terms of the characteristics (Billingham and King 2001, Evans 2010) of the time-
dependent system (5.4) (but see footnote 5).
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Figure 10.2.: (a) Phase portrait of (10.1) when tan θ > suphM(h; q), so that no equilibrium
depth exists. As in figure 10.1(a), trajectories in the shaded region do not satisfy
the downstream boundary condition h(xmax) = 0; this region is bounded by the
blue trajectory. (b) Corresponding shape of the current h(x) in real space.
10.1.5. When an equilibrium does not exist
In the discussion so far and the phase portrait in figure 10.1(a), we have assumed that the
equilibrium depth h∗ = M−1(tan θ; q) exists. This will not be the case if θ is too large or too
small, so that tan θ falls outside the range of M , if M is bounded above or below.
As θ is increased, the equilibrium depth h∗ decreases (because M ′(h; q) < 0); if M is bounded
above, then a bifurcation occurs when tan θ exceeds the maximum value of M ; the equilibrium
h∗ becomes absorbed into the singularity at h = 0. Such a high value of θ represents a slope
inclined so steeply that the friction cannot balance the streamwise gravitational acceleration: the
flow h decreases monotonically towards 0, regardless of the initial condition. The phase portrait
in this case, and an example trajectory, is shown in figure 10.2(a), and the corresponding shape
of the current h(x) in real space is shown in panel (b).
On the other hand, if tan θ < infh(M ; q) then the chute is not inclined sufficiently to maintain
a steady uniform flow. On a long chute, the depth may increase to a very high amount before
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decreasing again towards the end.
For the rest of this chapter we shall assume that θ and M are always such that equilibria exist,
and that chutes are sufficiently long so that these equilibria are approached.
10.2. A sudden increase in basal roughness
Having discussed the boundary conditions on the depth-averaged model (10.1), we may now
return to applying this model to spatial topography. We consider a chute that has a sudden
change in basal roughness, as shown in figure 1.4(a). The friction function M , shape factor χ and
(nonlinear) diffusivity ν are constant on either side of the transition, but change discontinuously
at a transition point xT ∈ (xmin, xmax). In the upstream region, the dynamics of (h, k) follow
trajectories of (10.1) using the upstream values M1, χ1 and ν1, while in the downstream region,
(h, k) follows the trajectories using the downstream values M2, χ2 and ν2.
10.2.1. Phase-portrait analysis
We can visualise these dynamics by superimposing the upstream and downstream phase por-
traits, as in figure 10.3. The dotted lines are the trajectories of the system (10.1) using the
upstream values M1(h; q), χ1 and ν1, while the dashed lines are for the downstream region.
The most obvious difference between the two phase portraits is the positions of the equilibria
h∗1 = M
−1
1 (tan θ) and h
∗
2 = M
−1
2 (tan θ): the downstream equilibrium depth is thicker than
the upstream equilibrium, because of the increased friction in the rougher region. The changes
in the values of χ and ν affect the precise shapes of the trajectories, but not the qualitative
topology of figure 10.3, so we defer discussion of these effects until §10.2.2.
Figure 10.3 shows an example of an actual trajectory (black), together with five locations of
interest. The trajectory can be broken into several parts:
• The trajectory begins at point 1, some point on the (h, k) plane, corresponding to the
point x = xmin. The values of h and k are determined by the boundary conditions.
• Between points 1 and 2, the trajectory follows the upstream dynamics towards the up-
stream equilibrium h = h∗1, approaching along a stable manifold of that state (blue dotted).
• The system stays near the upstream equilibrium h = h∗1 for much of the region between
x = xmin and x = xT (point 2).
• Just upstream of the transition point, between points 2 and 3, the trajectory leaves h = h∗1
along one of its unstable manifolds (red dotted).
• At the transition point x = xT itself (point 3), the trajectory switches from upstream
dynamics (dotted) to downstream dynamics (dashed).
• Between points 3 and 4, the trajectory heads towards the downstream equilibrium h = h∗2
along one of that state’s stable manifolds (blue dashed).
• The system stays near the downstream equilibrium h = h∗2 (point 4) for much of the region
between x = xT and x = xmax.
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Figure 10.3.: (a) Part of the phase portrait of (10.1) for a fixed value of q, when the friction
function M changes discontinuously at some value of x, as in §10.2.1. This portrait
assumes that both M1 and M2 are invertible at tan θ, so that the equilibria h
∗
1 =
M−11 (tan θ) and h
∗
2 = M
−1
2 (tan θ) both exist. The separatrices of the upstream
equilibrium are dotted, while those of the downstream equilibrium are dashed.
An example trajectory and five locations of interest are marked (see text). (b)
Corresponding shape of the current h(x) in real space.
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• Near the endpoint x = xmax, the system leaves the downstream equilibrium and heads
towards h = 0, following an unstable manifold (red dashed), as in the homogeneous case,
to match onto the downstream boundary condition (point 5).
The position of the initial point on the (h, k)-plane where the trajectory starts (point 1), and
the position of the transition (point 3), are both determined by the downstream requirement
that h = 0 at xmax and that (h, k) should be continuous at x = xT . The apparent teleology
of imposing an downstream condition to determine the upstream dynamics was discussed in
§10.1.4. The example shown in figure 10.3 assumes that the chute extends sufficiently long on
either side of the transition. If not, then the flow may not be able to reach the equilibria, so
that the trajectory does not form a very tight loop around points 2 and 4.
The trajectory in figure 10.3 also supposes that the incident flow is deeper than the upstream
equilibrium h∗1. In contrast, figure 10.4 shows a trajectory with a fast incoming flow. Here,
the trajectory monotonically increases in depth up to point 4, and only thins out towards
the end of the chute at x = xmax. However, the dynamics of the two systems are not very
particularly different between points 2 and 4, that is, the part of the system around the transition
x = xT . The difference between the two systems is only important in the initial convergence
of the flow towards the upstream equilibrium. Between points 2 and 4, both trajectories follow
the upstream unstable manifold (red dotted) and then the downstream stable manifold (blue
dashed), transitioning at point 3.
10.2.2. The transition lengthscales
The phase-portrait analysis in §10.2.1 established the qualitative dynamics of (10.1) around
the transition point x = xT . We next use the stability analysis from §10.1.3 to estimate the
lengthscales on either side of x = xT that are influenced by the topographical transition. As
previously noted, the values of χ and ν did not affect the overall shape of the trajectories, but
they shall affect the following quantitative discussion.
When both the upstream and downstream equilibria have high Froude numbers, the length-
scales of upstream and downstream influence were given in (10.4); note that the downstream
equilibrium has a lower Froude number Fr2 than that of the upstream equilibrium Fr1. Suppos-
ing that Fr1,Fr2  1, (10.4) states that the transition creates a downstream disturbance over
a long −1/λ−2 = O(Fr22) distance, while the upstream disturbance is small and localised to a
1/λ+1 = O(Fr
−1
1 ) distance. This asymmetry is related to the supercriticality of flows at high
Froude number (Billingham and King 2001).5
5Supercriticality in the context of the shallow water equations (5.3) refers to the fact that if Fr > 1, then
both characteristics of the PDE point in the forwards direction, so that downstream boundary conditions
do not propagate information upstream (Evans 2010). Strictly speaking, the notions of characteristics and
supercriticality do not directly apply to the granular depth-averaged model (5.4), which is a parabolic rather
than hyperbolic system of PDE. The diffusivity term in (5.4b) allows some upstream influence, which is
reflected in the proportionality of 1/λ+1 to the diffusivity coefficient ν. Assuming that ν is small, then we
can informally apply the notions of characteristics and criticality to (5.4), remembering that the ‘Riemann
invariants’ are not perfectly conserved.
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Figure 10.4.: (a) Part of the phase portrait of (10.1) for a fixed value of q and a sudden change in
M . In this diagram, the incident flow is shallower than the upstream equilibrium
h∗1. See figure 10.3 and text for caption. (b) Corresponding shape of the current
h(x) in real space.
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10.3. Further applications of (5.4)
The analyses of §10.2 could also be applied to chutes with other examples of topographical
features, if M is allowed to vary with x in some other way than a step increase, or if b′(x) takes
nonzero values. As before, changes in M represent variation in the basal roughness along the
chute, while changes in b′(x) represent changes in the slope: step changes in b′(x) represent
kinks, while continuous changes represent curvature.
10.3.1. Rough-to-smooth transition
A first example is the reverse case of figure 1.4(a), so that the transition is an abrupt decrease in
roughness. Again assuming that equilibria exist in both regions, the equilibria are reversed, so
that h∗2 < h∗1. An example phase portrait illustrating the corresponding dynamics are shown in
figure 10.5. As before, the trajectory shown supposes that the incident flow is deeper than the
upstream equilibrium, and that the trajectory does in fact approach each saddle point. Again,
the latter condition assumes that the chute is long enough so that the flow can settle down to
the local equilibrium.
10.3.2. Multiple abrupt transitions
The discussion in §10.2 could be extended to flows that have multiple abrupt changes of topog-
raphy. Although the phase portraits in figures 10.3 and 10.4 would become cluttered, the basic
concepts are the same. Away from a transition, the flow depth follows the dynamics of the
local topography, which has an equilibrium that is represented as a saddle point on the phase
portrait. Near each transition, a flow adjusts between the two equilibria, with the adjustment
lengthscales as in §10.2.2: for Fr 1, the lengthscale is short on the upstream side and long on
the downstream side. Moreover, near the ends of the chute there are adjustments away from the
equilibria to accommodate the boundary conditions. As before, the choice of the trajectory and
the shape of the current over the entire domain (xmin, xmax) are determined by the boundary
conditions; the reason for this was discussed in §10.1.4.
If two transition points xT1 and xT2 are close to each other, then the adjustment regions around
each transition may ‘overlap’ with each other. In this case, although the trajectory follows the
local dynamics within the small region xT1 < x < xT2, it does not necessarily approach the
local equilibrium. (In fact, depending on the boundary conditions and the dynamics outside
this region, the trajectory may even be travelling away from the local equilibrium.)
10.3.3. Kinked chutes
The discussion so far has been on the effect of basal roughness, rather than on basal shape.
That is, we have allowed the coefficient of friction M to vary along the chute (albeit stepwise
and not continuously), but taken b′(x) = 0 in (10.1).
Suppose instead that M be constant, but that
b′(x) =
(
tan θ − tan(θ + ∆θ))H(x− xT ),
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Figure 10.5.: (a) The dynamics of (10.1) with an abrupt transition such that the downstream
equilibrium is more shallow than the upstream equilibrium. This applies to a
rough-to-smooth transition (§10.3.1), as shown in panel (b), or a downward-kinked
chute (§10.3.3). (b) Corresponding shape of the current h(x) in real space.
106
where H is the Heaviside step function, so that b has a jump discontinuity: this represents
a chute with a kink (figure 1.4(b)), with ∆θ being the increase in the slope (in figure 1.4(b),
∆θ < 0). The resulting dynamics of (10.1) are very similar to those described in §10.2: away
from the transition point and from endpoint effects, a flow’s depth is approximately given by
the local equilibria, which are
h∗ =
{
M−1(tan θ; q) upstream,
M−1(tan(θ + ∆θ); q) downstream.
For ∆θ < 0, the flow trajectory is similar to those shown in figure 10.3 or 10.4 (depending on
inflow conditions); if ∆θ > 0, so that the second equilibrium is more shallow than the first, then
the trajectory is similar to that of figure 10.5.
10.3.4. Gradual transitions and curved chutes
All the discussion so far has focused on abrupt transitions in topography, the system (10.1)
can also be applied to problems in which b′(x) or M are allowed to vary continuously with x,
representing a curved chute, or a chute whose base has varying roughness, respectively. For the
present subsection, we consider the first case, taking M to be independent of x but considering
variations in b′(x). For definiteness, suppose that b′(x) = s(X), introducing the ‘slow’ variable
X = x.6 We also neglect endpoint effects, and assume that b′ (or s) is localised. Then, to
leading order in the ‘slowness’ parameter , the depth h(x) is given by
h(x) ∼ h0(X) = M−1(tan θ − s(X); q), k(x) = O(),
which we term the local slope approximation. This leading-order approximation is the equilib-
rium depth for the slope at a given point, supposing that the chute had no curvature.
Improvements to the local slope approximation may be found using the method of multiple
scales (Hinch 1991). Having introduced the slow variable, one posits a perturbation series
solution,
h(x) ∼ h0(x,X) + h1(x,X) + . . . ,
k(x) ∼ k0(x,X) + k1(x,X) + . . . .
One also replaces the total derivative operator d/dx with the new operator ∂/∂x + ∂/∂X.
Assuming that, in the far field, h(x) ∼ M−1(tan θ; q), then, as expected, h0 = M−1(tan θ −
s(X); q), and k0 = 0. It can be shown that the O() correction h1 satisfies the linear equation
∂2h1
∂x2
− h
1/2
0
qν
(
χq2
h20
− gh0 cos θ
)
∂h1
∂x
+
g cos θ
qν
M ′(h0; q)h
3/2
0 h1
=
−s′(X)h1/20
qνM ′(h0; q)
(
χq2
h20
− gh0 cos θ
)
. (10.5)
6Note the notation for derivatives:
b′′(x) =
db′
dx
= 
ds
dX
, but s′(X) =
ds
dX
.
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The s′(X) in the forcing term on the right-hand side of (10.5) is responsible for h1 being
nonzero: this reflects s′(X) ∝ b′′(x) being proportional to the curvature of the chute. Indeed,
the particular solution from the forcing term gives
h1 =
−s′(X)
M ′2
[
χ
cos θ
Fr2 − 1
]
, Fr =
q
g1/2h3/2
=
u
g1/2h1/2
.
Note that this solution is again independent of x, except through the slow variable X. The
general solution to (10.5) also contains complementary functions, which are exponentials in x.
In this case, the complementary functions vanish, since h1 must be vanish if s
′(X) = 0.
Now, M ′ < 0, but M ′2 > 0, so h1 has the opposite sign to s′. Thus, for a high Froude number
flow Fr2 > cos θ/χ, an upwards curvature (s′(X) > 0) causes a flow to be more shallow than the
local slope approximation would predict, while a downwards curvature would produce a deeper
flow: a supercritical flow has plenty of inertia, so that the actual depth of the flow at a point
reflects the equilibrium from the slope angle upstream of that point. On the other hand, at low
Froude number, a flow is affected by the downstream slope angle: as previously noted (§10.1.4),
this reflects the influence of downstream boundary conditions on a subcritical flow.
The higher-order corrections h2, h3, . . . satisfy similar linear problems (each of which is nonlinear
in the previously determined corrections), although the derivation of these equations would be
intractable.
10.4. Limitations of the depth-averaged approach
Fundamental to the derivation of the depth-averaged model (5.4) from the µ(I) equations (2.10)
is the shallowness assumption (5.1), which is needed for the scalings (5.5), which state that the
flow is predominantly streamwise and the pressure is approximately hydrostatic. Therefore, the
depth-averaged approach is not valid for flows with variation over lengthscales L comparable to
or smaller than the typical depth H of the flow. This limitation is in common with the shallow
water equations (5.3) and their derivation from the Euler equations.
We note two shortcomings in the analysis of §10.2.2 concerning the current on either side of
an abrupt transition. Firstly, the upstream side of a transition is predicted to have a short
adjustment lengthscale L = O(Fr−1) on the upstream side of an abrupt transition, in the case
of high Froude number. The depth-averaged equations (5.4), and therefore (10.1), omit terms
corresponding to perpendicular accelerations or non-hydrostatic pressure.
The second issue with the work of §10.2.2 concerns the much longer downstream adjustment
region, which is O(Fr2) at high Froude numbers. Even though this is much longer than the
typical depthH (assuming that M ′(h; q) = O(1)), we shall see that the depth-averaged approach
is not entirely satisfactory. A change in basal condition does not affect a current uniformly across
its depth, but most strongly affects the base of the current. This depthwise detail cannot be
captured by a depth-averaged model, except through the shape factor χ that would need to be
specified a priori.
The shallowness assumption also requires that any basal slope b′(x) should be small, and that it
should have small derivative (that is, small curvature). This is demonstrated in the experiment
studied by Viroulet et al. (2017), who studied the flow of grains over a bump. In that work, the
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bump is rather steep7; consequently, the current does not stay attached to the base but ‘takes
off and forms a granular jet when moving over the bump’ (Viroulet et al. 2017). The flow on
an abruptly kinked chute (§10.3.3), with b′ a step function and b′′(xT ) = ∞, therefore cannot
fully be described by the depth-averaged model (5.4), until the jet reattaches to the base.
* * *
The following two chapters are dedicated to exploring the µ(I) rheology and the response of the
internal velocity profile, and therefore of the shape factor, in response to an abrupt transition.
Chapter 11 will analyse a spatial problem similar to the one studied here, and give the results of
DPM simulations on such a flow. Chapter 12 will consider a related time-dependent problem,
with similar dynamics albeit a different interpretation of causality (§10.1.4).
7‘[A] smooth bump [. . . ] with a maximum height of 4.75 cm and [. . . ] ‘∼ 90% of its amplitude change occurs
over a downstream distance of 12 cm’ (Viroulet et al. 2017), suggesting that b′(x) ≈ 2/3.
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11. Boundary layer formation and growth: the
granular Blasius problem
All conditioned things are transient.
Buddhist concept of anicca
11.1. Problem description
In this chapter, we again consider the roughness transition problem first sketched in figure
1.4(a). However, we now consider the evolution of the internal profile, and therefore the shape
factor, near the transition point more carefully. To this end, we use the µ(I) rheology instead
of the depth-averaged model (5.4), and we compare the predictions of the rheology against the
results of DPM simulations.1
The problem is sketched in more detail in figure 11.1(a). A steady flow of particles is introduced
onto a chute of varying roughness. The chute has a transition point x = 0. In the upstream
region x < 0, the chute is smooth; in the downstream region x > 0, the chute is made bumpy
as illustrated in figure 8.6, with b = d so that the relative basal roughness is β = 1. The
chute and particles are all intrinsically frictionless, and all contacts have a restitution coefficient
e = 0.1; the bulk flow is therefore frictional from this inelasticity (see §9.3 for a discussion of
the relationship between inelasticity and bulk friction). Since there is no basal bumpiness or
intrinsic friction, the flow in x < 0 slips freely against the base, and takes a plug flow profile,
χ = 1. The chute is inclined at an angle θ chosen such that the bumpiness and dissipation
are sufficient to impose a no-slip condition in x > 0. This must be verified empirically, and
in practice, this condition does not apply in the immediate vicinity of x = 0; as we discussed
in §4.2.2, there is no immediate relationship between basal bumpiness and the slip velocity.
However, the region in x > 0 over which the no-slip condition is violated is small compared
to the distance over which the velocity profile evolves, so we shall assume the condition in our
continuum model.
Initially, the inertia of the incident flow allows the top part of the current to carry on travelling
at the incident speed, and the no-slip condition affects only a thin boundary layer at the bottom
of the current. The (bulk) friction causes the effect of the no-slip condition to spread, so that
this region grows in size. This is similar to the growth of the boundary layer in the classical
Blasius problem for flow over an airfoil (Schlichting and Gersten 2017), which is why we term
the present problem as the granular Blasius problem.
There are three major differences between the classical problem and the continuum limit of
the granular Blasius problem. Firstly, the classical Blasius problem assumes that the blade is
1The work in this chapter is an adaptation of a manuscript ‘The granular Blasius problem’ under consideration
for publication in Journal of Fluid Mechanics (Tsang et al. 2019).
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Figure 11.1.: (a) The granular Blasius problem. (b) The free-surface hydrofoil boundary layer
problem studied in Tsang et al. (2018). (c) The classical Blasius problem.
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immersed in an infinite volume of fluid, but the present problem concerns a current of finite
depth, and so a free surface is present, as sketched in figure 11.1(b). The development of
the boundary layer has an effect on the outer flow, displacing the free surface upwards and
introducing a perturbation to the outer flow, which in turn feeds back on the boundary layer
(Tsang et al. 2018). A second difference between the two problems is that the entire system in
the granular problem is inclined at an angle θ > 0. Gravity therefore drives the flow forwards
and opposes the basal drag. The boundary layer does not grow indefinitely but ‘saturates’
when its thickness becomes comparable to that of the current, after which point the current is
governed by a balance between gravity and drag, with the incident inertia having been spent.
Finally, the Navier–Stokes equations, which govern the classical problem with Newtonian fluids,
must be replaced with the equations of a rheological model of dense granular flows, such as the
µ(I) rheology.
In §11.3, we shall see that the µ(I) equations can be analysed using an approach similar to
that of Prandtl (1905), which was used for solving the classical Blasius problem. However, this
analysis will be successful only if the function µ(I) takes a particular form. We shall compare
the solutions predicted by the µ(I) equations against the results of DPM simulations in §11.4.
11.2. Analysis for a Newtonian fluid
Before we proceed with analysing the µ(I) equations, it is illustrative to first study the problem
in figure 11.1(b), in which a current of a Newtonian fluid at high Reynolds number is incident
onto a static plate. This problem shares many features with the granular Blasius problem, but
has the advantage that it will be possible to find analytical solutions to the perturbation to the
outer flow (Tsang et al. 2018). The classical Blasius boundary layer problem and its extensions
have been extensively studied to model flow around an aerofoil, taken to be an infinitesimally
thin blade. With the presence of a free surface, the present problem may be regarded as a
‘hydrofoil’ problem: that is, a blade cutting through water just below a free surface. In both
cases, a boundary layer forms on the blade, but here the boundary layer interacts with the free
surface.
In the context of this chapter, the purpose of this hydrofoil problem is to explore the effect of the
boundary layer on the pressure in the outer flow. The imposition of the no-slip condition causes
the flow near the base to slow down; by conservation of flux, the depth of the current increases
along the streamwise direction. The thickening of the current creates a pressure gradient against
the flow in the boundary layer. If this adverse pressure gradient is sufficiently strong, then there
is a strong coupling between the boundary layer and the outer layer, and the two problems must
be treated together. This is in contrast to the classical Blasius problem, where the outer flow is
assumed to occupy an infinite area and the boundary layer does not result in a pressure gradient
in the outer flow.
Similar problems have been studied in the context of channel flows experiencing sudden changes
in basal conditions, and experimental results on turbulent channel flows are outlined in Chow
(1959, Chapter 8). Nelson et al. (1995) also consider the boundary layer formed on a free-surface
flow over a flat plate; their flow is driven by a shear stress due to a uniform wind blowing above
the current, rather than driving by the bottom plate. Our problem has the advantage of being
analytically tractable, and allows asymptotic expressions for the velocity profile in terms of
special functions.
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11.2.1. Mathematical statement of problem
Let H and U denote respectively the depth and velocity of the uniform inflow. We define a
Reynolds number Re = UH/ν and a Froude number Fr = U/√gH based on the depth and
velocity of the incident flow. In this section, we shall work in units such that U = 1 and H = 1;
the magnitudes of gravity g and kinematic viscosity ν are to be encapsulated by Re and Fr. In
these units, the flow rate q = HU = 1. We also take the density as ρ = 1, and assume that the
air above the liquid has negligible density and viscosity. In the analysis of the granular problem
in §11.3, we shall revert to dimensional units.
Both the outer flow and the boundary layer flow are governed by the incompressible Navier–
Stokes equations, which in these nondimensional quantities read
∂u
∂x
+
∂w
∂z
= 0, (11.1a)
Fr2
[
∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
]
= − ∂p
∂x
+
Fr2
Re
[
∂2u
∂x2
+
∂2u
∂z2
]
, (11.1b)
Fr2
[
∂w
∂t
+ u
∂w
∂x
+ w
∂w
∂z
]
= −1− ∂p
∂z
+
Fr2
Re
[
∂2w
∂x2
+
∂2w
∂z2
]
. (11.1c)
These are supplemented by the boundary conditions
u = 1 and w = 0 on z = 0 for x < 0, (11.2a)
u = w = 0 on z = 0 for x > 0, (11.2b)
w = ∂h/∂t+ u ∂h/∂x on z = h, (11.2c)
p = O(Fr2/Re) on z = h. (11.2d)
The final condition is the dynamic boundary condition at the free surface. It comes from
the more general condition that the stress component n · σ · n = 0 should vanish at the free
surface in the absence of surface tension (Batchelor 2000). For an inviscid fluid, this condition is
equivalent to p = 0 at the free surface, but in general, the fluid’s viscosity offers a contribution
of O(Fr2/Re) to n · σ · n. We are about to consider the case Re  1, and we shall calculate
perturbations of size O(Re−1/2), so the O(Fr2/Re) contributions are sufficiently small that they
need not be considered at this order.
11.2.2. Perturbation analysis for Re 1
Working in the limit of high Reynolds number Re 1, and taking Froude number Fr > 1 fixed
so that the incident flow is supercritical, our analysis shall proceed as follows. We first assume
that the boundary layer is identical to that which is predicted by the classical problem with
no pressure gradient. This boundary layer has an O(Re−1/2) thickness, and the perturbation
flow in the outer layer may then be assumed to be O(Re−1/2). Linearising the Navier–Stokes
equations in the outer layer about the base state shows that the perturbation flow is governed by
Laplace’s equation. The boundary conditions on the perturbation flow come from linearising the
free surface boundary conditions, and by calculating the perpendicular displacement velocity
caused by the boundary layer. We next find the perturbation flow in the form of a Fourier
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integral. From this, the perturbation pressure, and therefore the pressure gradient, may be
calculated. We shall then examine the magnitude of this pressure gradient in terms of Re and
Fr, and consider whether it is sufficiently small that our original assumption is valid.
Leading-order outer solution
In the inviscid limit Re =∞, the change in basal conditions at x = 0 has no effect on the flow,
since the no-slip condition may not be applied in the absence of viscosity. The flow merely
maintains its upstream values, and the leading-order outer solution is given by
h ∼ h(0) = 1, u ∼ u(0) = 1, w ∼ w(0) = 0, p ∼ p(0) = h(0) − z.
Corrections to this flow field, which are induced by the boundary layer displacement, will be of
magnitude O(Re−1/2). We shall find these after describing the boundary layer.
Leading-order boundary layer solution
The leading-order outer solution does not satisfy the no-slip condition at z = 0. This condition
is enforced by viscous effects confined to a boundary layer of thickness O(Re−1/2) near the
base, in which the streamwise velocity adjusts from zero to the outer solution’s ‘slip velocity’.
To leading order, the boundary layer velocity and pressure are given by the Blasius solution
(Prandtl 1905, Acheson 1990, Schlichting and Gersten 2017). Below, we recount its derivation.
We begin by writing z = z˜, where z˜ is a rescaled perpendicular coordinate, and  is the
boundary layer thickness scale: we focus on the region z˜ = O(1). By incompressibility (2.2),
the perpendicular velocity w = O() in this region, and so we also rescale w = w˜, so that
w˜ = O(1). The Navier–Stokes equations (11.1) become
Fr2
[
∂u
∂t
+ u
∂u
∂x
+ w˜
∂u
∂z˜
]
= − ∂p
∂x
+
Fr2
2Re
∂2u
∂z˜2
+
Fr2
Re
∂2u
∂x2
, (11.3a)
Fr2
[
∂w˜
∂t
+ u
∂w˜
∂x
+ w˜
∂w˜
∂z˜
]
= −1− 1

∂p
∂z˜
+
Fr2
Re
∂2w˜
∂z˜2
+
Fr2
Re
∂2w˜
∂x2
. (11.3b)
The inner solution must satisfy the no-slip and no-penetration conditions u = w˜ = 0 at z˜ = 0.
It must also match with the outer solution. To leading order, this matching condition may be
expressed as van Dyke’s rule (Hinch 1991),
lim
z˜→∞
u(0) = lim
z→0
u(0), and lim
z˜→∞
p(0) = lim
z→0
p(0), (11.4)
where the lower index indicates the boundary layer solution.
First, the boundary layer thickness scale  can be found by considering (11.3a): the balance
between the O(Fr2) inertia terms on the left and the O(Fr2/(2Re)) depthwise viscous term on
the right is attained by taking  = Re−1/2. Next, the O(Re1/2) pressure gradient term in (11.3b)
is unbalanced and must be zero at leading order, indicating that the pressure is approximately
constant across the thickness of a boundary layer. By the matching condition (11.4), p(0) = 1,
and so the pressure gradient term in (11.3a) vanishes. The final term in (11.3a) is O(Fr2/Re),
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and can also be dropped as they are subdominant compared to the O(Fr2) terms, since Re 1.
The remaining terms in (11.3a) balance each other, so that, in the steady state, the leading-order
boundary layer velocities u(0), w˜(0) satisfy
∂u(0)
∂x
+
∂w˜(0)
∂z˜
= 0, u(0)
∂u(0)
∂x
+ w˜(0)
∂u(0)
∂z˜
=
∂2u(0)
∂z˜2
. (11.5)
A similarity solution is found by introducing a streamfunction, such that
u ∼ u(0) = B′(s), w˜ ∼ w˜(0) =
(
∂
∂x
)
z˜
(2x)1/2B(s), p ∼ p(0) = 1, (11.6)
where, s = z˜/(2x)1/2 is a similarity variable, and B is the unique solution to the system
B′′′ +
1
2
BB′′ = 0, B(0) = B′(0) = 0, lim
s→∞B
′(s) = 1. (11.7)
The two boundary conditions at s = 0 correspond to the no-penetration and no-slip conditions,
while the condition lims→∞B′(s) = 1 corresponds to the matching condition (11.4).
From this solution, we define the thickness of the boundary layer up to an arbitrary constant
of proportionality. The nominal thickness,
Λ(x) = Re−1/2(2x)1/2 = (2x)1/2,
is the value of z such that x˜ = 1; and the displacement thickness is sdispΛ(x), where
sdisp = lim
s→∞
(
s−B(s)) .
Here, we have introduced  = Re−1/2 as the boundary layer thickness scale.
First-order correction to the outer flow
In the derivation of (11.6), we made the assumption that the pressure gradient ∂p/∂x may
be dropped from (11.3a). Although the leading-order outer flow has no streamwise pressure
gradient, the induced flow does provide a pressure gradient. The assumption that this may be
dropped holds provided that the magnitude of this pressure gradient is less than O(Fr2). We
now calculate the induced flow and the induced pressure gradient, and consider the dependence
of its magnitude on Fr.
Although the leading-order outer solution has w(0) = 0, the boundary layer solution asserts that
w˜(0) → c(2x)−1/2 as z˜ →∞,
where
c = lim
s→∞(sB
′ −B) ≈ 1.72 (11.8)
is the displacement thickness of the Blasius boundary layer from (11.7). In other words, the outer
flow experiences a ‘displacement velocity’ perpendicular to the base, owing to the base slowing
the flow down in the streamwise direction. Reverting to the unscaled variable w = Re−1/2w˜,
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the displacement velocity is O(Re−1/2), which does not affect the leading-order outer solution,
but suggests that the outer flow must have an O(Re−1/2) correction.
We find this correction by proposing the asymptotic expansions
h ∼ h(0) + Re−1/2h(1) = 1 + Re−1/2h(1), (11.9a)
u ∼ u(0) + Re−1/2u(1) = 1 + Re−1/2u(1), (11.9b)
w ∼ w(0) + Re−1/2w(1) = Re−1/2w(1), (11.9c)
p ∼ p(0) + Re−1/2p(1) = 1− z + Re−1/2p(1), (11.9d)
and then expanding the governing equations (11.1) and boundary conditions (11.2) toO(Re−1/2),
treating Fr as a constant. The viscosity terms are O(Fr2/Re) and still do not affect the outer
solution at this order.
Assuming a steady state ∂/∂t = 0, the equations of motion become
∂u(1)
∂x
+
∂w(1)
∂z
= 0, (11.10a)
Fr2
∂u(1)
∂x
= − ∂p
(1)
∂x
, (11.10b)
Fr2
∂w(1)
∂x
= − ∂p
(1)
∂z
. (11.10c)
Cross-differentiating (11.10b, 11.10c) and subtracting eliminates p(1), and shows that w(1) sat-
isfies Laplace’s equation
∂2w(1)
∂x2
+
∂2w(1)
∂z2
= 0. (11.11a)
Boundary conditions at the free surface may be found by linearising the exact conditions,
applying them at z = h(0) = 1 instead of z = h(x). These give
w(1) =
dh(1)
dx
and p(1) = h(1) on z = 1,
which may be combined with (11.10a, 11.10b) to give a Robin boundary condition on w(1):
w(1) = Fr2
∂w(1)
∂z
on z = 1. (11.11b)
Meanwhile, the boundary condition on w(1) at z = 0 for x > 0 comes from matching with the
displacement velocity from the boundary layer solution, while there is no displacement velocity
for x < 0. Hence
w(1) = c(2xH(x))−1/2 on z = 0, (11.11c)
where H(x) is the Heaviside step function.2 Note that this boundary condition implies that
w(1) is large near x = 0, violating the asymptoticity of the expansion when w(1) = O(Re1/2).
We propose a resolution of this issue in §11.2.3.
2Rather than imposing this condition on w(1) at z = 0, we could instead choose to impose the condition at
the boundary layer ‘displacement thickness’ z = cRe−1/2(2x)1/2, and then linearise to turn this into a mixed
boundary condition at z = 0. For a fixed value of x, this extra term is subdominant in the limit Re → ∞,
and does not change the O(Re−1/2) analysis that follows. However, that term is not negligible for x = O(Re),
when the boundary layer saturates (§11.2.3).
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Having stated the boundary conditions, the linear system (11.11) for w(1), the perpendicular
component of the perturbation velocity, may now be solved using Fourier methods (Riley et al.
2006). Let us first write f(x) = c(2x)−1/2H(x), where the constant c was defined in (11.8). The
Fourier transform of f is given by
f˜(k) =
∫ ∞
−∞
e−ikxf(x) dx =
1
2
cpi1/2
(
1− i sgn(k)) |k|−1/2, (11.12)
and the solution for w(1) can be written in integral form, as an inverse Fourier transform,
w(1) =
1
2pi
∫ ∞
−∞
eikxf˜(k)
Fr2k cosh(k(1− z))− sinh(k(1− z))
Fr2k cosh k − sinh k dk
=
ce−ipi/4
(2pi)1/2
∫ ∞
0
eikxk−1/2
Fr2k cosh(k(1− z))− sinh(k(1− z))
Fr2k cosh k − sinh k dk, (11.13)
the real part understood. Note that for Fr > 1, the integrand’s singularity at k = 0 is integrable,
and (11.13) is convergent for all x and all 0 ≤ z ≤ 1, except at the point x = z = 0. However,
for Fr < 1 the integrand has a non-integrable pole at the positive solution to the equation
Fr2k = tanh k. This results from the ill-posedness of the formulation of the problem if Fr < 1.
Pressure gradient induced by correction
The leading-order Blasius boundary layer solution (11.6) assumes that the pressure in the bound-
ary layer is constant, since the leading-order outer solution predicts a constant pressure on z = 0.
However, the perturbation flow (11.13) induces a pressure gradient. We now calculate the size
of this pressure gradient and, in particular, determine whether it is comparable to the O(Fr2)
inertia terms in (11.3).
The value of this pressure gradient may be evaluated using (11.10):
∂p
∂x
∣∣∣∣
z=0
= Re−1/2
∂p(1)
∂x
∣∣∣∣∣
z=0
= Re−1/2Fr2
∂w(1)
∂z
∣∣∣∣∣
z=0
= − Fr
2c
Re1/2(2pi)1/2
∫ ∞
0
e−ipi/4eikxk1/2
Fr2k sinh k − cosh k
Fr2k cosh k − sinh k dk (11.14)
= − Fr
2c
Re1/2(2pi)1/2
I(x,Fr2),
where the real part is to be taken throughout. In the last line, the phase e−ipi/4 has been
absorbed into the integral I: this absorption is useful, because now the real part of ∂p/∂x is
proportional to that of I, except through a minus sign.3 Now, the integrand of I(x,Fr2) has
magnitude O(k1/2) and is unbounded as k →∞, but the integral is nonetheless convergent for
x 6= 0, owing to the oscillatory nature of eikx. To see this, we separate the integrand into two
3This is different from the notation in Tsang et al. (2018), in which the phase was not absorbed into I.
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parts, writing
eipi/4I(x,Fr2) =
∫ ∞
0
eikxk1/2 dk +
∫ ∞
0
eikxk1/2
{
Fr2k sinh k − cosh k
Fr2k cosh k − sinh k − 1
}
dk
=
pi1/2
2
e3i sgn(x)pi/4|x|−3/2 −
∫ ∞
0
eikxk1/2
(Fr2k + 1)(cosh k − sinh k)
Fr2k cosh k − sinh k dk
=
pi1/2
2
e3i sgn(x)pi/4|x|−3/2 − J(x,Fr2),
I(x,Fr2) =
pi1/2
2
e(3 sgn(x)−1)ipi/4|x|−3/2 − e−ipi/4J(x,Fr2), (11.15)
where the first term has been evaluated using complex analytical methods (Ablowitz and Fokas
2003). When the real part is taken, this term contributes nothing to ∂p(1)/∂x for x > 0, but
is nonzero for x < 0, and results in a singularity as x → 0−, which will be discussed later. In
the second term, the integrand of J(x,Fr2) has a single O(k−1/2) singularity at k = 0, which
is integrable, and has magnitude O(k1/2e−k) as k →∞. The integral J is therefore convergent
and nonsingular even for x = 0.
It is not possible to make further progress on evaluating I (or J) analytically, but we may
examine the behaviour of I in two limiting cases for Fr.4 Firstly, in the limit Fr  1 with
x = O(1) fixed, we have the asymptotic approximation
I(x,Fr2) = I(x,∞) +O(Fr−2), (11.16)
I(x,∞) = e−ipi/4
∫ ∞
0
eikxk1/2 tanh k dk (11.17)
=
pi1/2
2
e(3 sgnx−1)ipi/4|x|−3/2
+
pi1/2
8
e−ipi/4
[
ζ
(
3
2
, 1− ix
4
)
− ζ
(
3
2
,
1
2
− ix
4
)]
, (11.18)
the real part understood throughout.5 When the real part is taken, the second term of (11.18)
vanishes for x > 0, but is present for x < 0 and produces a singularity as x → 0−. In the first
term, ζ(s, a) is the Hurwitz zeta function, or generalised Riemann zeta function (Abramowitz
et al. 1988, Weisstein 2018).6
4Tsang et al. (2018) gave an asymptotic analysis for J , but it is actually easier to analyse I, to avoid introducing
terms that eventually cancel.
5The derivation requires the calculation of x−3/2 for both x < 0 and x > 0. We write x = |x| sgnx, and then use
the identity sgnx = e(1−sgn x)ipi/2, so that (sgnx)−3/2 = e−3(1−sgn x)ipi/4. Note the choice of branch cut: we
could instead have chosen sgnx = e−(1−sgn x)ipi/2. Doing so would change the −1 + 3 sgnx into 5− 3 sgnx in
(11.18). This flips the sign of the real part for x < 0, incorrectly predicting a negative (favourable) pressure
gradient in x < 0.
6 For <s > 1, the Hurwitz zeta function is defined as
ζ(s, a) =
∞∑
k=0
(k + a)−s,
excluding the term k = −a if a is a nonpositive integer. For s 6= 1, ζ(s, a) is defined by analytic continuation.
If a is not a nonpositive integer, then the Hurwitz zeta function satisfies the identity
ζ(s, a− 1) = ζ(s, a) + (a− 1)−s.
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It then follows that for Fr 1, the pressure gradient in x > 0 is bounded and has magnitude
∂p
∂x
∣∣∣∣
z=0
= Re−1/2
∂p(1)
∂x
∣∣∣∣∣
z=0
= O(Fr2Re−1/2).
Since Re 1, this pressure gradient is small compared to the O(Fr2) inertia and viscosity terms
in the boundary layer equation (11.3).
The other limit concerns a flow that is only just supercritical, with  = Fr2 − 1 1. For  = 0,
the integrand of I has a non-integrable singularity at k = 0, suggesting that for 0 <  1 the
integral is dominated by a contribution near k = 0. The denominator of the integrand has a
distinguished scaling (Hinch 1991) for k = O(1/2), and
eipi/4I(x, 1 + ) ∼ −−3/4
∫ ∞
0
s1/2
s+ s3/3
ds (11.19)
= − 3
1/4pi
21/23/4
,
evaluating the integral using complex analytical methods (Ablowitz and Fokas 2003). Therefore,
I has real part
<(I) = −31/4pi−3/4 ≈ −4.13−3/4,
and no dependence on x.7 The pressure gradient in this limit is positive (adverse), due to the
minus sign in (11.15), and has magnitude
∂p
∂x
∣∣∣∣
z=0
= O(Re−1/2(Fr2 − 1)−3/4), (11.20)
which becomes comparable to the inertia and viscosity terms appearing in (11.3) in the distin-
guished limit
Fr2 = 1 +O(Re−2/3). (11.21)
The above discussion is summarised by the plot of ∂p/∂x in figure 11.2. The induced pressure
gradient is always positive and adverse. In the limit Re → ∞ with Fr > 1 fixed, the induced
pressure gradient is bounded for all x > 0 and does not affect the leading-order boundary layer
solution. But this behaviour is not uniform in Fr, and in the distinguished limit (11.21), the
pressure gradient is large and comparable to the inertia and viscosity terms.
11.2.3. Discussion
Summary of results
The purpose of this work was to determine whether the boundary layer produced by an abrupt
change in basal conditions, as shown in figure 11.1(b), could be treated independently of the
free surface: that is, assuming that there is no two-way coupling between the free surface and
the boundary layer behaviour. If this decoupling is possible, then in the limit Re → ∞, the
boundary layer grows according to the classical Blasius solution (11.6) (Prandtl 1905, Schlichting
and Gersten 2017, Acheson 1990), until the region x = O(Re) when the boundary layer thickness
7That is, <(I) does not depend on x in the present transitional region for x, before boundary layer saturation.
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Figure 11.2.: Plots of Fr−2∂p(1)/∂x against x for Fr2 = 1.2, 2, 5, 10, from the real part of (11.15).
Note that dividing by Fr2 allows a comparison with the inertia and viscosity terms
in (11.3).
(2Hx/Re)1/2 becomes O(H): that is, when the effects of viscosity have spread so much that the
boundary layer thickness may no longer be assumed to be small compared to the depth.
Throughout, we made the assumption that the incident flow is supercritical: that is, that the
Froude number Fr = U/√gH > 1. Indeed, we saw that the limit Fr2 − 1  1 was singular.
The supercriticality assumption is required given the formulation of the problem: that is, we
are prescribing a particular depth H and velocity U far upstream, and assuming that the flow
reaches a steady state. By considering the characteristics (Evans 2010) of the shallow water
equations (5.3), it can be shown that these requirements on H and U on a steady state are
compatible only if U > √gH.
We saw that the value of the Froude number, relative to the Reynolds number, is important in
determining the magnitude of the induced pressure gradient, and whether this is comparable to
the inertial and viscous terms in (11.3a). For Re→∞ with Fr > 1 fixed, the induced pressure
gradient is small enough that the classical Blasius behaviour still holds in the boundary layer.
On the other hand, if Re  1 but the incident flow is only just supercritical, as in (11.21),
then the pressure gradient term in (11.3a) is comparable to the other terms, violating the
asymptoticity of the expansions (11.9). In this latter case, there is a full coupling between the
boundary layer and the outer layer problems.
These results may be understood by interpreting the square of the Froude number as
Fr2 =
ρHU2/2
ρgH2/2 =
inertia
gravitational energy
.
An incident flow with large Fr has plenty of inertia. Although the bottom of this flow is slowed
down by the change in basal condition, the main body of the flow will continue unaffected by
this retardation; although the surface would rise, the relative weakness of gravity would not
create a large pressure gradient. The classical Blasius problem may be regarded as the limiting
case Fr = ∞. In the classical problem, though the depth H of the incident flow be infinite,
the gravitational acceleration g is also equal to zero. In other words, the boundary layer still
displaces the flow away from the base, which causes the free surface to ‘rise’, but this does not
induce a pressure gradient. In the case Fr = ∞, the induced pressure gradient is not at all
comparable to the inertia and viscosity terms.
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Domain of validity
The perturbation analysis in §11.2.2 holds for 1  x  Re, but the problem, as it has been
formulated, is ill-posed around x = 0 and for x beyond O(Re).
At the leading edge x = 0, the sudden change in the basal boundary condition for u, from u = U
in x < 0 to u = 0 in x > 0, is incompatible with the incompressibility assumption (2.2) or (11.1).
This unphysicality is present in the classical problem in the absence of a free surface, and will
also be an issue in the granular problem. In the classical and hydrofoil cases, the unphysical
behaviour arises from treating the aerofoil or hydrofoil as having infinitesimal thickness.
There are also issues downstream, beyond x = O(Re), which require more subtle treatment.
As the problem has been stated, the fluid enters the region x > 0 with inertia, but as the
fluid progresses downstream this inertia is dissipated due to viscous drag from the base. By
compressibility, the depth of the current must increase indefinitely as x→∞.
TheO(Re−1/2) analysis above does not predict this downstream problem. Instead, it asserts that
the displacement velocity (11.11c) vanishes as x → ∞, as do the perturbation quantities w(1)
and ∂p(1)/∂x, according to the Riemann–Lebesgue lemma (Burkill 2002) for Fourier integrals
such as (11.13) and (11.15). The error comes from the assumption that the flow can be broken
down into an outer layer and a boundary layer, with the latter being thin: for x = O(Re), the
boundary layer thickness cRe−1/2(2x)1/2 can no longer be assumed to be small.
The unphysical behaviour at x = O(Re) and beyond can be averted by replacing the present
system with slightly different setups, shown in figures 11.3 and 11.4. One resolution, shown in
figure 11.3, is to replace the infinite downstream plate with one of finite length L, such that
1 L Re. If the flow remains supercritical at x = L, then the finite length and the details at
the trailing edge do not affect the behaviour in x = O(1), which is still governed by the analysis
given earlier in this section.
An alternative resolution, which is more directly relevant to the granular case, is to incline the
system at an angle θ. Doing so introduces a favourable acceleration that eventually balances
against viscous resistance. Provided that θ < O(1/Re), then, in the transitional region, the
streamwise gravitational is subdominant to the inertia and the viscosity, so that the previous
analysis continues to be relevant. The flow far downstream converges towards a Nusselt (semi-
Poiseuille) velocity profile,
uNus(z) =
g sin θ
ν
(
hNusz − z2/2
)
, (11.22)
and by conservation of flux, the depth h converges towards the Nusselt depth,(
hNus
H
)3
=
3Fr2
Re sin θ
, (11.23)
where H, Re and Fr are the depth, Reynolds number and Froude number of the incident
flow. The profile (11.22) is the velocity profile of a Newtonian fluid film with an exact balance
between gravitational driving g sin θ and viscous resistance: at far-downstream positions, the
inertia of the incident flow is spent. When we study the granular case in the next section, the
far-downstream Nusselt profile shall be replaced by its granular analogue, the Bagnold profile.
This convergence towards an equilibrium profile far away from a topographical feature has
already been seen in Chapter 5, and will be seen again in Chapter 12.
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Figure 11.3.: A plate of finite length 1  L  Re. The perturbation solution found in §11.2.2
applies to the region x = O(1), but breaks down for x = O(L) when end effects
become important.
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Figure 11.4.: A plate inclined at an angle θ. The effect of streamwise gravity is subdominant
for x = O(1) provided that θ  1, so that the perturbation solution is valid there.
Gravity eventually becomes important and the flow develops into a Nusselt film,
with velocity given by (11.22) and depth hNus given by (11.23).
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The domain of validity might also be limited by downstream flow instabilities. We have re-
stricted our attention to steady and laminar solutions to the Navier–Stokes equations; in reality,
the flow may develop instabilities and transition towards turbulence. The downstream distance
over which an instability would develop can be predicted by considering when the streamwise
Reynolds number Ux/ν exceeds certain critical values for the Reynolds number (Drazin and
Reid 2004).
11.3. Analysis of the granular Blasius problem under the µ(I)
rheology
We now return to the case of a granular material, which we assume to be governed by the
incompressible µ(I) rheology (2.10). In this section, we shall derive an equation (11.25b) that
governs a granular boundary layer, just as (11.3a) governs that of a classical boundary layer.
We shall then give solutions to this equation for particular cases of the function µ(I).
The hydrofoil problem of §11.2 and the granular Blasius problem have in common the presence
of a free surface. In both cases, the deceleration of the flow in the boundary layer causes a
perturbation flow in the outer flow, displacing the free surface upwards, creating a pressure
gradient that may in turn affect the boundary layer. The work of §11.2 suggests that this
induced pressure gradient may be considered small provided that the Froude number of the
incident flow is sufficiently high.
We shall proceed by making the assumption that the same is true of the granular case. However,
for a granular flow governed by the µ(I) equations, it is not possible to repeat the methods of
§11.2 to calculate the perturbation to the outer flow; the analogous linearised equations, which
are given in §B.3 in the appendix, are much more complicated than the simple Laplace equation
(11.11a); they are only semilinear and cannot be solved analytically. Therefore, although the
assumption is reasonable on the physical grounds given in §11.2.3, we have not been able to
justify it mathematically.
The setup studied in §11.2 was on a flat surface, with gravity pointing straight down and
having no streamwise components. We discussed in §11.2.3 that a slope θ must be introduced
to provide a streamwise acceleration that eventually balances the viscous resistance, to produce
a Nusselt film. The same is true of the granular case: for a steady flow to be sustained over an
indefinite length, the slope θ should be nonzero, and furthermore such that µ−1(tan θ) exists.
In the hydrofoil case, we noted that if θ  Re−1 then the streamwise acceleration is negligible
compared to the balance between inertia and viscosity, at least up to x = O(Re). We shall
assume that the same is true of the granular problem; as we shall see, it remains the case that
the boundary layer is a region of high shear rate, and that the associated shear stress dominates
the streamwise acceleration due to gravity (§11.3.3).
In the hydrofoil problem, there were two nondimensional parameters, Re and Fr; the inverses
Re−1 and Fr−1 expressed, respectively, the magnitudes of viscosity and gravitational acceleration
relative to the inertia of the incident flow. The analysis in §11.2 concerned the limit Re  1
with Fr fixed, and the boundary layer thickness scaling was  = Re−1/2  1. For the present
granular problem, the (Newtonian) viscosity is replaced by the friction function µ(I); we fix
this function and work in the limit Fr  1. There are a number of additional nondimensional
parameters, including the grain size δ = d/H and the slope θ. It is not immediately clear how
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the boundary layer thickness scale  should depend on these parameters, but we shall find it
by again balancing the magnitudes of inertial and frictional terms, eventually obtaining the
formula (11.27) for .
11.3.1. Preliminaries
We define H and U as, respectively, the depth and mean velocity of the incident flow; the
flow rate is q = HU . We define the Froude number based on that of the incident flow, Fr =
U/(gH)1/2. We shall work in the limit Fr  1: this approximation allows analytical progress
to be made; as explained in the preface to Part III, the limit Fr 1 is of interest to avalanche
modelling.
We work with the incompressible µ(I) equations,
∇·u = 0, (2.2)
ρ
(
∂u
∂t
+ u · ∇u
)
= ρg −∇ p+∇· (µ(I)ps) , (2.10)
not yet making any statements about the function µ(I). We assume the flow is steady, so that
∂/∂t = 0; and that the packing fraction φ, and therefore the density ρ, are constants.
We supplement (2.10) with basal boundary conditions on z = 0, taking the no-penetration
condition w = 0, the no-slip condition u = 0 on x > 0, and allowing slip for x < 0. The problem
as it has been stated is locally ill-posed at x = z = 0 due to the infinite velocity gradient
|∂u/∂x| = ∞ there. We have already discussed the applicability of the no-slip condition in a
continuum model (§4.2.2), noting that it is an empirical condition and not one that directly
arises from the fundamental behaviour of grains, and we shall return to this issue in §11.5.1.
For now, we shall note that the DPM simulations in §11.4 satisfy the no-slip condition in
x > 0, except within a short transition region, in which the slip velocity decays but does not
immediately vanish, as illustrated in figure 11.9.
The incident flow takes the Bagnold-with-slip velocity profile (2.12). In the limit Fr  1, the
Bagnold-with-slip profile is approximately a plug flow. Meanwhile, the far-downstream flow is
Bagnoldian (without slip). The depth-averaged analysis (§10.2.2) suggests that the adjustment
towards the far-downstream profile takes place over an O(Fr2) lengthscale, while the disturbance
just upstream of x = 0 is confined to a short region of length O(Fr−1). We therefore neglect
this upstream disturbance, and assume that the velocity profile at x = 0 is a plug flow, u ∼ U ,
to leading order in the limit Fr 1.
11.3.2. Boundary layer scalings: The granular Blasius equation
We next consider the transitional region 0 < x  Fr2H, in which the current adjusts between
its upstream and downstream equilibria, and in which the internal velocity profile is distorted
by the formation and development of the basal boundary layer. Our approach to analysing
the boundary layer using the µ(I) rheology shall be similar to the technique of Prandtl (1905)
for deriving the classical Blasius boundary layer from the Navier–Stokes equations (see e.g.
Acheson (1990), Schlichting and Gersten (2017)).
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In the following, we use a different notation from that of §11.2 for nondimensionalisation. In
the boundary layer, we again introduce rescalings for the perpendicular coordinate and velocity
component,
z = Hz˜, w = Uw˜, (11.24)
where  is a scaling for the boundary layer thickness at x = H, which is to be determined.
The actual boundary layer thickness Λ(x) will be proportional to  but grows with x. We also
nondimensionalise x = Hx˜ and u = U u˜, not scaling them by .
When these substitutions are made, incompressibility (2.2) reads
∂u˜
∂x˜
+
∂w˜
∂z˜
= 0, (11.25a)
the streamwise component of the granular momentum equation (2.10) gives
Fr2
(
u˜
∂u˜
∂x˜
+ w˜
∂u˜
∂z˜
)
∼ sin θ + 1

∂p˜
∂z˜
(
µ− 1
2
dµ
dI
I
)
+
1

p˜
dµ
dI
I
∂2u˜/∂z˜2
∂u˜/∂z˜
, (11.25b)
and the inertial number is
I ∼ 1

δFr
p˜1/2
∂u˜
∂z˜
. (11.25c)
Details of the derivation of (11.25b) are given in the appendix (§B.1). In the above, we have
dropped a number of subdominant terms; in particular, the pressure may be treated as being
approximately constant across the boundary layer, since ∂p˜/∂z˜ = O(), so that p˜ ∼ cos θ is
approximately the hydrostatic value from the outer layer.
We shall refer to (11.25b) as the ‘granular Blasius equation’, governing the velocity in the
boundary layer near z = 0 in the transition region. This name reflects its similarity to the
classical Blasius equation (11.3a), which governs a classical boundary layer (Schlichting and
Gersten 2017). The terms on the right-hand side of (11.3a) represent, respectively, the effects of a
pressure gradient and of viscosity; comparing with (11.25b), we see that streamwise acceleration
g sin θ plays the role of a favourable pressure gradient, while the second term, a frictional term,
plays that of an adverse pressure gradient. Meanwhile, the final term in (11.25b), which contains
the second derivative ∂2u˜/∂z˜2, has a similar effect to the viscous term, but is multiplied by a
prefactor that is not constant but depends on ∂u˜/∂z˜, in general nonlinearly.
In the absence of a rheology, to discriminate between the relative importance of the terms in the
general equation (11.25b) we need to retain all the terms in (11.25b). In the next subsection
we shall introduce a rheology of the generalised form given in (2.17), under which the first
two terms on the right-hand side of (11.25b), corresponding to the pressure gradient, become
subdominant. This results in a dominant balance in (11.25b) between the inertial terms on the
left and the final, ‘viscous’ term on the right.
11.3.3. Similarity solutions
When the streamwise pressure gradient term is removed, the classical Blasius equation (11.3a)
admits a similarity solution8 and predicts a boundary layer that grows with thickness Λ(x) ∝
8It is also possible to find similarity solutions when p˜ and ∂p˜/∂x˜ have power-law or exponential dependence on
x (Acheson 1990).
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(x/Re)1/2. We now discuss analogous results for the system (11.25), when suitable approxima-
tions are made. Of central importance is the observation that, of the terms on the right-hand
side of (11.25b), the final ‘viscosity’ term will be shown to be O(1/) larger than the other two
terms. We first find the boundary layer thickness scaling  in terms of the other parameters, in
such a way that the dominant balance in (11.25b) is between this term and the inertial terms
on the left. We do this by considering the sizes of the terms containing µ and dµ/ dI.
To make any progress, we must specify the function µ(I) to be used in (11.25b). It is evident
from (11.25c) that the inertial number is large in the boundary layer, on account of the O(1/)
prefactor. This reflects the high shear rate in that layer: the dimensional velocity must adjust
from zero at the no-slip boundary to the outer flow’s O(U) slip velocity, over the short depth
O(H). The behaviour of solutions to (11.25b) are therefore dependent on the high-I asymptotic
behaviour of the function µ(I).
While several functional forms are possible for µ(I) (§2.3), we propose the use of the power-law
form (2.17). The form (2.17) has the advantage that dµ/ dI has a power-law dependence on
I, which will allow a similarity solution. Moreover, we fit (2.17) only asymptotically : in other
words, the parameters µs, m and α shall be determined only by fitting (2.17) to large values of
I. In practice, we shall take I > 0.5 as the cutoff.
Substituting (2.17) into (11.25b), writing I out using (11.25c), and dropping the subdominant
terms, we obtain
Fr2
(
u˜
∂u˜
∂x˜
+ w˜
∂u˜
∂z˜
)
∼ 1
1+α
αm cos θ
[
δFr
(cos θ)1/2
]α
∂2u˜/∂z˜2
(∂u˜/∂z˜)1−α
. (11.26)
The boundary layer thickness  may now be chosen in terms of the other parameters that appear.
Taking
 =
αm cos θ
Fr2
[
δFr
(cos θ)1/2
]α1/(1+α) (11.27)
reduces (11.26) to
u˜
∂u˜
∂x˜
+ w˜
∂u˜
∂z˜
∼ ∂
2u˜/∂z˜2
(∂u˜/∂z˜)1−α
. (11.28)
The derivation of (11.25b), given in §B.1 in the appendix, makes the assumption that Fr 1,
and we must check a posteriori whether this is true of the  given in (11.27), at least for realistic
values of δ and Fr if not unconditionally true. Estimations on the size of Fr are given in §B.2
in the appendix. It will be shown that if α ≥ 0, then Fr  1 is satisfied either automatically,
or in practice for realistic values of δ and Fr.
The reduced equation (11.28) is analogous to the classical boundary layer equation (11.5), the
difference being on the right-hand side, which is now nonlinear, reflecting the fact that the
‘granular viscosity’ depends on the shear rate. Using the incompressibility condition to relate
u˜ and w˜, a similarity solution to (11.28) may be now found, using similar techniques as for the
classical Blasius problem. This solution takes the form
u˜ = f ′(ζ), ζ = x˜−1/(1+α)z˜, (11.29)
where f is the solution to the boundary value problem
f ′′′ +
1
1 + α
(f ′′)2−αf = 0, f(0) = f ′(0) = 0, lim
ζ→∞
f ′(ζ) = 1, (11.30)
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α ζdisp ζdispf
′′(0)
0 15.30 1.14
1/10 9.86 0.98
1/3 4.51 0.73
1/2 3.10 0.65
1 1.70 0.57
Table 11.1.: Values of ζdisp and f
′′(0) for solutions to (11.30) with various values of α.
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Figure 11.5.: Numerical solution to (11.30) for α = 0, 1/10, 1/3, 1/2, 1. In each case, the vertical
axis has been rescaled by ζdisp to make visual inspection more convenient. The
values for ζdisp and ζdispf
′′(0) are given in table 11.1. The profile for α = 1 is the
classical Blasius profile.
with the boundary conditions at ζ = 0 imposing the no-penetration and no-slip conditions, and
the condition as ζ →∞ ensuring that the matching condition be satisfied. The system (11.30)
is solved numerically using a shooting method. Figure 11.5 shows the boundary layer profiles
f ′(ζ) for a number of values of α. When visually inspecting the thickness of a boundary layer
from simulation or experimental results, it is useful to quote the boundary layer in terms of the
‘displacement thickness’ (Schlichting and Gersten 2017) ζdispΛ(x), where
ζdisp = lim
ζ→∞
(
ζ − f(ζ)) ,
which depends on α (see table 11.1). Accordingly, the vertical axis of figure 11.5 has been
rescaled by ζdisp in each plot.
Reverting to dimensional quantities, the similarity solution shows that the boundary layer
thickness Λ(x) is given by
Λ(x)
H = 
(
x
H
)1/(1+α)
. (11.31)
Moreover, from (11.27), we have
 ∝
(
dαg1−α/2H1−3α/2U−(2−α)
)1/(1+α)
, (11.32)
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after dropping O(1) nondimensional constants, and so
Λ(x) ∝
(
dα(gH)1−α/2U−(2−α)x
)1/(1+α)
. (11.33)
For the species of particles used in the DPM simulations (§11.4), calibration tests showed that
the function µ(I), for I > 0.5, can be fitted to a power law form (2.17) with α = 0.34 (table
11.2). For now, using the value α = 1/3 give rational expressions for the exponents:
Λ(x) ∝ d1/4(gH)5/8U−5/4x3/4. (11.34)
The Λ(x) ∝ x3/4 dependence suggests that the granular boundary layer grows more slowly than
the x1/2 dependency for a Newtonian fluid.
From (11.31) and (11.27) we can also estimate the lengthscale x downstream of the transition
point when boundary layer saturation begins to occur: Λ(x) ∼ H when
x
H ∼ 
−1/(1+α) ∼ δ−αFr2−α = δ−1/3Fr5/3. (11.35)
This is distinct from the O(Fr2) adjustment lengthscale identified by the depth-averaged model
(§10.2.2). We attribute this distinction to the presence of two separate processes: on the one
hand, the development of the boundary layer is governed by the internal rheological behaviour
of the flow; on the other, the adjustment towards the final equilibrium state results from the
interaction and eventual balance between gravitational acceleration and friction. Both of these
had been neglected in the boundary layer analysis, when we dropped the first two terms on the
right-hand side of (11.25b) to obtain (11.28), identifying them as subdominant in the limit of
high shear rate.
The lengthscale (11.35) decreases with increasing δ: this is to be expected, since increasing δ
is akin to increasing the ‘granular viscosity’, causing momentum to diffuse within the current
more quickly.
11.3.4. Particular cases: α = 1 and α ≤ −1
In this subsection we explore specific cases for the exponent α. As previously mentioned, the
value of α is a fitting parameter for empirical data on the behaviour of the function µ(I). The
case α = 1 has no special significance and is not necessarily consistent with any real granular
material in practice, but we consider it here for demonstration purposes.
If α = 1, then µ(I) takes the affine form µ(I) ∼ µs + mI for large I, and the boundary layer
equation (11.28) reduces to exactly the same form as the classical Blasius equation. For α = 1,
the boundary layer thickness scale is
 =
[
m(cos θ)1/2δ
Fr
]1/2
,
and the boundary value problem (11.30) reduces to (11.7), the BVP that gives the profile of
a classical Blasius boundary layer in the absence of a pressure gradient. The boundary layer
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thickness is given by
Λ(x)
H = 
(
x
H
)1/2
= Re
−1/2
GB (x/H)1/2, (11.36)
where the ‘granular Blasius Reynolds number’ ReGB plays a similar role to the classical Reynolds
number, expressing the ratio between inertia and ‘viscosity’, the latter being the diffusivity of
momentum, proportional to the particle size d.
Next, we consider the case α = −1, which encompasses the asymptotic behaviour of the Jop fit
(2.16). In contrast to the α = 1 case described already, the cases α ≤ −1 imply a physically
unreasonable solution for the boundary layer.
With α = −1, the exponent of x in the boundary layer thickness (11.33) takes the undefined
value 1/0, and for α < −1, the exponent of x is negative, implying a boundary layer thickness
that decays with x. This behaviour is qualitatively distinct from the previously mentioned α = 1
case, from the results of DPM simulations, and from what we might intuitively expect, in which
the boundary layer thickness should grow with x. The fact that α = −1 does not give a correct
solution may be related to the ill-posedness of the Jop fit (2.16) at high inertial numbers, which
Barker et al. (2015) established for steady uniform flows. However, further work, outside the
scope of this thesis, would be needed to establish whether or not the µ(I) rheology is uniformly
well-posed for α > −1 in this geometry.
The form (2.16) was chosen as a convenient fitting curve for the function µ(I), and it would
seem reasonable that the exact mathematical form of the fitting function should not have an
effect on the qualitative behaviour of the flow. However, the present analysis has shown that
the asymptotic behaviour of µ(I) has an important effect on the boundary layer profile, and
that the α = −1 case is particularly problematic. Informally, the bound α > −1 states that
either µ(I) should grow unboundedly as I →∞, or µ should tend to a constant value but not
converge too quickly as I →∞.
11.3.5. Evolution of the velocity profile
In the preceding subsections, we have given descriptions for the velocity profile throughout the
current in the asymptotic case Fr2  1, which may be summarised as follows. The incoming
flow’s velocity profile is Bagnold-with-slip (2.12). For high Fr, the slip velocity is large compared
to the Bagnoldian velocity (2.14), and the incident profile is approximately a plug flow, with
χ ∼ 1. The shape factor increases throughout the transitional regime 0 < x  Fr2 as the
velocity profile evolves between the far-upstream and far-downstream behaviours. Within this
transitional region, the velocity profile may be divided into a boundary layer, in which the basal
friction resists the inertia of the incident flow, and an outer layer. Under certain conditions on
the mathematical form of the function µ(I), the boundary layer has a self-similar profile (§11.3.3)
with a thickness that grows according to (11.33). The outer layer initially remains plug-like,
but experiences a perturbation flow from the growth of the boundary layer; we assume that this
perturbation flow is small for Fr2  1 and x  Fr2, based on the study on a Newtonian fluid
in §11.2. Eventually, the boundary layer saturates as its thickness becomes comparable to that
of the whole current, although this saturation is not described by the first-order perturbation
theory of §11.2. After saturation, the entire current is then governed by a balance between
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basal friction and gravity, with the inertia of the incident flow having been spent. The velocity
profile is then Bagnold without slip, and so χ→ 5/4 as x→∞.
Figures 11.12 and 11.13 demonstrate the evolution of velocity profiles towards the Bagnoldian
profile as x progresses.
11.3.6. Evolution of the shape factor
The evolution of the velocity profile may be neatly encapsulated by studying the shape factor
χ, defined in (5.6), as a function of x. The evolution of χ can be used in a depth-averaged
model (§5.2).
An analytic expression for the growth of the shape factor (to leading-order accuracy in )
cannot be obtained without calculating the perturbation flow (u(1), w(1)) in the outer layer,
induced by the boundary layer. This calculation was performed in §11.2 for a Newtonian
fluid, for which the perturbation velocity w(1) satisfies the simple equation (11.11a), and the
system (11.11) could be solved in terms of Fourier integrals and special functions. The same
calculation under the µ(I) rheology is outside the scope of the present work, as the perturbation
variables satisfy a more complicated system of equations, given in the appendix (§B.3). The
equations are nonetheless semilinear, and by scaling arguments we may estimate the growth of
χ from the approximate solution found in §11.3.3. The boundary layer thickness (11.33) and the
incompressibility condition (2.2) together imply that the perpendicular displacement velocity
from the boundary layer has magnitude
w(1) = O
(UΛ(x)/x) = O ((x/H)−α/(1+α)) .
This displacement velocity is transmitted into the outer flow w(1). Again by incompressibility,
the streamwise perturbation flow in the outer layer is of magnitude
u(1) = O
(
w(1)x/H
)
= O
(
(x/H)1/(1+α)
)
,
this perturbation being negative as the flow is decelerating. The kinematic free surface boundary
condition (4.3) implies that
h′(x) = O
(
(x/H)−α/(1+α)
)
, so that h(x)/H− 1 ∼ γ(x/H)1/(1+α),
for some constant γ. With these scaling laws for h/H− 1 and u(1), it can be shown that
χ− 1 ∝ (x/H)1/(1+α) = (x/H)3/4, (11.37)
on setting α = 1/3. The incident flow has shape factor approximately 1, assuming that the
Froude number is high enough that the slip velocity dominates any internal profile.9
The law (11.37) shall be compared to the results of DPM simulations in §11.4.5. It shall indeed
be seen that (11.37) is suitable for large Fr, but not as accurate for low Fr.
9See §5.3 for an estimate on the magnitude of the relative error of χ resulting from these approximations.
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Figure 11.6.: Sketch of the setup for DPM simulations. From Tsang et al. (2019).
11.4. DPM simulations of the granular Blasius problem
Having calculated the velocity profiles and the evolution of χ that the incompressible µ(I)
rheology prescribes, we now realise the granular Blasius problem in DPM simulations, in order to
compare between the results of these simulations and the predictions of the continuum model. In
§11.4.1 we describe the setup of these simulations, applying the techniques previously described
in Part II. The DPM simulations for this work (as for the work in Tsang et al. (2019)) were
conducted using the software package MercuryDPM (Weinhart et al. 2017, Thornton et al. 2012,
2013, Weinhart et al. 2012).
11.4.1. Setup of DPM simulations
The setup of the DPM simulations for the granular Blasius problem is shown in figure 11.6. As
in Part II, simulations are conducted in two dimensions, and particles are discs. The particles
are introduced from a reservoir by means of a Maser (§8.3.3) of length M, which is initially
populated using an insertion boundary (§8.2). During a simulation, the speed of the particles
inside this reservoir is kept constant by applying a drag force (§8.3.4). The slope θ, the depth
of the reservoir and the incident speed can all be varied. The flow behaviour depends on the
ratio between d and the reservoir depth, and is insensitive to M, provided that dM.
The reservoir is placed on a smooth boundary at a distance 3M upstream of the transition
point x = 0. The incident velocity U is defined as the maximum slip velocity in the region
x < 0, and the incident depth H is defined as the depth of the current at this position.10, 11
A deletion boundary (§8.4) is placed at the end of the chute, at x = 50M. This distance is
chosen to be at least 2.5Fr2H for all the cases that we study. Convergence studies show that,
provided Fr is sufficiently high, the flow towards the end of the chute is supercritical, so endpoint
effects from the deletion boundary are localised (§10.1.3).
10The position of a free surface from discrete results cannot be defined exactly (§9.1.2), but through trial and
error we managed to control H/d to within 1 part in 50.
11Note that U and H are not the same as the speed of particles and the depth of the current within the Maser,
because there is some acceleration and thinning in the region −3M < x < 0.
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Figure 11.7.: Data from four DPM simulations of the granular Blasius problem, showing the
time-variation of (a) the flow depth h and (b) the at the fixed location x = 10M,
over the interval (g/M)1/2t ∈ [45, 95].
In these simulations, δ = d/H ≈ 1/50, which was small enough that the continuum approxima-
tion was appropriate12, while large enough to limit computational costs. A frozen-particle base
is used in x > 0, and its details are described in §11.4.3.
The simulations reach a quasi-steady state after running for a duration of T = 45(M/g)1/2.
They are then allowed to run for a further duration ∆T = 40(M/g)1/2 in this steady state,
during which time-averaged quantities were computed (sampled at intervals of 0.5(M/g)1/2).
Figure 11.7 shows the time-dependence of the flow depth h and the shape factor χ at a fixed
position for four different simulations, and shows that the variations of h and χ are small. The
internal velocity profiles also have small variation; the supplementary figure B.2 in Appendix B
shows that the variance with time is very small compared to the mean flow, except near z = 0
where the mean flow itself is small.
11.4.2. Particle properties
Particle interactions in these simulations are governed by a linear spring-dashpot (viscoelastic)
model, with a coefficient of restitution e = 0.1. There are no particle-to-particle tangential
12The calibration tests on δ in §9.4 showed that the rheological function µ(I) was largely independent of δ for
δ ≤ 1/20, while the shape factor χ took its Bagnoldian value 5/4 in a steady uniform state.
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Figure 11.8.: (a) Results from calibration tests for the function µ(I) used in our DPM simula-
tions for Chapter 11, together with linear, Jop (2.16) and power-law (2.17) fits for
I > 0.5 The fitting parameters are shown in table (11.2). (b) The packing fraction
φ against θ, together with the linear best fit φ(I) = 0.81− 0.19I for I > 0.5.
fit equation parameters
Jop (2.16) (µ1, µ2, I0) = (tan 16.83
◦, tan 54.08◦, 3.25)
power law (2.17) (α, µs,m) = (0.34, 0, 0.56)
linear * (α, µs,m) = (1, tan 19.57
◦, 0.20)
Table 11.2.: Fitting parameters for the three fits to the data for µ(I) shown in figure 11.8(a),
in I > 0.5. The linear fit is a variation on (2.17), in which we first set α = 1 and
then fit µs and m.
forces: energy is dissipated through the inelasticity of contacts, rather than by friction. The
µ(I) curve was found by periodic chute tests (Chapter 9), and is shown in figure 11.8(a), together
with three fitting curves for the region I > 0.5. The parameters for these fits are given in table
11.2. The three fits appear to agree with each other well in I > 0.5, but the power-law curve
has better applicability to lower values of I as well.
We also examined the dependence of the packing fraction φ on I in these tests, which is shown
in figure 11.8(b). While φ decreases with increasing I, the variation of φ is comparable to that
of da Cruz et al. (2005), so the incompressibility assumption is reasonable (Jop et al. 2006). In
practice, the actual depthwise variation of φ is even less than suggested by figure 11.8(b), as
shown in the supplementary figure B.1 in Appendix B.
11.4.3. Creating a rough base and verifying the no-slip condition
In the simulations, the bumpy base z = 0 for x > 0 is generated by fixing half-discs, all of
diameter b =M/30 and of the same material as the moving discs, to the base. The relative basal
roughness coefficient is therefore β = 1. The jth particle forming the rough base (j = 1, 2, 3, . . . )
has its centre at
(xj , zj) =
(
4bj,
b
2
[
tanh(xj/M)− 1
])
,
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so that they are spaced equally in the x-direction. The roughness is gradually introduced using
a ‘mollified tanh’ profile, so that the amplitude of the roughness rises slowly.
Although a rough base with β = 1 would create a no-slip flow if in a periodic domain (§9.5),
this is not the case when a transition is present. Incident particles have the inertia to overcome
the bumpiness of the base for a short distance. As we previously discussed in §8.5, the presence
of basal roughness does not necessarily imply a no-slip condition in the continuum sense. The
presence of a slip velocity is related to the ill-posedness at the transition point x = 0 and
z = 0, in common with the classical and hydrofoil problems (§11.2.3). In each case, the sudden
imposition of the no-slip condition is incompatible with the incompressibility condition (2.2),
because these together predict an infinite shear rate.
The effects of compressibility shall be discussed further in §11.5.1. For now, we find the region
in which the no-slip condition is in fact applicable. Figure 11.9 shows us, the streamwise
component of velocity u at z = 0. We verify that slip is present in x < 0, and that the no-slip
condition is approximately satisfied for x > 0 sufficiently downstream of the transition point.
Although there is a clear drop in us at x = 0, a slip velocity persists in a localised region
downstream of x = 0.
It is not clear how quickly the slip velocity decays, but panel (b) suggests that the no-slip
condition begins to apply around x ≈ 0.5FrH. This suggests that the continuum modelling of
§11.3 cannot apply to 0 ≤ x ≤ 0.5FrH, since that modelling did not use the proper boundary
conditions. Nonetheless, the no-slip condition applies for larger values of x.
11.4.4. Evolution of the velocity profile
In this section and §11.4.5 we give the results of the DPM simulations. We first examine
the velocity profiles in the boundary layer region. While there is no definite cutoff between
the boundary layer and the outer layer, for the sake of description we focus on the region
ζ/ζdisp = O(1); note that f
′(2ζdisp) ≈ 0.9 so that 2ζdisp is the 90th percentile of the velocity.
We show these plots in figures 11.10 and 11.11: in each panel of these figures, we plot the scaled
velocity u/U against the similarity variable ζ/ζdisp = z/(ζdispΛ(x)) at different values of x along
the flow, where Λ(x) is calculated from (11.33). The different panels correspond to different
values of θ and different settings for the incident Froude number Fr. We mark also the predicted
similarity profile f ′(ζ) (continuous, black), and emphasise the profiles at x = 0.5FrH (dot-dash,
blue) and at x = Fr2H (dotted, blue).
In most of the panels, the profiles at x = 0.5FrH and x = Fr2H collapse very well onto
each other, indicating that the boundary layer velocity profiles between these two positions
indeed exhibit the predicted self-similarity. In most of the panels, the profiles at x = 0.5FrH
align well with the predicted similarity profile f ′(ζ). Subsequent profiles begin to diverge from
the black curve, especially after x = Fr2H, as the boundary layer thickness grows, and the
thitherto subdominant terms in (11.25b) and the perturbation flow to the outer layer begin to
be important. Moreover, the velocity profile in the outer layer does not remain constant, but
may gradually increase due to streamwise acceleration by gravity. This is most visible in panels
(e)–(h) of figure 11.10 and panels (g) and (h) of figure 11.11, where the slope 16◦ is rather large.
We also consider the evolution of the velocity profile as a whole, including the outer layer.
This evolution is shown in figures 11.12 and 11.13, for different settings of the slope θ and
the incident Froude number Fr. In these figures, we plot u/u against a scaled perpendicular
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θ = 16 ◦, H/d = 49.7, Fr = 2.38
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θ = 16 ◦, H/d = 50.6, Fr = 3.87
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Figure 11.9.: Slip velocity us(x) plotted against x, for various values of U and therefore of Fr.
The velocity is scaled against U . The horizontal coordinate x is scaled in (a)
against H, and in (b) against FrH. See text for discussion.
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Figure 11.10.: Boundary layer profiles for two settings of θ and four settings for Fr. Each panel
shows the nondimensionalised streamwise velocity u/U (horizontal axis) against
the similarity variable ζ/ζdisp = z/(ζdispΛ(x)) (vertical axis) at various values of
x (see text). The thin coloured lines go from x = 0.5FrH (red) to x = 2.5Fr2H
(yellow) at intervals of 0.1Fr2H. Not all panels reach this distance, due to the
finite domain length. The blue dot-dashed line shows the profile at x = 0.5FrH,
and the blue dotted line shows the profile at x = Fr2H. The continuous black
line indicates the predicted similarity profile f(ζ).
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Figure 11.11.: Boundary layer profiles for four settings of θ (rows) and two settings of Fr
(columns). See figure 11.10 for plot labels.
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colour θ
Froude number Fr
continuous dashed dot-dashed dotted
black 10◦ 2.32 3.10 3.88 4.66
red 11◦ 2.32 3.10 3.88 4.66
blue 12◦ 2.32 3.09 3.87 4.64
green 16◦ 2.32 3.09 3.86 4.64
Table 11.3.: Values of θ and Fr for DPM simulations in Chapter 11, together with legend for
figures in §11.4.5. The nondimensionalised depth δ−1 in each case is about 50 (but
recall from §9.1.2 that the depth of a current cannot be defined any more precisely).
coordinate η = z/h(x).13 In each panel, the current progresses towards a Bagnold profile
(continuous, black) for large x, but this is not reached by the position x = Fr2H or even by
x = 2.5FrH.
11.4.5. Evolution of the shape factor
Instead of inspecting the evolution of entire velocity profiles as in §11.4.4, it is useful to charac-
terise them using the shape factor χ. The evolution of χ along the current for various simulation
parameters is shown in figures 11.14, 11.15, and 11.16, the legend for which are given in table
11.3.
Using the formula (11.27) and noting that H and d are fixed, (11.37) predicts that
χ− 1 ∼ constant× Fr(−2+α)/(1+α)(x/H)1/(1+α).
This can also be expressed as a power-law or a log-log law, viz.
(χ− 1)1.34 ≈ C × x
Fr1.66H , (11.38)
log(χ− 1) ≈ 0.75 log
(
x/
(
Fr1.66H
))
+ logC, (11.39)
when we set α = 0.34. The rescaled-coordinate plots in figures 11.15 and 11.14 show that
the curves collapse reasonably well onto each other and match (11.39); indeed, the curves in
figure 11.14 are approximately straight lines in the region 0 < x < Fr2−αH. As expected, the
worst deviation from a straight line is from the highest value of θ and the lowest value of Fr
(continuous green, θ = 16◦, Fr ≈ 2.32), since the assumption that Fr 1 is not as valid in that
case. The constant C in (11.38) may be very crudely approximated as 0.1.
Focusing next on the post-transitional region, figure 11.16 again shows χ against x/(Fr2−αH),
but not as a log-log plot. In most of the cases, the shape factors converge towards χ∞ ≈ 5/4
by the position x = 4Fr2−αH, and stay there before dropping off near the end of the chute
(these localised drops are artefacts from the deletion boundary). The convergence indicates
the saturation of the velocity profile in the post-transitional regime: the value of χ∞ ≈ 5/4 is
consistent with the saturated profiles being Bagnoldian.
13These profiles extend slightly above η = 1 due to particles that rise above h(x), the time-averaged position of
the free surface.
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Figure 11.12.: Evolution of the velocity profiles for two settings of θ and four settings of Fr.
Each panel shows the nondimensionalised streamwise velocity u/U (horizontal
axis) against a scaled coordinate η = z/h(x) at various values of x. The thin
coloured lines go from x = 0 (red) to x = 2.5Fr2H (yellow) at intervals of 0.1Fr2H.
The blue lines mark the profiles at x = 0 (dashed), x = 0.5FrH (dot-dashed) and
x = 2.5Fr2H (dotted). The continuous black line indicates the Bagnold profile.
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Figure 11.13.: Evolution of the velocity profiles for four settings of θ (rows) and two settings of
Fr (columns). See figure 11.12 for plot labels.
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Figure 11.14.: Demonstrating the power-law behaviour (11.37) of χ − 1 against x. Note the
rescaled vertical axis; the Bagnoldian value χ = 5/4 corresponds to 0.16 on
the vertical axis; this is not attained within the range shown here. The curves
correspond to different values of θ and Fr: see table 11.3 for legend.
Figure 11.15.: As in figure 11.14, but shown as a log-log plot, together with the slope indicating
a χ− 1 ∝ x1/(1+α) dependency. See table 11.3 for legend.
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Figure 11.16.: Shape factor χ against the rescaled streamwise coordinate x/(Fr2−αH). See table
11.3 for legend.
11.5. Discussion
Despite the good agreement between the predicted boundary layer profile and the velocity
profiles observed from DPM simulations, there are a number of shortcomings in the analysis of
§11.3 that require further consideration.
11.5.1. Compressibility and flow separation at the leading edge
We have made use of the incompressible µ(I) rheology. However, because the shear rate and
the inertial number in the boundary layer is much greater than in the outer layer, we should
expect a lower packing fraction φ in the boundary layer compared to the outer layer, on account
of Reynolds dilatation. Figure 11.17 shows that there is a mild drop in the packing fraction
close to the base, but that φ nonetheless remains above 0.7 in most cases, and that the change
in φ is small, suggesting that the flow may nonetheless be treated as an incompressible dense
flow. However, this assumption is not valid just downstream of the transition point, where the
drop in φ at the base is much more pronounced (note in particular the blue dot-dashed line for
x = 0.5FrH). As in the hydrofoil case, the assumption of incompressibility is incompatible with
the sudden imposition of the no-slip boundary condition on u.
Figure 11.18(a) shows the motions of particles near the transition in basal roughness, with
particles being coloured according to their speed. Note the fixed basal particles (grey) rising
out of the base with a mollified tanh profile (§11.4.3). We see a short region in which particles
do not make contact with the base but take ballistic trajectories; flow reattachment eventually
occurs when these particles land again.
An analogy may be made with the classical flow at the leading edge of an aerofoil (figure
11.18), which separates and reattaches, with a recirculation bubble in between. However, an
important distinction should be made: the fluid in the classical case remains incompressible
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and continuous, and the recirculation bubble does contain fluid.14 Separation in that context
refers to the separation of streamlines of the flow from the surface of the aerofoil. In contrast,
in the granular case, the separated region is devoid of particles.
This analogy motivates our choice of the mollified tanh profile for the rough base, rather than
a strictly abrupt transition: the mollification helps to reduce the amount of flow separation,
just as a thin aerofoil produces a thinner and shorter wake. Preliminary simulations found that
using an abrupt transition produced a longer separation region, without improving the rate at
which the slip velocity is brought down.
11.5.2. Downstream behaviour
The boundary layer analysis (§11.3) offers a good agreement with the results from DPM simula-
tions (see e.g. figure 11.10), but does not adequately describe the eventual convergence towards
a Bagnold profile. As in the Newtonian problem (§11.2), the reason for this is the eventual
interaction between the boundary layer and the free surface. Moreover, the streamwise accel-
eration and friction terms in the granular Blasius equation (11.25b) can no longer be neglected
as the boundary layer thickness grows.
The law (11.31) for the boundary layer growth implied that Λ(x) ∼ H at the downstream
distance (11.35), which is proportional to Fr2−α. In contrast, the eigenvalue analysis of a
depth-averaged model (§10.2.2) suggests that the convergence towards a uniform state should
occur over an O(Fr2) lengthscale. However, the results in figures 11.12 and 11.13 show that the
Bagnold profile is not attained by x = 2.5Fr2H, suggesting that the inertia of the incident flow
is spent more slowly than the depth-averaged model predicts. However, this observation would
need to be supported by further DPM simulations at higher speeds and on longer domains.
11.5.3. Alternative rheological models
Our analysis was performed using the incompressibility µ(I) rheology with the generalisation
that the Jop fit (2.16) is replaced with the power-law fit (2.17) in the limit I  1. However,
this problem could also be studied under different rheological models of dry granular flows.
The granular boundary layer equation (11.25b) resembles the classical boundary layer equation
(11.5) on account of the second derivative ∂2u/∂z2 in the final terms of both equations. This
term appears in (11.25b) because the shear stress term σxz = µ(I)psxz has a dependence on
∂u/∂z through the inertial number I, (and less directly, through the shear direction tensor
sxz). We expect a similar structure of equations in any rheology where the shear stress depends
on the local strain rate. For such rheologies, it will be possible to perform boundary layer
analyses similar to those of §§11.2, 11.3. Most rheological models are strain rate-dependent,
with a notable exception being the Mohr–Coulomb rheology (Andreotti et al. 2015), in which
σxz = µpsxz for a constant coefficient of friction µ.
Under a rheology in which the shear stress may depend also on derivatives of the strain rate
(or higher derivatives of the velocity), additional boundary layer scalings may be possible. For
example, under nonlocal rheologies (§3.3) the stress tensor has additional terms that depend
on second derivatives of the inertial number, so that the corresponding equations of motion
14For steady flows, streamlines are identical to pathlines and streaklines (Acheson 1990).
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Figure 11.17.: The packing fraction φ for the simulations presented in §11.4. The coloured lines
are defined in the caption of figure 11.12. The apparent drop to φ = 0 at z = 0
is an artefact of the coarse-graining process.
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(a)
(b)
Figure 11.18.: (a) Flow separation and reattachment in a DPM simulation. Particles are
coloured according to their speed, from blue to orange. This picture has been
cropped; the free surface is not actually flat. (b) Flow separation at the leading
edge of an aerofoil. Photo from Werle´ (1974) Le Tunnel Hydrodynamique au Ser-
vice de la Recherche Ae´rospatiale, Publ. no. 156, ONERA, France, reproduced
in Van Dyke (1982).
146
contain fourth derivatives of the velocity, ∂4u/∂z4, representing nonlocal effects. This term
could give rise to an a second boundary layer with a thickness proportional to d, in addition to
the boundary layer discussed above.
The aforementioned models all concern dry granular flows, where the medium between grains
has no dynamical importance. For mixtures of particles in water, Longo and Valiani (2014)
have conducted an experimental study of a similar boundary layer problem, involving a three-
dimensional free-surface flow onto a blade that is aligned vertically and along the flow. As in
the classical and granular Blasius problems, the blade in Longo and Valiani (2014) imposes a
no-slip condition that also creates a self-similar boundary layer near the blade. These boundary
layers have a different similarity profile from the granular Blasius profile f ′(ζ), owing to the
different rheological properties of the suspensions.
11.6. Summary
In this chapter, we have considered a steady granular current flowing down a slope. The base
of the smooth is smooth in the upstream region x < 0 and bumpy for x > 0; in a continuum
model, these may be modelled as free-slip and no-slip conditions respectively. This problem
is a prototypical example of a short-scale topographical change affecting a granular current.
The change in basal boundary condition creates a change in the internal velocity profile, which
cannot be captured by a depth-averaged model.
The sudden imposition of a no-slip condition makes this problem analogous to the classical
Blasius problem, but the Navier–Stokes equations of the classical problem are replaced by the
incompressible µ(I) rheology for a granular material. The µ(I) rheology predicts that for a
rapid incident flow, the velocity profile is asymptotically plug-like for x→ −∞ and Bagnoldian
for x → ∞. As in the classical problem, the no-slip condition for x > 0 indicates a distortion
in the velocity profile, in a boundary layer initially localised near the base z = 0, but whose
thickness grows along the streamwise direction.
We began by studying a related problem with a Newtonian fluid to explore whether the finite
depth of the flow influences the boundary layer dynamics (§11.2). We found that, provided that
the incident flow had a high Froude number Fr, the boundary layer could be studied as though
the outer flow were undisturbed. We then proposed that the same would be true of the granular
problem.
We have used a Prandtl-like analysis of the µ(I) equations to study the development of the
boundary layer in a transitional region x Fr2H (§11.3). We showed that the boundary layer
thickness and velocity profile are determined by the asymptotic behaviour of µ(I) as I → ∞,
and that the Jop fit (2.16) does not yield a valid boundary layer scaling (§11.3.4). However,
alternative power-law forms (2.17) for µ(I) give self-similar solutions for the velocity profile in
the boundary layer, and the scalings match well with results from 2D DPM simulations (§11.4).
As we have mentioned, there are various theoretical aspects of this problem that should be
considered in the future. In particular, more accurate and precise expressions for χ and h(x)
may be obtained by calculating the perturbation to the outer flow induced by the boundary
layer. Alternative rheological models incorporating nonlocality (§3.3) could give more accurate
expressions for larger values of δ, and the approach taken in the present work could be used to
study boundary layers in other non-Newtonian fluids.
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12. Time-dependent flows and varying
gravitational fields
And on the pedestal these words appear:
‘My name is Ozymandias, king of kings;
Look on my works, ye Mighty, and despair!’
Nothing beside remains. Round the decay
Of that colossal wreck, boundless and bare
The lone and level sands stretch far away.
Percy Shelley, Ozymandias
While Chapters 10 and 11 considered the spatial evolution of steady flows, in the present chapter
we now study the dynamics of time-dependent flows, with no streamwise variation. That is,
whereas the previous chapters analysed the incompressible µ(I) equations (2.10) with the ∂/∂t
terms deleted, we now include those terms but delete the ∂/∂x terms.
As we remarked back in Chapter 1, in this work, we use the term ‘topography’ to refer to
any externally-imposed inhomogeneities in x or t, causing a flow profile that deviates from the
equilibrium profile (§2.2) of steady uniform flows. In this chapter, we consider the response to a
flow subject to a sudden change in the basal conditions from free-slip to no-slip (§12.3), and the
response of a flow to a time-dependent gravitational field (§§12.4, 12.5). These two problems
are time-dependent analogues to the two examples shown in figure 1.4.
An important difference between the spatially-dependent approach of the previous chapters and
the present time-dependent approach is that, in the previous chapters, the flow rate q is constant
along the current but the depth of the current h was variable. In contrast, under a streamwise-
independent model, the flow rate varies with time, but the incompressibility condition implies
that there is no perpendicular velocity w, and therefore the free surface position h (defined from
DPM data according to §9.1.2) cannot rise or fall.
We begin this chapter by stating the incompressible µ(I) equations in this geometry (§12.1).
Having done so, we first explore the case of constant g and θ: this is the setup used in the DPM
calibration tests (Chapter 9). Recall from §2.2 that the Bagnold profile (2.13) is a steady solution
to the µ(I) rheology (provided that the no-slip basal condition holds and that µ(I) = tan θ has a
solution): in §12.2, we show that this solution is attractive as t→∞. This fact is not surprising,
and partially justifies our focus on steady-state solutions in Chapters 10 and 11.1
In §12.3, we next study the evolution towards the Bagnold profile in the case where the flow
at t = 0 has a plug flow profile, and is suddenly subject to a no-slip boundary condition. As
in Chapter 11, the no-slip condition affects a region of the flow that is initially localised, but
spreads through the current: this is a time-dependent version of the granular Blasius problem.
1This result applies only to streamwise-independent flows. The uniform Bagnold profile is not necessarily
attractive when both time-dependence and streamwise-dependence are permitted (§14.2.
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We shall see that although the boundary layer velocity profile and the shape factor both grow
initially according to power laws, the boundary layer saturation and towards the Bagnold profile
is rather different from the behaviour of the steady, streamwise-dependent problem.
We also study problems in which θ is time-dependent, in the two extreme cases of θ changing dis-
continuously (§12.4) and changing gradually (§12.5): these are time-dependent analogues of the
curved chute problems that we studied using the depth-averaged framework (§§10.3.3, 10.3.4).
Again, we shall see that, although there be similarities between these time-dependent problems
and the streamwise-dependent cases of Chapter 10, there are also fundamental differences in
how a current reacts to streamwise and temporal topographical features.
We shall therefore conclude that caution must be exercised if a chute flow is to be simulated
in a DPM using a periodic domain, and spatial topographical features replaced by temporal
ones: doing so may be tempting from a computational point of view (§8.1.1), but the resulting
problem does not capture the correct physics (§12.6).
12.1. Governing equations under the incompressible µ(I) rheology
We assume that, statistically, the flow has no x-dependence.2 We also assume that the flow is
incompressible; then ∂u/∂x = 0 implies that ∂w/∂z = 0. Combining this with the kinematic
basal boundary condition w|z=0 = 0 shows that w = 0 everywhere. The z-component of the
µ(I) momentum equations (2.10) implies that the pressure is hydrostatic, that is,
p = p(z, t) = ρg(t) cos θ(t)(H− z). (12.1a)
The x-component implies that
ut = g sin θ + g cos θ
[
µ(I)(H− z)]
z
= −g cos θ
[(
tan θ − µ(I)) (H− z)]
z
, (12.1b)
with the inertial number given by
I =
duz
(g cos θ)1/2(H− z)1/2 , (12.1c)
since ||D|| = uz/2 for parallel shear flow. The boundary conditions on u are the no-slip basal
condition at z = 0 and the free surface dynamical boundary condition at z = H,
u(0, t) = uz(H, t) = 0. (12.1d)
There is an abuse of notation in (12.1b, 12.1c): strictly speaking, the definition of the inertial
number I in (2.6) uses the absolute value of uz, so that I ≥ 0, and the function µ(I) is defined
2 More formally, if
f˜ =
1
L
∫ L
0
f dx
denotes the streamwise-average of a quantity f , we assume that |f − f˜ |  f˜ . This assumption is suitable
provided that the initial conditions are streamwise-uniform, and that L is short enough to prohibit the growth
of any instabilities (§14.2). To compare against this model, data from DPM simulations shall first be coarse-
grained (§9.1), and then streamwise-averaged.
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only for I ≥ 0. The directionality of the shear rate is accounted for by the shear rate tensor s,
which appears in (2.10). But for one-dimensional parallel shear flow, it is expedient to define
the inertial number as (12.1c), which may become negative, and to extend the definition of
the function µ(I) so that µ(−I) = −µ(I). If the original function has µ(0) 6= 0, we treat the
extended function as having a jump discontinuity at I = 0, and define µ(0) = 0.
A discontinuity of µ at I = 0 does not ipso facto imply that (12.1) is ill-posed in the sense of
Hadamard (Evans 2010), but certainly presents difficulty for numerical solutions. The appli-
cations of (12.1) in this chapter shall not encounter any velocity profiles with uz < 0, but, if
necessary, one could introduce regularised versions of µ: for example, the Jop form (2.16) could
be replaced with the ‘mollified’ form
µ(I) = µ1 tanh
I
I
+
µ2 − µ1
I0/I + 1
, (12.2)
where the mollification parameter I  I0. The form (12.2) has finite O(1/I) derivative at
I = 0. We solve the system (12.3) numerically using the backwards Euler (BE) scheme, with
Newton–Raphson iteration for solving the set of nonlinear implicit equations (see e.g. Iserles
(2008), Press et al. (1992)). While the BE scheme is only first-order, it is more suitable than the
second-order Crank–Nicolson (CN) scheme (see e.g. (Iserles 2008)) for the present application,
since the BE scheme is more numerically stable for stiff systems.3, 4
Assuming that the magnitude of gravity g(t) can be said to take a characteristic value G, the
typical velocity scale is given by the Bagnoldian scaling UBag, defined previously as
UBag =
√
gH3
d
=
√
gH
δ
, δ = d/H. (2.14)
We nondimensionalise (12.1) by scaling g by G, z by H, u by UBag, and t by the ‘diffusive
timescale’ T = δ−1(H/G)1/2, where δ = d/H. Using tildes to denote nondimensionalised
quantities, (12.1b) becomes
u˜t˜ = −
GT
UBag g˜ cos θ
[(
tan θ − µ(I)) (1− z˜)]
z˜
,
= −g˜ cos θ
[(
tan θ − µ(I)) (1− z˜)]
z˜
, (12.3a)
with the inertial number given by
I =
u˜z˜
(g˜ cos θ)1/2(1− z˜)1/2 . (12.3b)
With these scalings, I = O(1) except in regions of high shear, such as boundary layers (§12.3).
The boundary conditions simplify to become
u˜(0, t˜) = u˜z˜(1, t˜) = 0. (12.3c)
Under these scalings, the inertial number (12.3b) is O(1). In the remaining sections of this
chapter, we shall work with the nondimensionalised system (12.3) rather than (12.1). We shall
3The system (12.3) may become stiff if the derivative µ′(I) becomes large, for example, near I = 0 under the
mollified Jop fit (12.2).
4I thank Karol Bacik (pers. comm., 2018) for suggesting the BE scheme.
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also drop the tildes. Note that the definition of T = δ−1(H/G)1/2 as a diffusive timescale
includes the factor of δ−1: under the µ(I) rheology, where d appears in the inertial number
(2.6), the diffusivity of momentum is inversely proportional to the grain size d, consistent with
the notion that grain size acts as a ‘granular viscosity’ (Barker et al. 2015). Note also that T
is 1/δ2 times larger than the timescale associated with the shear rate H/UBag.
12.2. Relaxation towards the Bagnold profile
As we have seen in §2.2, if g and θ are constant, then a steady-state solution to (12.3) is given
by the Bagnold solution (2.13), written in the present chapter’s nondimensionalised units as
B(z; g, θ) =
2
3
I(θ)(g cos θ)1/2
[
1− (1− z)3/2
]
, I(θ) = µ−1(tan θ), (12.4)
provided that the function µ(I) has an inverse at µ = tan θ. (Recall that µ(I) must be increasing
in I, so if an inverse exists then it must be unique.) If tan θ is not within the range of µ(I),
then a steady-state solution to (12.3) does not exist; the flow either accelerates indefinitely or
decelerates to a halt. For the rest of this chapter, we shall assume that I(θ) exists for those
values of θ that we shall consider; this is indeed the case in the DPM simulations. We note
that (12.4) is appropriate for −pi/2 < θ < 0, if the definition of the function µ(I) is extended
to negative values of I (§12.1).
If g and θ are constant, then (12.3a) is a parabolic equation for u, governing the relaxation
of a velocity profile towards this steady state; the relaxation timescale was defined as T . It is
physically reasonable to suppose that (12.4) should be an attractive solution for u(z, t). The
convergence can also be established mathematically by considering the function
L(t) =
∫ 1
0
1
2
(u−B)2 dz = 1
2
||u−B||22. (12.5)
Now, L ≥ 0, and L = 0 only if ||u− B||2 = 0.5 And for g and θ constant, B is independent of
t, so that
L′(t) =
∫ 1
0
(u−B)ut dz (12.6)
= −g cos θ
∫ 1
0
(u−B)z
(
µ(I)− tan θ) (1− z) dz, (12.7)
after substituting for ut from (12.3a) and integrating by parts. Now,
I =
Bz + (u−B)z
(g cos θ)1/2(1− z)1/2 (12.8)
= I(θ)
[
1 + (u−B)z/Bz
]
, (12.9)
so that I − I(θ) has the same sign as (u−B)z. Writing the above expression for L′(t) out as
L′(t) = −g cos θ
∫ 1
0
(u−B)z
[
µ
(
I(θ) + (I − I(θ)))− µ (I(θ))] (1− z) dz, (12.10)
5The equality ||u − B||2 = 0 by itself does not imply that u = B; one needs the additional that u and B are
smooth (Burkill 2002).
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it follows that L′(t) ≤ 0, since µ(I) increases with I. Moreover, L′(t) = 0 if and only if L = 0.
Therefore, L(t) is a Lyapunov function (Strogatz 2018), and it follows that u → B, under the
2-norm.6
The Lyapunov function L quantifies the difference between u and the Bagnoldian profile B.
In the present section, with g and θ constant, the decay of L corresponds to the convergence7
u → B. Although L and the shape factor χ are related statistical measures of the velocity
profile (both providing some information about its second moment
∫ 1
0 u
2 dz), χ is more useful
for comparing the work of this chapter to the language of Chapters 10 and 11. Note, however,
that the convergence χ → 5/4 is a weaker statement than L → 0; the former does not imply
that a flow profile is Bagnoldian.
12.3. Relaxation from a plug flow: the time-dependent granular
Blasius problem
We now consider a flow that has a plug flow profile at t = 0, but is subject to the no-slip basal
condition for t > 0. As in Chapter 11, such a flow develops a boundary layer that spreads as
time increases, until the boundary layer thickness saturates the depth of the flow. The present
problem is therefore a time-dependent analogue of the granular Blasius problem (Chapter 11),
and we compare between the time-dependent and spatially-varying problems. The depthwise
velocity profile also evolves towards a Bagnoldian profile (§12.2). It shall be shown that these
two processes are separate and occur over distinct lengthscales.
Let the initial condition be u(z, 0) = K, that is, the flow is K times faster than the Bagnoldian
velocity scale (which is O(1) in these units). The Froude number of the initial flow is
Fr =
KUBag√
gH =
1
δ
K.
We numerically investigate (12.3) for different values of K. For numerical purposes, we use the
slightly different initial condition
u(z, 0) = K
(
1− 0.01× 2
pi
+ 0.01× sin
(
piz
2
))
,
introducing a slight velocity gradient to avoid any singular behaviours at uz = I = 0, without
changing the flow rate or affecting the free surface boundary condition uz(1, 0) = 0. (The
mollification parameter 0.01 is arbitrary and does not strongly affect the results.) For the sake
of demonstration, we take the friction coefficient to be
µ(I) = tan Θ
(
2
5
(cos Θ)1/2I
)α
= mIα, Θ = 15◦, α = 1/3, (12.11)
which is of the power-law form (2.17). The advantage of the form (12.11) is that, on setting
θ = Θ, the inertial number µ−1(tan Θ) = 5/(2(cos Θ)1/2), so that the flow rate of the Bagnoldian
6Colm-cille Caufield (pers. comm., 2018) cautioned that convergence under the 2-norm is a weaker notion of
convergence than uniform convergence. But since B is differentiable and ||B′||2 <∞, the uniform convergence
u→ B in fact does follow (Daniel Heydecker, pers. comm., 2 January 2019).
7See footnote 6.
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Figure 12.1.: The evolution of the shape factors for the solutions of (12.3), starting from plug-
like initial conditions for four different values of K. The dashed line shows the
Bagnoldian value χ = 5/4, to which the four curves converge.
profile is
∫ 1
0 B dz = 1. As in Chapter 11, the use of a power law for the function µ(I) will allow
the discovery of similarity solutions. The values Θ = 15◦ and α = 1/3 are arbitrarily chosen.
From the numerical solutions to (12.3), we calculate the shape factor χ, shown in figure 12.1 for
several values of K. Several features stand out from this. Most obviously and to be expected,
in each case χ ≈ 1 at t = 0 (with a slight error from the mollification of the initial profile), and
χ→ 5/4 as t→∞ as the velocity profile becomes Bagnoldian. Secondly, at initial times, χ− 1
has a power-law dependence on t: this is in common with the streamwise-dependent Blasius
problem of Chapter 11. As before, the boundary condition at z = 0 initially affects only a
boundary layer at the bottom of the flow, while the outer layer is unaffected. Taking z  1 in
the equation of motion (12.3a) produces a nonlinear diffusion equation for the velocity profile
in the boundary layer,
∂u
∂t
= αm(g cos θ)(3−α)/2
∂2u/∂z2
(∂u/∂z)1−α
, (12.12)
which is very similar to the equation (11.28) governing a streamwise-spreading boundary layer.
As in Chapter 11, a simple scaling argument (Barenblatt 1996) can be used to show that the
boundary layer thickness Λ grows with t according to
Λ(t) ∝
[
αm(g cos θ)(3−α)/2Kα−1t
]1/(α+1) ∝ [ t
K1−α
]1/(1+α)
.
By arguments similar to those of §11.3.6, the shape factor also grows with a power-law depen-
dency
χ− 1 ∝
[
t
K1−α
]1/(1+α)
, (12.13)
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Figure 12.2.: As in figure 12.1, but plotted in rescaled axes: the vertical axis demonstrates the
power-law growth for χ−1, while the horizontal axis t/K indicates the significance
of an O(K) timescale (see text). The apparently singular behaviours very near
t = 0 are numerical artefacts from dividing two small numbers.
which is evident from the rescaled-axis plot in figure 12.2. In that plot, the curves align very
well with each other when the horizontal axis has also been scaled to show the variable t/K
rather than t: this suggests that the number K, which is the ratio of the initial velocity scale to
the Bagnoldian velocity scale, sets a timescale associated with the inertia of the incident flow.
Thus, for t = O(K) one has
χ− 1 ∼
[
t
K1−α
]1/(1+α)
C
(
t
K
)
,
for some function C.
Less expected is the transient behaviour of χ. For the two lower values of K, the shape factor
rises monotonically towards 5/4; but for K = 2 and K = 4, χ grows initially according to the
power law (12.13) and in fact exceeds its equilibrium value of 5/4 before settling back down.
This overshooting behaviour was not observed in the steady Blasius problem of Chapter 11,
where χ → 5/4 monotonically in all of the DPM simulations. The discrepancy arises from the
fact that, in this streamwise-independent problem, the self-similar boundary layer spreading
(which drives the power-law growth for χ) is not resisted by an induced flow in the outer
layer that causes an adverse pressure gradient (§11.2). Thus, the power-law growth for χ is
not interrupted as quickly, and continues until t = O(K) (figure 12.2). The growth in χ is
driven both by the flow’s retardation at the base, and by its acceleration nearer the free surface:
these two act together to increase the variance of the velocity within the current. Moreover,
the inability of the free surface to rise implies that any ‘excess’ kinetic energy in the current
(relative to the Bagnoldian equilibrium) cannot be converted into potential energy, but must be
dissipated through friction.8 The decay of a high initial velocity towards the Bagnoldian scale
is therefore rather slow.
8In practice, the incompressibility assumption must be relaxed: as the flow’s shear rate increases, Reynolds
dilatation would reduce φ and cause the free surface to rise. But we saw in Chapter 9 that the differences in
φ are rather small, and therefore would not expect compressibility to cause a significant increase in depth.
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Figure 12.3.: The time-evolution of the velocity u at the two positions z = 1 (solid) and z = 1/10
(dashed) from plug-like initial conditions for four different values of K. Different
colours indicate different values of K (see legend to figure 12.2). In the steady
state, u(1,∞) = 5/3 and u(1/10,∞) ≈ 0.24 (neither of which are shown).
To illustrate the above discussion, we sketch the time-evolution of the velocity within the current
for fixed values of z. Figure 12.3 shows the surface velocity u(1, t) (solid) and the near-base
velocity u(1/10, t) (dashed) for the four cases of K shown previously. In all four cases, the
velocity at z = 1/10 is decreasing at t = 0, and monotonically converges towards its equilibrium
value u(1/10,∞).9 The surface velocity, however, is increasing at t = 0: since uz  1 in the
initial conditions10, the inertial number I and the coefficient of friction µ are small there, so
that the flow may accelerate, even if this would lead the surface velocity away from its final
value of u(1,∞) = 5/3. The slowing down at the base and the acceleration at the top of the
flow work together to increase the variance of the velocity and therefore to increase the shape
factor. For K = 2 and K = 4, it is only later that the effects from the basal no-slip condition
reduce the surface velocity again.
12.4. Step changes in θ
Now suppose that θ may vary with time, keeping g constant (and g = 1 in nondimensionalised
units).11 Suppose also that the flow is Bagnoldian at t = 0.
9For the chosen value of θ and the chosen function µ, we have u(1/10,∞) ≈ 0.24. In all four cases, the initial
flow velocity K > 0.24.
10Recall that we have introduced a slight perturbation to the initial conditions to avoid any singular behaviour
with uz = 0.
11An increase in g raises both the streamwise force g sin θ and the friction force µg cos θ. The two effects
approximately cancel each other out, although increasing g also indirectly lowers the coefficient of friction µ
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If θ is changed suddenly and then kept constant, the velocity profile can be expected to adjust
towards the new Bagnoldian equilibrium, according to the relaxation described in §12.2. Using
the previous expression for µ(I), we consider two cases, for which g(t) = 1 and
θ(t) = Θ± 5◦H(t), Θ = 15◦,
where H is the Heaviside step function. (The angle increment 5◦ is arbitrary.) The case of an
abruptly increasing θ corresponds to a downwards-kinked chute, while decreasing θ corresponds
to an upwards kink. Figure 12.4 shows the response of (a) the surface velocity and (b) the shape
factor to these two cases. As expected, in both cases u(1, t) adjusts towards their new equilibria,
and χ→ 5/4 as t→∞. The asymmetry between the two cases arises from the concavity of the
function form (12.11) for µ(I), so that I(θ) = µ−1(tan θ) does not change linearly with θ.
In the present chapter, the initial condition is Bagnoldian and already satisfies the no-slip
condition u(0, 0) = 0. Therefore, unlike the previous section, the evolutions of the velocity
profile and of χ are not driven by a growing basal boundary layer. Instead, the relaxations
towards the new equilibria are more akin to the transient behaviours in §12.3 after the initial
power-law regimes for χ−1. From figure 12.4(b), we also note that in the case of an downwards
kink (corresponding to an increase in θ and therefore an increase in the equilibrium velocity),
the shape factor transiently falls below 5/4; while for the downwards kink the shape factor rises
above 5/4. In any case, however, the variation in χ in figure 12.4(b) is less than 1/20.
12.5. Gradually varying θ
We also consider the case of θ varying continuously with time, instead of having a step dis-
continuity.12 The resulting dynamics depends on the timescale of this variation, and how this
timescale compares with the diffusive timescale T = δ−1(H/G)1/2, over which momentum dif-
fuses through the current. Suppose that the timescale of variation be T /, with the slowness
parameter   1. This slowly-varying case is analogous to the streamwise problem that we
studied in §10.3.4: once again, the flow can adjust towards its equilibrium state.
For demonstration, we show numerical solutions for the cases
θ(t) = Θ + 5◦ × tanh(t), Θ = 15◦,  = 1
20
,
1
40
,
1
60
, (12.14)
with θ increasing: figure 12.5 shows the surface velocity (panel (a)) and the shape factor (panel
(b)), all plotted against the rescaled variable 1/2t. The collapse of the curves in panel (a)
indicate the significance of an O(−1/2) timescale. The O(−1/2) scaling for this timescale did
not appear to be sensitive to the rheological function µ(I): specifically, the O(−1/2) timescale
arose irrespective of the value of α in (12.11). As in the previous sections, we understand this
to reflect the fact that, because the initial conditions already satisfy the no-slip condition, the
velocity profile is not evolving according to a spreading basal boundary layer (whose scalings
would depend on α).
It can also be seen, from panel (b), that χ transiently drops below its equilibrium value (as in
§12.4), with the reduction in χ being least for the smallest value of , representing the flow’s
constant adjustment towards the Bagnoldian state. As in §12.4, the actual variation in χ is not
large.
by increasing the pressure and therefore reducing the inertial number.
12We could also vary g, but see footnote 11.
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(a)
(b)
Figure 12.4.: The response of a flow (initially Bagnoldian at 15◦) to a sudden change of θ to
20◦ (red) or to 10◦ (black). Panel (a) shows the evolution of the surface velocity
u(1, t); panel (b) shows the corresponding evolution of the shape factor. The two
cases are not symmetrical (see text).
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(a)
(b)
Figure 12.5.: The response of a flow (initially Bagnoldian at 15◦) to a gradual increase in θ ac-
cording to (12.14), with  being a slowness parameter (see text). Panel (a) shows
the evolution of the surface velocity u(1, t); panel (b) shows the corresponding
evolution of the shape factor. Both are plotted against 1/2t on the horizontal
axis. The behaviour for θ gradually decreasing is reversed but otherwise qualita-
tively similar: u(1, t) decreases monotonically towards its new equilibrium while
χ transiently rises above its equilibrium.
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12.6. Applicability towards spatial topography
As in Chapter 11, one motivation for studying the problems in this chapter is to consider the
response of the shape factor χ to inhomogeneous topographical features. This information can
then be used to inform our choice of χ in a depth-averaged model, beyond the na¨ıve approach,
used in Chapter 10, of taking χ = 1 or χ = 5/4 as piecewise constant. In this chapter, the
inhomogeneities in basal conditions or the direction of gravity θ were in time, rather than space.
We interpreted the step change in basal boundary condition as a temporal version of the setup
in figure 1.4(a), and changes in θ as a temporal version of kinked or curved chutes.
Time-dependent basal conditions or gravitational fields (‘temporal topography’) are difficult to
implement in an experiment13, but they are of relevance to DPM simulations: long chute flows
are often simulated using a periodic domain in a DPM (§8.1.1), with the domain taken be a
‘representative’ portion of the chute. One might attempt to represent a steady flow on a long
chute with streamwise features by using a time-dependent flow in a periodic domain that is
interpreted as moving along with the flow in a travelling and rotating frame. Therefore, for
example, a sudden switch-on of the no-slip condition (§12.3) would represent the point at which
this portion crosses a roughness transition.
We noted, however, that a periodic domain cannot validly model a streamwise flow that does
not reach an equilibrium, as in figure 8.2: such a flow in a periodic model would instead ac-
celerate indefinitely. We have now also seen that, even when an equilibrium does exist, a
streamwise-independent, time-dependent model does not necessarily accurately predict the evo-
lution towards this equilibrium: this was evident from the relaxation of the time-dependent
granular Blasius problem (§12.3), where the temporal evolution of the shape factor was quali-
tatively distinct from the streamwise-dependent problem of Chapter 11. In that problem, the
shape factor χ monotonically increased towards its equilibrium value of 5/4; in this chapter,
we saw that the transient growth of χ may exceed that value. We have also seen that if the
initial velocity profile is already Bagnoldian and therefore satisfies the no-slip condition (and
χ = 5/4), then changes in θ, which do not affect this boundary condition, disturb χ from its
equilibrium value but only by a very small amount, whether the change in θ be sudden (§12.4)
or gradual (§12.4).
We are therefore prompted to identify two separate processes that occur as a flow evolves
towards a steady state. The first is the formation and growth of a boundary layer, which arises
in response to a change in basal boundary conditions. The second is the adjustment of a velocity
profile towards the equilibrium, through the diffusion of momentum, when the profile already
has the correct qualitative shape. The first process is responsible for bring the shape factor
up from χ = 1 towards χ = 5/4, according to a power law (12.13) whose exponent depends
relatively strongly on the rheology of the material, through the exponent α that appears in
(12.11). On the other hand, the second process has only a mild effect on χ, acting to accelerate
or decelerate the flow uniformly without affecting the overall profile. The inability for the free
surface to rise in the present setting also limits the rate of this adjustment.
As for the problems of changing θ (§§12.4, 12.5), care should be taken when directly compar-
ing the behaviour predicted by the streamwise-independent equations (12.3) to that predicted
13In a non-inertial frame of reference, the effective body force can be modified by supplementing gravitational
acceleration by additional fictitious forces (cf. Kollmer et al. (2015, 2016)). In general, these will affect both
θ as well as the magnitude g of gravity.
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by depth-averaged models (§§10.3.3, 10.3.4), or to the results of DPM simulations. The in-
terpretation of the periodic domain as being in a travelling, rotating frame is not necessarily
valid, because it neglects the Coriolis and centrifugal forces that would exist in such a rotating
frame. The work of §12.4 may therefore be of limited applicability to modelling flows over kinks
(figure 1.4(b)), although the study of the slowly-varying case §12.5 may nonetheless be useful,
depending on the size of  (which would control the magnitude of the fictitious forces).
To summarise, although a periodic domain is a tempting option for DPM of chute flow,
given its computational simplicity, and although the streamwise-independent problem (12.3)
is much more tractable than the full µ(I) equations, the response to temporal topography when
streamwise-dependence is suppressed can be rather different from the response to streamwise
topography of a steady flow. The latter is likely to be of more practical significance. Nonethe-
less, the use of a periodic domain was in the calibration tests of Chapter 9 remains reasonable:
in that problem, there were no inhomogeneous topographical features, and we were solely con-
cerned with whether flows reached a steady state and with the properties of that state, not with
the transient behaviour.
* * *
Over the last three chapters, we have studied the roughness transition problem (figure 1.4(a))
using three different approaches. The depth-averaged approach (Chapter 10) captured the fact
that the depth monotonically increases around the transition point, and identified the O(Fr2)
lengthscale, while the µ(I) rheology, which we simplified by setting either ∂/∂t = 0 (Chapter
11) or ∂/∂x = 0 (Chapter 12), gave us information about the internal evolution of the velocity
profile.
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Part IV.
Discussion and conclusions
163

We begin the final part of this thesis by summarising the work of the previous three parts
(Chapter 13). We next discuss some aspects of granular flows that the models described in
this thesis and their applications have neglected (Chapter 14). In particular, we revisit the
assumption of two-dimensionality and discuss the interpretation of 2D models, and proposing the
extension of these models to three dimensions (§14.1). We also review the possible instabilities
that a granular flow may undergo, and suggest how these could interact with topographical
features of a chute (§14.2). We close by restating the motivations and conclusions of the thesis
(Chapter 15).
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13. Summary
This short chapter summarises the contents of this thesis so far. More detailed summaries and
discussions can be found throughout the thesis at the ends of parts and chapters.
The motivation for the present work, introduced in Chapter 1, has been to understand how
a granular chute flow responds to inhomogeneous features, either streamwise variation along
the chute, or time-dependent gravitational acceleration or boundary conditions. We refer to
such inhomogeneities as ‘topography’. Two examples of streamwise topography are shown in
figure 1.4; they are to be contrasted with the uniform chute shown in figure 1.3. There have
been numerous experimental studies on steady and uniform granular flows (see e.g. Forterre
and Pouliquen (2003), GDR MiDi (2004), Takagi et al. (2011), Holyoake (2011)), and models
have been validated against these experiments. This thesis seeks to apply these models to more
complicated geometries, comparing between the predictions of continuum models (Part I) and
the results of discrete particle model simulations (Part II).
Part I discussed continuum models of granular flow, distinguishing between rheological models
and depth-averaged models. We reviewed the µ(I) rheology and its experimental calibration
(Chapter 2). The µ(I) rheology was proposed as a generalisation of a one-dimensional friction
law (2.4): the one-dimensional law is consistent with plenty of results from lab experiments
and DPM simulations (GDR MiDi 2004, da Cruz et al. 2005); our eventual aim was to apply
the tensorial form (2.7) and the equation of motion (2.10) proposed by Jop et al. (2006) to a
flow in a more complicated geometry. While the µ(I) rheology is thought to apply to dense
granular flows, it is known that there are many granular phenomena that the µ(I) rheology
is unable to describe. We therefore reviewed some alternative rheological models (Chapter 3):
although we made no further use of these other rheologies, we needed their language to describe
some of the shortcomings of the µ(I) rheology. We also discussed the boundary conditions
that apply to rheological models (Chapter 4). We noted that these boundary conditions do
not arise from first principles, but are empirical and a consequence of the collective motion of
individual grains. In particular, while the no-slip boundary condition is widely used in classical
fluid dynamics, its applicability to granular flows on a surface depends on the roughness of the
surface. We concluded Part I by reviewing the depth-averaged model (5.4), which is based on
the µ(I) rheology (Chapter 5). Depth-averaged models are mathematically and computationally
far more tractable than rheological models, especially over very long distances. However, depth-
averaged models must make assumptions about the internal profile of a flow, expressed through
the shape factor χ, defined in (5.6), which must be externally specified (§5.2). Without any
external information, it is usually assumed that χ is constant, so that the velocity profile within
a flow is self-similar (5.7). The self-similarity assumption is reasonable in the absence of any
external lengthscales that are comparable to the current’s depth, but is questionable near abrupt
changes in topography that distort the velocity profile.
Part II turned towards discrete particle models (DPM) of granular chute flows. After introduc-
ing some fundamental ideas (Chapter 6), we discussed the contact dynamics between particles
(Chapter 7), and the initial and boundary conditions that govern a DPM (Chapter 8). We noted
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that ‘boundaries’ in a DPM act on individual particles, unlike boundary conditions in contin-
uum models, which apply to the collective, averaged properties of particles. We emphasised
throughout Part II the tradeoff that must be made between physical realism and computational
efficiency. In particular, we use two-dimensional simulations: using only one layer of particles
in the cross-stream direction allows us to simulate a longer chute or a deeper current, using the
same number of particles. One important advantage of discrete particle modelling is the ability
to specify freely the microscopic material parameters governing particle-to-particle interactions.
We surveyed some of these parameters and studied their effects on the collective rheological be-
haviour of the flow (Chapter 9). In particular, we saw that the coefficient of restitution between
particles controls the maximum value of the slope θ for which a steady uniform flow is possible,
while the particle size and intrinsic friction affects the behaviour of the bulk friction function
µ(I) at low inertial numbers.
In Part III we next applied continuum models to predict the response of a flow to changes in basal
topography, and in particular to a chute that has an abrupt transition in basal roughness (figure
1.4(a)). For a steady flow responding to an abrupt transition in basal roughness, we analysed
the depth-averaged model (5.4), and saw that a current adjusts towards its equilibrium on either
side of the transition point, and that the lengthscales over which this adjustment occurs depends
on the Froude number Fr = U/(gH)1/2 (Chapter 10): for Fr  1, the downstream transition
lengthscale is O(Fr2). However, a transition in basal roughness does not uniformly affect a
flow across its depth, but initially influences only a boundary layer near the base. The shape
factor therefore does not transition abruptly from χ = 1 (for a plug profile) to χ = 5/4 (for
a Bagnoldian profile), but in fact develops gradually. The development of this boundary layer
has many similarities to the classical Blasius boundary layer problem. The boundary layer can
be predicted by a suitable adaptation of the µ(I) rheology, with the predicted velocity profiles
matching the results of DPM simulations (Chapter 11).
We also applied the µ(I) rheology to unsteady but streamwise-independent flows, subject to
temporally-inhomogeneous topographical features (Chapter 12). Such flows could arise if a
DPM in a periodic domain is used to model streamwise topography, supposing that the domain
were travelling and rotating. We considered in particular the convergence of a velocity profile
towards a Bagnold profile, starting from an initial plug flow (§12.3). As in the streamwise-
varying case, the effects of the no-slip condition spread from the base across the depth of the
current, again in a self-similar way. However, the subsequent growth and development of the
velocity profile, and of the shape factor χ, was different between the time-dependent and the
streamwise-dependent problems.
Chapter 14 shall now describe further aspects of granular flows that the present work have
neglected, but which would be important for future extensions of the work. Finally, Chapter
15 shall reflect upon the themes and conclusions of the thesis.
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14. Further aspects of granular flows
All conditioned things are unsatisfactory.
Buddhist concept of dukkha
There are many aspects of granular materials that the models described in this thesis have
not captured. In this chapter, we address the effects of three-dimensionality on a granular flow
(§14.1), the possibility of flow instabilities (§14.2), and revisit a variety of rheological behaviours
that a granular flow may exhibit (§14.3). We also propose how these phenomena can interact
with streamwise or time-dependent topography.
14.1. Three-dimensionality
A fundamental assumption that we have made throughout this thesis is that flows can be treated
as quasi-two-dimensional.1 That is, we assumed that there is statistically no velocity component
v in the cross-stream direction y, and that the other fields had negligible dependence on y. We
now revisit this assumption.
Recall that fields such as the velocity component v are defined by coarse-graining the positions
and velocities of individual particles (§9.1). Flows in chutes and channels may be treated as
quasi-2D if the typical widthW of a chute is small compared to the length L and depth H of the
flow, so that particles are constrained in that direction. IfW  H,L, then the incompressibility
condition (2.2) in three dimensions offers an extension of the shallowness scaling (5.5), viz.
|v|
W ∼
|u|
L , so |v|  |u|,
and similarly |v|  |w|.
However, it is more difficult to justify that the dependence on y of the fields is weak. The
validity of this assumption depends on the sidewalls and the shape of the chute. If the sidewalls
are perfectly smooth so that grains can slip freely against them, then their presence exerts no
stress and therefore no shear in the y direction.2 But if the sidewalls have some roughness, then
the velocity profile is distorted, and the no-slip condition may apply (§4.2.2). The effects of the
chute widthW on the velocity profile were studied experimentally by Jop et al. (2005). In their
figure 6, Jop et al. (2005) present the cross-stream variation of the surface velocity of flows: as
expected, the flow is fastest at the middle and slowest near the sidewalls; the flow is able to slip
against the wall, but not freely. A notable result from Jop et al. (2005), in their figure 6(d),
1We noted in §6.1 an important distinction between quasi-two-dimensionality in a continuum model, and the
‘strict’ two-dimensionality of a DPM: a two-dimensional DPM consists of a single layer of particles (figure
6.1) confined to the plane. Our attention in the present section concerns the former notion.
2The geometric confinement of the sidewalls affects the packing fraction of the grains, but only weakly so unless
W ∼ d.
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is that although the surface velocity profile in the middle of the chute (away from the walls)
is approximately constant, the width of the flow regions retarded by the sidewalls appears to
be independent of the flow rate. It is not clear, however, what determines the width of these
regions. This width depends on the boundary conditions on the flow at the sidewalls, which
from visual inspection take a mixed (Knudsen) form (§4.2.2), allowing partial slip. However,
the boundary condition is likely to be specific to the precise material properties of the grains
(‘glass beads’) and of the sidewalls (‘smooth [. . . ] glass walls’) used in their experiment.
It is tempting instead to interpret a quasi-two-dimensional model as describing the middle
portion of the flow on a very wide chute, homogeneous in the cross-stream direction. In this
context, cross-stream variations caused by sidewall friction are negligible. However, the scaling
argument to show that |v|  |u|, |w| no longer applies. Moreover, despite the homogeneity of
the chute, a flow could nonetheless develop an instability in the cross-stream direction, as will
be discussed in §14.2.2.
14.2. Instabilities
While none of the simulations or solutions we have presented have exhibited flow instabilities,
we must recognise that granular flows are known to undergo a number of instabilities, three
of which we now describe. In polydisperse granular flows, rather than the monodisperse flows
studied in this thesis, segregation (§14.2.1) can cause the different species to separate from each
other. In three dimensions, granular fingering (§14.2.2) is a secondary instability that occurs
in a segregated flow. Finally, the roll-wave instability (§14.2.3) produces flows that are both
streamwise-dependent and time-dependent. We shall propose future work to study how these
instabilities might be affected by basal roughness, and therefore how they might interact with
topography.
14.2.1. Segregation
By construction, the flows that we have considered in this thesis involve grains that are nominally
monodisperse. But many important examples of granular flows in nature and industry consist
of grains that have huge dispersity in size, shape and material properties. Recall from §6.2 that
even a nominally monodisperse sample of grains has some size dispersity, and that a system of
perfectly monodisperse particles may exhibit special behaviours such as the formation of regular
lattice packings.
A flow consisting of a mixture of grains with a sufficiently large amount of dispersity does not
remain homogeneously mixed, but tends to segregate (Andreotti et al. 2015), so that grains
with different properties form layers rather than remaining as a mixture. For example, in the
case of size dispersity, larger grains tend to rise towards up towards the top of the flow. The
top of the segregated current therefore has rather different rheological properties from those at
the bottom, and require separate modelling.
Despite the ubiquity of size segregation, the fundamental mechanisms that cause segregation are
poorly understood. However, there has been plenty of work on quantifying the size segregation
process, at least for bidisperse mixtures (see e.g. Gray and Thornton (2005)), and on relating
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the rate of segregation to other flow properties. For example, the rate of segregation is known
to increase with the shear rate (van der Vaart et al. 2018).
Future work could study how the rate of segregation is affected by topography, and also how
segregation affects a flow’s response to topography. For example, the fact that the rate of segre-
gation increases with shear rate would suggest that an increase in basal roughness would hasten
the segregation process by increasing the shear rate, especially at boundary layers (Chapters
11 and 12). Since the rheology of a bidisperse mixture depends on the local ratio between the
two species, it would be interesting to study how the profiles and growth of granular boundary
layers are affected by segregation. The methods of Chapter 11 could be useful for studying a
segregation model in a context beyond that of steady or uniform flow.
14.2.2. Granular fingering
Granular segregation drives a number of other processes. In three dimensions, these include
the granular fingering instability (Pouliquen et al. 1997), in which a bidisperse flow breaks
up into fingers in the cross-stream direction, as shown in figure 14.1. There have been many
experimental studies on fingering. Baker et al. (2016b) proposed a generalisation of the depth-
averaged model (5.4) from Gray and Edwards (2014), with the new model incorporating cross-
stream variation and segregation from bidispersity. They calculated numerical solutions to this
model, demonstrating that these solutions exhibited granular fingering. More recently, fingering
was realised for the first time in three-dimensional DPM simulations (Weinhart et al. 2017).3
The fingering instability cannot be created with the two-dimensional models that we have
used in this thesis: two-dimensional continuum models suppress any cross-stream variation by
setting ∂/∂y = 0, while two-dimensional DPM have only one layer of particles in the cross-
stream direction. Nonetheless, we expect that topography should have an important effect
on the formation of fingers. As mentioned in §14.2.1, basal roughness can be expected to
increase the rate of segregation, which is a necessary preliminary process for fingering; while
a transition from rough to smooth basal conditions could suppress segregation but would not
destroy any fingers that had already formed by the point of the transition. There is active work
into investigating the statistics of finger widths, lengths and positions, both experimentally and
using DPM simulations.4 After these statistics have been established in the basic homogeneous
case, then future work could study how these statistics are affected by topographical ‘noisiness’.
For example, cross-stream inhomogeneities in basal roughness could trigger the formation of a
finger, by restricting the flow at some cross-stream positions but not others.
14.2.3. Roll waves
The aim of the present thesis has been to apply continuum models such as the µ(I) rheology
(Chapter 2) and its depth-averaged form (Chapter 5) to time-dependent or spatially-dependent
problems, looking at the transient properties of a flow rather than assuming that a flow is always
at a quasi-steady and quasi-streamwise-independent state. Chapters 10 and 11 considered
3Fingering was first realised in the summer of 2016 in DPM simulations in a collaborative project between
JMFT, Binbin Jin and Nathalie Vriend; these simulations were reported in Weinhart et al. (2017).
4In a side project, outside the scope of this thesis (footnote 3), we are studying how the fingering instability is
affected by simulation parameters; video demonstrations may be found at https://web.archive.org/web/
20190329103404/http://www.damtp.cam.ac.uk/user/jmft2/fingering.html.
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Figure 14.1.: The fingering instability, exhibited by the release of a mixture of fine sand and
coarse silicon carbide down a slope.
steady streamwise-dependent flows, while Chapter 12 was concerned with a time-dependent flow
independent of x, but we have not considered the interaction between streamwise-dependence
and time-dependence.
We have seen that when time-dependence (resp. streamwise-dependence) is suppressed, then the
system evolves in the streamwise direction (resp. in time), spending its inertia until it attains
the equilibrium state (that is, a Bagnold velocity profile). However, this is not necessarily the
case when a flow can depend on both x and t. It is known, for example, that granular flows
can be unstable to the roll-wave instability, which is the formation of travelling surface waves
(Schonfeld 1996, Razis et al. 2014, Gray and Edwards 2014). The roll-wave instability is also
observed in hydraulic flows (Dietze 2016, Cristo et al. 2008), where it is more commonly referred
to as the Kapitza instability. In environmental and industrial contexts, ‘roll waves possess a
tremendous destructive potential’ (Schonfeld 1996), because the peak depth and flow rate at
the crest of a wave can be higher than those of the mean flow. The convective nature of the
roll-wave instability (Drazin and Reid 2004) demonstrates the need for caution when assuming
that a flow can be modelled as steady: a flow that appears to be steady at upstream positions
may in fact be unsteady downstream.
Gray and Edwards (2014) showed that the depth-averaged µ(I) equations (§5.1) predict that the
steady uniform state can be unstable, with the flow developing away from the steady uniform
state and towards a limit cycle solution, which they identified as roll waves. In their stability
analysis, Gray and Edwards (2014) took the shape factor as χ = 1, assuming a plug flow profile.
However, ‘it has long been known that [hydrodynamical] roll waves will not form in the absence
of bed friction’ (Schonfeld 1996, pg. 9). This appears to be at odds with the assumption χ = 1;
basal topography, through its influence on χ, is likely to influence the the growth rate of roll
waves. In light of the present thesis, a natural extension of Gray and Edwards (2014) would be
to investigate how roll waves interact with topographical features such as the abrupt increase in
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roughness encountered in the granular Blasius problem. In Chapter 11, we gave the approximate
expression (11.37) for the growth of the shape factor in the transient region, and figure 11.14
showed the actual behaviour of χ from DPM simulations. This behaviour for χ = u2/u2 could
now be inserted into the depth-averaged model (5.4) and taken as an externally-specified feature
for the base flow, before conducting a stability analysis.
There have been no reports on granular roll waves appearing in DPM simulations. Similarly,
we observed no roll waves in the DPM simulations of the granular Blasius problem (§11.4).
The position of the free surface had some time-variation, but this could be attributed to the
periodicity of the Maser. The lack of roll waves is in spite of the range of slope angles θ and of
Froude numbers Fr, with Fr > 2 in each case. While it is unsurprising that frictionless particles
moving over a smooth surface should develop no roll waves in x < 0, it is less clear why roll
waves should be absent in x > 0. This may be due to the two-dimensionality of our simulations:
since out-of-plane motions are prohibited, particles cannot move around each other as freely, so
that overturning motions are restricted.
It is not clear how roll waves would interact with topography, such as an increase in basal
roughness. The presence of basal roughness is necessary for the formation of roll waves in a
granular flow (Schonfeld 1996). On the other hand, in the χ = 1 case, the amplitude of the
limit cycle solution is increasing with Froude number (Gray and Edwards 2014, figure 8(c)),
and it is reasonable to assume that this continues to be the case when χ 6= 1. Therefore, the
slowing down and thickening of the flow due to the increased roughness might also be expected
to decrease the Froude number, weakening the instability.
14.3. Applicability to other fluids
Whenever a rheological model, such as the µ(I) rheology, is proposed, an elementary problem
is to apply it to simple shear flows (which are steady and streamwise-uniform, so that ∂/∂x =
∂/∂t = 0). These can be produced experimentally in free surface or shear cell geometries
(Acheson 1990, GDR MiDi 2004), so they are useful tests for the validity of a rheology. For
example, the friction law (2.4) correctly recovers the Bagnold velocity profile for steady uniform
free surface flow, provided that the grain size d  H. To develop the µ(I) rheology, Jop
et al. (2006) then extrapolated the one-dimensional law (2.4) to the multidimensional tensorial
constitutive relation (2.7), and inserted this into the Cauchy momentum equation (2.1b). The
validity of this assumption cannot be justified without reintroducing streamwise-dependence or
unsteadiness.5
The study of a fluid flow’s response to inhomogeneous topographical features is therefore useful
for testing any proposed rheological model of that fluid, if the problem is analytically tractable.
In particular, the methods used to study granular boundary layers in Chapters 11 were directly
adapted from Prandtl’s classical methods (Prandtl 1905, Schlichting and Gersten 2017, Ache-
son 1990); for certain forms (2.17) of the function µ(I) it was even possible to find analytic
expressions for the boundary layer profile and the shape factor. As we noted (§11.5.3), a similar
5There are parallels to the historical development of classical fluid dynamics (Acheson 1990, Chapter 6). The
linear viscosity law τ = ηγ˙ was proposed by Newton in 1687, and was initially applied only to axisymmetric
rotational motion (and incorrectly so). A generalisation by Stokes to its full tensorial form τ = ηD, as
used in the Navier–Stokes equations, came only in 1845. Boundary layer theory played an important role in
reconciling the theories of inviscid fluids and Stokes flows, which had developed mostly separately.
173
approach can be performed under any rheological model in which the shear stress depends on
the shear rate (to produce higher-order derivatives of the velocity which become dominant in a
thin boundary layer).
Future projects could therefore apply these methods to the alternative rheologies of dry granular
materials described in Chapter 3: for example, to test whether incorporating compressibility
(§3.1) gives a more accurate match with the data from DPM simulations. Another possible
project would be to apply this adapted boundary layer analysis to rheologies of granular sus-
pensions, attempting to recover the experimentally measured boundary layer profiles of Longo
and Valiani (2014).
* * *
Dry granular flows can exhibit a wide variety of behaviours, some of which were discussed in this
chapter. While these effects have been studied and modelled mathematically, it is unlikely that
any continuum model that fully describes all granular phenomena will ever be produced: for
example, the continuum assumption breaks down over lengthscales comparable to the particle
size, or when there are strong gradients in packing fraction. Nonetheless, these phenomena
should be taken into account when comparing a granular model to experimental data, or when
using a model to design an application. While we expect that many of these phenomena would
be affected by topographical features, the nature of this relationship is not clear. At present,
there is an insufficient mathematical understanding of phenomena such as granular segregation
and fingering even in the absence of topography.
Despite the non-existence of a universal model, we have seen in this thesis that existing contin-
uum models such as the µ(I) rheology are capable of predicting large parts of a flow’s behaviour
observed in DPM simulations or in experiments. Continuum models therefore remain useful,
provided that their limitations can be identified.
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15. Conclusions
Is it not a pleasure, having learned something, to try it out at due intervals?
Confucius, Analects 1:1
In this thesis, we have studied the behaviour of dry granular chute flows and their response
to inhomogeneous topographical features, paying particular attention to the setup sketched in
figure 1.4(a), concerning a flow over a surface that is smooth upstream, but rough downstream.
We studied such a flow using several continuum models, and compared their predictions against
each other and against the results of discrete particle model (DPM) simulations (Part III).
Modelling the interaction between a granular flow and topographical features on its chute has
practical applications, given the importance of granular chute flows in industrial settings. More-
over, we propose that the sudden transition in basal roughness offers a useful model problem
for constructing or testing rheological models of granular flows. The problem affords a simple
application of a continuum model in which both the inertial and the stress terms are present in
the Cauchy momentum equation,
ρ
(
∂u
∂t
+ u · ∇u
)
= ρg +∇·σ. (2.1b)
This is in contrast to steady uniform flow problems, which retain only the stress terms on
the right but discard the inertial terms. Indeed, it was the successful study of the Blasius
boundary layer that unified classical hydrodynamics by considering the balance between inertial
and viscous effects (Acheson 1990, p. 264).1 The analysis of the boundary layer problem would
be useful for studying the rheology of non-Newtonian fluids besides dry granular flows. For
example, boundary layers are also known to form in suspensions flowing past a blade (Longo
and Valiani 2014). The methods of Chapter 11, in turn based on those of Prandtl (1905),
could be adapted to a rheological model of a suspension to find the velocity profile that such
a model predicts. Indeed, in each case, the boundary layer is a region of high shear rate,
and provided that the stress tensor has a dependence on the shear rate ∂u/∂z, its derivative
produces a dominant term proportional to ∂2u/∂z2; when subdominant terms are dropped from
the momentum equation (2.1b) one obtains an equation similar to the classical boundary layer
equation (11.5).
In the case of the µ(I) rheology, in which the stress depends on the shear rate nonlinearly through
the inertial number I, the boundary layer analysis gave us the granular Blasius equation,
Fr2
(
u˜
∂u˜
∂x˜
+ w˜
∂u˜
∂z˜
)
∼ sin θ + 1

∂p˜
∂z˜
(
µ− 1
2
dµ
dI
I
)
+
1

p˜
dµ
dI
I
∂2u˜/∂z˜2
∂u˜/∂z˜
. (11.25b)
1‘Prior to 1900, ideal flow theory and viscous flow theory had more or less gone their separate ways. [. . . ] [A]
major problem remained: that of accounting for the motion of a fluid of small viscosity past a solid body.’
(Acheson 1990, p. 264)
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When we made the assumption that the rheological function µ(I) takes the power-law form
(2.17), we could make further progress by deleting the first two terms on the right-hand side
of (11.25b), and finding a self-similar solution (§11.3.3). However, although the form (2.17)
fits data from calibration simulations (see Chapter 9 and figure 11.8), we used (2.17) on the
understanding that it no more than a mathematically convenient fit. Likewise, we noted that
although the more commonly-used fit
µ(I) = µ1 +
µ2 − µ1
I0/I + 1
, (2.16)
also fits data from simulations, the value for µ2 should be regarded only as a fitted parameter,
and not be given any physical meaning. While arctanµ2 is often identified as the maximum
value of θ for steady uniform flow to be possible, we saw that the cutoff angle is in fact smaller
than arctanµ2 (§9.7).
As mentioned in the introduction (Chapter 1), experimental study of the rheology of granular
flows faces several obstacles: in particular, the opaqueness of grains makes it impossible to
directly measure the internal velocity profile of a flow. A flow can be measured only through
the flow depth h = s−b (where s is the position of the free surface, which can be measured; and
b is the position of the base, which we assume to be known), flow rate q, and surface velocity
usurf. From h and q, the depth-averaged velocity u = q/h can be calculated, but information
about the internal velocity profile, such as the shape factor χ = u2/u2, cannot be inferred.2
Since our interest has been in the internal profile of a flow and its response to basal topography,
we resorted to discrete particle model simulations when realising the setup of figure 1.4(a).3
A recurrent theme of our discourse on DPM (Part II) has been the trade-off between improving
a DPM’s resolution at the level of individual particles, and reducing the computational cost of
a simulation. By conducting simulations in two dimensions, we were able to simulate flows over
long domains, at the expense of detail in the cross-stream dimension.4 As techniques for im-
proving the computational cost of simulations, working in two dimensions, reducing the number
of particles, and reducing the stiffness of contacts are well-established in the DPM literature
(O’Sullivan 2014). We extended these techniques by exploring particle-level parameters govern-
ing contacts besides stiffness (Chapter 9), and their effects on the bulk, rheological properties
of a flow.
An important result was that, although microscopic parameters such as the coefficient of resti-
tution e and the coefficient of sliding friction µsl have some mild effects on the rheology of a
dense flow, their main effect is to determine the boundaries of phase transitions, that is, whether
the material does in fact behave as a dense flow. The insensitivity to e and µsl is useful because
it implies that we have some freedom to choose contact properties on the basis of computational
criteria. We also found that seemingly unrealistic values for e and µsl may be taken, especially in
a two-dimensional simulation: indeed, we took e = 0.1 and µsl = 0. For example, the relatively
small number of particles in a DPM simulation implies that more energy must be dissipated
in each collision, if the volume-integrated total rate of dissipation is to be kept realistic. This
is the approach taken by smoothed particle hydrodynamical models (Liu and Liu 2010). On
2One can however test whether the measured values of usurf and u are consistent with a proposed velocity profile
S(ζ) in (5.7).
3This is not to say that no lab experiments are possible: as previously noted (Chapter 6), two-dimensional DPM
simulations are similar to experiments on photoelastic discs in their modelling approach.
4Two-dimensional simulations also have the advantage of being more directly comparable to experiments on
photoelastic discs.
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the other hand, intrinsic friction between particles is not necessary for the bulk flow to exhibit
friction; as a first attempt, one could set µsl = 0.
Together, these results will help guide future researchers constructing DPM of granular flows
to choose parameters for their models. Unlike lab experiments, DPM simulations avoid the
experimental difficulty that the properties of grains can vary widely between samples and can
also change over time. Instead, it is possible to specify material parameters exactly, allowing
comparisons between different studies to be drawn. However, in practice, there has been little
consensus or standardisation in the DPM literature on the proper values of these parameters;
to facilitate comparison, we would therefore encourage future projects using two-dimensional
DPM to consider using the parameters taken in this thesis.
While many challenges remain for the modelling of granular flows, it is hoped that the work in
this thesis can be used to better understand the behaviour of granular flows, and therefore to
assist in the design of chutes and other systems for the transfer of granular materials. Improving
the efficiency of such transfer processes will become increasingly important as the economic
importance of granular materials continues to grow.
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A. Implementation of DPM simulations
From all the deceits of the world, the flesh, and the devil, Good Lord, deliver us.
The Litany, from the Book of Common Prayer
When contact models (Chapter 7) and initial and boundary conditions (Chapter 8) have all been
specified, a simulation may begin, proceeding by time-integrating Newton’s equations of motion
(6.1a, 6.1b) for each particle and applying boundary conditions on particles when any become
applicable. Computationally, this process faces two main difficulties. Firstly, a simulation needs
a contact detection algorithm to determine which particles are in interaction with each other
(§A.1). Secondly, a simulation should use a suitable integration scheme that minimises errors
from the numerical integration (§A.2).
The simulations conducted in this work were all performed using MercuryDPM, an open-source
C++ package for DPM simulations (Thornton et al. 2013, 2012, Weinhart et al. 2012, 2017). In
this appendix, we describe existing techniques addressing contact detection and time-integration
efficiently, which are implemented in MercuryDPM. In §A.3 we describe the computational
resources that were available to us.
A.1. Contact detection algorithm
The contact force f cij on particle i by particle j is nonzero only if the particles are in contact
with each other: that is, if |xi − xj | < (di + dj)/2. Since each particle has a limited number of
neighbours (§6.1), the number of contacts in a system of N particles, at a given time, is O(N).
A good contact detection algorithm keeps track of which particles are near each other, instead
of na¨ıvely testing each of the
(
N
2
)
= O(N2) possible particle pairs for a contact.1
MercuryDPM uses a unique ‘hierarchical grid’ or ‘H-grid’ method (Thornton et al. 2013, Ogarko
and Luding 2012). The simulation domain is divided into a number of grid cells. The algorithm
records which particles are in which cells, and checks for contacts only between those particles
that are in the same or neighbouring cells. The ‘hierarchy’ refers to the existence of several layers
of grids, similar to the multigrid approach to numerically solving partial differential equations.
The hierarchical approach is particularly valuable for systems with large size polydispersity
(Ogarko and Luding 2012); contacts involving larger particles are tested for at coarser grids,
while contacts between small particles are tested only at finer grids.
1This is not possible if particles are allowed to interact over long distances, such as through electrostatic forces.
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A.2. Integration scheme
For the numerical integration of Newton’s equations (6.1a, 6.1b), MercuryDPM uses the velocity
Verlet integration scheme (Verlet 1967, Swope et al. 1982). While this scheme offers only second-
order accuracy (as opposed to the common fourth-order RK4 scheme (Iserles 2008)), it is a
‘symplectic integrator’, and conserves energy when applied to a Hamiltonian system, including
non-dissipative contacts, where the dissipation term in (7.3) vanishes (John Hinch, pers. comm.,
October 2018).2 As an explicit method, the Verlet scheme is straightforward to implement and
not computationally costly.
A.3. Execution
The execution time of a simulation depends not only on the timestep and the number of particles
in the system, but also on the speeds of these particles: under the contact detection algorithm
described in §A.1, if a particle moves quickly across grid cells then it will be necessary to
continually update the grid. There is also a dependence on the size dispersity of the particle,
since a variation in particle size will necessitate multiple levels of the H-grid. With our limited
10% size dispersity, the execution time of a simulation of N particles grew approximately as
O(N). When there was a significant variance in particle sizes, the execution time was much
larger.
To close this appendix, we describe the computational resources that were available to us, as a
guide for future work in this environment.3
Most of the simulations presented in this work were run on the DAMTP server beehive, which
has 144 processing units. The server is used by many users, so the real execution time varied
greatly depending on the system load from other users’ processes. When the system load was
at its least, each instance of a simulation took around two weeks to produce the data that
we present in Chapter 11. Each simulation contained about 105 particles and produced just
less than 4GB of output. The parallel execution of multiple instances of MercuryDPM across
multiple cores was scheduled using GNU Parallel (Tange 2018).
MercuryDPM provides output about particles’ positions and velocities in a data file, and about
particle-to-particle interaction forces in a fstat file, at prescribed intervals during a simulation.
Due to constraints on file storage, we were not able to store the fstat files for the simulations
in Chapter 11.
The coarse-graining process (§9.1) was conducted using MercuryPostprocessing, a suite of
MATLAB scripts developed for this work.
2A generalised notion of symplecticity can be applied to integrators for dissipative systems (Anthony Thornton,
pers. comm., April 2018). Such integrators would accurately calculate the rate at which energy is lost.
3I would like to thank the Computing Officers for their support and patience with my heavy use of the resources.
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B. Further notes on the granular Blasius
problem
In this appendix we give some supplementary information about the calculations and results
presented in Chapter 11.
B.1. Derivation of the granular Blasius equation
Here we derive (11.25b) from the µ(I) equations (2.10). Under the scalings (11.24), the strain
rate direction tensor s is greatly simplified at leading order in , with
sxx = O(), szz = O(), sxz = szx = 1 +O(
2).
From this we estimate the size of each term in the z-component of (2.10):
Fr2
(
u˜
∂w˜
∂x˜
+ w˜
∂w˜
∂z˜
)
= − cos θ − 1

∂p˜
∂z˜
+
∂(µ(I)p˜sxz)
∂x˜
+
∂(µ(I)p˜szz)
∂z˜
=⇒ O(2Fr2) = − ∂p˜
∂z˜
+O(). (B.1)
We postulate Fr 1, but must later confirm the validity of this assertion (§B.2). The assump-
tion Fr 1 therefore requires  1. Then (B.1) implies that |∂p˜/∂z˜| is small in the boundary
layer, so that (by the matching condition) the pressure across the boundary layer is given by
the pressure from the outer flow, p˜ = h˜ cos θ. If the depth h˜ is taken to be locally constant
(see main text), then p˜/x˜ vanishes as well, so that p˜ is constant throughout the boundary layer.
By definition, the (dimensional) depth of the incident flow is H, so that h˜ = 1 and we write
p˜ = cos θ.
We now consider the x-component of (2.10). When the rescalings (11.24) are applied, we obtain
Fr2
(
u˜
∂u˜
∂x˜
+ w˜
∂u˜
∂z˜
)
= sin θ +
1

∂(µ(I)p˜)
∂z˜
+O(),
= sin θ +
1

µ(I)
∂p˜
∂z˜
+
1

p˜
dµ
dI
∂I
∂z˜
, (B.2)
subdominant terms having been omitted. To proceed, we calculate the inertial number. To
leading order, the magnitude of the shear rate tensor is
||D|| = 1
2
∂u˜
∂z˜
+O(),
so the inertial number is
I ∼ δFr
p˜1/2
∂u˜
∂z˜
,
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and
1
I
∂I
∂z˜
∼ − 1
2p˜
∂ p˜
∂z˜
+
∂2u˜/∂z˜2
∂u˜/∂z˜
.
Expanding the derivative on the right-hand side of (B.2) yields
Fr2
(
u˜
∂u˜
∂x˜
+ w˜
∂u˜
∂z˜
)
∼ sin θ + 1

∂p˜
∂z˜
(
µ− 1
2
dµ
dI
I
)
+
1

p˜
dµ
dI
I
∂2u˜/∂z˜2
∂u˜/∂z˜
,
which is (11.25b), as required.
B.2. Conditions for Fr 1
The derivation of (11.25), given in §B.1, is valid only if the boundary layer thickness scale 
satisfies Fr 1, which was to be checked a posteriori.
The boundary layer thickness scale for  was given in (11.27). When it is stripped of O(1)
constants, we have
 ∝
(
δαFr−(2−α)
)1/(1+α)
,
and so
Fr ∝
(
δαFr2α−1
)1/(1+α)
. (B.3)
Assuming that α > 0, the required condition for Fr 1 is that
δαFr2α−1  1. (B.4)
We note first that (B.4) is satisfied automatically if α = 0 or α = 1/2, provided that δ  1 and
Fr 1. For intermediate values 0 < α < 1/2, (B.4) becomes
Fr δα/(1−2α),
which is also automatically satisfied, given that δ  1.
If instead α > 1/2, then (B.4) becomes
Fr δ−α/(2α−1). (B.5)
Our analysis is invalid if Fr is large enough to violate (B.5), but, since δ  1, that upper bound
is large and the above condition is almost always satisfied in practice. For example, for α = 1,
we have α/(2α− 1) = 1, and if δ = 1/50 then (B.5) holds up to Fr ≈ 50.
We also consider the cases α < 0. For −1 < α < 0, (B.3) requires that
Fr δα/(1−2α).
This is a large lower bound on Fr. On the other hand, for α < −1, (B.3) is equivalent to
Fr δα/(1−2α),
which, like (B.4), imposes an upper bound on Fr. Note, however, that the case α < −1 predicts
an incorrect behaviour for the boundary layer (§11.3.4). Finally, the case α = −1 is singular,
owing to the power 1/(1 + α).
To summarise, the condition Fr  1 is automatically satisfied for 0 ≤ α ≤ 1/2. For realistic
values of δ, the condition is usually satisfied for α < −1 or α > 1/2, but not for −1 < α < 0.
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B.3. Perturbation to the outer flow
The perturbation to the outer flow in the granular Blasius problem is O() and, to leading
order, satisfy a semilinear system. For simplicity, work in nondimensional units, scaling velocity
components u and w bu U , coordinates x and z by H, and pressure p by ρgH. To leading order
in , let
u = u(0)(z) + u(1), w = w(1),
p = p(0)(z) + p(1), h = 1 + h(1),
where p(0) = cos θ(1− z) is the hydrostatic pressure, and u(0)(z) is the Bagnold with slip profile
(2.12) of the incident flow. The shear rate tensor has magnitude
||D|| = 1
2
du(0)
dz
+
1
2

[
∂u(1)
∂z
+
∂w(1)
∂x
]
, (B.6)
the shear direction tensor is
s =

2
∂u(1)/∂x
du(0)/dz
1
1 2
∂w(1)/∂z
du(0)/ dz
 , (B.7)
the inertial number is given by
I
δFr
=
(
(p(0))−1/2 − 1
2
(p(0))−3/2p(1)
)du(0)
dx
+
1
2

[
∂u(1)
∂z
+
∂w(1)
∂x
] (B.8)
= (p(0))−1/2
du(0)
dz
+ 
(p(0))−1/2 [∂u(1)
∂z
+
∂w(1)
∂x
]
− 1
2
(p(0))−3/2
du(0)
dz
p(1)
 (B.9)
=
1
δFr
(
I(0) + I(1)
)
, (B.10)
and the coefficient of friction is
µ(I) = µ(I(0)) + µ′(I(0))I(1), (B.11)
= tan θ + µ′(I(0))I(1), (B.12)
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all up to o() error terms.
The equations governing the perturbation variables are the linearised momentum equations
u(0)
∂u(1)
∂x
+
du(0)
dz
w(1) = − ∂p
(1)
∂x
+ tan θ
∂p(1)
∂z
+
∂
∂z
(
µ′(I(0))p(0)I(1)
)
+ 2p(0) tan θ
∂2u(1)/∂x2
du(0)/ dz
, (B.13a)
u(0)
∂w(1)
∂x
= − ∂p
(1)
∂z
+ tan θ
∂p(1)
∂x
+ µ′(I(0))p(0)
∂I(1)
∂x
+ 2
∂
∂z
(
∂w(1)/∂z
du(0)/ dz
)
, (B.13b)
together with the incompressibility condition
∂u(1)
∂x
+
∂w(1)
∂z
= 0. (B.13c)
The linearised boundary conditions at the free surface are that
w(1) =
∂h(1)
∂x
,
∂u(1)
∂z
= − ∂w
(1)
∂x
, and p(1) = h(1) cos θ at z = 1, (B.14a)
and the basal boundary condition on the perturbation flow is that
w(1) = wdisp(x) = ζdispu
(0)(0)Λ′(x) at z = 0, (B.14b)
where wdisp(x) is the displacement velocity from the boundary layer. Although the system
(B.13) and (B.14) is semilinear in the perturbation variables, no further analytical progress is
possible, unlike the linear equation ∇2w(1) = 0 that arises for a Newtonian fluid, as given in
Tsang et al. (2018).
B.4. Density and granular temperature profiles
Figures B.1 and B.2 show the depthwise profiles, along several streamwise positions, for the
packing fraction φ and the granular temperature T from the simulations whose velocity profiles
were presented in figure 11.10.
The granular temperature, a measure of the time-variability of a flow, is defined as the trace of
the Reynolds stress tensor,
T = traceR, R = 〈φuu〉 − 〈φu〉〈φu〉〈φ〉
(Hinze 1975), where angle brackets
〈f〉 = 1
t2 − t1
∫ t2
t1
f dt
denote the time-average of a function f . The plots in figure B.2 are normalised by
T0 = traceR0, R0 =
〈φu〉〈φu〉
〈φ〉 .
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Figure B.1.: Packing fraction profiles for four settings of θ (rows) and two settings of Fr
(columns), from the same simulations whose velocity profiles were shown in fig-
ure 11.10. See figure 11.10 for plot labels.
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Figure B.2.: Temperature profiles for four settings of θ (rows) and two settings of Fr (columns),
from the same simulations whose velocity profiles were shown in figure 11.10. See
figure 11.10 for plot labels, and §B.4 for the definition of temperature.
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