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Abstract 
As society and the world economy moves into the second millennium. the .1·ervice 
industries involvin11 knowledxe workers will continue to increase. Software is the 
enablinx technoloxy that is driving the knowledxe industry. A1· the development of 
sofnmre is mostly a desixn process, where new artefacts are conceived and built, the 
prediction of outcomes in the process is fraught with difficulties. Software project 
estimating is one of the essential Sofnvare Engineering techniques that will enable 
the rationalisation of decision-making regarding software development. Estimates 
that are more accurate will increase the probability of success and lower the risk. 
This thesis analyses the current software project estimating techniques available to 
practitioners and examines current practice in the estimating of sofnvare projects 
within the Western Australian industry. 
The principal techniques examined are Function Point Analysis and COCOMO and 
these are shown to be flawed in their construction. 1he practices adopted by expert 
and experienced practitioners are analysed and it is shown that the formal 
algorithmic models are not widely used. It is also shown that estimates are required 
in a project's lifecycle before the full requirements are known. The Western 
Australian practices are also compared to similar analyses conducted in other 
countries. 
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Chapter 1 Introduction 
1.1 The Background to the Study 
As society and the world economy move' into the 'econd millennium. the 'crvke 
industries involving knowledge worker' will continue to increa,e. A' Quinn. Baruch 
& Zien (1997) p26-31 describe commodity prices have been falhng 'teadily wherea' 
the price of intellectually derived goods and 'ervice~ ha' been increa,ing. Software 
is the enabling technology that is driving the knowledge industry. 
Computer systems are now ubiquitous. Computers impact on vinually all a'pects of 
modem industrial society and are critical to the manner in which society and busine" 
operates. Computers are used to teach, educate, govern, manage, entenain and 
manufacture. Most electrical and mechanical equipment now includes computers. in 
pan, to provide control and functionality. The enabling factor in computers is the 
software. Without software, computers are just a complex arrangement of minerals 
and metals. Therefore the effective functioning of modem society and business is 
becoming increasingly dependent on the production of cost effective software that is 
delivered in a timely manner. 
As the development of software is mostly a design process where new anefacts are 
conceived and built the prediction of outcomes in the process is fraught with 
difficulties. Also the tools and methods used for this process are evolving rapidly 
which further compounds the difficulty in estimating as historical data may not be 
relevant to the existing environment. Software development projects tend to be at 
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the top end of complexity in human endeavours. The development of ,oft ware 
cannot be compared with most industries, where it is normal to produce the 'amc 
type of products repetitively, hecause software development is a continuou' dc,ign 
process. It is interesting to note that with most human activitie' that are new or novel 
in nature it is difficult to predict the outcomes. 
As a consequence when undertaking a complex design process the risk is high and 
failures are frequent. Numerous authors within the software industry have referred to 
the failure to deliver the expected outcomes as the "software crisis". Pam a~ ( 1994) 
p286 advised he has been hearing the term for 25 years and says it is neither sudden 
nor short term and also uses the term "chronic illness". Pressman (1997) pl7 prefers 
to call it a "chronic affliction" because the problems in the industry have been 
causing pain and distress for a long time and it appears they will continue 
indefinitely. 
The construction of software systems is dynamic with a large number of variables 
affecting its outcome. Some of the variables are known and others are not when the 
most critical estimates are required to be made at project initiation. As a 
consequence software projects experience a high rate of failure because their success 
criteria is judged on highly suspect initial estimates. They constantly fail to meet 
their financial, schedule, effort, functional and quality targets. There is a school of 
thought, Thomsett (I 99 I), that argues any reasonable sized development a project 
can only meet one or two of the above targets. Software engineering is a new field 
of human endeavour, its knowledge base is low on how to effectively mea~ure the 
attributes and entities that contribute to the building of systems. The demands and 
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the environment both in term' of the requirement' cxpre"ed and the enabling 
technology are changing and evolving rapidly. 
There is a need for methods to improve our ability to work in 'uch an environment 
and increase the probability of being succe"ful in the delivery of 'oftware 'Y'tem,. 
Estimating is one of the essential Software Engineering techniques that will enable 
the rationalisation of decision-making regarding software development. More 
accurate estimates will increase the probability of success and lower the ri,k. As 
Abdel-Hamid, ( 1993) p20 advises, processes and procedures are also required that 
provide a step-wise feedback mechanism to enhance the accuracy of estimates as the 
projects proceed. 
This research provides an analysis of the current practice used in Western Australia 
to estimate software projects, and practitioners perceptions of the usefulness of 
existing techniques. A comprehensive survey has been conducted of expert and 
experienced practitioners from a wide range of organisations in order to obtain data 
and practitioners perceptions. The organisations cover a broad spectrum in both size 
and types of projects developed. An analysis of existing techniques has also been 
undertaken to determine their strengths and weaknesses. 
1.2 The Significance of the Study 
Software is a critical component of most technological products and organisations. 
Decisions relating to the development of new products or business services are 
dependent on the cost, duration and effort involved in the software component of the 
development. 
Abdcl-Hamid. ( 1993), Boehm ( 1981) and l'rc"man ( 1'197) a"crt planning" one ol 
the pivotal activitie' in the software development proc." and accurate e\Umatc' arc 
a precursor to good planning. 
Without adequate estimates management decisions in software projects cannot he 
made with any certainty and a' Weinberg (1993) advises most of the crises in the 
industry can be attributed to an inability to manage. A key input into the 
management and planning process is an estimate of the cost, schedule and effort of 
the work to be performed. 
1.3 The Purpose of the Study 
This research aims to define current practice for estimating new and maintenance 
projects. This will enable future estimating models to be derived that take into 
account current practice and avoid weaknesses of existing models whilst capitalising 
on their strengths. The analysis also addresses issues relating to the initial project 
estimates. This area is seen as important as the initial estimate is the one where 
business decisions are made as to the project viability and provides the major input 
into project planning. It is also recognised that the estimates are only pan of the 
input into the decision making process as other parameters need to be considered 
such as company image, acceptability of the project to the employees etc. Existing 
estimating techniques only appear useful when a comprehensive requirements or 
design has been defined. This is too late in the lifecycle for the initial decision 
making process. 
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This work will also te'l Hope's ( 1996) high level Mruclure of an c'limating model 
and the parameters that would cause the nominal e'timale lo he modified. Hope\ 
model uses a work breakdown structure to define the activitic' of a 'oflwarc prOJCCl. 
1.4 Research Questions 
The questions that this research tries to answer are: -
• Is the Western Australian software industry's e'limating practices similar to 
counterparts in other parts of the world? 
• What are the current estimating techniques employed by software professionals in 
formulating the initial estimates for both new development and maintenance 
projects in Western Auslralia? 
• What elements need to be considered and estimated at project start-up? 
• What is the degree of confidence or certainty of the various elements estimated? 
• What parameters or cost drivers are used to modify nominal estimates and what 
degree of impact do they have on an estimate? 
• What are practitioner's perceptions of the estimating techniques' strengths and 
weaknesses? 
• When in a project's lifecycle are the first estimates required? 
• Do organisations and practitioners follow generally accepted good practice and 
processes? 
• Do the formal estimating techniques possess any flaws? 
Chapter 2 Review of the Literature 
2.1 Introduction 
This chapter looks at the hi,tory and general cla"ification of \Oft ware e'timating 
tech";>iues and methods. A detailed exammation of the more prevalent technique' " 
given. Other surveys of estimating practice are dhcu"ed in chapter 5. 
It would appear that Boehm ( 198 I) p329-341 wa~ the fir't to categori~ estimating 
techniques into algorithmic models. ex pen judgement. analogy. Parkin,on, price to 
win. top-down and bottom-up. These techniques are described a~ follows. 
• Algorithmic models are where a method uses one or a number of 
algorithms to produce various estimates of effon, duration and cost as a 
function of variables that are considered to atfect the outcome. These 
variables are generally referred to a~ cost drivers. The normal form of an 
algorithmic model is: 
E=aSb 
Where E is the estimate, S is the size. a is a productivity parameter and b 
is a scale parameter that accounts for economies of scale and complexity 
of the system under development. Boehm's Constructive Cost Model -
COCOMO is one such example. The b parameter indicates that there are 
non-linear relationships in software development and this is evident in 
several models and supponed by Banker & Kemerer ( 1989). However, 
Kitchenham (1992) provides arguments that for a single environment 
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linear model' arc likely to be 'ufficicnt. Thi' a\\ertoon i' further 
'upportcd by the work of Briand. El Amam. and Bomariu' (I 1J'J7) in the 
development of their hybrid method. 
• Expert judgement uses the experience and value judgement' of one or 
wore experts. A formal technique in this area i' Wide-Band Delphi. 
• Analogy uses the actual costs of similar pa~t projects and extrapolate' 
them for new developments. This is a ca~e ba~ed rea\oning approach. 
• Parkinson as described by Boehm ( 1981) is a design to cost method that 
limits the development to the available resources. This is from 
Parkinson's Law which states "Work expands to fill the available 
volume". 
• Price to win is establishing estimates ba~ed on the price that is expected to 
be acceptable for gaining a contract. 
• Top-down is where the overall cost is derived for the project and then 
divided into the different phases. 
• Bottom-up or Work Breakdown (WBS) estimating decomposes a project 
into its individual activities and tasks which are estimated separately and 
them summed to produce the overall estimate. 
More recently Humphrey (1995) has extended this list to include his own proxy-
based technique (PROBE) and Putnam's Fuzzy Logic. Putnam & Myers (1992) do 
not elaborate the Fuzzy Logic technique, however they do provide some useful 
information that can be incorporated into an estimating database. 
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From the literature surveyed, for example see Rutherford ( 1995) p66-75, the mo't 
widely reported and used estimating techniques are Boehm's Constructive Co't 
Model- COCOMO and Function Point Ana)y,is- FPA. The'e technique' are 
considered to be formal techniques because they have a well-documented model with 
repeatable processes and methods by which estimates are calculated. The;e 
techniques are discussed in more detail below. The other techniques ;uch as 
estimating by analogy are not well described, however one such description by 
Shepperd & Schofield (1997) is also given below. This method, analogy, purports to 
be in wide use in the software industry however as it is not formally described its 
application would vary widely from practitioner to practitioner. 
The evidence from Hihn and Habib-agahi (1991) and Wydenbach and Paynter's 
( 1995) surveys regarding technique usage show that if an algorithmic technique is 
used then either FPA or COCOMO (or a derivative) has a very high probability of 
being the technique used. Matson, Barrett and Melli champ ( 1994) p275 also state 
that "the most frequently cited measures are lines of code and function point 
analysis". Hence it is essential that these particular algorithmic techniques are 
understood and discussed in detail. 
2.2 Function Point Analysis • Albrecht 
Function Point Analysis (FPA) is a software estimating technique designed to 
measure the size of a software system in terms of the functions that are delivered to a 
user. Function Points were devised by Albrecht (Albrecht, 1979). Jones ( 1991) 
reports the goals set for this measure were that it: -
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• dealt with the external feature' of the 'oft ware that were important to the 
user. 
• could he applied early in a product's lifccyclc, 
• could be linked to productivity and 
• be independent of the coding language. 
Various modifications have been made to Function Points including Symonds Mark 
II Function Point metric and Jones' Feature Points. Both of these techniques are 
discu,sed below. These modifications came about because of perceived weaknesses 
such as not accounting for the inherent complexity of the application eg algorithmic 
complexity. Dreger ( 1989) was instrumental in making this estimating measure 
available to the general public with his publication, which was essentially a function 
point tutorial. Garmus & Herron ( 1996) is probably the most recent publication that 
provides function point counting guidance which includes examples for the counting 
of Graphical User Interface applications. 
Function Points measure software by quantifying the functionality provided to the 
user based primarily on logical design. The objectives of function point analysis are 
to:-
• Measure functionality that the user requests and receives 
• Measure software development and maintenance independently of the 
technology used for implementation. 
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The fun<·tion point count rellech the 'pccific countable functiOnality provided to the 
user by the project or application. The application\ 'pccific u'er functionality i' 
evaluated in terms of what is delivered by tbe application, not how it is delivered. 
Only user-requested and defined component' are counted. The counts are conducted 
in two steps. Firstly an unadjusted or raw count is performed and then modified by 
applying factors that are specific to the project. These factor~ are tenned Value 
Adjustment Factors V AFs. The unadjusted function point count ha~ two function 
types- data and transactional. The composition of these function types are 'hown in 
Figure 2-1. 
Unadjusted 
Function Point Cwnt 
Data 
Function Types 
Transactional 
Function Types 
{ 
Internal 
Logical Files 
External 
Interface Files 
External 
t Inputs External Outputs External 
Inquiries 
Figure 2·1 Composition of Function Types 
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Data function type' represent the functionality provodcd to the u'cr to meet ontcrnal 
and external data requorements. Data function type' arc either intcrnallogic.ol folc' or 
external interface tile\. 
Transactional functoon types represent the functionality provided to the U\cr to 
process data by an application in terms of inputs. outputs and inquiric\. 
The steps undertaken to count Function Points are a' follows:-
• Detennine the count type 
• Detennine the boundary of the application 
• Identify all data and transaction functions 
• Detennine the unadjusted or raw function point count 
• Detennine the value adjustment factor 
• Calculate the final adjusted function point count 
These steps are covered in more detail below. A worked example is also given 
below. 
I. Determine the count type. There are three types of function point counts which 
are:-
• Development project function point count, which measures the 
functionality of a new application being developed and includes data 
conversion and capture components of the system. 
• Enhancement project function point count, which measures modifications 
by adding, deleting and changing an existing application. 
• Application function point COWl!, which measures a system in production. 
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Formulae are given for each type in 'e.:tion 6 he low. 
2. Determine the boundary of the application. Thi' i' ha,ed on the u'cr·, 
definitil>n of the scope of the 'Y'tem. Context diagram' and the appropriate 
Information Engineering techniques can be used here. 
3. Identify all data and transactional functions. Data function types re;Jresent the 
functionality provided to the user to meet internal and external data requirements. 
Data function types are either internal logical files or external interface files. 
• An Internal Logical File (ILF) is a user identifiable group of logically 
related data or control information maintained by an elementary process 
within the boundary of the application being counted. The ILFs of an 
application are best represented by an Entity ·Relationship (ER) model in 
third normal form. This. together with the attributes represents the logical 
model. The International Function Point User Group (IFPUG) definition 
of an entity is a Record Element Type (RET) and an attribute as a Data 
Element Type (DET). Any aspects relating to the physical implementation 
of the system are NOT taken into account. Care must be taken to ensure 
that only the entities and attributes that are user identifiable are counted. 
For instance, when resolving a many to many relationship the intersection 
entity could or could not be included in the count and is dependant on 
whether or not it is user identifiable. Foreign keys are counted as DETs if 
the user requires the relationship between the entities to be maintained. 
Multiple RETs would be represented as sub-types in the ER model. 
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• An Extcrnallnterfa.:c F1le (ElF;" a u'cr idcntJiiahlc group of log~eally 
related data or control information u'cd hy the applkatum hut mamtamcd 
out-ide the boundary of the application hcing counted. An ElF in one 
application mu't he an ILF in another. The identification and counting 
practices for an ElF are similar to the ILF ahove. 
Transactional function types represent the functionality provided to the user to 
process data by an application. Transactional function types are defined a~ 
external inputs, external outputs and external inquiries. 
• An External input (EI) is the smallest meaningful activity that processes 
data or control information that comes from outside the boundary of the 
application being counted. The process must he self contained and unique. 
This includes all creating, modifying and deleting activities. 
• An External Output (EO) is the smallest meaningful activity that generates 
data or control information sent outside the houndary of the application 
being counted. The process must he self contained and unique. This is 
typically in the form of reports, graphical displays, data transfer files and 
notifications. 
• An External inQuiry (EQ) represents a combination of input (request) and 
output (retrieval) that results in retrieval of data from the application being 
counted. This typically involves a query on the application and can he in 
the form of look-ups, display and list hoxes. 
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4. Determine the unadjusted or raw function point count. The raw I un~t10n pomt 
count is calculated by dctcmJimng the complcxoty of the data and tran,actoon 
functoon types in a<.·<.·ordance with the number of entitie' (RET') and attnbutc' 
(DETs) affected. The complexity is categori,ed as low. average or high. 
Contained in Table 2-1 is a summary of how the function point comrlexity rating' 
are ascertained. 
The process is:-
• Each elementary comp<'nent is counted and a,signed a complexity value. 
• The sum of each category is then multiplied by the complexity weighting. 
• The categories are then totalled together to provide a raw or unadjusted 
function point count. This unadjusted function point count reflects the 
specific countable functionality provided to the user by the project or 
application. The application's specific user functionality is evaluated in 
terms of what is delivered by the application, not how it is delivered. Only 
user-requested and defined components are counted. 
Note The complexity of an EQ has two components, input and output. Both must be 
determined and the higher result of the two used in the unadjusted function point 
count. The weightings are the same as those of EI and EO. 
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Input l'omplnity • El I·-* ann hulL'' ~ I~ annhutc' If!+ allnhuln 
0 ~ 1r I lilt.·, <lt."t."t.'"t.'d (.tiW l.ow Avcra~t.· 
l ftlt•, ~11.:"-'l'"t'tl l.nw Avcr:••c ll1"h 
\ + filL'' at."l"C"l'lf AH·r.a•t.· Ill •h Ill •h 
(\mlplex.Jiy Wt.'Jghl Low::: 1. Avcra~c- 4. H1gh- () 
Output l'omplnity • EO 1-S altributrs fi .. J'J allributrc. 20+ altribul~ 
Ol'r I ftlt..•,m:L·c,,t..•d Low Lo~ Avcra~c 
lor 1 till:' acce,~cd (,ow Average l!lgh 
4 + fill's acL'C"'~cd Avcra~c H'"" H1gh 
Complexny we1ght. Low- 4. Average= 5, H1gh = 7 
File Complexity • ILF 1·19 allribut'"' 20·50 allribut.., 51+ allribut'"' 
I lo~Jca: record/entity Low Low Avcral!c 
2·.5 lo)!JCal ret.·ordslcnttttcs Low AvcraJ!c H1gh 
6+ loJ!tt.'al rccordslcnUtJes Average H1gh H1gh 
Complexny weight : Low - 7, A vcragc ::: 10, Htgh - 15 
Interface File Complexity 1·19allributes 20·50 allributes 51+ allributes 
·ElF 
I logical recordlenlily Low Low Avcra~c 
2·5 logtcal records/entities L~w Avera~e H1gh 
6+ logical records/entities Avrrr,ge H1gh H1gh 
Complexuy we:ghl: Low- 5. Average- 7. High- 10 
Enquiry Input Complexity l-4allributes S-IS allributes 16+ allributes 
-EO 
0 or I files accessed Low Low AveraJ!e 
2 files accessed Low Average H1gh 
3 + files accessed Average High High 
Complexuy we1ghl: Low =3. Average= 4, High= 6 
Enquiry Output 1-S allributes 6-19 atlribules 20+ allribules 
Complexity· EQ 
0 or I files accessed Low Low Average 
2 or 3 files accessed Low Average H1gh 
4 + files accessed Aver:~ge H1gh H1gh 
Complexity weigh! : Low- 4. Average - 5, High = 7 
Table 2·1 Function Point Complexity Ratings 
5. Determine the Value Adjustment Factor. In order to determine a final count 
for the system the raw count is modified by quantifying the key characteristics of 
the project and its environment and applying the resultant number to the raw 
count. These modifying characteristics are called the value adjustment factor 
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( V AF) which indicates the general functionality provided to the u'er of the 
application. The VAF is comprised of 14 general system characteri,tics (GSC') 
that assess the general functionality of the application. Sec Tahlc 2-2 for a li'tmg 
of these 14 GSCs. 
I. Data communicatiOns !!. Online up<late 
2. Distributed data processing 9. Complex proce"ing 
3. Performance 10. Reusability 
4. Heavily used configuration II. Installation ease 
5. Transaction rate 12. Operational ease 
6. Online data entry 13. Multiple sites 
7. End-user efficiency 14. Facilitate change 
Table 2·2 FPA General System Cha•acteristics 
Each characteristic has six degrees of influence with associated descriptions that 
help determine the degree of influence of the characteristic. The degrees of 
influence range on a scale of zero to five as follows: 
0 = not present or no influence; 
I =minor or incidental influence; 
2 = moderate influence; 
3 =average influence; 
4 = significant influence; 
5 = strong influence throughout. 
The total VAF is determined by evaluating all fourteen general system 
characteristics and summing them to produce the Total Degree of Influence (TD[). 
The TDI is inserted into the following equation to produce the value adjustment 
factor. 
VAF= (TDI * 0.01) +0.65. 
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When applied, the value adjustment factor adjusts the raw function point count by 
plus or minus thirty five percent (± 35%) to produce a function point count. 
6. Calculate the final adjusted Function Point Count. The final adjusted function 
point count is calculated using specific formulae for development projects, 
enhancement projects, or existing applications. These formulae are given below 
using the following abbreviations:-
DFP - Development project function point count. 
EFP - Enhancement project function point count. 
AFP - Application project function point count. 
UFP - Unadjusted function point count. 
CFP - Conversion unadjusted function point count. 
ADD - Unadjusted function point count added by enhancements. Also used 
for an existing application. 
CHGA - Unadjusted function point count of modified functions by 
enhancements after modification. 
CHGB - Unadjusted function point count of modified functions by 
enhancements before modification. 
DEL- Unadjusted function point count before the enhancements. 
UFPB - Application unadjusted function point count added by 
enhancements. 
V AF - Value adjustment factor. 
VAFB- Value adjustment factor before enhancements. 
VAFA- Value adjustment factor after enhancements. 
17 
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DFP = (UI<'P + CFP) * VAF 
EI''P =[(ADD+ CHGA + CI''P) * VAJo'A) +I DEL* VAB) 
AFP= ADD* VAF 
Note that the application function point count after enhancement i~ calculated by: 
AFP = [UFPB +ADD+ CHGA) • (CHGB + DEL)) * V AFA 
(International Function Point Users Group. 1994) 
2.2.1 Function Point Analysis Example. 
The following is a simple example of a function point count for a development 
project based on a very simplified project management system. 
I. Determine the count type 
For this example, it is assumed that the project is a new development and 
hence the type is "Development project". 
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2. Determine the boundary of the application 
Creating and analysing a context diagram "uch a" the example in Figure 2-2 
usually determines the boundary of the application of intere"t. 
Project Management 
Context Diagram r:=J ~ 
-@] 
Figure 2-2 FPA Example· Context Diagram 
3. Identify all data and transaction functions 
An entity - relationship diagram is used to determine the logical files in the 
system and the attributes or data stored by the system also needs to be 
documented. Figure 2-3 provides for the model for our example. Note the 
personnel entity is maintained by the personnel system and thus is classified 
as an interfaco: file. 
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Project 
Project Name 
Number 
Acronym 
Oe$¢ription 
Project l:ype 
Task 
TaslcName 
Project Type 
Assignment 
Task Number 
Personnel Number-
- "" Start Date -
Type Name 
Description 
Personnel 
_Personnel Number 
Name ,. 
DOB - " 
Figure 2-3 FPA Example E-R Diagram 
Some functions required by the system could be:-
• Create Project 
• Create tasks for a project 
• Assign personnel to tasks 
• Report all tasks on a project 
• Personnel Inquiry 
4. Determine the unadjusted or raw function point count 
The unadjusted or raw function point count is achieved by considering the 
data function types and transactional functions in the system. The following 
are the calculations for the example: 
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Data 1-'unction Types 
Project = an ILF with 5 DET' 
Task =an ILF with 6 DET' 
A"ignmcnt =an ILF with 4 DET' 
Personnel =an ELF with 4 DETs 
Project Type is not counted as this entity wa' created through 
normalisation and wa~ not requested by the user,. Therefore, we have 
three low complexity ILFs (3 • 7) and one low complexity ElF (I • 
5). 'fhese contribute 26 unadjusted Function Points to the count. 
Transactional Function Types 
There isn't sufficient information to count these function types 
accurately, therefore a~sumptions will have to be made. The results, 
for our example are detailed in Table 2-3. 
Create Project An El with 5 DETs and one file 
referenced. Simple= 3 
Create tasks for a project An El with 6 DETs and two files 
referenced (Project & Ta~k). 
Average= 4 
Assign personnel to tasks An El with 4 DETs and three files 
referenced. Average = 4. 
Report all tasks on a project An EO with 10 DETs and two 
files referenced. Average = 5 
Personnel inquiry An EQ with 4DETs and one file 
referenced on the output side. 
Simple =4 
Total= 20 
Table 2-3 FPA Example- Transaction Count 
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Therefore. the total unadjusted function point count for our example i' 
achieved by summing the data function type' and tran,actional function,. 
The result of this sum in our example is 46. 
5. Determine the value adjustment factor 
The GSC ratings for the example arc contained in Table 2-4. 
I. Data communications 4 8. Online update 5 
2. Distributed data processing 0 9. Complex proce,sing I 
3. Performance 2 I 0. Reusability 0 
4. Heavily used configuration 2 II. Installation ease 0 
5. Transaction rate 2 12. Operational ea'e 3 
6. Online data entrv 5 13. Multiple sites 0 
1. End-user efficiency 4 14. Facilitate change 4 
Total Degree of lnOuence = 32 
Table 2-4 FPA Example- VAF 
Using the formula VAF = (TDI * 0.01) + 0.65 
The Value Adjustment factor for this project= (32 • 0.0 I) + 0.65 
or 0.97. 
6. Calculate the final adjusted function point count. 
Using the formula DFP = (UFP + CFP) * V AF. 
The Development Function Point count= (46 + 0) * 0.97 or 
45 Function Points (rounded). 
2.3 Function Point Analysis Mark II 
Symons ( 1988) who proposed an alternative estimating method, Function Point 
Analysis Mark n (FPA MK II), has critically examined Albrectht's FPA method. 
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Symons considers the FPA Mk II method to he an evolution of Albrecht's FI'A and 
overcomes the following weakne"es: 
• the cla."ification of system component types, 
• the lack of objectivity in choosing the complexity weights, 
• the determination of internal processing complexity, 
the manner in which interfaces are counted and 
• the restrictive nature and "degree' of influence" of the V AFs. 
These weaknesses are discussed in greater detail in the chapter 6 - Analysis of 
Existing Estimating Models. 
FP A Mk II is based on the premise that a system consists of logical tran~action types 
with each transaction type heing a logical input/process/output combination. 
Therefore the inputs, outputs, inquiries and even interfaces of Albrecht's FPA are all 
treated as a combination of input/process/output. Symons ( 1988) asserts that the 
concept of a logical file is "almost impossible to define unambiguously" and the 
correct concept to use is that of a logical entity. It should he noted that Symons 
(1988) refers to entities as "anything (object, real or abstract) in the real world about 
which the systehl provides information". Symo. ~s ( 1988) then discusses the Mark II 
model in the context of using an entity relationship data model. No stipulation as to 
the level of normalisation, of the data model, is given. 
Another difference is that with Albrecht~'s FPA the "size" is mea~ured as the value of 
the functions delivered to a user whereas Symons system size relates to the effort to 
develop the functions of the system. 
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In order to provide a process 'ize mca,urc of each tran,action Symon' (I 'lXX) 
considered the work of McCabe ( 1976) and Jachon ( 1975) to arnvc at the 
hypothesis that a measure of proce"ing complexity i' to count the number of cntitic' 
referenced by a transaction type. Referenced mean' any acce'S to the entity - create, 
read, update or delete. The rea,oning is that the acce" path through an entity model 
involves a selection or branch or loop. Therefore, the number of entitie' referenced 
by a transaction type is the mea,ure of processing complexity. For ott.~r component' 
of a logical transaction, input and output, the number of data element types are the 
mea,ure of the size of the component. The formula for calculating Mark II 
Unadjusted Function Points (UFP) is: 
where 
UFP = N1W1 + NEWE + N0 Wo 
N 1 = number of input data element types, 
W1 = weight of an input data element type, 
NE = number of entity type references, 
WE = weight of an entity type reference, 
No = number of output data element types, 
W 0 = weight of an output data element type. 
It should be noted that N~o NE, No are each summed over all transactions. 
The weights were determined by calibration using data taken from twelve existing 
projects to arrive at the average man-hours per component. These results were then 
scaled to make the Mark II technique compatible with Albrecht's. This compatibility 
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en,ured all e1ght 'Y'tem,, in the cahhration data 'ct. under 5!XJ 1!1·1''' <:amc out to he 
idcntkal on hoth 'calc,. Th"c wc1ght' were: 
WI= 0.4-l. 
WF l.h7. 
Wo =!UK. 
The Mark Il's Value Adju,tmcnt Factor (then known a' the Technical Complexity 
factor) utilises the fourteen factors proposed by Albrecht (,ee figure 3) with the 
addition f1ve new ones. The'e new facto" are for: 
I. interfacing to other applications, 
2. security features, 
3. direct use by third parties, 
4. special user training needs, 
5. documentation requirements. 
The technique also allows additional factors to be used by an organisation on the 
provision that the factors are only those that can be derived from user requirements. 
2.4 Feature Point Analysis 
Jones (1991) developed this technique in order to "give the benefits of the function 
point method to real-time software, embedded software, systems software and 
telecommunications software". This technique was designed to overcome the 
perceived weaknesses of the function point technique with algorithmically complex 
systems. The technique uses the average complexity weighting of Albrecht"s 
technique and adds a new parameter- algorithms with weighting of three. In 
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add1tion it reduced the weighting of the flies parameter from ten to seven. The 
parameters and their weighting's arc summarised in Tahle 2-5. 
This technique is not a simple extension to include the algonthm parameter, as 
alluded to hy Prc"man ( 1997). hut uses a totally different method to calculate 
complexity. 
Parameter 
Algorithms 
Inputs 
Outputs 
Inquiries 
Files 
Interface Files 
Complexity Weight 
3 
4 
5 
4 
7 
7 
Table 2-5 Feature Point Analysis Parameters 
Complexity is not adjusted by using the fourteen value adjustment factors but by 
answering two questions that Jones ( 1991) claims summarises their intent. These 
questions relate to the problem complexity and data complexity as follows: 
Problem Complexity. 
I. Simple algorithms and simple calculations? 
2. Majority of Simple algorithms and simple calculations? 
3. Algorithms and calculations of average complexity? 
4. Some difficult algorithms and calculations? 
5. Many difficult algorithms and calculations? 
Data Complexity. 
I. Simple data with few variables and low complexity? 
2. Numerous variables but simple data relationships? 
3. Multiple files, fields and data interactions? 
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4. Complex tile 'tructure' and data mteraction' 
5. Very complex file structure' and data interaction,·' 
Both questions are an, we red and the re,uhant numhcr 'ummed together. Then a 
complexity multiplier as detailed in Tahle 2-6 i' applied to the unadJu,ted function 
point count to obtain the final count. 
Sum of Problem & Data Complexity Multiplier 
C I ' ompJexUy 
2 0.6 
3 0.7 
4 0.8 
5 0.9 
6 1.0 
7 1.1 
8 1.2 
9 1.3 
10 1.4 
Table 2-6 Feature Point Complexity Multipliers 
Jones ( 1991) asserts that Feature Points returns the same adju>ted function point 
count as does Albrecht's techniques and covers the same range but in a much simpler 
fashion. Note there are discrepancies in the way the Feature Point technique is 
described by Jones ( 1991 ). That is on pIll he discusses three questions that must be 
answered however on pll2 and p318 only the two questions described above are 
used. 
2.5 COCOMO 
COCOMO stands for COnstructive COst MOdel. COCOMO was first described by 
Boehm ( 1981) and comprises three models that correspond to available information 
at different stages in the development process. Each of these models includes a 
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numhcr of algorithm' relating product 'it.c in thou,and hne' of delivered \ourcc 
in,tructions <KDS() to the development effort in month' <MM.,.,..,). C'OC'OMO'' 
three mode I' arc: 
• ha,ic COCOMO for initial C\timatc'; 
• intermediate COCOMO for when the major \Uh'Y'tcm' arc 
detcrmmed and 
• detailed COCOMO when individual module' within the 
subsystems have been identified. 
The models' effort equations are of the form 
MMnom = a(KDSI)b 
where effort is mea,ured in person months and size is mea,ured in thou,and' of 
delivered source instructions (KOSI). The values of a and h depend on the model 
being used and the mode of development. See Table 2-7. 
Mode Basic Intermediate & Detailed 
a b a b 
Organic 2.4 1.05 3.2 1.05 
Semi-detached 3.0 1.12 3.0 1.12 
Emhedded 3.6 1.20 2.8 1.20 
Table 2·7 COCOMO Coefficients 
These modes are Organic, Semi-detached and Embedded, which represent 
increasingly complex software development projects. 
Organic is used to describe the situation of relatively small teams developing 
software in a highly familiar in-house environment. Most people connected with the 
project have extensive experience working with related systems and the requirements 
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and schedule arc not rigorously defined. The development cnvmmmcnl i' 'table 
with lillie changes to cxistmg operational hardware and procedure,. 
The Scmi-dct•~ehcd mode i' a mid-point hctwecn the extreme' of Organic and 
Emhcdded. The team memhcrs have an intermediate level of experience with related 
systems and there is a mixture of skilled and unskilled people. The requirement' and 
schedule are more rigorously defined than the Organic mode. 
The Emhcdded mode is used for projects that need to operate with tight con,lraims. 
The resu!lanl product must operate within a »trongly coupled complex of hardware, 
software, regulations and operational procedures. An Embedded mode project lends 
to operate in new areas of application, hardware and development environmenls. 
The coefficient values and the cost drivers described below were determined by 
expert opinion and a database of sixty-three projects wa' used to refine the values. 
Table 2-8 summarises these cost drivers. Note that all ratings categories are not 
applicable for each cost driver. 
Fifteen cost drivers are used to modify the basic equation for intermediate and 
detailed COCOMO by means of multipliers. These cost drivers are categorised into 
product, process and resource attributes. The level of each cost driver must be 
assessed on a six point ordinal scale. 
The basic effort estimate MMnom is adjusted by the product of all the cost driver 
multipliers. 
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Cost Description Ratings 
Drivers 
Very Low N111111nal lf•gh Very L)(1r.1 
Low lf•vh lf•v" 
RELY Rcqum:d ~oltwarc () 75 OriX I !WI I I~ 140 
rchahJht} 
DATA Di.lla ha~c ... uc O.Y4 I. !WI I OX I 16 
CPLX Prndm:t complc:\IIY () 70 O.X5 I !WI 1.15 I 10 I 6'1 
TIME Exccut1on umc I.! WI Ill 1.10 I 66 
con,tralnt 
STOR Mam ~toragc constraml I.CWI 1.06 I 21 I 56 
VIRT Vinual machme O.X7 I.! WI 1.15 1.30 
volatJhty 
TURN Computer turnaround 0.79 O.X7 I.! XI 1.07 I 15 
time 
ACAP Analyst capabJitty 1.46 1.19 I.CXJ O.XIi 0.71 
AEXP Applications expcnence 1.29 1.13 I.CXJ 091 0 X2 
PCAP programming capabiltty 1.42 1.17 J.()(J 0 X6 0.71 
VEXP Vinual machine 1.21 1.10 1.00 0.90 
experience 
LEXP Programming language 1.14 1.07 1.00 0.95 
experience 
MODP Use of modern 1.24 1.10 1.00 0 91 0.82 
programmmg practices 
TOOL Use of software tools 1.24 1.10 1.00 0.91 0.83 077 
SCED Required development 1.23 1.08 1.00 1.04 1.10 
schedule 
Table 2-8 COCOMO Cost Drivers 
The important points about Intermediate and Detailed COCOMO are not just the 
introduction of the cost drivers. Intermediate COCOMO is intended to be used when 
the major components of the software product have been idenlified. This enables 
effort estimates to be made on a component basis using the size and cost driver 
ratings appropriate for each component. The adjusted component estimates are 
.10 
Paranwlric Software Projecl fo.:Stlmaling ·An AnalytdN of C:urrenl Practice. 
summed to attain the total e'timate. Detailed COCOMO take\ the c't1mation procc" 
funher and uses co't driver multipliers that differ for each major development pha\C. 
COCOMO also has features for handling adapted code and a''c"mg the 
maintenance effon. Code re-u'c effect., arc determined by calculating an equivalent 
number of delivered source in,tructions (EDSI), and using EDSI in place of DSI in 
the effon equations. Maintenance effon eMimates are reMrictcd to that which i., 
expended on the following: 
• redesign and development of small ponions of a product; 
• design and development of small interface packages that require ~orne 
redesign of the product; 
• modification of the software's code, documentation or databa.,e structure. 
The Basic COCOMO estimate for annual software maintenance is calculated in 
terms of the annual change traffic (ACT) which is the fraction of the software 
product's source instructions that undergo change during a year. It is calculated 
using the following equation: 
where 
MMAM = ACT * MMnom 
MMAM is the estimated annual maintenance effon; 
MMnom is the estimated development effon. 
Boehm (1981) suggests that the annual maintenance estimate can be refined by using 
the Intermediate COCOMO cost drivers with the following adaptations. 
• SCED is not used. 
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• Personnel ratings and computer turnaround arc related to the 
maintenance staff and computer. 
• New cost driver multipliers are used for RELY and MODP. 
COCOMO uses a relationship between the development time (schedule) and 
development effort using the following equation; 
TDEV = a(MM)b 
where 
TDEV is tbe development time in months; 
MM is the estimated effort to produce the product in man-months; a 
and b are constants that depend on the mode of development a~ shown 
in Table 2-9. The same values are used for Basic, Intermediate and 
Detailed COCOMO. 
Mode a b 
Organic 2.5 0.38 
Semi-detached 2.5 0.35 
Embedded 2.5 0.32 
Table 2-9 COCOMO Schedule Equations Coefficients 
The COCOMO model also defines details such as a man month consists of 152 hours 
of working time and perhaps most importantly provides a pha~ and Work 
Breakdown Structure (WBS) for which the model applies. Boehm ( 1981) also 
details assumptions such as the project "enjoys good management" and "the 
requirements specification is not substantially changed after the requirements phase". 
Boehm's work is thorough and demonstrates an excellent undt'fstanding of the 
realities of software development. 
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Boehm ( 1987) also developed an improved ver,ion of COCOMO which i' ha,cd on 
a more modem process model which includes ri'k management and can he u'cd t<J 
predict the costs of Ada projects. 
2.6 COCOMO 2.0 
COCOMO 2.0 is currently under development and a~ yet there are only unpubli'h~d 
preliminary manuals available. This work will be very important and impact on all 
future software estimating models. It wa• recognised by Boehm, Clark, Horowitz 
and Westland (1996) that COCOMO had increa•ing difficulty in estimating the costs 
and schedules of business software, object oriented software, software developed 
using an evolutionary approach and software that is a composite of commercial 
packages. 
An anticipated model of future software development practices has guided 
COCOMO 2.0's construction. This model's components are outlined below. 
• End-user programming - where applications will be developed 
using application generator tools such as spreadsheets, query 
systems and parameter driven specialised systems. 
• Infrastructure - where applications will be in the areas of 
operating systems, data-base management systems and networks 
operating systems together with the user interface tools. 
• Application Generators - where the bulk of the tools used by the 
end users will be developed such as financial analysis tools, project 
management tools, etc. 
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• Application Composition - where application' too complex li>r a 
single tool will he created from 'evcral inter-operable component,. 
• System~ Integration- where large scale, emheddcd or unu,ual 
systems will he developed that require a 'ignificant amount of 
customised software development. 
COCOMO 2.0 prowides a suite of increa,ingly detailed estimation models in order to 
satisfy the different practices. End user practice is not seen by Boehm et al (1996) to 
need a COCOMO 2.0 model a' the applications are simple and will be developed in 
a small number of days. The first model addresses the Application Composition 
practice that comprises applications that cannot be built using a specific tool such a' 
a spreadsheet. However, the application can be created using a number of diverse 
packages. The approach used is called Object Point estimation. This technique is 
similar to Function Point analysis in that it uses a like process that is outlined below. 
I. Assess object counts: estimate the number of screens, reports and 
3GL components that comprise the application. 
2. Classify each object instance into simple, medium and difficult 
complexity levels using supplied tables. 
3. Assign a weight to each instance using a supplied table. 
4. Add all the object instances to obtain an Object Point count. 
5. Estimate the percentage of re-use expected to be achieved in the 
project using the following formula: 
New Object Points = !Object Points) * ( 100-% Re-use) 
100 
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6. Determine a productivity rate (productivity heing mca,urcd in 
terms of the New Ohject Point' per pcr-<m month) from the 
supplied tahlc. 
7. Compute the estimated pcr>on month,. 
The second and more detailed model, Early Dc,ign, u,cs unadju,ted Function Point' 
as a sizing metric. The V AFs are not u'ed a' COCOMO ( 1995) advi'e' that the 
characteristics and relative weighting are inconsistent with their experience. The 
unadjusted Function Points are translated into source lines of code (SLOC) and then 
KSLOC by using tables such as those provided by Jones ( 1991 ). A set of co't 
drivers is then applied. 
The third model, Post Architecture uses KSLOC as per the Early Design model but 
uses a more comprehensive suite of cost drivers. This model is only for use after the 
project's architecture has been defined. 
The importance of standard sizing measures has been recognised by the authors of 
COCOMO 2.0. The counting rules for the source lines of code are based on the 
Software Engineering Institute's source statement definition checklist. The function 
point counts are based on the IPUG's guidelines. 
2. 7 Expert Judgement 
The techniques in this area involve consulting with experts to obtain their opinion 
and consequent estimate as to the effort, cost and schedule factors for a particular 
project. An expert can factor in elements of a project such ... , the skill of the people 
involved, the similarity with past projects and political aspects of the development. 
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If a single cxp.:rt's opinion i' obtained then the re,ult can he 'uhjectto h"" and 
unfamiliarity with major aspects of the 'Y'tcm. 
To overcome the dtrticultics as"x:iatcd with a 'ingle exp.:rt an numhcr of group 
consensus techniques have evolved 'uch a' the Dclpht technique. Thi' technique 
originated at the RAND Corporation and Boehm\ Widchand Delphi vcr,ion i' 
described by Boehm ( 198 I). 
The use of the Wideband Delphi technique proceed' a' follow,. 
I. A coordinator provides each expert with a specification of the 'Y'tcm and 
an estimation form. 
2. A group meeting is held in which the project and e'timation i'Sues are 
discussed. 
3. The experts form an estimate individually and anonymously including 
rationale they feel may he required. 
4. The coordinator summarises all the estimates and distributes to all the 
experts without the rationale. 
5. Another group meeting is held which focuses on the areas where there is a 
wide divergence of opinion. These areas are discussed in depth to ensure 
all experts have an understanding of the issues involved. 
6. The experts make another estimate individually and anonymously and 
steps 4 to 6 are iterated to obtain convergence. 
This method ensures that there is good understanding of all the issues involved 
through communicating at the meetings whilst also minimising the impact of any 
dominant individual. 
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This technique has hcen extended hy Hope ( (<J97) whereby detmled c'timatrng fon"' 
are provided to the expert' that require them to make optimi,tlc, probable :md 
pessimistic estimates of both co't and effort. The clement\ of the fi1rm' were derived 
from analysing five large projects implemented on a national ba'i' within Telecom 
Au,tralia. The method has not hcen validated however it has proved u,eful to 
identify cost and effort factors not considered by other known technique,. For 
instance in one project (known to the author when a IT Manager in a national 
corporation) with a total cost of $4.8m, $I .3m wa' identified to environmental co,ts. 
A formula 
Estimate OptimistiC[.,,+ (4* Probablelror + Pessimisticl!!l 
6 * Eror 
is used to give a weighting to the sum of the estimates. Er,.1 is the number of experts 
providing estimates. The rationale behind the equation is the standard deviation of a 
beta distribution. 
2.8 Analogy 
Shepperd & Schofield ( 1997) describe the only analogy based estimating model 
found in the literature. The basis of their technique is to describe by way of a 
number of variables the project to be estimated and then use this description to find 
similar completed projects. The known values of the completed projects can then be 
applied to form an estimate for the new project. The similarity of projects is defined 
in terms of project features such as number of interfaces, development method etc 
and can vary in number. Similarity is defined as proximity in n-dimensional space 
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and the authors use an unweighted Euclidean distance. Unfortunately, the author' do 
not provide a full description of the1r technique. 
2.9 Other Techniques 
There are numerous other estimating models available and work is being conducted 
to extend and enhance existing models. The one of most significance i' Full 
Function Points that is described below. 
• Full Function Points -This an extension of the IFPUG Function 
Point standard to cater for the criticisms levelled relating to its 
inability to cope with real time software. Full function points ha' 
been designed for both management information systems and real 
time software. The IFPUG counting rules dealing with control 
aspects have been expanded and new function types added to 
address the control aspects of real time software. These consist of 
two control data function types - Updated Control Group - UCG 
and Read-only Control Group- RCG. There are also four new 
control transactional function types- External Control Entry -
ECE, External Control Exit- ECX, Internal Control Read - ICR 
and Internal Control Write- ICW. 
(St-Pierre, Maya, Abran, Desharnais, and Bourque 1997) 
There were no models found in the literature search that used a detailed workbook or 
work breakdown approach except that proposed in Hope ( 1996). 
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Chapter 3 Theoretical Framework 
Then: arc 'cvcral area' of theory that relate to this work. Thc'c arc: 
• measurement theory that relates to both analy,ing the validity of exi,ting 
estimating techniques and the con,truction and evaluation of the survey 
instrument; 
• theory supporting surveying and sampling is important in that sample 
size, bias and an understanding of the respondent profile affects the 
conduct of the survey and the response analysis. This also provides a 
foundation on which to critically analyse other survey efforts within the 
domain of this work. 
• theory relating to the statistical treatment of the survey data. 
3.1 Measurement Theory 
3.1.1 Measures 
As Lederer and Prasad ( 1998) assert the estimating of software projects have 
important ramifications for organisations that are making decisions based on the 
estimates and also on the teams and personnel who undertake the projects. Therefore 
it is important that any measures derived for estimating purposes must be based in 
measurement theory if they are to have any mathematical validity and hence 
meaningfulness. It is apparent that a number of "metrics" in the Software 
Engineering paradigm fail to take heed of the available theory and hence the metrics 
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espoused are flawed (Fenton 1'194). More'" the cnndu,inn' drawn from metric' 
must he treated with ,u,picion. 
Fenton ( 1994) defines measurement a' "the procc" by which number' or 'ymhnh 
are assigned to aurihutes of entities in the real world in 'uch a way a' to de,cr ihe 
them according to clearly defined rule, ... An entity can be either an obJect, 'uch a' a 
requirements specification, or process of interest, 'uch a' the requiremenr- pha'e of a 
project. An allribute is a property of an entity such a' the number or word' in the 
requirements document. There are two types of mea,urement. direct and indirect. 
Direct measurement is where the measurement of an allribute does not depend on the 
measurement of any other allribute. Indirect measurement is an auribute that 
comprises the measurement of one or more other auributes. 
Hence it is important to note that measurement is a defined mapping of numbers or 
symbols to an attribute which must preserve any intuitive or empirical observations 
about the attribute. 
For instance, we could measure the length of a requirements document by mapping 
to the attribute length the number of pages or the number of words comprising the 
document. To be clear about the attribute we would have to have a formal definition 
or model for the requirements document that defined the rules under which the 
measurement took place in order that the length could be stated unambiguously and 
in a repeatable fashion. For instance a requirements document model would have to 
cater for various aspects that could impact on the attribute such as page size, font 
size, line spacing, standard contents, etc. It is interesting to note where common 
measurements are taken this definition applies. For instance, in the measurement of 
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the height of a person mles apply as to the peN>n'' attitude, ie 'tanding with feet on 
the ground and the di'P'"ition of the footwear before mapping the pcr-<>n'' lcngtr to 
a number system. 
Fenton ( 1991) is of the opinion that where no previou' mea,urement ha' been 
performed or the attributes are not well under,tood one should attempt to obtain 
direct measures in order to gain an understanding of the entity and attribute' in 
question. 
For mea,ures to be valid it is generally considered that they should obey the 
representation condition of measurement theory (Fenton, 1991 ). The representation 
theory of measurement has a mathematical framework ba,ed on sets, relations, 
axioms and functions. The components are: 
• Empirical relation systems that determine the axioms that characterise any 
empirical observations or relations between the entities. The set of entities 
E, together with the set of empirical relations R, is called an Empirical 
Relation system (E,R) for the attribute under observation. For example. 
the attribute length of a document leads a binary relation "is longer than" 
and this satisfies the axiom of transitivity. That is, if document A is longer 
than document B which in tum is longer than document C, then we may 
infer that A is longer than C. Relations do not have to always be binary, 
for instance, "is long" would only apply to an single instance of a 
document. 
• The representation condition is required for mea,urement in order that the 
attribute defined in the E,R system can have a mapping M into a numerical 
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relation 'Y'tcm (N, P) in 'uch a way that all cmpincal relation' arc 
prc,crvcd. That is M map' attributes in E to number' in N and cmpmcal 
relations in R arc mapped to numerical relation\ in P. Note the 
representation condition assen' that the correspondence bet weer. emp1ncal 
and numerical relations is two way. For in,tance with the document 
example above if we considered E a' the set of all documents and R 
contains the relation "longer than". Then a mea,ure M of length would 
map E to the set of positive integers and "longer than" to the relation "> ". 
The representation condition assens that document A is longer that 
document B, if and only if M(A) > M(B). 
• The scale types that can be meaningfully applied to the mea,urement of an 
attribute are dependant on the representation mapping M from an 
empirical relation system E to some numerical relation system N. If such 
a representation exists then the triple (E, N, M) is called the scale. 
It should be noted that empirical relations are normally established by subjective 
means as a precursor to more objective forms. That is firstly observations are made 
of objects of interest in the real world in a subjective manner as a precursor to 
finding more objective measures. An example would be the measurement of 
temperature. It was no doubt observed in the past, before thermometers were 
invented, that the air temperature varied over time. The degree of hotness or 
coldness is subjective based on an individual's physiology and perceptions. At some 
stage the length of a column of mercury was mapped to a number system thus 
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providing an objec·tivc measure not dependent on any inuividual' phy,iology or 
perception. 
A framework for the validauon of M>fl" arc mea,uremenl ha' been propo,cd hy 
Kitchenham. Ptleeger and Fenlon( 1995) which i' u,eful in I hi' work. The 
framework is based on Fenton's work and has the goals of helping b01h the area' of 
research and practice by facilitating the underManding of: 
• measure validation 
• validation work assessment 
• appropriateness of measures in a given situation. 
A structural model of measurement was provided and this can be seen in Figure 3-1. 
Empirical (real) world Formal (mathematical) world 
in 
Attribute relationship 
model (equation) 
Figure 3-1 A stnJctural model for llle&'iUrement. 
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3.1.2 Scale• 
There arc 'cvcral di,tinct lcvcb of mca,urcmcnt or 'calc type' that vanahlc' can he 
mapped to. The allowable operation' and hence 'tati,tiC\ on the variahiC\ arc 
dependent on the level of mca,uremcnt achieved. Thc\c \Calc type' are nommal, 
ordinal, interval and ratio and are described below. 
Nominal 
This is the weakest level of measurement that use' names. 'ymbols or number' to 
classify the characteristics in question. That is a nominal scale is u'ed to lahel or 
categorise entities of interest. It should he noted the categories are qualitatively 
different not quantitatively. An example of a nominal scale is the categorisation of 
project activities into: 
I =management; 
2 = analysis; 
3 =design; 
4 =coding; 
5 =testing. 
Hence the scaling operation is the partitioning of the set of entities of interest into a 
set of mutually exclusive subsets. The only relation is that of equivalence. In the 
example above the assignment of numbers is. purely arbitrary and the classification 
scheme could have used a different set of numbers or letters such as: 
rna = management; 
an = analysis; 
de =design; 
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co= coding; 
See Table 3-1 for the 'ummary of pcrmi"ible operation' and appropnatc 'tati,tical 
tests. 
Scale Defining Relations Examples of Appropriate Appropriate 
Statistics Stati,tical Te'l\ 
Nominal I. Equivalence Mode 
Frequency 
Contingency coefficient 
Ordinal I. Equivalence Median Non parametric 
2. Greater than Percentile stati,tical te,ts 
Kendall r 
Spearman r, 
Kendall W 
Interval I. Equivalence Mean 
2. Greater than Standard Deviation 
3. Known ratio of Pearson product- moment 
any interval correlation 
Multiple product-moment 
correlation Nonparametric 
Ratio I. Equivalence Geometric mean and parametric 
2. Greater than Coefficient of variation statistical tests 
3. Known ratio of 
any two intervals 
4. Known ratio of 
any two scale 
values 
-
Table 3-i Summary of measurement scales and statistics (Derived from Fenton 
(1991) p 36. 
Onlina~ 
This is the second level of measurement that uses names, symbols or numbers to 
classify the characteristics of the entities in question and to describe a relationship 
between them. Typical relationships are greater confidence, more difficult etc. 
There is a "greater than" relationship between the categories and this must hold true 
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for all pairs of categories. That i' an ordmal ''ale 1' U\cd to label or <.:ategon'c 
entities of interest and order them by rank on a continuum. An example of an ordmal 
scale would be the categorisation of proje<:t activrtie' into: 
I = very easy; 
2 =easy; 
3 = difficult; 
4 = very difficult. 
This scale does not provide any information regarding the di,tances between values 
and hence the interval between any pair of the categories may be larger or smaller 
than the interval between any other pair of categories. The example above could 
have been designated: 
I =very easy; 
20=easy; 
300 = difficult; 
4000 = very difficult. 
Hence, the scaling operation is the partitioning of the set of entities of interest into a 
set of mutually exclusive subsets together with a ranking. The relations are that of 
equivalence and greater than. See also Table 3-1 for the summary of permissible 
operations and appropriate statistical tests. 
Interval 
An interval scale is the third level of measurement and has all the characteristics of 
an ordinal scale (the entities in question are classified and ranked) and in addition the 
distances between the entities can be measured. That is the mapping of the 
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cla"ilicatlon of the cnlltic' i' of 'uch prcCJ"'>n that interval\ hctwccn all the da""' 
on the scale arc known and rcprc,cnt equal quantitie'. The ontcrval \Calc ha' a 
constant unit of measurement that a"ign' a real numhcr to all pai" of ohjcct' in the 
set. In an interval scale the zero point and the unit of mca,urcmcnt arc arhitrary. An 
example of an interval scale is the measurement of temperature u'ing the Centigrade 
and Fahrenheit 'cales. The unit of mea,urement and the zero point arc different 
however both scales contain the same information. As the >cale> contain the >arne 
information a reading on one scale can be transformed to an equivalent reading on 
the other. For instance the table below shows such a transformation and that the zero 
points and intervals are arbitrary. The freezing of water takes place at 0 degrees on 
the Centigrade scale and at 32 degrees on the Fahrenheit one. 
Centigrade 0 10 30 100 
Fahrenheit 32 50 86 212 
This scale type is the first quantitative scale and arithmetic operations can apply as 
the ratio of the differences between the intervals is equal. Hence the numbers 
assigned can be added or subtracted and multiplied by a constant. The numbers 
cannot be multiplied or divided, as this scale type does not possess a true zero point. 
Thus statements such 40° C is twice as hot as 20° C are not valid. 
See also Table 3-1 for the summary of permissible operations and appropriate 
statistical tests. 
Ratio 
A ratio scale is the fourth level of measurement and ha~ all the characteristics of an 
interval scale (the entities in question are cla~sified, ranked and has known equal 
47 
Parametric Software Projoc:t Estl-tlna • An Analyolo of Current Practice. 
intervals) and in addition has a true zero point. The raton of any two \Calc point\ i' 
independent of the unit of measurement. The unit of mca\urcment is arbotrary. 
Examples are the measurement of length, weight and absolute temperature. For 
instance the weight of two objects can measured U\ing grams and ounce\ and it i' 
found that the ratio of the gram weights is identical to the ratio of the ounce weights. 
For temperature measured using the Kelvin scale which has a true zero point it i~ 
valid to say 40" K is twice as hot a~ 20" K albeit very cold. 
Arithmetic operations apply to the objects as well as the intervals between the objects 
providing no negative values are used to multiply measurements. 
See also Table 3-1 for the summary of permissible operations and appropriate 
statistical tests. 
(Siegel, 1956 p22-29; see also Judd, Smith and Kidder 1991 p61-64) 
3.2 Surveying and Sampling 
One method by which the objects and events of the area of interest can be observed 
and data gathered is by the descriptive or normative survey method. (Leedy 1993). 
This method attempts to; 
• describe the events that are currently taking place through data collected; 
• draw conclusions from the data; 
• extrapolate the conclusions into the general population. 
This method assumes that what is observed is normal and under the same conditions 
could be observed again. That is, the phenomenon being observed follows a pattern 
that is common throughout the area in question and is normal. 
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The characteristics of a descnptive 'urvcy arc: 
I. The 'ituation hcing ol"crved need' to u'c thl\ method a' the mean' of 
data collection. 
2. The population is carefully cho,en to en,ure a repre,entative and valid 
sample is chosen. 
3. The influence of bia' in the data collected i' minimJ,ed, acknowledged 
and accounted for in the data analysis. 
4. The data collected is systematically organised in such a manner that valid 
and accurate conclusions can be drawn. 
3.2.1 Population Selection Methods 
One of the most important areas in surveying is the method used to select a 
representative sample. The sample size selected should have a probability that is 
great enough so that the resultant sample can be considered representative of the 
population under study. 
There are two basic methods for sampling and these are non-probability and 
probability sampling. 
Non-probability Sampling 
With non-probability sampling there are two basic categories: 
• convenience or accidental sampling and 
• quota sampling. 
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Convenience or accidental 'ampling makes no effort to rcprc,cntthe populatum 
being studied. It take' data from the neare't convenient 'ource and there i' no 
auemptto control bias. An example would he a univehity lecturer wantmg to make 
some generalisation about 'tudents. studie' the 'tudents in hi' or her cla"e'. 
Quota sampling is a variant of convenience sampling and i' abo 'ometime' 
misleadingly referred to a "representative" sampling. With this type of sampling the 
objective is to select a sample that is replica of the population that one wi,he' to 
generalise and hence is "representative". With the sample parameters defined the 
subjects in the population are selected at convenience. For instance if a university 
lecturer was studying a student population that had equal numbers of females and 
males the instructions may be to interview equal numbers entering a certain building 
on campus. Bias will enter by several means. The students entering 'ay a Computer 
Science building may have different characteristics than those entering an Art's 
building. The interviewer may interview friends, avoid dangerous looking or 
unattractive people and hence bins the data collected. 
With non-probability sampling there is no way to estimate the probability that each 
element has been included in the sample and no assurance that every element has an 
equal chance of being included. 
(Leedy 1993 pl97-200 and Judd et aJ 1991 p130-136). 
Probability Sampling 
With probability sampling the probability that each element will be included in the 
sample can be specified and sufficient cases are selected from the population to 
ensure the validity of the mathematical operations applied to the data collected. As 
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Judd et al (1991) pl33 advise "Probability samphng 1\ the only approa~h that make' 
possible representative sampling plans". 
With probability samplmg the subjects arc cho,cn from the population by mean' of a 
randomization method and hence the sample is known "·' a random 'ample. There 
are different methods employed in selecting a random sample some using a lottery 
method or a table of random numbers. The overriding principle i' to permit blind 
chance to determine the outcomes of the selection process. For example if a 
university lecturer was studying a student population that had equal numbers of 
females and males he or she may use a random number generator to select students 
based on their identification number. In this manner each student would have the 
same probability in being selected and hence any individual bias is reduced. There 
are refinements to simple random sampling such a~ stratified random sampling and 
proportionaJ stratified sampling which are not relevant to this work. 
Sample Size Selection 
It should be noted that when you sample you are deaJing with only partial 
information and hence a risk exists of being wrong when inferring something about 
the population on the basis of sample information. This amount of risk relates 
directly to the size of your sample. The risk is mitigated a the sample size increases. 
To avoid the risk the entire population would need to be studied. 
In selecting the sample size a number of factors need to taken into account. These 
are: 
• the method of sampling to be used; 
• the confidence level 
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• the prcci>ion (or reliahility) range. 
To minimise ri>k a high confidence. eg 95 percent. that the true value 'ought (the 
actual value in the popuhtion) lies 'omcwhcre within a 'mall interval ('ay ~ or- 5 
percent) around the sample value (your preci,ion). Ro's ( 1996) provide' a numhcr 
of formulas for determining sample size. For thi' work the following formula i' 
appropriate. 
n 
Where 
A' 
Z' 
P((l- P) 
+ P(l-P) 
N 
n = sample size required 
N = number of subjects in the population 
P = estimated percentage of the population possessing the attribute of 
interest 
A= Accuracy desired (expressed as a decimal) 
Z = number of standard deviation units of the sampling distribution 
corresponding to the desired confidence level. 
3.2.2 Bias 
Bias is inherent in all research however as Leedy ( 1993) p213 says "data in 
descriptive survey research are particularly susceptible to distortion through the 
introduction of bias into the research design". Leedy ( 1993) goes on to define bias as 
any influence or set of conditions that distort the data from that which would have 
been obtained by pure chance. Therefore the objective is to reduce the sampling 
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errors and acknowledge and nmke explicit any po"ihlc 'ourcc of hi a,. lhmg a 
random sampling method can reduce 'ampling error,. 
The use of volunteer' in 'urvcy re,earch reprc,cnt' a major 'ourcc of hi a,. 
Voluntech, a' a group. possess charactcri,tic' qu1tc different from tho'c who do not 
generally volunteer. The'e differences need to accounted for when choo,ing to u'c 
an exclusively volunteer sample as the bias introduced into the data may he 'o great 
that there is little confidence in extrapolating the 'urvey's finding' to the population 
in general. 
Research findings exist which describe several unique characteri,tics of the volunteer 
subject. By using these characteristics suitably, inadvertent biases u~ually a-,sociated 
with using and interpreting results from volunteer sample' may be avoided. The 
following list provides a number of conclusions about the unique characteristics of 
the volunteer. The categories representing the higher levels of confidence to be 
placed in the findings are listed. Within each category. the conclusions are listed in 
order starting with those having the strongest evidence supporting them. (Rosenthall 
and Rosnow, 1975; pl95-196): 
Conclusions Warranting Maximum Confidence 
Rosenthal! and Rosnow, (1975) also advise: 
• Volunteers tend to be better educated than non-volunteers, especially 
when personal contact between investigator and respondent is not 
required. 
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• Volunteers tend to have higher 'ocial-cla" \lalU\ than non-volunteer\, 
especially when "lCial cia" i' defined hy re,ptmdcnt\' own 'latu' rather 
than hy parental 'latus. 
• Volunteers tend to he more intelligent than non-voluntee" when 
volunteering is for research in general, hut not when volunteering i\ for 
somewhat less typical types of research 'uch a' hypnmi,, 'en,ory 
isolation, sex research, small-group and personality re,earch. 
Volunteers tend to be higher in need for MJCial approval than non-
volunteers. 
• Volunteers tend to be more sociable than non-volunteers. 
Conclusions Warranting Considerable Confidence 
• Volunteers tend to be more arousal-seeking than non-volunteers, 
especially when volunteering is for studies of stress, sensory isolation, 
and hypnosis. 
• Volunteers tend to be more unconventional than non-volunteers, 
especially when volunteering is for studies of sex behaviour. 
• Females are more likely than males to volunteer for research in general, 
more likely than males to volunteer for physically and emotionally 
stressful research (eg., electric shock, high temperature, sensory 
deprivation, and interviews about sex behaviour). 
• Volunteers tend to be less authoritarian than non-volunteers are. 
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• Jews are more likely to volunteer than Protestants, and Prote,tant\ arc 
more likely to volunteer than Roman Catholic' arc. 
• Volunteers tend to he less conforming than non-volunteer' when 
volunteering is for research in general, hut not when subjects arc female 
and the task is relatively "clinical" (eg. hypnosis, sleep, or counselling 
research). 
As can he seen that not all these attributes are relevant to the population in this study 
however serve to emphasise the wide nature of the characteristics of volunteers and 
how this could easily bias the data collected. 
Borg and Gall ( 1979) have suggested how to use the characteristics of the volunteers 
empirically found to combat the effects of bias in survey research. For example, they 
suggest that "The degree to which these characteristics of volunteer samples affect 
research results depends on the specific nature of the investigation". For example, a 
study of the level of intelligence of successful project managers in different 
organisations would probably yield spurious results if volunteer subjects were 
studied, since volunteers tend to he more intelligent than non-volunteers. On the 
other hand, in a study concerned with cooperative hehaviour of people in a project 
team situation, the tendency for volunteers to he more intelligent may have no effect 
on the results, but the tendency for volunteers to he more sociable could have a 
significant effect. 
It is evident that the use of volunteers in conducting descriptive survey research 
confounds the interpretation of research data and its extrapolation to the population 
in general which of course includes all individuals who did not volunteer. 
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Other areas of bias may enter the data in the gcncraJi,ation' made from the re,pon'e' 
in that a sub-group of the population in quc,tion may have motive' that lead therr not 
to respond. Leedy ( 1993) p214 give' as an example where mi,Jeading 
generalisations could easily be drawn from people re,ponding to a que,tion regardmg 
taxation. The non-respondents may not have wi,hed to make known .orne level of 
indiscretion that would lead to the surveyor drawing conclu,ion' about their level of 
integrity. 
3.3 Rating Scales 
There are several methods to extract data from a respondent. One of the more 
accepted ways is to use a question that has an associated graphic scale to mea~ure the 
strength or intensity of a respondent's feeling or attitude to the question. These types 
of questions allow the respondent to have finer granularity in his or her answer and 
hence more quantitative information can be obtained. One of the major advantages 
of a graphic scale is its ease of use. 
Judd et al ( 1991) p 153 report that "self-ratings have shown to be equal or superior to 
other types of assessments in predicting a wide range of criteria". However as the 
ratings given are subjective errors and bias can be present. Some examples are: 
• respondents tend to avoid extreme positions, 
• an overall positive or negative attitude can influence specific 
question ratings, 
• respondents tend to generosity in which overestimates are made of 
desirable qualities. 
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The'e i"ues can he mldre"cd hy con,tructong the que,IH>n\ on 'uch a manner"' to 
avoid extreme po,itions and have que'''""' that check and halancc the re,pondcnt'' 
attitude. 
Judd et al (1993) pl54-155 warn thalli i., a common fallacy to interpret a rating \Calc 
response literally. For example eighty percent of rc,pon'c' may he ahovc the 
average category although thi' IS impo"iblc by definition. The rating mformation i' 
implicit in the relationships to other mea,ure,. 
Judd et al ( 1991) report that Ma,ters ( 1974) advi,es the number of categone' on the 
scale can influence reliability and abo indicates "five to seven categories 'cems to 
limit reliability, although increasing the number of categoric' over thi' number help' 
little if at all". 
The most common and easily used graphic intensity (or scaled) que,tion involves the 
use of the Likert-type answer scale. It allows the respondent to choose one of several 
(usually five to seven) degrees of attitude about a statement. Summing the items 
derives the scale score. 
3.4 Statistical Techniques 
The measures appropriate to this work are mea,ures of central tendency, which are 
used to discover a representative or typical value in the data set. These are: 
• Mode- The most freq~:ently occurring value. Multiple modes can 
exist in a data set 
• Median - This is a positional value in the centre or middle of an 
ordered set. It is found by ordering the scores from lowest to 
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highest and if there arc an odd number of 'core' 'electing the 
middle score. If there arc an even numhcr of 'core' the 1mddlc of 
the two middle scores is selected. 
Mean -This is the arithmetic average for the 'core' in the data \Cl. 
It is calculated using by 'umming all the 'cores and dividmg hy 
the number of scores in the data 'et. 
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Chapter 4 Method 
The method adopted was to survey organisations and individual\ to obtain 
information relevant to the research questions. analyse similar publi,hed survey' 
conducted elsewhere in the world and analyse existing estimating techniques. 
The survey questionnaire was designed to cater for both individual and 
organisational aspects of interest in a combined manner. This wa~ because: 
• The research is aimed at both aspects of organisational and individual practice. 
• The practitioners in the industry are fairly mobile moving from organisation to 
organisation and all experiences are relevant to this study. 
4.1 Survey Procedure 
A survey of software practitioners in Western Australia was conducted to ascenain 
the current state of practice in this geographical region. 
I. A questionnaire instrument was developed addressing the research questions. 
This is contained in Attachment I. Note questions not peninent to this research 
are covered by the instrument for other research purposes. 
2. The questionnaire was pre-tested with two academics that have had extensive 
(greater than twelve years) relevant industry experience. 
3. Two pilot surveys were conducted with four Information Technology managers in 
Western Australia to tune the questionnaire instrument. 
59 
Parametric Softw.,.e Project Eotl..,.tlna• An Analyols of Current Practice. 
4. The survey wa' conducted in Western Australia using one hundred and two 
organisations selected at random from an existing databa'e of two hundred and 
seventy eight organisations. 
5. Analysis of the data to determine: 
• a cla"ification of the project types; 
• methods and techniques used in estimate formulation: 
• accuracy of the above techniques; 
• commonality of elements estimated; 
• degree of validity of the estimates made; 
• conformity to best practice. 
4.1.1 Subjects 
The survey subjects were the people who performed estimates within their 
organisation. These were typically the Information Technology Managers and 
Project Managers involved in developing software intensive projects in a variety of 
organisations within Western Australia and responsible for providing the initial cost 
and effort estimates. 
The organisations were selected by generating one hundred and two random numbers 
between one and two hundred and seventy eight and those organisations whose 
database key matched the generated number were used as the survey target. This 
method meets the random sampling criteria in that: 
• every member in the population must have an equal opportunity of being chosen 
for the sample (equality) and 
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• the selection of one member is not affected by the selection of previous member\ 
(independence). Judd, Smith & Kidder ( 1991) pl36. 
The sample size was chosen by using the following assumption~: 
Organisations 
• Population size from which the sample will be drawn b 286 
• Percentage of the population possessing the attribute of interest is 90%. 
• Accuracy (precision) level .10 [low precision) 
• Confidence level: .95 
• Expected percent return rate is 30% 
Individuals 
• Population size from which the sample will be drawn is 2000. 
• Percentage of the population possessing the attribute of interest is 90%. 
• Accuracy (precision) level .10 [low precision] 
• Confidence level. . 95 
• Expected percent return rate is 30% 
Using 
n 
P((l- P) 
A 2 + P(l-P) 
Z2 N 
leads to: 
• for organisations a sample size of 103 organisations with 31 valid responses, and 
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• for individuals a sample size of 113 with 34 valid re;pon;es. 
A covering letter was sent (see appendix 2) rcque;ting that the organi;ation have it' 
most experienced people complete the que,tionnaire. Reply paid envelopes were 
also included Jo encourage a good response rate. 
As the initial response was not adequate follow up telephone calls were conducted to 
elicit a satisfactory response and obtain rea,ons for a lack of response. It was 
discovered on studying the reason for not responding that large number of companie; 
out-sourcing their software development efforts and advised they did no estimating. 
An additional forty-four organisations were randomly selected and contacted in order 
to gain an adequate sample. 
4.1.2 Instruments 
The principle instrument was a survey questionnaire designed to elicit responses as 
to current practices at both an organisational and individual level. The questionnaire 
is described in more detail below. (See also Attachment I). 
4.1.3 Data Analysis 
Classification of the estimating elements that the respondents use and their frequency 
and distribution. 
4.1.4 Limitations 
The selection of the organisations was from mailing list of potential customers of a 
consulting organisation. A bias may be present from the method(s) used to populate 
the database. The respondents are all volunteers with the corresponding attributes as 
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discussed in chapter 3. It is a."umed the re,pondent' have 'orne knowledge of 
estimating techniques. Non-rc,p<mdcnt' may have hcen reluctant to ind1ca~e a lack 
of knowledge or the use of good practice. Respondent' may have given an,wer' that 
reflected generally accepted good practice and not their actual practice. Several 
questions were posed in different manners to try to eliminate re,pondent hia,. 
The survey was limited to practitioners in the We,tem Au,tralian region and the data 
can only be considered representative of that region. 
4-1.5 Description of The Instruments Used 
The collection of data was by way of questionnaire. See section 4.1.7 for a full 
description of the questionnaire. 
4.1.6 Construction of the Questionnaire 
The questionnaire was initially piloted by trialing with two experienced IT managers. 
This caused the wording of several questions to be altered in order to clarify their 
intent. Additional elements were also added such as the category "Sales People" to 
0.6. The questionnaire was then further tested with another two IT managers. This 
caused a major rewrite of the questionnaire to reduce its length by combining similar 
questions that related to new and maintenance projects. Also some questions were 
reformed to ensure they were clear in whether they related to the personal 
experiences and practices of the respondent or to the organisational practices. 
4.1.7 The Questionnaire 
The questionnaire consisted of the following five sections: 
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• Pcr~onal Dctmls; 
• Organisational Information; 
• Software House or Information Technology Group Information; 
• Software Estimation Practice~; 
• General Software Estimation Practices. 
Each contained a number of question~ relating to the ~ubject topic of the ~ection. 
The relevance of each question to the ~tudy is described below. 
4.1.7.1 Part A: Personal Details 
A.1 Please indicate the number of years in the current or11ani.wtion. 
This was designed to be used with questions in section E that relate to 
organisational estimation practices. The validity of the answers, especially 
where there are no formal estimating techniques (E. I), must be tempered again>~ 
the history and length of time the individual had in an organisation. 
A.2 Indicate the total number of years experience you have in software devetopme111. 
Designed to see if there wa~ any correlation between the number of techniques 
once used and discarded and the number of techniques currently used - E 16 and 
E I 7. The data also adds weight to any conclusions drawn due the average 
respondent's length of time in the industry. It is postulated that a person who 
has been in the industry a number of years ha~ had experience in this time. This 
is used only as an indicator of experience and not actual experience. 
A.3 Indicate the software project estimatinli techniques that you have used in your 
career. Please also rate their usefulness by circlin!l a number. (I =useless: 
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4=rlseful; 7=very useful). 
The respondents could chom.c a number of techniques that they had u'cd and 
indicate how useful they were on a 'even point Lickert 'calc. An "Other" 
category was included to ensure all possibilities were accounted for. The 
techniques and their descriptions were 
• Analogy (To compare pa~t projects and extrapolate to new project') 
• Expert Judgement (To obtain expert opinions and apply to new project') 
• Work Breakdown (To define all the tasks in a project, e"imate 
individually and then aggregate) 
• Lines of Code techniques (To estimate the number of source instructions 
that will be delivered eg COCOMO) 
• Function Point Analysis (Using Albrecht's techniques or a derivative) 
• Other (please specify\ 
A.4 Please rate your software project estimating skills. ( l=poor; 4=average; 
7=exce/lent). 
This was to determine the respondent's perception of their own estimating skills 
and to see the correlations with their number of years of experience (A. I) and 
the number of estimates conducted in the previous twelve months (A.5). This 
was also used to see the correlation between their perception and the adoption of 
what is considered good practice (E. I to E.9) 
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A.S Approximately how many total project eJtimateJ have you made in the laJt 
twel••e monthJ? 
This question is used by several others for correlation~ and determine' the 
amount of practice the respondent ha' had. It is also u'ed to compare with E.l5 
to determine the percentage of estimate' made by the individual in the 
organisation providing the respon'e to A.l is greater than twelve months. 
4.1.7.2 Part B: Organisational Information. 
8.1 Please indicate if the organisation has a quality management system and itJ 
certification status. 
This question was designed to indicate whether or not the organi;ation had 
adopted what is generally accepted as good management practice and to see if 
this was reflected in their estimating practices (E. I to E.9). There were a 
number of options given, which are outlined below. An "Other" category was 
included to ensure all possibilities were accounted for. The options covered the 
general International Standards Organisation's standards and the Australian 
standard AS 3563.1 that relates directly to the Design and Development of 
Software. The options given were: 
• No Quality Management System 
• Uncertified Quality Management system 
• ISO 900 I certified 
• ISO 9002 certified 
• ISO 9003 certified 
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• AS 3563.1 certified 
• Other. (plea•e •pccify) 
8.2 Please inserrrhe or~:<mi.wri<m 's approximate Iota/number of full rime 
employees in Australia. 
This was used as an indicator of organi•ational •ize and to see if there were any 
differences in the practices between large and small organisations. fhi• was 
combined with 8.3 to form the total size of the organisation. The full and part 
time employees were split to ensure the response to the number of employees 
was unambiguous. 
8.3 Please insert the organisation's approximate tor a/ number of part time 
employees in Australia. 
See 8.2 above. 
8.4 Please indicate your organisation's industry sector( s)? 
This question was designed to see if the practices differed between industry 
sectors. The sector categories have been derived from the Australian and New 
Zealand Standard Industrial Classification (ANZIC) coding system. (Australian 
Bureau of Statistics 1993 ). 
The respondents were asked to classify their organisation at the top level. (The 
coding scheme has a second more detailed level). The categories are: 
• agriculture 
• nuning 
• manufacturing 
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• clcctricity/ga,/watcr 
• construction 
• wholesale trade 
• rctailtradc 
accommodation 
transport/storage 
• communications 
• fmance/insurance 
• property and business services (including software & con,ultancy 
houses) 
• government/defence 
• education 
• health and community services 
• cultural and recreational services 
• personal and other services 
4.1.7.3 Part C: Software House Office or Information Technology Group 
Information. 
The heading wording was formed to ensure that the branch office of a software 
development organisation as well as a departmental software development group's 
information was gathered. 
C. I Please indicate if the office or Information Technology Group has a Quality 
Management System. 
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This question was designed to tndicatc whether or not the Mlftware hou'e or 
department had adopted what is generally accepted a' good management 
practice and to sec if this was reflected in their c'timating practice' (E. I to E.'J ). 
There were a number of options given. which arc outlined below. An "Other" 
category was included to cn,ure all po"ibilitics were accounted for. The 
options covered the general International Standards Organi,ation's 'tandard' and 
the Australian standard AS 3563.1 that relates directly to the Design and 
Development of Software. The options were: 
No Quality Management System 
Uncertified Quality Management system 
Within the scope of the organisation 
• ISO 900 I certified 
• AS 3563.1 certified 
Other. (please specify) 
C.l Please insert the approximate number of people developing and maintaining 
software (including contractors). 
This was used as indicator of organisation size and to see if there were any 
differences in the practices between large and small organisations. It was also 
used to ascertain if there were different practices between organisations that 
used a large percentage of contractors. 
C.3 Please indicate the approximate number of contractors in C.2 above. 
Used to determine the percentage of contractors developing software. See C.2 
above. 
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C.4 Please imlicate, hy pen·e11t<1!(t', tht• t,11>e.1· of .mjlwart• dt•v.•lol'''" h1· tlw 
tJrganisalitm. 
This question wa' u'cd to determine if the ,oft ware developed wa' for internal 
or external usc. It was abo u'ed to 'ee if they were any diffcrcn~c in pra~t•~c' 
and techniques used in organi,ation' that developed for commercial purpo'e' 
and those whose focus was in-hou,e. The hypothe,is being tho'e organi\ation' 
whose livelihood depends on their software products and 'ervice\ would have a 
more rigourous approach. The types were: 
• applications for internal use 
• applications for external clients 
• commercial packages 
• other- please specify 
C.S Please indicate the approximate percentage of software projects undertaken by 
the organisation within the following categories. 
This question was designed to gather the percentage of project types developed 
in the organisation. This wa~ to ascertain if there were any differences in 
practices and techniques used. It was also used to see if there was any 
correlation between the estimating accuracy (0.1) and the type of software 
developed. The categories used were derived in part from Pressman ( 1997) p 15 
and were: 
• Business 
• Engineering & Scientific 
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• System 
• Realtime/Embedded 
• Other (please specify) 
4.1.7.4 Part D: Software Estimation Practices. 
This section related to general specific practices both at an organisational and 
personaJ level. The respondents were asked to differentiate between NEW and 
MAINTENANCE projects. 
D. I Do your estimation practices differ from that of your colleagues? ( 1 =Same; 
4=somewhat different; 7=very different) 
This question had a seven point Lickert scale designed to see if there was any 
consistency in the organisation and if there was a correlation with 8.1. C.l and 
E.l relating to formality of the organisation's management and estimating 
processes. 
D.2 Do you use different practices for different project categories? (/=Same; 
4=somewhat different; 7=very different) 
Designed to see if specific techniques were used or related to specific project 
categories. 
D.3 Please state what percentage of development work is new developmellt and 
maintenance. 
Designed to ascertain if certain estimating techniques were used in new 
developments versus maintenance work. 
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0.4 Please indicate wlrich .mjtware dt•vl'iopmentmetlwdolo!(\' 1.1· /Hl'd. 
The respondents were asked to differentiate between new and maintenance 
project practices. The method choices were: 
• Informal 
• Formal in-house 
• Commercial 
0.5 Please indicate the software developmentlifecyc/e(s) used. 
The respondents were asked to differentiate between new and maintenance 
project practices. 
• Waterfall or classical 
• Prototyping 
• Spiral 
• Evolutionary 
• RAD 
• Object Oriented 
• Other (please name) 
0.6 Please indicate who are involved in formulating the initial estimates for 
projects. 
The respondents were asked to differentiate between new and maintenance 
project practices. The choices were: 
Consultants 
IT Management 
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Client Management 
Client Users 
Project Managers 
Analysts 
Programmers 
Specialist Estimating Staff 
Sales People 
• Other (please specify) 
0.7 What lifecycle phases and other elements are l)pically included in the scope of 
your initial nominal project estimates? Please indicate the elements 
considered. Please also indicate your norma/level of confidence in the estimate 
for the particular element. 
This question was designed to determine the elements that contributed to the 
estimate and whether the particular element wa~ considered. when making an 
estimate, always, sometimes or never. The respondents were also a'ked to rate 
their degree of confidence for the particular elemer.t on a seven point Lickert 
scale. The table of elements wa~ derived from Hope (1996). The elements 
listed were: 
• Problem Definition & Feasibility Study 
• Requirements Analysis 
• Design 
• Development (coding) 
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• Implementation 
• Training 
• Project Management & Administration 
• Development Hardware and Software 
Operational Hardware & Software 
• Environmental Changes 
• Maintenance 
• Other (please list) 
D.8 Please indicate the parameters which would cause the nominal estimates for 
projects to be modified. Indicate the parameters considered and the degree of 
impact they have on the nominal estimate. 
This question related to the parameters that would alter the nominal estimate and 
whether the particular element was considered, when making an estimate, 
always, sometimes or never. The respondents were also a.~ked to rate the degree 
of impact for the particular parameter on a seven point Licken scale. The cost 
driver parameters were derived from Hope (1996) and Boehm (1981 ). The 
parameter cost drivers were: 
• People skills 
• Knowledge of the application domain 
• Complexity of the problem 
• Algorithmic complexity 
• Stability of the target platform 
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• U;cr support 
• Training 
• Maintainability 
• Performan~e requirements 
• Usability 
• Data base size 
• Language to be used 
• Reliability 
• Project Risk 
• Development environment 
• Schedule constraints 
• No of users 
• Other (please list): 
D.9 For projects please indicate and rate your normal size, duration, effort and cost 
estimating practices. 
For each element (size, duration, effort and cost) the respondents were asked if 
the element was estimated and if it was they were requested to indicate the 
technique currently used by the organisation. They could select from: 
• Analogy 
• Expert Judgement 
• Work Breakdown 
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• Algorithmic model or 
• Other (specified) 
For each technique they were then a'ked to indicate the: 
• Frequency of use (!=never; 4=,ometimes; ?=alway~) 
• Ease of u'e (I =poor; 4=average; ?=excellent) and 
• Accuracy (!=inaccurate; 4=accurate; ?=very accurate) 
on a seven point Lickert scale. 
This was designed to gain an insight into the practice' of the respondent"s 
organisation and to see if the elements were differentiated (ie did they make a 
distinction between effort and size) and the techniques used. 
4.1.7.5 PartE: General Software Estimation Practices. 
These questions related to total project estimates, the use of good practice and the 
revision mechanisms. 
E. I What procedure does your organisation have for estimating? 
This was to determine the formality of the procedures adopted in the 
organisation. Used in correlation with the questions relating to quality 
management systems. The choices were: 
• No procedure 
• Informal procedure 
• Documented procedure 
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E.2 Do yo1111.<e more than one techniq11c to estimate a single project? (I =never; 
4=.wmetimes; 7=alway.<). 
Designed to see if the re,pondcnt has adopted good practice. Boehm ( 19H I), 
( 1997) and Pressman ( 1997) recommend the u'e of 'everaltechniques to 
overcome weaknesses of any single technique. A seven point Lickert 'cale wa' 
used. 
E.3 Do yo11 keep records of project estimates? (}=never; 4=sometimes; 7=always). 
Designed to see if the respondent has adopted good practice. Boehm ( 1981 ). 
( 1997) and Pressman ( 1997) recommend the use of several techniques to 
overcome weaknesses of any single technique. A seven point Lickert 'cale wa' 
used. 
E.4 Do you provide an indication of the probability of achievement for each 
estimate? (}=never; 4=sometimes; 7=always). 
Designed to see if the respondent ha~ adopted good practice. Boehm ( 1981 ), 
( 1997) and Pressman ( 1997) recommend the use of several techniques to 
overcome weaknesses of any single technique. A seven point Lickert scale was 
used. 
E.S Do you produce a range of possible values for each estimate? 
(!=never; 4=sometimes; ?=always). 
Designed to see if the respondent ha~ adopted good practice. Boehm ( 1981 ). 
( 1997) and Pressman ( 1997) recommend the use of several techniques to 
overcome weaknesses of any single technique. A seven point Lickert scale was 
used. 
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E.6 Are the estimate.\· peer reviewed> (}=never; 4=.mmetimes; 7=,tlway.\). 
De'igned to see if the re,pondent has adopted good practice. Boehm ( 19X I), 
( 1997) and Pressman ( 1997) recommend the u'c of 'cvcraltcchniquc' to 
overcome weaknesses of any 'ingle technique. A 'even point Licker! 'calc wa' 
used. 
E.7 How ojien are estimates revised? 
The choices were 
• Never 
• Only as specifications change 
• At project review points 
• Constantly under review 
• Other (please note) 
E.8 How frequently do you compare your estimates with the actuals? (I =never; 
4=sometimes; 7=always) 
Designed to see if the respondent had adopted the practice of a feed back 
mechanism and refined the estimates as the project progressed. A seven point 
Licker! scale was used. 
E.9 How frequently do you use a formal feedback mechanism to improve futvre 
estimates? (l=never; 4=sometimes; 7=always). 
Designed to see if the respondent had some historical record of estimates and if 
they were used to improve the estimates made in an organisation. A seven point 
Licker! scale was used. 
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E.IO How important is .w~fiware project t'.\'timatinx to your orKani.\·ation? (I =not 
important; 4=importalll; 7=extremdy important). 
Designed to gain opinion on the importance of the e'timatmg to an organi,ation. 
A seven point Licker! scale was used. 
E.ll How satisfied are you with the estimation proces.> within your organisation' 
(!=very dissatisfied; 4=okay; 7=very satisfied). 
Using a seven point Licker! scale respondent's opinions were sought. Used in 
correlations to see if there were relationships between technique usage and if the 
formality of the processes had any impact on respondents satisfaction levels. 
E.12 How accurate are the estimates made by the organisation. (I =inaccurate; 
4=somewhat accurate; 7= very accurate) 
Designed to gain information a~ to the perception of the estimating accuracy 
within the software industry. Also to be correlated with A.4 that looks at the 
estimating skills the respondent believes they possess, and correlated with the 
responses to the accuracy component of 0.9. A seven point Licker! scale was 
used. 
E.13 Why is estimating undertaken in the organisation? 
To access the rea~ons for estimating within the industry. The choices were: 
• To provide firm quotations 
• Organisational requirement 
• To obtai11 project approval 
• Assess projec• ci ,k 
• Budgeting 
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Other. (please 'pccify): 
E.l4/n which phase ,1· the project are you required to provide an initial e.1·timate > 
(please specify): 
This was an open question as there was a dc,ire not to lead the rc,p<mdcnt' in 
any way. This was designed to support the hypothc'i' that c'timatc' arc 
required very early on in the projects when there arc a large number of unknown 
factors. The responses have been categorised as: 
• Quotation 
• Feasibility study 
• Requirements analysis 
• Design 
E. IS Approximately how many total project estimates have been made in the 
organisation in the last year? 
Designed to elicit information as to the volume of esllmates made within an 
organisation. The respondents were required to indicate estimates made for both 
new and maintenance projects. 
E.l6 Have you previously used but discarded some estimatinx practices? 
This question had a yes/no option so if the respondent had not discarded any 
techniques they could easily move to the next question. 
The techniques they could select from were: 
• Analogy 
• Expert Judgement 
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Work Breakdown 
Algorithmi<: model or 
• Other ('pccitied) 
They were asked to specify the software u'ed if the technique wa' automated. 
They· ere requested to specify the technique's name and it' 'ourcc from the 
following choices: 
• Published in general literature 
• Proprietary 
• Developed in-house 
• Developed by consultants 
They were also asked to indicate the reasons why they had stopped 
using the technique from the following choices: 
• Lack of training 
• Found to be inaccurate 
• Too difficult to use 
• Too time consuming 
• Inappropriate for your projects 
• Other 
E.l7 Please indicate your cu"ent normal estimating practices. Also indicate if 
the practice is normally used in your organisation. 
This question was designed to elicit what practices both the individual and the 
organisation used and also to see if there wa~ any difference. A validity check 
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on this quc,toon was conducted from D.l which a'ked whether the indivodual\ 
practices doffcrcd from their colleagues. 
The techniques they could select from were: 
• Analogy 
• Expert Judgement 
• Work Breakdown 
• Algorithmic model or 
Other (specified) 
They were asked to specify the software used if the technique was automated. 
They were requested to specify the technique's name and its source from the 
following choices: 
• Published in general literature 
• Proprietary 
• Developed in-house 
• Developed by consultants 
They were also a~ked to indicate the reasons why the technique was used 
from the following choices: 
• Training readily available 
• Found to be accurate 
• Easy to use 
• Organisational standard 
• Appropriate for the projects 
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• Other 
E. IS Plt•t~se sttlte your opinion on how you think the software intemiw· projt•ct 
estimating could he imprm.'ed in your organisation'! 
This was an open ended que,tion de,igned to a'certain perceived and real 
weaknesses in organisational use of technique' and proce"e'. 
E.l9 Please stt1te your opinion on how estimating techniques could he imprrwed in 
the software industry. 
This was an open ended question to gain e"entially expert opinion. It was aho 
used to see if the responses from the practitioners in the Western Australia were 
similar to those gained by Park eta! (1995). 
E.20 Please advise of any other aspect of the organisation's estimating practice 
that has not been covered by this questionnaire. 
This was an open ended meta question designed to give the respondent an 
opportunity to express any opinion on any subject not covered in the 
questionnaire. 
4.1.8 Data Analysis 
The data has been analysed using the statistical analysis software tool SPSS 7.0 using 
means, modes, medians, histograms and various other chart types. Correlations 
using Pearson's correlation coefficient were also determined as appropriate 
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4.2 Published Surveys 
4.3 An analysis of published surveys of industrial organisations wa' 
conducted to determine: 
o utilisation of exi,ting techniques; 
o perceived strengths and weakne"e' of exi,ting technique'; 
o barriers to the use of existing techniques; 
o desired attributes of an estimating technique. 
4.4 Existing Technique Analysis 
A detailed examination of existing techniques was conducted to determine: 
o theoretical strengths and weaknesses; 
o commonality of estimating elements and their attributes; 
o explicit and implicit assumptions; 
o estimating element coverage of the techniques; 
o practical strengths and weaknesses. 
o idP .• tification of weaknesses where major cost elements in a project were 
not catered for by the estimating technique. 
4.5 Limitations 
Estimating techniques examined were only those in the public domain. Other 
developers of estimating techniques that are proprietary and commercial, such a' 
SLIM, do not publish algorithms and information relating to technique construction. 
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Chapter 5 Estimating Technique Survey Analysis 
Estimating technique utilisation, which was obtained from three puhli,hed survey,, 
one conducted in the USA another in New Zealand and the third in the Netherland,. 
Wydenbach & Paynter, (1995) also reported Heem,tra & Kusters' (1989) re,ults 
from a similar survey conducted in the Netherlands and Moores & Edward' (1992) 
results from the UK. (Hihn & Habib-agahi, 1991: Wydenbach & Paynter, 1995). 
The overall comparison table is reproduced in part in Table 5-l. 
Heemstra& Moores & Wydenbach & 
Kusters (1989) Edwards (1992) Paynter. (1995) 
Survev CountrY Netherlands United Kingdom New Zealand 
Sample size 2659 115 515 
No of resoondents 597 54 236 
Resoonse rate 22% 47% 46% 
Use of algorthmic 14% 30% 26% 
models 
Table 5-1 NZ Survey Comparison 
Hihn & Habib-agahi's (1991) survey was conducted by targeting those people in the 
organisation who estimated software costs. Their research was limited to the 
technical divisions of a single organisation, the Jet Propulsion Laboratory. There 
was no attempt to randomly select the sample population although it would appear 
they might have been attempting to question all involved in software estimating. 
Eighty-three people completed the questionnaire and also 48 completed some portion 
of a software size and effort estimation experiment. The respondents had a mean of 
14.9 years of experience and showed a standard deviation of 7.6 years. They had 
conducted, on average, an estimate every eight months. The paper mentioned the 
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extensive use of partitioning techmques which were grouped into three categoric" 
function based, product ba,ed or algorithmic. The function ha,cd category was 'uh-
dividcd into a high level functior.JI breakdown and a low-level function·d 
breakdown. The product based category was called the work breakdown structure 
category. ~hhn and Habib-agahi ( 1991) de,cribed "the algorithmic category capture' 
the computational process vtew of a software system". The re,ult' are in Table 5-2. 
Partitioning Technique Percentage 
~ 
High level functional breakdown 53% 
Low level functional breakdown 28% 
Work breakdown structure 10% 
Algorithmic 9% 
Table S-2 Partitioning Technique Percentage 
The questionnaire contained four categories that were informal analogy, formal 
analogy, rules of thumb and models. The categorisation was not rigorous with 
overlaps and the data "reflects the authors' interpretalion of what techniques were the 
dontinant ones used". Hihn and Habib-agahi ( 1991) did not appear to consider the 
use of the various work breakdowns as a separate technique but as a first stage that 
other technigues were applied to. They recognised that multiple techniques would be 
used on a single project either in combination or as alternatives. They captured 
information relating to this multiple technique usage by identifying a primary and 
secondary approach for their respondents. The resultant data is in Table 5-3. 
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Estim~,tion Technique Respondent's Method Primarv% Secondary% 
Analo~v. Informal 83 34 
Analogy, Formal 4 () 
Rules of Thumb 6 55 
Models 7 II 
Total 100 HXJ 
Table S-3 Summary of Estimation Techniques 
As can be seen the informal techniques are used by the greate;t percentage of 
respondents in this survey and a ;mall percentage u'e algorithmic models. 
Wydenbach & Paynter, ( 1995) conducted a survey where a questionnaire wa" mailed 
to 526 New Zealand organisations who, it was assumed, perform l some ;oftware 
development. The response rate was 46% and contained 213 US! able :esponse>. 
One question asked the frequency with which estimates were made. The results are 
reproduced in Table 5-4. It would seem that the respondents tend to make estimates 
more than some of the time. 
Frequency Number Percenta~e 
Never 4 2% 
Some of the time 22 10% 
Half of the time 8 4% 
Most of the time 85 40% 
Always 94 44% 
Total 213 100% 
Table S-4 NZ Survey - Frequency of estimation 
The question asking about the techniques used contained eight categories derived 
from Boehm (1981) that were: 
• Expert judgement 
• Reasoning by analogy 
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• Bottom up 
Automated or manual models (or both) 
• Price to win 
Top down 
Available capacity 
Other 
The respondents could choose more than one category. The result; are in Table 5-5. 
Estimation Methods Percentage of Respondents 
Expert judgement 86% 
Reasoning by analogy 65% 
Bottom up 51% 
Automated or manual models (or both) 26% 
Price to win 16% 
Top down 13% 
Available capacity II% 
Other 0% 
Table 5-5 NZ Survey - Estimation Methods 
The data resulting from a question regarding the importance of estimating indicates 
that whilst eighty percent of respondents consider the estimation process to be 
important and ninety eight percent make some form of estimate only 26% use a 
manual or automated algorithmic estimation model. The most common formal 
algorithmic model in use was found to be function point analysis with 20% of the 
total respondents who make an estimate using this technique. Table 5-6 below is a 
summary of data contained in these surve"" Where a method was not considered in 
a survey it has been marked not applicable (N/A). 
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El<tllllatum E't1matmn J:,tlmatum 
Mt·th(K.J, ~nftotal Method\ ':1- ol total Method' fl1hn 
n: ... p<lntlcnt' Uct·rmtra & rc<,pimdcnl<, & llah1h-;tgaht Hc,pondcnr, (X') 
(20lJ) Ku,tcr' ( -~()1)) 
Pnm.try Sct•md.try 
'% 'f, 
E\pcrt H6(~ Con,ult an 2M'r Rule.., olthurnh 6'/r "i'i'lr 
Judgeme-nt expert (cxpcrtJ 
NIA JntUitJOil 62(;1, Analo~y. HV!t 14'% 
mlormal 
Rc~ll<OIIIng_ hy 65(k Anah1g.y 61(;.1, Analogy, lonna! 4'J, (J';k 
Jn,llogy method 
Bllltom-up 51ST NIA NIA 
MoJc-b 26<ff Paramctnc 14o/. Modch 7'/r 11';1, 
modch 
Pnce-to-w•n 16'« Pncc-to-wtn Wk NIA 
Top-down 13'« NIA N/A 
Avmlable II% Capac1ty 21'k NIA 
capacity problem 
Other 0% Other 9'k NIA 
Table S-6 Estimating Survey Summary 
Heemstra & Kusters' (1989) data indicates that only fourteen percent use a formal 
model approach. This difference from the New Zealand survey (26%) was explained 
by Heemstra & Kusters' (1989) large percentage of the "other" category purports to 
contain non-commerci,,l models. 
It is interesting to note that in all surveys conducted above, the largest category was 
estimating by analogy. 
Park, Goethert & Webb (1995) reported on a survey that was conducted in 1993 to 
assess the need for improvements in software cost estimating and as an input to the 
prioritisation of the work at the Software Engineering Institute (SEI) at Carnegie 
Mellon University. The survey was basic with only eight questions, one of which 
was contact information and another two related to obtaining sponsor involvement. 
They distributed the survey widely to groups affiliated with the Siol, at Software 
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Engin~ering conferences and those who had an ohviou' interest in 'oft ware 
estimating such as the COCOMO u'cr' group. Thi' survey can he 'aid In he aHncd 
received. The question that sought infi,rmalion on when and why c'timatc' arc u'cd 
by industry sector is detailed in Table 5-7. The usc categories would appear to 
overlap and respondents were instructed to select all calcgonc' that apphcd to them. 
Totals and percentages have been added to the original data. 
Estimating 
Usage 
Project planning & scheduling 
Project staffing 
Estimates to complete 
Project_llrC]Jaration 
Replanning & rescheduling 
Project tracking 
Contract negotiation 
Proposal evaluation 
Resource levelling 
Concept exploration 
Design evaluation 
Bid/no-bid decision 
Other 
64 
43 
46 
36 
37 
32 
31 
43 
20 
25 
25 
13 
17 
IndL •:; _ ·rnrs 
! 
150 3 
122 0 
114 2 
115 2 
101 2 
104 
80 
64 0 
60 
54 2 
52 2 
63 2 
II 2 
Table 5-7 SEI Survey- Estimate usage 
3 220 
3 168 
4 166 
3 156 
2 142 
3 140 
4 116 
2 109 
2 83 
3 84 
2 81 
2 80 
31 
As can be seen from the data in Table 5-7 the principal reason estimating is 
88% 
67% 
67% 
63% 
57% 
56% 
47% 
44% 
33% 
34% 
33% 
32% 
12% 
undertaken relates to project planning and management. The second reason relates to 
activities prior to the project commencing such as contract negotiation and proposal 
evaluation. The questiou of most interest in this research was "What improvements 
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would be of mmt help?" This question did not have a 'tructured reply and the 
authors grouped the responses accordmg to the general area' they addre"cd and 
advised" ... everyone sec' a need to improve ,oft ware estimatmg. but few 'ce the 
same needs". The general area groupings used were size, moue b. databa'e'. mctnc' 
and process. Unfortunately Park et al ( 1995) did not supply the total data, however, 
gave forty-nine examples of the responses. Of the,e, fourteen were concerned with 
the improvement of the sizmg of a ;oftware project and thirty one advised a standard 
model and/or process with which to develop and record estimates would be of 
benefit. There were several who emphasised the need for historical data of actual 
results stored in databases. Park et al (1995) also sought suggestions on how 
organisations could improve their estimating. The resultant suggestions are in Table 
5-8. An interesting observation from these suggestions is that they do not discuss 
building better algonthmic type estimating models. They discuss the need for a 
database containing historical data and also capturing and validating current project 
data. This would imply that the respondents find this information most useful in 
developing their own estimates. A database could assist by allowing rea,oning by 
analogy, a listing of proposed and actual activities and for calibrating their models. 
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Organisation Sector 
Government & Military Industry 
. Maintain a comprchen,ivc database . Capture data during and after the 
of historical metrics and definitions project 
• Make { co,t. 'chcdule. performance . . More formal analy'i' of project data 
metrics. mea,uremem} a routine collected. 
management tool • Track actual hours worked vs. the 
. M~'lagement mu't require estimates 40 hour work week 
for a useful purpose . Build a documented, reali,tic 
• Train future software cost estimators database of diverse rewlts garnished 
e Our organisation should develop a from projects to he applied at the 
policy that dictates standard usage proposal/project start-up pha,es. 
of estimating process, methods and . Perform follow-up data collection to 
tools. Due to a lack of policy, assess the accuracy of the software 
estimating is at the discretion of estimates generated 
whoever is "in charge" of the . Set up an effective metrics program 
proposal, project, program, etc. (process metrics) 
. Project managers should define the 
metrics and data most useful to them 
for project planning and 
management. 
Table 5·8 SEI Survey· Estimating Suggestions 
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Chapter 6 Analysis of Existing Estimating Models 
6.1 Introduction 
The formulation of any software metric must he defined with it> intended usc in 
mind. That is. without the clear specification of goah the metric is to achieve the 
measures will he of little practical hcnefit. This view is espoused hy Fenton ( 1991 J 
and Gilb (1988) who support Basili's Goal Qu~stion Metric approach to 
measurement (Basili & Rombach, 1988). Daskalantonakis (1992) provides practical 
experiences with this approach. 
Whilst some work, such as Mukhopadhyay & Kekre ( 1992). has hccn published that 
addresses some of the issues involved with software estimating, few with the 
exception of Kitchenham, Pfleeger & Fenton ( 1995) have addressed the fundamental 
theoretical issues that form a necessary scientific basis for any technique. Matson, 
Barrett & Mellicharnp (1994) provide an assessment method through the use of 
several statistical models that relate software development effort to software size in 
terms of function points. They are concerned with the empirical data upon which the 
models are based and the lack of attention to the appropriateness of the models. 
Jorgensen (1995) in addressing issues relating to the prediction of maintenance effort 
concludes, after the examination of several prediction models, "a formal prediction 
model should not replace the use of expert predictions". This would support 
Boehm's (1981) Wideband Delphi approach. 
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6.2 Function Point Analysis 
There is uncertainty a' to what function poml\ arc actually mca,urmg. Alhtccht'' 
Function Point AnaJy,is and Jone\' Feature Pomt Analy'i' arc a\\umcd to cllhcr 
measure ,ize or functionality a' perceived by the u\er of the \oft ware product. ·r he 
view held by the lnternattonal Function Pmnt u,cr\ Group, IFPUG ( 1994) " 
somewhat confusing a\ they discu" both "a' a mca,ure of the functional ~ize of 
information systems" and a "measure of functionality that the U\er rcque\t\ and 
receives". Albrecht (reported in Symon' 1988) stated that the "m<>a\ure i\olatc\ the 
intrinsic size of the system from environmental factors ... ". 
However, function points are calculated from the sum of a number of d1fferent 
elements and therefore appear to be an attribute in their own right derived from an 
attribute relationship model as per Figure 3-1. As Kitchenham et al (1995) espou,e, 
"the term function point does not seem appropriate; function points might be better 
renamed as functionaJity or user requirement size". 
However, more elementary issues need to be addressed with function points. As 
described in chapter 2, Function Points are the sum ol five elements derived from the 
number of inputs, outputs, inquiries, data and interface files. The input element is 
based on the number of data elements involved in each system input. If the number 
of data elements involved in all inputs were summed then this would be an 
acceptable measure of input data size. However, the function point model involves 
classifying each input as low, average or high, using an ordinal scaJe, according to 
the number of data elements and files accessed. The values derived are then mapped 
to numbers and summed. It would appear that the function point model is in 
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violation of ha~ic measurement theory in that you cannot \utn ordmal \calc mca\UIC\. 
Ahran and Rohdlanl ( 1996) have addre"ed the validity of the nw;hematJcal 
transformations in countmg function poinh. h"tly they defined the counting 
pn>ee" for the data clement\ as t<Jllow,. 
Step Fl - Ohtain relevant d<>eumentation and 1dentify related group' of data 
in order to produce a list of logical file,. 
Step F2- Classify the logJcal groups of data in order to produce li't' of 
internal logical files and external interface files. 
Step F3 -Count the data and record elements in order to produce a data 
element (DET) count and a record element (RET) count. 
Step F4 - Apply the data algorithm using the DETs, RETs, data matrix table 
and associated weights (see Table2-l ). This produces a list of points for all 
logical files. 
Step F5 - Add all the points from Step F4 to produce the unadjusted data 
count. 
The scale transformations for Step F4 has been further sub-divided into four sub-
steps in order to identify all the measurement transformations that occur. The results 
of the transformations and scale analysis are contained in Table 6-1. 
(See chapter 2 for a full discussion on counting function points and also see chapter 3 
for a discussion on the various scale types and the permissible mathematical 
operations). 
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Step Objects Operation Scale Scale to Math -~-~~~ Implicit 
rrom validity transformation 
•• 3 Data ('ounl Ah,olutc AINI!UIC Yc-. No 
RC"\.'Oid -4~'olu~c- ~~':J~~--~----
~-~ 
Count Yc' No 
-·------· 
F4a Data llk-11111)' Ah-.olutc <>nlll!.ll Yc-. Yc-. & lo-.-. ol 
r;m'c llllc,rmallcm 
---~ --- ----------
Rc\.'ord hkntlly Ah,olutc Onlmal Yc' Yc-.&Jo..,..,ol 
r.m 1c mlormat1on 
F4b Fun1.:tum of Po..,lllon Ill Ortlmal Nonunal Yc' Yc..,& lo-.-. ol 
r.mgc- ... ol tdo.ua, matnx lnh,rmatum 
rCI..'llHI) 
F4c Fun~.:llon of Name & Nommal Ordmal No Y c~ & addtl!on of 
po:-.111on m onkr tnformation 
nmtnx 
F4d Function of Av .. 1gn Ordmal Rallo No Y c~ & addatton of 
pc-n.:ctvcd v;;1luc' WCI 'hi~ Information 
FSa Wctghh of Add Rallo Rallo Yc-. No 
mternal tile'\ 
Weights of Add Rallo Ratio Yc-. No 
external files 
FSb Wctghts: Add Ratto Ratio Yc' No 
mternal + 
external 
Table 6-1 FPA Scale Transformation 
As can be seen in moving from Step F3 to Step F4b the measurement scales go from 
the absolute scale to the ordinal scale and then to the nominal scale. These 
transformations are mathematically valid however involve a loss of measurement 
information and a reduction in the valid operations allowed. Step F4c and Step F4d 
move in the opposite direction. The transformation noted for data also apply to the 
transaction and V AF processes. All the lransformations have been made possible by 
the assigning of weights to transform the five different types of objects that make up 
a function point count (internal files, external interface files, inputs, outputs and 
inquiries) into a single unspecified object of a different type. Therefore as Abran and 
Robillard (1996) pp 899 say: 
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"The end result' (unadjusted and adJu,ted function point-> become, therefore, vc1y 
difficult to interpret: there are so many dimcn,ions involved and"' many u'c' of 
different type' of scale' that the end mea,ure, whi<:h might look rather "mplc and 
reasonable. is. in fact, a pot pourri that might not have correct mathematical 
meaning 
Also the counting rules mean that the 'malle't sy,tem ha' a value of three becau'e 
the simplest enquiry on a single file with one attribute maintained by another 'Y'tem 
takes this value. This implies that the values are dbcontinuou' and there '' no unit 
value. This is another violation of the mea,urement framework. The cla"ification 
of system component types (input, logical files etc) into low, average and high i' abo 
an oversimplification. For example a logical file that contains one data element i' 
given a count of seven whereas a logical file containing a hundred data elements is 
given a count of fifteen which is only just over twice the value. These arguments are 
also applicable to Feature Points. 
Albrecht's Function Points have also been criticised by Symons (1988) on a number 
of grounds. These being: 
• It is difficult to define the ba,ic counts objectively. 
• The low, average and high cla"ification is over simplified. 
• The choice of weights for the initial classification and calculation 
of the technical complexity factor was determined subjectively 
and ba,ed on experiences at ffiM. 
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Internal complexity 1s treated twice. during the in1t1al 
clas"fication and during the calculation of the technical 
complexity factor. 
The cllcc·t on function pomt count' of companng a group of 
independent systems linked by mterfaces and a 'mgle tully 
integrated system is counter intuitive. 
There are also problems with the value adjustment factor' in 'everal way,. Jeffrey. 
Low & Barnes ( 1993) have shown that the complexity adjustments do not improve 
effort predictions and there were no significant d1fferences between unadjusted and 
adjusted function points as effort predicturs. Kitchcnham & Kan,ala (I 993) have 
reported similar results. 
Fenton ( 1994) is of the opinion that u'ing the V AF adjustment, for a model that 
measures system functionality, is "analogous to redefining measures of height of 
people in such a way that the measures correlate more closely with intelligence". 
Other concerns with V AFs is that they are open to interpretation and it is easy to see 
overlap. See Table 6-1 for details of overlap. 
Therefore the use of V AFs are subjective and depends on interpretation as to what 
the person conducting the count perceives as being in each category. VAFs were 
formulated in 1984 and as such are not wholly relevant to modern software products 
and development environments. For instance, the graphical capabilities required and 
the provision of inquiries as defaults in fourth generation languages are not easily 
accounted for. 
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VAl' VAF Overlap~ 
I. Data communication.., o.x.2 
2. Distrihuted data proce"ing } ______ 
3. Pcrf<)rntarH.·c o.x 
.t. He.tvilv used conficuratton 
5. Transaction rate 
6. Onhne data entry I. 3. X 
7. End-user efficiency 6,X 
X. Online update I. 3. 6. 7, 14 
9. Complex proceS>ing 
10. Reusahihty 
II. Installation ea'e 
12. Operational case 
13. Multiple site' 
14. Facilitate change 
Table 6-2 V AF Overlap 
Symons ( 1988) reports the function point complexity weighh cho,en "was 
determined by debate and trial" and suggests a more objective approach should be 
taken. One of the more important modifiers to most other estimating techniques are 
aspects of the quality of the software product, most of the quality attributes are 
missing from the function point model. 
The application of the model will always give a linear result which is counter-
intuitive in that the amount of work increases geometrically as the size of the project 
increa,es ie large projects take a significant amount of more work than small ones. 
The applicable scope of a software project covered by function points is undefined. 
This would appear to be a major omission as one of the stated aims of IFPUG ( 1994) 
is to provide a normalisation factor for software comparison. The least the Function 
Point models should do is outline the lifecycle phases and major activities that are 
part of the "size". 
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Mark II function pmnts taLes a different approach in that the tuncllon pomt' arc 
derived from the inputs, outpuh and cntJtJcs for each hu,inc" tran,actJon. The 
transaction mput site is the sum of the data clements that arc input mto the 'Y'tcm; 
the transaction output size is the sum of the data clement' that arc output from the 
system: the transaction data processing size i' the sum of the number of entJtJC\ 
referenced when the transaction is proce%ed. These values are \ummed for each 
transaction and therefore represent three different size attribute element> that are 
input into the system. The model requires that the attribute values be weighed and 
summed. The weights are different for each attribute and represent the development 
effort involved. This violates the measurement framework if we regard Mark II 
function points as a size or functionality measure, however, it could be constdered to 
be an dfort measure as the weights are derived from the number of man-hours 
involved in delivering each component. 
It must be concluded that there are major problems associated with the meaning and 
construction of function point measures. It is interesting to note that there is little 
work published on the validity of the mea~ures a~ to their predictive capability. 
6.3 COCOMO & Lines of Code Measures 
The original COCOMO model depends on estimates of size in terms of KDSI 
(thousands of delivered source instructions) for its major input which is not really 
measurable until the software product has been implemented. As such this measure 
is subjective although estimates should become more accurate as the project 
progresses. However at the commencement of a project it would appear that difficult 
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prohlcnh of c'timating or predictmg cffon, 'chcdulc and co't arc replaced w1th the 
equally difticult problem of estimating size. Al'o the COCOMO model' requ1re that 
the modes of development (organic, semi-detached or embedded) be determined and 
in the Intermediate and Advanced models fifteen cost drivers must also he rated. 
These are based on subjective opinion and therefore the objectivity of the inputs to 
the COCOMO models is questionable. 
The use of KOSI has other problems that are a' follows. 
• As Jones (1991) states there is no industry standard definition for 
a line of code (LOC). 
• Some languages such a~ Pascal and Ada allow many logical 
statements per physical line whereas other languages such a' 
COBOL have physical line requirements. 
• The types of lines that are counted need to be defined as most 
procedural languages include four different kinds of source 
statements executable lines, data definitions, comments and blank 
lines. Data definitions can also cause problems as n variables can 
be declared in one statement or n statements for the same logical 
outcome. 
• The concept of a LOC is not represented in some founh 
generation languages such as Oracle Forms. These languages also 
tend to use third generation type languages in pan. thereby 
compounding the problem. 
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COCOMO 2.0 recognise' the ahovc problem' and u'c, 'cvcral dille rent rnodch m an 
attempt to overcome the i"ue,. However the mput' to the'c model, arc equally"' 
suspect. For in,tance the COCOMO 2.0 'tagc 2 model u'e' function pomh or 'ourcc 
lines of code (SLOC) as the input size mea,urc and hence ha' the problem' a' 
discussed above. 
Another problem associated with lines of code is that they are not all equal. Even 
using a detailed standard to count SLOC different lines will have a different degree 
of complexity and hence it is difficult to equate one line with another. 
6.4 Conclusion 
Function points do not relate to any iifecycle model or any set of activities. 
Therefore in addition to the problems mentioned above it is difficult to know what 
activities can be included when determining productivity and costing factors. That 
is, is it allowable to include such elements as the effort to produce systems manuals, 
the cost of development tools etc in the production of the system under investigation. 
COCOMO has a model on which it is based and only covers the software lifecycle 
from requirements to implementation for those activities in the work breakdown 
structure nominated. However, it has all the problems associated with estimating 
lines of code. COCOMO 2.0 addresses some of the issues however uses function 
points, object points or lines of code as inputs to the various models. 
It should be noted that no published material was found relating to ex(A;riences with 
the Wide-Band Delphi method. 
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Chapter 7 Analysis of Current Practice: WA Survey 
7.1 Overview 
A survey was conducted to ascertain the current 'oft ware project estimating practiCe 
within Western Australia. A questionnaire (appendix I) wa' 'cnt to 108 
organisations selected at random from a commercial mailing Jiq database containing 
a total of 384 organisations. The company, Spiral Technology Pty Ltd, who supplied 
the mailing list from its customer database, provides software engineering 
consultancy services to Western Australian organisations. It was considered these 
organisations would have some involvement or interest in the software development 
processes and hence software project estimating. The mailing list has been actively 
managed and updated since 1993. 
A letter (see appendix 2) accompanied the questionnaire and requested that the most 
knowledgeable estimating people complete it. The objective of the survey Wds to 
obtain opinion from people considered expert in their organisation and who actively 
practiced estimating. The initial response to the questionnaire was twenty-four 
which was considered too low to perfomn a valid analysis and so a further thirty-six 
organisations were selected at random and questionnaires mailed to them. All 
companies mailed were followed up with several telephone calls to maximise the 
response rate and to detemnine the reasons for not responding. The total number of 
companies responding was thirty-seven. However, in some companies several 
people completed the survey and hence a total of forty-five completed fomns were 
t03 
Panunrtric Softw11r~ Project K-.tim~~ting · An Analy~i-. or ( "urrrnt l•rat·tin·. 
rl'l'~t\'l'd One.· rt.''I)(Hl\t.' W~l\ unu ... ahlc and c.·xdudcd. hcnt.c forty-low have hccn 
An ~t ...... umplton wa' thai even 1f I he or~ant,atton dtd not devdop their own \oftv.cue. 
seen from Table 7-1 thi' a"umptinn wa' proved fal'e With a con"dcrablc number of 
organisation,. fony-eight. con,idcnng the 'urvey not to apply to them. 
Number 
Returned 37 
Not Applicable 48 
• No software development undenaken . 
• All software development out,ourced . 
• Only use commercial packa)!es . 
Develop software however too busy to re,pond 9 
Do not respond to surveys 5 
Unable to obtain any response 43 
Mise - A company was duplicated in the databa'c and another 2 
no longer exists. 
Total 144 
Table 7-1 Survey Responses 
7.2 Organisation Demographic Findings 
The responses were from a broad range of industry sectors as can be seen in 
Organisations by Industry Sector Table 7-2. Figure 7-1 a "Graph Organisations by 
Industry Sector" also shows the distribution of the responses clearly. The responses 
are what were expected from Western Australian industry in that the organisations 
reflect what is generally regarded a' the make-up of the organisations in Western 
Australia. That is, there is a predominance of government/defence and mining 
organisations represented. It should be noted the sector " propeny & business 
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service~" contam"' ~oflwarc development and con,ullancy organi"'ation' and hcn<..:c 
this category is well repre,cntcd. It is a"umed the 'urvey contain' data that rcllcch 
the organisations within Western Australia although compari"m data from the 
Australian Bureau of Statistics or the state government was not available. 
Industry Sector Frequency Percent 
mining 6 13.6 
manufacturing 3 6.8 
electricity/gas/water 2 4.5 
construction I 2.3 
retail trade I 2.3 
finance/insurance 5 11.4 
property & business services II 25.0 
govemmentldefence II 25.0 
education 2 
.___g. 
health & community services I 2.3 
Total 43 97.7 
Missing I 2.3 
Total 44 100.0 
Organisations by Industry Sector Table 7-2. 
L_ ________________________________ __ 
Figure 7·1 Organisations by Industry sector 
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The organisation' range in site from having four to twenty three thou,and full tunc 
employees. A' c·;m he seen from Tahle 7-3 the spread aero" the hroad range" even 
and con~isrcnt. 
No of Full Time Employees Frequency Percent Cumulative 
Percent 
4.00 I 2.3 2.3 
10.00 I 2.3 4.5 
12.00 I 2.3 6.8 
30.00 I 2.3 9.1 
40.00 2 4.5 13.6 
60.00 I 2.3 15.9 
70.00 I 2.3 18.2 
75.00 I 2.3 20.5 
130.00 I 2.3 22.7 
150.00 I 2.3 25.0 
155.00 2 4.5 29.5 
200.00 3 6.8 36.4 
250.00 I 2.3 38.6 
330.00 I 2.3 40.9 
350.00 I 2.3 43.2 
400.00 I 2.3 45.5 
450.00 2 4.5 50.0 
550.00 I 2.3 52.3 
581.00 2 4.5 56.8 
700.00 I 2.3 59.1 
760.00 I 2.3 61.4 
800.00 4 9.1 70.5 
1000.00 2 4.5 75.0 
1250.00 I 2.3 77.3 
1500.00 I 2.3 79.5 
1600.00 I 2.3 81.8 
1650.00 I 2.3 84.1 
2000.00 I 2.3 86.4 
2600.00 I 2.3 88.6 
5500.00 2 4.5 93.2 
5847.00 I 2.3 95.5 
10000.00 I 2.3 97.7 
23000.00 I 2.3 100.0 
Table 7-3 Number offull time employees 
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having fewer than tour hundred and fihy fulll!lllc 'Ia! f. Thc'c tlgure' add wc•ghllo 
the daim lhallhi' 'ludy "repre,cnlai!VC and hence the mndu"on' drawn have 
validity. 
Another aspectthatlypitles the Wc,tem Au,tralian indu,try i' the 'mall "zc of the 
development groups. The graph in Figure 7-2 demon,trale' the 'mall nature of the 
development groups. 
10 
0.0 
Sld Oev = 99.81 
Mean= 53 3 ····L..~~~~-~~··N = 43 00 100.0 200.0 300.0 400.0 500 0 600.0 
50.0 150.0 250.0 350 0 450.0 550.0 
Figure 7-2 Number of people in software development groups 
It should be noted that the overall result is skewed by the response indicating •.;x 
hundred people are involved in the development and maintenance of software within 
tbeir organisation. Table 7-4 summarises the situation and gives a mean of 53.3 
however the mode is only 30 which tends to indicate the relatively small size, by 
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world 'tandanb. of the ,oft ware development organi,atH>n' in th" 'tudy. Th" "'" " 
however mdil'attve of the organi~atwn' within Wc\tcrn Au~tralia 
Mi'"ng'Mean 
-··-
Valid Median Mode Sum 
--- --
No of 43 I 53.2(> 30.(){) 30 22'J() 
s/warc 
people 
Table 7-4 Number of development people ~tati~tics 
The number of software dc,·elopment people rcpre,cnted in the organi,ation' that 
responded is two thousand two hundred and ninety. This repre,ent' a con,iderablc 
percentage of the software developers in We,tern Australia. bpecially 'o when one 
considers the membership of the We,tern Australian branch of the Au,tralian 
Computer Society is one thousand four hundred. 
The type of development work undertaken is for internal use. external clients and 
commercial packages. The majority of the work is mainly for internal use within the 
organisation with the mean being 65.1 %. This can be seen in Table 7-5 that 
summarises the- types of software developed. 
Valid Missing Mean Median Mode 
% of internal use apps 41 3 65.0976 95.0000 100.00 
% of apps for external 36 8 33.7222 10.0000 .00 
clients 
% of commercial 29 15 10.4828 .0000 .00 
packages 
Other I 43 5.0000 5.00 
Table 7-5 Types of software developed 
The graph in Figure 7-3 also clearly shows that whilst the majority of respondents 
developed applications for internal use a considerable number developed applications 
for specific clients (thirty six) or as commercial packages (twenty nine). 
t08 
Parametric Software Pro jed K'\timatina ·An Analysis of Current Practice. 
The gr.1ph' m hgur.:' 7-.t and 7-5 fullh.:r tJiu,tratc thi' pomt. 
Jor----------------------------------, 
20+-----------------------------
00 20 0 40 0 60 0 eo o 100 0 
Std oe ... = 42 96 
Mean :c 65 1 
N = 41 00 
Figure 7-3 Percentage of internal development work undertaken 
20r------------------------------, 
10 
0.0 20.0 40.0 60.0 80.0 100.0 
Std. Dev = 39 93 
Mean= 33 7 
N = 36 00 
Figure 7-4 Percentage of external development work undertaken 
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~~-------------------------------, 
20 
10 
Std. Dev = 21 01 
tv1ean= 105 
.............. l_r-~_j~ll .. liN=2900 
0.0 10.0 20.0 30.0 40.0 50.0 60 0 70.0 80.0 
Figure 7-5 Percentage of commercial packages developed 
It should be noted that no organisation solely developed commercial packages 
although thirty-one percent of the respondents undertook some development activity 
in this area. 
Table 7-6 shows the number of organisations developing software projects in various 
categories and the percentage of work undertaken in each category on average. 
Valid Missing Mean Median 
% of business projects 44 0 77.1364 90.0000 
% of engineering & scientific 34 10 8.7941 2.5000 
projects 
% of system projects 34 10 8.9706 5.0000 
% of real time/embedded 30 14 7.4000 .0000 
projects 
% of other projects 29 15 6.1034 .0000 
Table 7-6 Percentage of project categories 
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Figure 7-6 Percentage of business projects 
Figure 7· 7 Percentage of Engineering & scientific 
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Figure 7-9 Percentage of real time/embedded projects 
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Figure 7-16 Percentage of other projects 
As can be seen from the tables and graphs above the majority of the proJects were 
able to be a~sociated with the specified categories. 
Therefore, it can be said the respondent organisations to the survey generally 
represent the Western Australian organisations developing software in that: 
• A range of different sized organisations responded although they tended 
to be of a small nature; 
• Different industry sectors were represented with mining and government 
being prominent. 
• The application types developed were for internal use, built for spectfic 
external clients and commercial packages were developed. 
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The categories, denved from Pressman ( 1997 ). covered the range of proJect' that arc 
generally con,idered undertaken Within the indu,try. 
7.3 Respondents Demographics 
The total years of software development experience i' detailed in Table 7-7 Total 
Years of Software Development Experience. 
Years of Experience Frequency Percent 
4 I 2.27 
7 I 2.27 
- 8 2 4.55 
10 4 9.09 
II 2 4.55 
12 4 9.09 
14 3 6.82 
IS 7 15.91 
16 I 2.27 
17 2 4.55 
18 3 6.82 
19 3 6.82 
20 4 9.09 
21 I 2.27 
22 I 2.27 
24 I 2.27 
25 I 2.27 
27 I 2.27 
36 I 2.27 
Total 43 97.73 
Missing I 2.27 
Total 44 100.00 
Table 7-7 Total Years of Software Development Experience 
As can be seen from this table and the graph in Figure 7-11 Total Years of Software 
Development Experience the aim to have experienced people complete the survey 
has been achieved. Of the forty-three valid responses only four people. representing 
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4.55%, have less than ten yea" experience in the indu,try. The mean being nearly 
sixteen years also demonstrate' the depth of expcncncc of the rc,pondenl\. 
Histogram 
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10 
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Mean= 15 8 
~~=-... - N; 43 00 
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Figure 7·11 Total years ofsoftware development experience 
Therefore, the results of this survey can be said to originate from people who have 
been in the industry for a considerable time. Hence these people should be 
experienced in software development and have had exposure to a number of 
estimating techniques in their careers. 
This degree of experience is further supported in that the majority of responJents 
have worked in more that one organisation as the number of years worked in the 
current organisation has a mean of 8.5 years. Figure 7-12 clearly shows this and also 
shows a bunching towards the lower end of the scale which indicates the majority of 
people spend less time than •he mean in an organisation. 
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Figure 7-12 Years in current organisation 
7.4 Estimation Practices 
A number of questions were asked in relation to the respondents' estimating 
experience with different techniques and their view of how useful the techniques 
were. 
The categories used were derived from previously conducted surveys (see section 
five) and what has been generally published in the literature. 
The rating scale had seven points with one being useless, four being useful and 
seven being very useful. Table 7-8 summarises the data. 
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Valid Missin~ Mean Median Mode 
Use of analogy 40 4 5.25 6.00 6 
Use of expert judgement 40 4 5.IX 5.00 6 
·-
Use of work breakdown 42 2 5.45 6.00 6 
UseofLOC 22 22 2.59 2.00 2 
UseofFPA 23 21 3.91 4.00 4 
Use of other 4 40 4.00 4 
Table 7-8 Summary or estimating practice use and rating 
Table 7-9 details the responses regarding the use of analogy and Figure 7-13 
illustrates the data. 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
Valid I I 2.3 2.5 2.5 
3 2 4.5 5.0 7.5 
4 6 13.6 15.0 22.5 
5 9 20.5 22.5 45.0 
6 20 45.5 50 95.5 
7 2 4,5 5.0 100.0 
Total 40 90.9 100.0 
System Missing 4 9.1 
Total 44 100.0 
Table 7-9 Use and rating or analogy 
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Figure 7-13 Use and rating or analogy 
The data shows 91% of the total respondents have used the analogy technique and in 
general have found it more than useful with the mean being 5.3. 
Table 7-10 details the responses regarding the use of expert judgement and figure 7-
14 illustrates the data. 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
Valid I I 2.3 2.5 2.5 
3 I 2.3 2.5 5.0 
4 9 20.5 22.5 27.5 
5 II 25.0 27.5 55.0 
6 14 31.8 35.0 90.0 
7 4 9.1 10.0 100.0 
Total 40 90.9 100.0 
System Missing 4 9.1 
Total 44 100.0 
Table 7-10 Use & rating or expert judgement 
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Figure 7-14 Use and rating of expert judgement 
Ninety-one percent of the total re;pondents have used the ex pen judgement 
technique and in general have found it more than useful with the mean being 5.2. 
Table 7-11 details the respon«"' regarding the use of work breakdown and figure 7-
15 illustrates the data. 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
-Valid I I 2.3 2.4 2.4 
3 3 6.8 7.1 9.5 
4 5 11.4 11.9 21.4 
5 8 18.2 19.0 40.5 
6 16 36.4 38.1 78.6 
7 9 20.5 21.4 100.0 
Total 42 95.5 100.0 
System Missing 2 4.5 
Total 44 100.0 
Table 7-11 Use and rating of work breakdown 
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Figure 7-15 Use and rating of work breakdown 
Ninety-five point five percent of the total respondents have used the work breakdown 
technique and in general have found it more than useful with the mean being 5.5. 
Table 7-12 details the responses regarding the use ofLOC (Lines of Code) and figure 
7-16 illustrates the data. 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
Valid I 6 13.6 27.3 27.3 
2 8 18.2 36.4 63.6 
3 4 9.1 18.2 81.8 
5 2 4.5 9.1 90.9 
6 I 2.3 4.5 95.5 
7 I 2.3 4.5 100.0 
Total 22 50.0 100.0 
System Missing 22 50.0 
Total 44 100.0 
Table 7-12 Use and rating of LOC 
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Figure 7-16 Use and rating of LOC 
Only fifty percent of the total respondents have used Lines of Code (LOC) 
techniques and in general have found them less than useful with the mean being 2.6. 
Sixty three point six percent found the techniques to be useless or next to useless and 
only nine percent found them to be better than useful. 
Rating Frequency ?ercent Valid Cumulative 
Percent Percent 
Valid I 2 4.5 8.7 8.7 
2 3 6.8 13.0 21.7 
3 4 9.1 17.4 39.1 
4 5 11.4 21.7 60.9 
5 5 11.4 21.7 82.6 
6 3 6.8 13.0 95.7 
7 I 2.3 4.3 100.0 
Total 23 52.3 100.0 
System Missing 21 47.7 
Total 44 100.0 
Table 7-13 Use and rating of Function Point Analysis 
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Table 7-13 details the re,ponse' regardmg the U\C of Funct10n Pomt Analy'i' and 
Figure 7-17 lllu,trates the datil. 
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Figure 7-17 Use and rating of Function Point Analysis 
Fifty two point three percent of the total respondents have used the Function Point 
Analysis (FPA) technique and in general have found it to be useful albeit marginally 
so. The data indicates that 39.1% found FP A to be less than useful and 39% found it 
to more than useful with the mean being 3.9. 
Table 7-14 details the responses regarding the use of "Other" techniques. As can be 
seen this only represents four of the respondents or nine point one percent all of who 
indicated they found the technique they used to be useful. 
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Rating Frequency Percent Valid Cumulative 
Percent Percent 
--Valid 4 4 'J.I 1000 100.0 
Tnt~! 4 'J.I 100.0 
System Missinl!: 40 'JO.'J 
Total 44 100.0 
Table 7-14 Use and rating or Other Techniques 
Other technique' were spec !lied by four respondents and th"e were: 
• Feature Points (the Capers Jones derivative of Function Point Analysis): 
Joint E,timating Workshops- this is a'sumed to be an implementation of 
Boehm's Wide Band Delphi or similar; 
Guestimate; 
Complexity Matrix. 
The survey appeared to capture the estimating techniques that are and have been 
prevalent in the software development industry and published in the general 
literature. 
The respondents were asked to rate their own estimating skills with one representing 
poor, four representing average and seven excellent. The results are shown in Table 
7-15 and Figure 7-18. The response is as expected with only a small percentage, 
6.8% rating themselves below average. The people who rated themselves below 
average only did so by one point. None of the respondents rated themselves as 
having poor estimating skills. This result was expected as the survey was aimed at 
experienced and expert estimators in the organisations. This rating of course does 
not imply the respondents give accurate estimates only that they rate their skills as 
better than average. 
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Rating Frequency Percent Valid 
rcc--~---~------
Cumulative Percent 
Percent 
--
Valid 3 
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6 
7 
Total 
30 
3.0 
3 6.X 6X ~JI~--------~---~-
6 l.l.ti 13.6 20.5 
24 54.5 54.5 75 () 
--------~ 
10 22.7 22.7 'J7.7 
2.3 2.3 I()()_() 
44 100.0 100.0 
Table 7-lS Rating or estimating skills 
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Figure 7-18 Rating or estimating skills 
It is also interesting to note that whilst the majority of respondents (thirty five) rated 
their skills above average only one person gave themselves an excellent rating. This 
result was expected as it was assumed the people specialising in estimating in their 
organisation would have above average estimating skills and it would be the 
principal reason they were employed to perform this work. 
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Figure 7-19 Estimates made in last 12 months 
The total estimates from all respondents were two hundred and forty nine. Th1~ 
would indicate that on average the respondents would produce an estimate about 
every two months. This adds further weight to the claim the respondents have a high 
level of estimating expertise and practice. 
The response to the question "Do your estimating practices differ from that of your 
colleagues?" where a seven point scale wa~ used with I =same, 4 = somewhat 
different and seven= very different is detailed in Table 7-17 and Figure 7-20. 
As can be seen the practices reported tended to similar with only 16.7% indicating 
their practices were somewhat different to very different from their colleagues. On! y 
20.5% indicated their practices were the same therefore it must be inferred there are 
slight differences in how the estimating process i~ undertaken between people in the 
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same organisation. Only 6.K% advi,cd theor practice' were more than 'omcwhat 
different (a 'core greater than live) to their colleague'. 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
Valid I 9 20.5 21.4 21.4 
2 13 29.5 31.0 52.4 
3 13 29.5 31.0 S3.3 
4 4 9.1 9.5 92.9 
5 2 4.5 4.8 97.6 
6 I 2.3 2.4 100.0 
Total 42 95.5 100.0 
System Missing 2 4.5 
Total 44 100.0 
Table 7-17 Similarity to colleagues' practices 
Figure 7-20 shows the fr.:quency of the responses clustered towards the end of the 
scale indicating the sameness of practice. 
1.0 2.0 3.0 4.0 5.0 6.0 
Figure 7-lO Similarity to colleagues' practices 
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Information wa, abo 'ought regarding the estimatmg practiCe' for dtffcrcnl proJect 
categories. Th" "detailed in Tahle 7-18 and Figure 7-21. 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
Valid I 6 13.6 14.3 14 .. > 
2 14 31.8 333 47.6 
3 6 13.6 14.3 61.'! 
4 10 22.7 23.8 85.7 
5 4 9.1 9.5 95.2 
6 I 2.3 2.4 97.6 
7 I 2.3 2.4 100.0 
Total 42 95.5 100.0 
System Missing 2 4.5 
Total 44 100.0 
Table 7-18 Practices for different project categories 
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Figure 7-21 Practices for different project categories 
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14.3% advised they used the >arne practice' for all project' and JK.I% indtcated they 
ust•d "somewhat different" to "very different" practice,, Thi' would tend to mdicate 
that estimating practices were generally modified to >orne extent dependant on the 
project category. 
7.5 Other Aspect~ of Estimating 
It was intended to see if there was any differentiation between the C>timatmg 
practices with new and maintenance projects. Unfortunately, the que>tion; a;king tf 
the respondents' practices differed between new and maintenance projects were 
absent from the questionnaire. However, ;orne interesting data was gathered and i' 
in Table 7-19 and Figures 7-22,23. This data 'hows that approximately 60% of the 
work is for new projects and forty percent is for maintenance projects. These figures 
are somewhat contrary to accepted wisdom, that is widely published in the literature, 
that typically puts new development at forty percent and maintenance at 'ixty percent 
or greater. For instance Takang and Grubb (1996) pl3-15 report several refereed 
studies that are in line with the ratio quoted above. The data shows that 75.6% of the 
respondents had less than 70% of maintenance work. 
Valid Missing Mean Median Mode 
% of new development 42 2 60.4762 62.5000 60.00* 
work 
% of maintenance work 41 3 40.4878 40.0000 20.00* 
• Mulllple modes ex1st. The smallest value 1s shown 
Table 7-19 Percentage of New & Maintenance Work 
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Figure 7-22 Percentage or New Development Work 
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Flgure 7-23 Percentage or Maintenance Work 
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The importance of estimating in the organi,ation wa' determined and the rc.,uJt, arc 
shown in Table 7-20 and Figure 7-24. The majority, !!1.4% advi,cd c'timating wa.\ 
important to extremely important to the organisation. A minority, I !!.6% adVJ\ed It 
was less than important and two people advi,ed it was not important. 
Valid 
Total 
Missinl! 
Total 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
I 2 4.5 4.7 4.7 
3 6 13.6 14.0 18.6 
4 5 11.4 11.6 30.2 
5 5 11.4 11.6 41.9 
6 12 27.3 27.9 69.8 
7 13 29.5 30.2 100.0 
43 97.7 100.0 
I 2.3 
44 100.0 
Table 7-20 Importance of Estimating in the Organisation 
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Figure 7-24 Importance of Estimating in the Organisation 
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The degree of satisfaction expre"ed with the organi,ation's c'timating procc" hcc 
Table 7-21) overall was 'hghtly more than 'ati,ficd with a mean of 4.3. 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
Valid I I 2.3 2.3 2.3 
2 2 4.5 4.7 7.0 
3 8 18.2 18.6 25.6 
4 IS 34.1 34.9 60.5 
5 10 22.7 23.3 83.7 
6 5 11.4 I 1.6 95.3 
7 2 4.5 4.7 100.0 
Total 43 97.7 100.0 
Missing I 2.3 
Total 44 100.0 
Table 7-21 Degree or Satisfaetion with the Estimating Process 
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Figure 7-25 Degree of Satlst'adion with the Estimating Process 
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Information relating to the accuracy of the organi-.,ati<Hl'-1' c~o,tunatc~o, p., detailed 111 
Tahle 7-22 and Figure 7-26. Thc'c 'how that the c'timatc' arc con"dcrcd 'lightly 
more than "'mew hat accurate With a mean of 4 . .1. 
Rating Frequency Percent Valid Cumulative 
Percent Percent 
Valid 2 3 6.8 7.0 7.0 
3 7 15.9 16.3 23..1 
4 13 29.5 30.2 53.5 
5 12 27.3 27.9 81 .4 
J 6 8 18.2 18.6 100.0 
I Te>tal 43 97.7 100.0 
Missi11g I 2.3 
l Total 44 100.0 
Table 7-22 Accuracy of the Organisation's Estimates 
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Figure 7·26 Accuracy of the Organisation's Estimates 
Data concerning the rea.<.ons initial estimates are required was gathered. This 
information was required, in part, to substantiate the hypothesis that estimate' are 
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typically required before the dctmlcd requirement.' arc known. Tahlc 7-21 dearly 
shows this to be the case. for instance 65% of the respondents advJSed they 
undertook estimating to obtain project approval. This adds we1ght to the proposal 
that estimating techniques arc needed that formalise WBS, analogy etc. 
I Reasons Valid Valid% Missing 
I To provide firm quotations 28 63.6 16 
Organisational requirement 14 31.8 30 
To obtain project approval 29 65.9 15 
Assess project risk 22 50.0 22 
Budgeting 33 75.0 II 
Project planning 7 15.9 37 
Table 7-23 Reasons for Estimating 
Table 7-24 provides information on the number of estimates made in the re,pondent's 
organisation in the last year. It is interesting to note that the estimates required are 
divided equally between new and mamtenance projects. This can be seen with the 
median and mode being ten in all cases. One response indicated they conducted two 
thousand maintenance estimates and appears to be contrary to all the other responses. 
Valid Missing Mean Median Mode Total 
No of new project 38 6 19.71 10.00 10 749 
estimates made in 
the last year 
No of maintenance 39 5 70.44 10.00 10 2747 
project estimates 
made in the last year 
Table 7-24 No of Estimates made in Last Year 
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Chapter 8 Elements Estimated: WA Current Practice 
A number of clements, that would contrihutc to the overall project C\llmatc, were 
listed and the rc,pondents were a'kcd to advi'e whether the element' were 
considered or not. The clements lbted con'i'ted of the lifccycle pha'c' and other 
significant activities together with items that could result in major purcha'e' and 
would also impact on the amount of project work required. They had the chmce of 
never, sometimes or always. They were also a'ked to indicate their degree of 
confidence in the estimate for the particular element with one indicating "not 
confident", four "somewhat confident" and seven "extremely confident". 
8.1 Problem Definition & Feasibility Study 
For the element "Problem Definition & Feasibility Study", the Figure 8-1 shows that 
this phase is only never considered by 2.3% of the respondents which corre,ponds 
with a single response. It is sometimes considered by 43.2% and always considered 
by 52.3%. This could indicate that a number of organisations do not always estimate 
this first phase as it is problematic if the problem and hence the scope is unknown. 
The degree of confidence (see Table 8-1 and Figure 8-2) is generally high with a 
mean of 4.8 although a significant percentage, 21.4% were less than somewhat 
confident in the estimate made. Of the respondents 64.3% designated five or above 
on the scale which would indicate they were fairly confident in their estimate for this 
element. 
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Figure 8-1 Consideration of Problem definition & feasibility study 
Degree of Frequency Percent Valid Cumulative 
Confidence Percent Percent 
Valid I l 2.3 2.4 2.4 
2 l 2.3 2.4 4.8 
3 7 15.9 16.7 21.4 
4 6 13.6 14.3 35.7 
5 10 22.7 23.8 59.5 
6 15 34.1 35.7 95.2 
7 2 4.5 4.8 100.0 
Total 42 95.5 100.0 
System Missin~ 2 4.5 
Total 44 100.0 
Table 8-1 Degree of confidence - Problem definition & Feasibility Study 
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Figure 8-2 Degree of confidence • Problem Definition & feasibility study 
8.2 Requirements Analysis 
For the element "Requirements Analysis", the Figure 8-3 shows that this phase is 
"sometimes" considered by 11.4% and always considered by 88.6%. This is the only 
element that all respondents indicated they estimated. That is there were no missing 
data and the "never" choice was not designated. 
The degree of confidence (see Table 8-2 and Figure 8-4) is very high with a mean of 
5.1. A small percentage, 9.1 %, were less than somewhat confident in the estimate 
made. Of the respondents 77.3% designated five or above on the scale which would 
indicate they were more than somewhat confident in their estimate for this element. 
This was the second highest element in percentage terms for scores above five. This 
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is the highest element for the number of respondents, thirty four, who indicated they 
were more than somewhat confident in their estimate. 
Sormt~rres 
114% 
Always 
886% 
Figure 8-3 Consideration of Requirements analysis 
Degree of Frequency Percent Valid Cumulative 
Confidence Percent Percent 
Valid 2 I 2.3 2.3 2.3 
3 3 6.8 6.8 9.1 
4 6 13.6 13.6 22.7 
5 18 40.9 40.9 63.6 
6 14 31.8 31.8 95.5 
7 2 4.5 4.5 100.0 
Total 44 100.0 100.0 
Table 8-2 Degree of confidence • Requirements analysis 
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five. This is the equal second highest clement for the numhcr of respondcnh, tlurly 
one, who indicated they were more than somewhat confident in their e'tnnatc . 
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Figure 8-5 Consideration of Design 
Degree of Frequency Percent Valid 
Confidence Percent 
3 3 6.8 7.0 
4 9 20.5 20.9 
5 18 40.9 41.9 
6 II 25.0 25.6 
7 2 4.5 4.7 
Total 43 97.7 100.0 
System Missing I 2.3 
Total 44 100.0 
Table 8-3 Degree of confidence • Design 
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Figure 8-6 Degree or confidence - Design 
8.4 Development 
For the element "Development", which indicated the coding activities in the survey 
form, Figure 8-7 shows that thi~ phase is sometimes considered by 11.4%, never 
considered by 4.5% and one respondent, representing 2.3%, made no indication. It 
was always considered by 81.8%, which is the same result as for the "Design" 
element. 
The degree of confidence (see Table 8-4 and Figure 8-8) is lower than requirements 
and design with a mean of 4.7 and 17 .I% were less than somewhat confident in the 
estimate made. It is interesting to note only 56.1% or twenty-three of the 
respondents designated five or above on the scale which would indicate th~y were 
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more than 'omewhat wnlident m !herr c'tunatc for thi' clement. Th" would tend to 
indrcatc that people 111 general arc only 'omcwhat conlidcntmthcrr c'tunatc' for the 
coding pha,c. which "the lowe'! level for the c/a"rc hfccyc/c pha'c' cxcludmg 
maintenance . 
.----------------------
Miss•ng 
Always 
81.8% 
Figure 8-7 Consideration of Developement 
Degree of Frequency Percent Valid 
Confidence Percent 
Valid 2 2 4.5 4.9 
3 3 6.8 7.3 
4 13 29.5 31.7 
5 12 27.3 29.3 
6 8 18.2 19.5 
7 3 6.8 7.3 
Total 41 93.2 100.0 
System Missing 3 6.8 
Total 44 100.0 
Never 
45% 
Sorretwnes 
114% 
Cumulative 
Percent 
4.9 
12.2 
43.9 
73.2 
92.7 
100.0 
Table 8-4 Degree of confidence - Development 
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Figure 8-8 Degree of confidence - Development 
8.5 Implementation 
For the element "Implementation", Figure 8-9 shows that this pha~e is sometimes 
considered by 11.4%, never considered by 6.8% and one respondent, representing 
2.3%, made no indication. It wa~ always considered by 79.8%. 
The :-=gree of confidence (see Table 8-5 and Figure 8-1 0) is lower than requirements 
and design with a mean of 4.8 and marginally higher than the confidence in the 
"Development" element. Of the respondents 17 .I% were less than somewhat 
confident in the estimate made which is the same a~ the "Development" element. 
Twenty-five or 61% of the respondents designated five or above on the scale, which 
would indicate, they were more than somewhat confident in their estimate for this 
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clement. Thi' would tend to indtcate that people in general arc only 'omewhat 
confident in thdr e'timates for the implementation pha,c. The rc,ult' forth" 
element are comparable w1th tho'e of the "Development" clement. 
Mass1ng 
2.3% 
Always 
795% 
Figure 8-9 Consideration or Implementation 
Never 
68% 
SorretJTes 
114% 
Degree of Frequency Percent Valid Cumulative 
Confidence Percent Percent 
Valid 2 3 6.8 7.3 7.3 
3 I 2.3 2.4 9.8 
4 12 27.3 29.3 39.0 
5 13 29.5 31.7 70.7 
6 8 18.2 19.5 90.2 
7 4 9.1 9.8 100.0 
Total 41 93.2 100.0 
System Missing 3 6.8 
Total 44 100.0 
Table 8-5 Degree or confidence - Implementation 
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Figure 8-10 Degree of confidence- Implementation 
8.6 Training 
For the element "Training", Figure 8-11 shows that this phase is sometimes 
consiclered by 52.3%, never considered by 4.5% and two respondents, representing 
4.5%, made no indication. It was always considered by 38.6%. 
The degree of confidence (see Table 8-6 and Figure 8-12) with a mean of 4.8 
indicates the people who made estimates for this element were somewhat confident 
with their estimate. Of the respondents, 14.6% were less than somewhat confident in 
the estimate made. Twenty-five or 60.9% of the respondents designated five or 
above on the scale, which would indicate they were more than somewhat confident 
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m thc•r C\lllllalc f<lr th" clcmcnl. Thi' would tend 10 mdi<:atc that people 111 general 
arc only ~om.:whatl..'lmfidc-m in their c:'IJmatc' for "Traanmg". 
,----------~~ ---~-----~-----~ ~--
Valid 
Total 
Always 
3660,. 
Figure 8-11 Consideration or Training 
Degree of Frequency Percent Valid 
Confidence Percent 
2 I 2.3 2.4 
3 4 9.1 9.8 
4 II 25.0 26.8 
5 II 25.0 26.8 
6 13 29.5 31.7 
7 I 2.3 2.4 
41 93.2 100.0 
System Missing 3 6.8 
Total 44 100.0 
Table 8-6 Degree or confidence - Training 
Never 
SometJrres 
523% 
Curnulati ve 
Percent 
2.4 
12.2 
39.0 
65.9 
97.6 
100.0 
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Figure 8-12 Degree or confidence - Training 
8.7 Project Management & Administration 
Forthe element "Project Management & Administration", Figure 8-13 'hows that 
this phase is sometimes considered by 25%, never considered by 9.1% and two 
respondents, representing 4.5%, made no indication. It was always considered by 
61.4%. 
The degree of confidence (see Table 8-7 and Figure 8-14) with a mean of 5.1 is quite 
high. Two respondents or 5.1% were less than somewhat confident in the estimate 
made. Thirty-one or 79.4% of the respondents designated five or above on the scale 
which would indicate they were more than somewhat confident in their estimate for 
this element. The results would tend to indicate that people in general are quite 
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confident in their "'t11nate,, when made, for "Project Management & 
Implementation". 
MISSing Never 
45% 
Always 
61.4% 
Figure 8-13 Consideration of Project management & administration 
Degree of Frequency Percent Valid Cumulative 
Confidence Percent Percent 
Valid I I 2.3 2.6 2.6 
3 I 2.3 2.6 5.1 
4 6 13.6 15.4 20.5 
5 16 36.4 41.0 61.5 
6 13 29.5 33.3 94.9 
7 2 4.5 5.1 100.0 
Total 39 88.6 100.0 
System Missing 5 11.4 
Total 44 100.0 
Table 8-7 Degree of confidence - Project management & administration 
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Figure 8-14 Degree of confidence -Project management & administration 
8.8 Development Hardware & Software 
For the element "Development Hardware & Software", Figure 8-15 shows that this 
phase is never considered by 11.4% of the respondents. It is sometimes considered 
by 47.7% and three respondents, representing 6.8%, made no indication. It was 
always considered by 34.1% of the respondents. 
The degree of confidence (see Table 8-8 and Figure 8-16) is generally high with a 
mean of five although 13.9% were Jess than somewhat confident in the estimate 
made. Twenty-three or 63.9% of the respondents designated five or above on the 
scale which would indicate they were confident in their estimate for this element. 
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Six of the respondents repre,enting 16.7% indocald they were extremely confodcnt 
in the estimates made which is significantly greater than mmt of the other clemenh. 
r---------------------------------------------
Miss1ng 
68% 
Always 
341% 
Never 
114% 
Somelm!s 
47.7% 
Figure 8-15 Consideration of D.!velopment hardware & software 
Degree of Frequency Percent Valid Cumulative 
Confidence Percent Percent 
Valid I I 2.3 2.8 2.8 
3 4 9.1 11.1 13.9 
4 8 18.2 22.2 36.1 
5 10 22.7 27.8 63.9 
6 7 15.9 19.4 83.3 
7 6 13.6 16.7 100.0 
Total 36 81.8 100.0 
System Missing 8 18.2 
Total 44 100.0 
Table 8-8 Degree of confidence • Development hardware & software 
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2.0 4.0 6.0 80 
Std Oev = 1 42 
Mean =5.0 
N= 36.00 
Figure 8-16 Degree of confidence- Development hardware & software 
8.9 Operational Hardware & Software 
For the element "Operational Hardware & Software". the Figure 8-17 shows that this 
phase is never considered by 13.6% of the respondents. It is sometimes considered 
by 40.9% and three respondents, representing 6.8%, made no indication. It was 
always considered by 38.6% of the respondents. 
The degree of confidence (see Table 8-9 and Figure 8-18) is generally high with a 
mean of five although 11.8% were less than somewhat confident in the estimate 
made. Twenty-two or 64.7% of the respondents designated five or above on the 
scale which would indicate they were confident in their estimate for this element. 
Five of the respondents representing 14.7% percent indicated they were extremely 
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confident in the estinMtes made which is 'ignifkantly greater than mo't of the other 
elements. 
,----------------------------------------
MISSing 
Never 
136% 
Sorretrres 
409% 
Figure 8-17 Consideration of Operational hardware & software 
Degree of Frequency Percent Valid Cumulative 
Confidence Percent Percent 
Valid I I 2.3 2.9 2.9 
3 3 6.8 8.8 11.8 
4 8 18.2 23.5 35.3 
5 10 22.7 29.4 64.7 
6 7 15.9 20.6 85.3 
7 5 11.4 14.7 100.0 
Total 34 77.3 100.0 
System Missing 10 22.7 
Total 44 100.0 
Table 8-9 Degree of confidence - Operational Hardware & software 
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68% 
Always 
114% 
Sometns 
61.4% 
Never 
20 5% 
Figure 8·19 Consideration of Environmental changes 
Degree of Frequency Percent Valid Cumulative 
Confidence Percent Percent 
Valid I 2 4.5 5.7 5.7 
2 5 11.4 14.3 20.0 
3 6 13.6 17.1 37.1 
4 II 25.0 31.4 68.6 
5 9 20.5 25.7 94.3 
6 I 2.3 2.9 97.1 
7 I 2.3 2.9 100.0 
Total 35 79.5 100.0 
S_ystem Missing_ 9 20.5 
Total 44 100.0 
Table 8-10 Degree of tonftdence ·Environmental changes 
Eleven of the respondents or 31.5% designated five or above on the scale, which 
would indicate they were confident in their estimate for this element. This was the 
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least clement considered, with the exception of "Other", and for the people who 
made an estimate they were generally le" that somewhat confident m theu e\timatc. 
12r------------------------------, 
1.0 2.0 3.0 4.0 5.0 60 7.0 
S1d Dev = 1.37 
Wean= 3.8 
N= 35.00 
Figure 8-20 Degree of confidence - Environmental changes 
8.11 Maintenance 
For the element "Maintenance", Figure 8-21 shows that this phase is never 
considered by 15.9% of the respondents. It is sometimes considered by 52.3% and 
four respondents, representing 9.1 %, made no indication. It was always considered 
by 22.7% of the respondents which is one of the lowest of the elements always 
considered. 
The degree of confidence (see Table 8-11 and Figure 8-22) with a mean of 4.3 is 
towards the low end of the scale in comparison to all the other elements estimated. 
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Twenty percent were lc" than somewhat confident in the e'lllnate made. Nlllc!cen 
or 54.3'k of the respondents designated five or above on the 'calc wh1ch would 
indicate they were confident in their e'timate forth" clement. 
~-------~------------·---- .. -- .. --. 
MISSing 
91% 
Always 
22.7% 
Figure 8-21 Consideration of Maintenance 
Never 
159% 
Sol'l"ebrres 
52 3% 
Eight of the respondents representing 18.2% indicated they were extremely confident 
in the estimates made which was the highest of all elements considered. 
It should be noted this element also had the largest standard deviation at 1.47. This 
would indicate that whilst some of the respondents were very confident in thelf 
estimates others were not. 
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Degree of Frequency Percent Valid 
Confidence Percent 
Valid I 2 4.5 5.7 
2 4 <J.l 11.4 
3 I 2.3 2.<J 
4 <J 20.5 25.7 
5 II 25.0 31.4 
6 8 18.2 22.9 
Total 35 7<J.5 100.0 
System Missing 9 20.5 
Total 
~ 
c: 
Q) 
" r::r !'? u. 0 
8.12 Other 
44 100.0 
Table 8-11 Degree of confidence - Maintenance 
1.0 2.0 30 4.0 5.0 6.0 
Figure 8-22 Degree of confidence - Maintenance 
-Cumulative 
Percent 
5.7 
--
17.1 
---
20.0 
45.7 
77.1 
IOCHJ 
An "Other" category was available for the respondents to indicate elements that were 
not listed. The Figure 8-23 shows that for "other" elements 77.3% of the respondents 
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were in the missing category. As there wa' no "never" cho1cc thi' f1gure 'hows the 
clements listed in the 4uestionnairc covered the estimating scope of most 
respondents. Other clements arc somctnncs considered hy I S.'l'!f, and was always 
considered hy 6.8% of th<' respondents which is the lowest of the clements always 
considered. 
The degree of confidence (see Table 8-12 and Figure 8-24) with a mean of 4.3 is 
towards the low end of the scale in comparison to all the other element\ estimated. 
Thirty percent were less than somewhat confident in the estimate made. Fifty 
percent representing five of the respondents designated five or above on the scale 
which would indicate they were confident in their estimate for the element they 
designated. 
Some tomes 
Figure 8-23 Consideration of other 
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Degree of Frequency Percent Valid Cumulative 
Confidence Percent Percent 
Valid 3 3 6.H 30.0 30.0 
4 2 4.5 20.0 50.0 
5 4 9.1 40.0 90.0 
6 I 2.3 10.0 100.0 
Total 10 22.7 HXJ.O 
System Missing 34 77.3 
Total 44 100.0 
Table 8-12 Degree or confidence - other 
It should be noted no respondent indicated they were extremely confident in the 
estimates made. The graph in Figure 8-24 shows a clu;tering around the ;omewhat 
confident mark. 
3.0 4.0 5.0 6.0 
Std. Dev = 1.06 
Mean =4.3 
N = 10.00 
Figure 8-24 Degree or confidence - other 
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8.13 Conclusions 
Table 8-13 give' a 'ummary ohome of the signi lkant data on relation to the 
elements e'timated and the degree of conlidence the rc,pondenl' have in th"'e 
estimates when they are made. 
As can he seen the 'tandard lifccycle pha'e' of: 
Requirements Analy'i' 
Design 
• Development (Coding) and 
• Implementation 
are nearly always considered by approximately 80% or greater of the re,pondent,. 
The consideration of these elements in forming estimate' is ~ignilicanlly higher that 
all the others proposed in the survey questionnaire. The other element that is 
considered by a high percentage. sixty-one poinl four of the respondents is "Project 
Management & Administration". The other elements are only are nearly always 
considered by approximately" fifty percent or less 'Jfthe respondents. 
An observation that can he made is that the confidence in the estimates diminishes 
for the later phases in the lifecycle. The confidence in requirements analysis and 
design estimating is significantly higher than coding, implementation, training and 
maintenance. Start up activities, such as project management also have a high 
confidence rating. In general it can he said that where an estimate is made the 
respondent is more than somewhat confident in the estimate. This could he either an 
too 
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mdication of the optimism of the e'timators or the degree of expertise and experience 
of the people who responded to the survey. 
It would appear the phases and elements that must be completed and arc mca,urahlc 
have a lower confidence. That is phases such as requirements and design can he 
arbitrarily stopped when sufficient work has been done however their "complctcnc"" 
cannot be tested. The development, training and equipment purchase'> however can 
be tested and costed. 
Element %Who Confidence %Above Standard 
Always Mean Somewhat Deviation 
Consider Confident 
Problem Defn & 52.3 4.8 64.3 1.40 
Feasibility Study 
Requirements 88.6 5.1 77.3 1.07 
Analysis 
Design 81.8 5.0 72.1 0.98 
Development 81.8 4.7 56.1 1.23 
(Coding) 
Implementation 79.5 4.8 61.0 1.28 
Training 38.6 4.8 60.9 1.14 
Project Management 61.4 5.1 79.4 1.10 
& Administration 
Development 34.1 5.0 63.9 1.42 
Hardware & Software 
Operational Hardware 38.6 5.0 64.7 1.38 
& Software 
Environmental 11.4 3.8 31.5 1.37 
Changes 
Maintenance 22.7 4.3 54.3 1.47 
Other 6.8 4.3 50.0 1.06 
Table 11-13 Summary of elements estimated & their degree of confidence 
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The validity of the re,pon,cs and lack of variance in the mca\urement of the "Degree 
of C'cnlidcncc" is 'upportcd with the 'tandard devwtion hcing lc" than one pomt 
five (I .5) for all the data. 
As there were fc"' .ltlditional clement' nominated it would 'cern the defined clement' 
would be a reasonable 'tarting point for an e'timating model. Nominated "Other·· 
elements were considered sub-sets of the defined element\. 
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Chapter 9 Modifying Parameters: WA Current Practice 
A number of parameters were !"ted which could cau'e the re,pondent\ nom mal 
estimate to be nuxhlied. The li,ted parameter' were derived from co\t driver' 
associated With COCOMO one and two, Function Point Analysi' and quality 
anributes associated with software. The respondents were asked to advi'e whether 
the parameters were considered or not and they had the choice of never, sometime' 
or always. They were also asked to indicate the degree of impact the particular 
parameter had on the estimate in terms of its sigmficance. They were a'ked to 
indicate on a seven point scale with one indicating "not significant", four" 
significant " and seven "very significant ". 
9.1 People skills 
For the parameter "People skills", Figure 9-1 shows that this parameter is only never 
considered by 4.5% of the respondents which corresponds with two responses. It is 
sometimes considered by 43.2% and always considered by 50%. There is 2.3'!!: 
missing which equates to a single response. 
The degree of impact (see Table 9-1 and Figure 9-2) is very high with a mean of 5.6 
although a small percentage, 4.9%, indicated the impact was bs than significant. Of 
the respondents 70.7% designated five or above on the scale which would indicate 
the degree of impact was more than significant for this parameter. An interesting 
observation is that whilst only 50% always consider this parameter of those who 
consider it 13 consider the degree of impact to be very significant. No one 
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considered it not signitkant. This was the highest numhcr who con 'ide red the 
degree of impact to he very significant, the next highe\t wa., eight for "Knowledge of 
the Problem Domain". 
MISSing Never 
Figure 9-1 Consideration of People skills 
Degree of Frequency Percent Valid Cumulative 
Impact Percent Percent 
Valid 3 2 4.5 4.9 4.9 
4 10 22.7 24.4 29.3 
5 5 11.4 12.2 41.5 
6 II 25.0 26.8 68.3 
7 13 29.5 31.7 100.0 
Total 41 93.2 100.0 
System Missing 3 6.8 
Total 44 100.0 
Table 9-1 Degree of impact • People skills 
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10 
3.0 4.0 5.0 6.0 70 
Std Dev = 1 30 
~n=56 
N:4100 
Figure 9-2 Degree of impact - People skills 
9.2 Knowledge of the Problem Domain 
For the parameter" Knowledge of the Problem Domain ",Figure 9-3 shows that this 
parameter is only never considered by 4.5% of the respondents which corresponds 
with two responses. It is sometimes considered by 29.5% and always considered by 
61.4%. There is 4.5% missing which equates to two responses. 
The degree of impact (see Table 9-2 and Figure 9-4) is very high with a mean of 5.3 
although a small percentage, 12.5%, indicated the impact was less than significant. 
Of the respondents, 72.5% designated five or above on the scale, which would 
indicate, the degree of impact was more than significant for this parameter. For 
those who considered "People Skills", eight consider the degree of impact to be very 
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significant and no nne consider' It not 'ignificant. Thi' wa' the 'ccond h1ghc'1 
numher who con,idcrcd the degree of impact to he very 'ignificant, the h1ghc\l wa' 
th1rtecn for "People Skill,". 
MISSIOQ Never 
45% 45% 
Sorrebrres 
29 5°/o 
Always 
61.4% 
Figure 9-3 Consideration of Knowledge of the application domain 
Degree of Frequency Percent Valid Cumulative 
Impact Percent Percent 
Valid ~· I 2.3 2.5 2.5 
3 4 9.1 10.0 12.5 
4 6 13.6 15.0 27.5 
·-5 10 22.7 25.0 52.5 
6 II 25.0 27.5 80.0 
7 8 18.2 20.0 100.0 
Total 40 90.9 100.0 
System Missing 4 9.1 
Total 44 100.0 
Table 9-2 Degree of Impact - Knowledge of the application domain 
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Figure 9-4 Degree of impact · knowledge of the application domain 
9.3 Complexity of the Problem 
For the parameter" Complexity of the Problem", Figure 9-5 shows that this 
parameter is only never considered by 4.5% of the respondents which corresponds 
with two responses. It is sometimes considered by 27.3% and always considered by 
sixty-three point six percent. Two responses or 4.5% are missing. 
The degree of impact (see Table 9-3 and Figure 9-6) is very high with a mean of 5.2 
although a small percentage, 7.7%, indicated the impact was less than significant. Of 
the respondents 79.4% designated five or above on the scale which would indicate 
the degree of impact wa~ more than significant for this parameter. This was the 
highest percentage, of all the parameters with the exception of "Others", above 
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sigmficant and hence respondent' are indicating thi' ha' the grcatc't 1mpac1 on thc1r 
MISSing Never 
45% 45% 
Sorretlf'ffiS 
273% 
Always 
63.6% 
Figure 9-5 Consideration of Complexity of the problem 
Degree of Frequency Percent Valid Cumulative 
Impact Percent Percent 
Valid I I 2.3 2.6 2.6 
2 I 2.3 2.6 5.1 
3 I 2.3 2.6 7.7 
4 5 11.4 12.8 20.5 
5 13 29.5 33.3 53.8 
6 13 29.5 33.3 87.2 
7 5 11.4 12.8 100.0 
Total 39 88.6 100.0 
System Missing 5 11.4 
Total 44 100.0 
Table 9-3 Degree of impact - Complexity of the problem 
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For those who considered "Complexity of the Problem", five con,Jder the degree of 
impact to he very significant and one rcspon'c con,idcrs it not significant. 
10 2.0 3.0 4.0 50 60 70 
Figure 9-6 Degree of impact · Complexity of the problem 
9.4 Algorithmic Complexity 
For the parameter" Algorithmic Complexity", Figure 9-7 shows that this parameter 
is never considered by 20.5% of the respondents. It is sometimes considered by 
56.8% and always considered by 15.9%. This is the lowest "always considered" 
score, with the exception of "Other" of all the parameters. Three responses or 6.8% 
are missing. 
The degree of impact (see Table 9-4 and Figure 9-8) is low, in comparison to the 
other parameters, with a mean of four. 24.2%, indicated the impact was less than 
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signifi<.:ant. There wa' 30.3% of the rc,pondcnl\ who de,lgnated five or above on 
the scale which was the 'ccond lowc't recorded. Th1' would mdicatc the degree of 
1mpact was not as highly 'ignificant a' the other parameter\. It mu\t he noted thai <1 
high number, fifteen, indicated the 'core of four which rcprc\cntcd 'ignificant. !'or 
those who con,1dered "AlgorithmiC Complexlly", no one con,idcrcd the degree of 
impact to be very sigmficant and one re,pon\e con,idcf\ it not 'ignif1cant. 
M1ss1ng 
6.8% 
Always 
15.9% 
Never 
205% 
SorT£! !liTeS 
568%, 
Figure 9-7 Consideration of Algorithmic complexity 
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Degree of Frequency Percent Valid Cumulative 
Impact Percent Percent 
Valid I I 2.3 3.0 J.O 
2 3 6.S '1.1 12.1 
3 4 '1.1 12.1 24.2 
4 15 34.1 45.5 6'1.7 
5 6 13.6 JS.2 S7.9 
6 4 9.1 12.1 J(XJ.O 
Total 33 75.0 J(XJ.O 
System Missing II 25.0 
Total 44 100.0 
Table 9-4 Degree or impact • Algorithmic Complexity 
() 
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1.0 2.0 30 4.0 5.0 60 
Figure 9-8 Degree or impact • Algorithmic Complexity 
9.5 Stability of the Target Platform 
For the parameter "Stability of the Target Platform ",Figure 9-9 >hows that this 
parameter is never con•idered by 15.9% of the respondents. It is sometimes 
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considered by ~'1.1% and always considered by 20.5%. There arc 4.5'f, mi"tng 
which equates to two responses. 
The degree of impact (see Table 9-5 and Figure 9-10) is comparatively low with a 
mean of 4.4 and a relatively large percentage, 27.8%, indicated the impact was le" 
than significant. There were 44.4% of the respondents who designated five or above 
on the scale, which would indicate, the degree of impact was significant for thi' 
parameter. For those who considered "Stability of the Target Platform", five 
consider the degree of impact to be very significant and two responses consider it not 
significant. 
Missing 
4.5% 
Always 
20.5% 
Never 
Sorretirms 
591% 
Figure 9·9 Consideration of Stability of the target platform 
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Degree of Frequency Percent Valid Cumulative 
Impact Percent Percent 
Valid I 2 4.5 5.o 5.6 
·---
2 2 4.5 5.6 II. I 
3 6 13.6 16.7 27.X 
4 10 22.7 27.X 55 0 
5 7 15.9 19.4 75.0 
6 4 9.1 II. I X6.1 
7 
' 
11.4 13.9 100.0 
Total 36 81.8 100.0 
Svstem Missing 8 18.2 
~ 44 100.0 
Table 9-5 Degree of impact • Stability of the target platform 
12~------------------------------~ 
1.0 20 30 4.0 5.0 60 70 
Std. Dev = 1 64 
Mean=44 
N=3600 
Figure 9-10 Degree of impact • Stability of the target platform 
9.6 User Support 
For the parameter "User Support", Figure 9-11 shows that this parameter is never 
considered by 11.4% of the respondents. It is sometimes considered by 50% and 
17< 
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always con, ide red hy 31.X'lt. There i' 6.X% mi"ing wl11ch equal" to three 
rcspon~e~. 
The degree of impact (>ee Tahle '1·6 and Figure 9-12) i' "gmficant with a mean of 
4.8 and 13.5':< indicated the rmpact wa' le" than significant. There v.crc 56.1 :i of 
the respondents who de"gnated five or ahove on the 'calc whrch would rndicatc the 
degree of impact was significant for this parameter. For tho'e who con"dercd '"t..:,er 
Support'", three consider the degree of impact to he very 'ignrficant and no one 
considered it not significant. 
MISSing 
68% 
P.lways 
318% 
Figure 9-11 Consideration of User support 
Never 
114% 
Sometimes 
500% 
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--
Degree of Frequency Percent Valid Cumulative 
lmoact Percent Percent 
Valid 2 I 2.3 2.7 2.7 
-----~~-----
J 
4 
5 
6 
7 
Total 
System Missing 
Total 
>-
0 
c 
"' 
"' r::r ~ 
u_ 
9.7 Training 
4 9.1 IO.X 1~_.5 _____ 
II 25 () 29.7 43.2 
II 25.0 29 7 73 () 
7 15.9 IX 9 91.9 
3 6.X X.l 1000 
37 84.1 100.0 
7 15.9 
44 100.0 
Table 9-6 Degree of Impact - User support 
2.0 30 4.0 5.0 60 70 
Std Oev = 1 21 
tJean = 4 8 
N=3700 
Figure 9-12 Degree of impact - User support 
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For the parameter "Training", Figure 9-13 shows that this parameter is never 
considered by 9.!% of the respondents. It is sometimes considered by 54.5'7r and 
always considered by 31.8%. There is 4.5% missing whtch equates to twn responses. 
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The degree of impact ('cc Tahlc 9-7 and Figure 9-14) i' reiJtJvely low with a mean 
of -1.3 and 23.7'/, indicated the impact wa' le" than 'igmficant. There were 42 2'/, 
of the rc,pondcnts who de"gnatcd five or ahovc on the 'calc which would md1cate 
the degree of impact was signilicant for thi~ parameter. For tho'e who con"dercd 
"Training", two consider the degree of impact to he very 'ignificant and one 
considered it not significant. 
M1ss1ng 
4.5% 
Always 
31.8% 
Figure 9-13 Consideration of Training 
Never 
91% 
Somet1mes 
54 5°/o 
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Degree of Frequency Percent Valid C~mulat~~ ~ l 
Impact Percent Percent 
Valid I I 2.3 2.6 2.6 
2 2 4.5 5.3 7.'J 
3 6 13.6 15.8 23.7 
4 13 29.5 34.2 57 'J 
5 8 18 2 21.1 78.9 
6 6 13.6 15.8 94.7 
7 2 4.5 5.3 I(Xl.O 
Total 38 86.4 100.0 
Svstem Missing 6 13.6 
total 44 100.0 
Table 9-7 Degree of impact . Training 
14r------------------------------. 
12 ol-------------
10~-------------
Sid Dev = 1 36 
Mean =43 
= 38 00 
1.0 20 30 4.0 5.0 60 7.0 
Figure 9-14 Degree of impact- Training 
9.8 Mamtainability 
~-
----~ 
·-
'1e paramc' '"1\11 .... llnal;t.,y", Figure 9~15 shows that this parameter is never 
COl •.• dered by 6.8% of the respondents. It is sometimes considered by 54.5% and 
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always considered hy 31.1 %. There arc 4.5% percent mi"ing whtch equate' to two 
rcsptln\e\. 
The degree of impact (sec Table '1-8 and Figure 9-16) "relatively low Wtth a mean 
of 4.1 and 42'7c indicated the impact was lc" than 'ignificant. ; here were .1'1.4'/,. of 
the respondents who designated five or above on the 'calc whtch would indtcatc the 
degree of impact was significant for this parameter. For tho'c who con,idercd 
"Maintainability", one con,idered the degree of impact to he very 'lgntlicant and no 
one considered it not significant. 
Miss1ng 
4.5% 
Always 
34.1% 
Figure 9-15 Consideration of Maintainability 
Never 
68% 
Somahmas 
54.5% 
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~----.-cDc-c-·g-r-ee-o..,f-.--::Fc-re_q_u_e_n_c_y-r::Pc-rc_e_n_t~ \1-;;)~J----- CumuGttvc~-~ 
Impact Percent Percent 
Valid l-"'2-----+-'"------+-9:_1 ~-- 1'0.___ __ 10.5 
f._:·'c__~~-+-'-12,__~~+=-2_:7_.]_______ 11.6 4~1 __ .. ---
f..:".:__~~---l-'7~~~-+-'1~5-'. 9_ I XA 60.5 
f.-:5~~~-4~7~~~-+-'1~5~.9~----~-'X~.4~~~-~7~X-~9~~--
6 7 15.'1 18.4 \17 4 
7 I 2 3 2 6 100.0 
~T~o~tal~~~-----+1~8~~~~86~4~~-+~I~CK~l-~0~~~~~~~ 
Svstem Missing 6 13 6 
Total 44 HKl.O 
Table 9-8 Degree of impact · Maintainability 
10 
2.0 3.0 40 5.0 6.0 7.0 
Std. Dev = 1 39 
fv1ean = 4 1 
N=3800 
Figure 9-16 Degree of impact· Maintainability 
9.9 Performance Requirement~ 
For the parameter "Performance Requirements", Figure 9-17 shows that this 
parameter is never considered by 4.5% of the respondents. It is sometimes 
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equate:-. to one rc~pon...,c. 
The degree of impact (sec Tahlc 9-9 and Figure 9-IX) i' "gnificant wnh a mean of 
4.7 and 12.5% ind1cated the impact wa' Je" than 'ignificant. There were 45 S'if of 
the respondents designated five or ahove on the scale which would indicate the 
degree of impact was significant for thi<; parameter. For those who con,idered 
"Performance Requirements", two cousidered the degree of impact to be very 
significant and no one considered it not significant. 
MISSing 
2.3% 
Always 
36.4% 
Never 
45% 
Sorret~rres 
568% 
Figure 9-17 Consideration of Performance requirements 
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Degree of Frequency Percent Valid CumulatiVe 
Impact Percent Percent 
--
Valid 3 5 11.4 12.5 12.5 
-~ 
-l 17 3X.6 42.5 
~c------
55(! ___ ----
5 7 15.'1 17.5 725 
6 'I 20.5 22.5 <J5.0 
7 2 4.5 5.0 100.0 
Total 40 '10'1 100.0 
System Missing 4 <J I 
Total 4-l 100.0 
Table 9-9 Degree of impact - Performance Requirements 
10 
3.0 4.0 5.0 6.0 7.0 
Std Dev = 1 12 
~an= 4 7 
N = 40.00 
Figure 9-18 Degree of impact • Performance requirements 
9.10 Useability 
For the parameter "Useability", Figure 9-19 shows that this parameter is never 
considered by 9.1% of the respondents. It is sometimes cons1dered by 43.2% and 
I' I 
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The degree of impact bee Tahlc 9-10 and Figure 9-20) i' ,;gnil1cant wilh a mean of 
-1.6 and 16.2'7r indicated the 1mpac1 was lc" than 'igmficant. There were 4X.h'k. of 
the re,pondenh who deSignated five or ahove on the 'calc that would md1catc the 
degree of impact was significant for thi' parameter. For tho\C who con\ldered 
"Useability". three con.,idered the degree of impact to be very 'ignificant and one 
considered it not significant. 
MISSif'lQ 
68% 
Always 
40.9% 
Figure 9-19 Consideration of Useability 
Never 
91% 
I'-
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Degree of Frequency Percent Valid 
Impact Percent 
Valid I I 2.3 2.7 
2 2 4.5 5.4 
3 3 6.K K.l 
4 13 29.5 35.1 
5 7 15.9 IK.9 
6 8 18.2 21.6 
7 3 6.8 R.l 
Total 37 84.1 100.0 
System Missing 7 15.9 
Total 44 100.0 
Table 9-10 Degree or impact· Usability 
~ 
c 
., 
::> 
cr 
~ 
u. 0 
1.0 2.0 3.0 4.0 5.0 6.0 7.0 
Figure 9-20 Degree or impact • Usability 
9.11 Database Size 
Cumulative 
Per'::~ 
2.7 
K.l 
16.2 
51.4 
70.3 
91.9 
ICXJ.O 
For the parameter "Database Size", Figure 9-21 shows that this parameter is never 
considered by 11.4% of the respondents. II is sometimes considered hy 47.7% and 
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always considered by 36.4% percent. There is 4.5% mi"ing which equate' to two 
responses. 
The Jegree of impact (see Table 9-11 and Figure 9-22) has a relatively low 
significance with a mean of 4 and 42.1% indicated the impact wa' le" than 
significant. There were 31.6% of the respondents who designated five or above on 
the scale that would indicate the degree of impact was not as significant for thi' 
parameter as others. This was the seconcl lowest score. For those who considered 
"Database size", three considered the degree of impact to be very sigmficant and one 
considered it not significant. 
In terms of the technique, Function Point Analysis, the results above are sigmficant 
because the highest rated element in the technique relates to the databa'e size. That 
is the number of logical files and their elements receive the highest weighting when 
forming a function point count. Refer to Table 2-1 for details of the function point 
elements and their respective weightings. 
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MISsng 
Always 
36.4% 
Valid 
Total 
Figure 9-21 Consideration of Database size 
Degree of Frequency Percent Valid 
Impact Percent 
I I 2.3 2.6 
2 5 11.4 13.2 
3 10 22.7 26.3 
4 10 22.7 26.3 
5 4 9.1 10.5 
6 5 11.4 13.2 
7 3 6.8 7.9 
38 86.4 100.0 
System Missing 6 13.6 
Total 44 100.0 
Table 9·11 Degree of Impact- Database size 
Never 
114% 
Sorrelirres 
47.7% 
Cumulative 
Percent 
2.6 
15.8 
42.1 
68.4 
78.9 
92.1 
100.0 
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1.0 2.0 3.0 4.0 50 60 7.0 
Figure 9-22 Degree of impact - Database size 
9.12 Language to be Used 
For the parameter ''Language to be Used ... Figure 9-23 shows that this parameter is 
never considered by 11.4% of the respondents. It is sometimes considered by 38.6% 
and always considered by 43.2%. There is 6.8% missing which equates to three 
responses. 
The degree of impact (see Table 9-12 and Figure 9-24) ha~ a relatively low 
significance with a mean of 4.3 and 27.8% percent, indicated the impact wa~ less 
than significant. There were 41.6% of the respondents designated five or above on 
the scale that would i •• aicate the degree of impact was not as significant for this 
parameter as others. For those who considered .. Language to be Used .. , three 
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considered the degree of impact to be very significant and two considered it not 
significant. 
Mtsstng Never 
114% 
Som:!tirms 
38.6% 
Figure 9-23 Consideration of Language to be used 
Degree of Frequency Percent VaJid Cumulative 
Impact Percent Percent 
VaJid I 2 4.5 5.6 5.6 
2 2 4.5 5.6 11.1 
3 6 13.6 16.7 27.8 
4 II 25.0 30.6 58.3 
5 7 15.9 19.4 77.8 
6 5 11.4 13.9 91.7 
7 3 6.8 8.3 100.0 
TotaJ 36 81.8 100.0 
System Missing 8 18.2 
TotaJ 44 100.0 
Table 9-12 Degree of impact· Language to be used 
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1.0 2.0 3.0 4.0 5.0 6.0 7.0 
Figure 9-24 Degree of impact - Language to be used 
9.13 Reliability 
For the parameter "Reliability", Figure 9-25 shows that this parameter is never 
considered by 11.4% of the respondents. It is sometimes considered by 38.6% and 
always considered by 43.2%. There is 6.8% missing which equates to three 
responses. 
The degree of impact (see Table 9-13 and Figure 9-26) is significant with a mean of 
4.5 and 16.7% indicated the impact was less than significant. There were 44.5% of 
the respondents who designated five or above on the scale that would indicate the 
degree of impact was not as significant for this parameter as others. For those who 
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considered "Reliability", one considered ihe degree of impact to be very 'igmficant 
and no one considered it not significant. 
MISSNlQ Never 
114% 
So<retrres 
Figure 9-25 Consideration or Reliability 
Degree of Frequency Percent Valid Cumulative 
Impact Percent Percent 
VaJid 2 2 4.5 5.6 5.6 
3 4 9.1 11.1 16.7 
4 14 31.8 38.9 55.6 
5 6 13.6 16.7 72.2 
6 9 20.5 25.0 97.2 
7 I 2.3 2.8 100.0 
TotaJ 36 81.8 100.0 
System Missing 8 18.2 
TotaJ 44 100.0 
Table 9-13 Degree or impact • Reliability 
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c: 
Cl> 
:::1 
CT 
!!? 
LL. 
2.0 3.0 4.0 5.0 6.0 7.0 
Flgure 9-26 Degree of impact - Reliability 
9.14 Project Risk 
For the parameter "Project Risk", Figure 9-27 shows that this parameter is never 
considered by 9.1% of the respondents. It is sometimes considered by 38.6% and 
always considered by 50%. There is 2.3% missing which equates to one response. 
The degree of impact (see Table 9-14 and Figure 9-28) is very significant with a 
mean of 5 and 10.5% indicated the impact was less than significant. There were 
63.2% of the respondents who designated five or above on the scale which would 
indicate the degree of impact was more significant for this parameter as others. For 
those who considered "Project Risk", three considered the degree of impact to be 
very significant and no one considered it not significant. 
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Figure 9-27 Consideration of Project risk 
Degree of Frequency Percent Valid Cumulative 
hnpact Percent Percent 
Valid 2 I 2.3 2.6 2.6 
3 3 6.8 7.9 10.5 
4 10 22.7 26.3 36.8 
s 8 18.2 21.1 57.9 
6 13 29.5 34.2 92.1 
7 3 6.8 7.9 100.0 
Total 38 86.4 100.0 
System Missing 6 13.6 
Total 44 100.0 
Table 9-14 Degree of impact- Project risk 
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2.0 3.0 4.0 50 6.0 7.0 
Figure 9-28 Degree of impact · Project risk 
9.15 Development Environment 
For the parameter "Development Environment", Figure 9-29 shows that this 
parameter is never considered by 9 .I% of the respondents. It is sometimes 
considered by 36.4% and always considered by 47.7%. There is 6.8% missing which 
equates to three responses. 
The degree of impact (see Table 9-15 and Figure 9-30) is significant with a mean of 
4.7 although 11.1% indicated the impact was less than significant. There were 
44.5% of the respondents who designated five or above on the scale which would 
indicate the degree of impact was of significance. For those who considered 
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"Development Environment", two considered the degree of impact to he very 
sigmticant and no one considered it not sigmficant. 
MISSIOQ 
68% 
Always 
477% 
Never 
Figure 9-29 Consideration of Development environment 
Degree of Frequency Percent Valid Cumulative 
Impact Percent Percent 
Valid 2 I 1.3 2.8 2.8 
3 3 6.8 8.3 11.1 
4 16 36.4 44.4 55.6 
5 5 11.4 13.9 69.4 
6 9 20.5 25.0 94.4 
7 2 4.5 5.6 100.0 
Total 36 81.8 100.0 
System Missing 8 18.2 
Total 44 100.0 
Table 9-15 Degree of Impact- Development environment 
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2.0 3.0 4.0 5.0 6.0 7.0 
Figure 9-30 Degree of impact - Development Environment 
9.16 Schedule Constraints 
For the parameter "Schedule Constraints", Figure 9-31 shows that this parameter is 
never considered by 2.3% or one of the respondents. It is sometimes considered by 
36.4% and always considered by 56.8% percent. There is 4.5% missing which 
equates to two responses. 
The degree of impact (see Table 9-16 and Figure 9-32) is very significant with a 
mean of 5 although 15% indicated the impact was less than significant. There were 
57.5% of the respondents who designated five or above on the scale which would 
indicate the degree of impact was significant. For those who considered "Schedule 
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Constraints", seven considered the degree of impact to be very 'ignificant and no one 
considered it not significant. 
MISSinQ 
45% 
Always 
56.8% 
Never 
23% 
Sometwres 
364% 
Figure 9-31 Consideration of Schedule constraints 
Degree of Frequency Percent Valid Cumulative 
Impact Percent Percent 
Valid 3 6 13.6 15.0 15.0 
4 II 25.0 27.5 42.5 
5 7 15.9 17.5 60.0 
6 9 20.5 22.5 82.5 
7 7 15.9 17.5 100.0 
Total 40 90.9 100.0 
System Missin~: 4 9.1 
Total 44 100.0 
Table 9·16 Degree of Impact· Schedule constraints 
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Figure 9-32 Degree of impact • Schedule constraints 
9.17 No of Users 
Forthe parameter "No of Users", Figure 9-33 shows that this parameter is never 
considered by 9.1% of the respondents. It is sometimes considered by 52.3% and 
always considered by 34.1 %. There is 4.5% missing which equates to two responses. 
The degree of impact (see Table 9-17 and Figure 9-34) is relatively insignificant with 
a mean of 4 and 39.5% also indicated the impact was less than significant. There 
were 29% of the respondents who designated five or above on the scale. This is the 
lowest score for any parameter and would indicate the degree of impact was of the 
least significance. For those who considered "No of Users", three considered the 
degree of impact to be very significant and two considered it not significant. 
196 
Parametric Software Project Estimating • An Analysis of Current Practice. 
r-------------------------·-·· ··-··-
MISSing 
45% 
Always 
34.1% 
Figure 9-33 Consideration or No or users 
Never 
91% 
Sorre1Ires 
523% 
Degree of Frequency Percent Valid Cumulative 
lm£llct Percent Percent 
Valid I 2 4.5 5.3 5.3 
~- 5 11.4 13.2 18.4 3 8 18.2 21.1 39.5 
4 12 27.3 31.6 71.1 
5 2 4.5 5.3 76.3 
6 6 13.6 15.8 92.1 
7 3 6.8 7.9 100.0 
Total 38 86.4 100.0 
System Missing 6 13.6 
Total 44 100.0 
Table 9-17 Degree or impact • No or users 
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9.18 Other 
1.0 20 30 4.0 5.0 6.0 70 
Figure 9-34 Degree of impact - No of users 
An "Other" category wa~ available for the respondents to indicate parameters that 
were not listed. For the parameter "Other", Figure 9-35 shows that this parameter is 
sometimes considered by four point five percent and always considered by nine point 
one percent. There is not a "Never" category and 86.4% are missing. 
Some of the additional parameters listed by the respondents such as client risk, loss 
of key staff, vendor reliability could be considered project risks. Some of the other 
parameters listed were: 
• Country where the project is to installed; 
• Degree of change to business processes; 
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New technology 
Politics and management 'upport; 
• Number of interfaces - data and functional. 
The degree of impact (see Table 9-18 and Figure 9-36) is very high with a mean of 
5.5 and no one indicated the impact was less than significant. All who re,ponded to 
this question considered the degree of impact to be significant with none indicating 
the degree of impact to be less than significant. One considered the degree of impact 
to be very significant. 
Missing 
86.4% 
Figure 9-35 Consideration of Other 
Sorretorres 
4.5% 
Always 
9.1% 
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Degree vf Frequency Percent Valid Cumulative 
Impact Percent Percent 
Valid 4 
5 
6 
7 
Total 
System Missing 
Total 
~1 
c: 
CD 
::l 
.,. 
CD 
u: 0 
9.19 Conclusions 
4.0 
I 2.3 16.7 16.7 
2 4.5 33.3 50.0 
2 4.5 33.3 83.3 
I 2.3 16.7 100.0 
6 13.6 100.0 
38 86.4 
44 100.0 
Table 11-18 Degree or impact · Other 
5.0 6.0 7.0 
Std. Dev = 1.05 
Mean= 5.5 
N= 6.00 
Figure 9-36 Degree of Impact · Other 
Table 9-19 gives a summary of some of the •ignificant data in relation to the 
parameters that would cause nominal project estimates to be modified and their 
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impact in terms of significance. The parameters Ji,tcd would appear to he a 
reasonable set a' few respondents (six) Ji,ted additional one,. 
Parameter Impact %Above Standard %Who %Who 
Mean Significant Deviation Always Never 
Consider Consider 
People skills 5.6 70.7 1.3 50.0 4.5 
Knowledge of the 5.3 72.5 1.35 61.4 4.5 
appln domain 
Complexity of the 5.2 79.4 1.31 63.6 4.5 
problem 
Algorithmic 4.0 30.3 1.21 15.9 20.5 
comJllexity_ 
Stability of the 4.4 44.4 1.64 20.5 15.9 
target platform 
User support 4.8 56.1 1.21 31.8 11.4 
Training 4.3 42.2 1.36 31.8 9.1 
Maintainability 4.1 39.4 1.39 34.1 6.8 
Performance 4.7 45.0 1.12 36.4 4.5 
requirements 
Useability 4.6 48.6 1.42 40.9 9.1 
Database size 4.0 31.6 1.56 36.4 11.4 
Language to be 4.3 41.6 1.54 43.2 11.4 
used 
Reliability 4.5 44.5 1.23 38.6 11.4 
Project risk 5.0 63.2 1.23 50.0 9.1 
Development 4.7 44.5 1.20 47.7 9.1 
environment 
Schedule 5.0 57.5 1.36 56.8 2.3 
constraints 
No of users 4.0 29.0 1.64 34.1 9.1 
Other 5.5 83.3 1.05 9.1 86.4 
Table ,_19 Summary of parameters considered & the degree of Impact 
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All have a mean that is greater than four (four represented a 'igmlicant degree of 
impact) and on live parameters one peN>n ind1cated they were not "gnificant and on 
three parameters two people mdicated it was not significant. 
The parameters that appear to be the most important are: 
• People skills 
• Knowledge of the application domain 
• Complexity of the problem 
• Project risk and 
• Schedule constraints. 
These all have a degree of impact mean greater than or equal to five and are always 
considered by a significant percentage of the respondents. 
The degree of impact of ''Algorithmic Complexity", "Database Size", and "Number 
of Users" are less significant that all the other parameters. 
The "Algorithmic Complexity" and "Stability of the Target Platform" parameters 
tend to relate more to the construction of real time systems and hence due to most 
projects not being in this application domain the percentage of people who never 
consider tbese is relatively high. 
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Chapter 10 Estimating Practices: WA Current Practice 
In the survey questionnaire, que,tion' were a'ked regarding the practice\ di\cardcd 
and practices currently u'ed. Details of the 'pecific techmque\ were 'ought and al\o 
the reasons for the techniques being used or no longer being U\ed. The re,pon'e' 
elicited were in part not complete. Especially tho~e relating to the 'pecific, of the 
techniques and practices employed. 
Specific questions relating to the respondents normal practices to estimate size, 
duration, effort and cost that contained different categories and seven point scales to 
determine how the respondent~ used them and their views of the accuracy, ease of 
use were more successful in obtaining useful data. 
10.1 D~arded Practices 
Questions were asked relating <o techniques discarded In order to obtain information 
that may have revealed weaknesses in them. However, the responses indicated that 
only seven respondents had discarded some techniques and the answers gained 
contained insufficient detail for analysis. Thirty-five advised they had not discarded 
any techniques. Three responses indicated Function Point Analysis was no longer 
used for the following reasons: 
• as it was found to be inaccurate, 
• too time consuming and 
• did not suit modem technology. 
Figure 10- I summaries the responses. 
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Yes 
159% 
Figure 10-1 Techniques discarded 
10.2 Current practices 
As can be seen from Table 10-1 and Figure 10-2 analogy, expert judgement and 
work breakdown are the most widely used estimating techniques. Figure 10-2 graphs 
the techniques used Oi•iY by the respondents. those used by the organisation and 
those used by both the respondent and the organisation. The numbers had been 
added together to give a combined view. The responses relating to "not used" are 
also contained in the graph. The most prevalent technique used by an individual is 
analogy, for an organisation expert judgement and for both work breakdown. 
Algorithmic techniques tend not to be widely used and have the highest scores in the 
"not used" category. It is interesting to note analogy, expert judgement and work 
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breakdown are the most frequently u'ed techniques with work hreakdown being the 
highest. 
Use of 
Techniques 
Valid Self 
Organisation 
Both 
Combined 
Not used 
System Missing 
Total 
40 
35 
30 
25 
20 
15 
10 
5 
0 
Se~ 
Analogy Expert Work 
Jud ement Breakdown 
>- >- >-
'-' u '-' c c c c c 
" 
c 
" " ::> 
" 
::> 
" 
::> 
" <:T !::! <:T !::! <:T !::! e c!! &: ~ e c!! 
"" "" 15 34.1 lO 22.7 9 20.5 
l 2.3 5 11.4 3 6.8 
16 36.4 16 36.4 25 56.8 
32 72.8 31 70.5 37 84.1 
7 15.9 9 20.5 2 4.5 
5 11.4 4 9.1 5 11.4 
44 100.0 44 100.0 44 100.0 
Table 10-1 Technique usage 
Organisation Both Combined 
Algorithmic 
Model 
>-u 
c c 
" ::> ... l !::! c!! 
4 9.1 
0 0 
7 15.5 
II 24.6 
29 65.9 
4 9.1 
44 100.0 
Not used 
BAnalogy B Expert Judgement [J Work Breakdown [J Algorithmic Model 
~============================~-=----_·--~-
Figure 10-2 Technique Usage 
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The data in Table 10-1 also raises another i"uc worthy of note. That i,, one of the 
inillal que,tions a'ked in the questionnaire wa' "What technique' the re,pondcnt' 
had used in their career" and rcque,tcd a rating of their u'cfulnc". The rc,pon'e' 
inrlicated that twenty-two or fifty percent of the respmdcnh had u'cd LOC 
techniques and twenty-three or 52.3% had u'ed Function Point analy'i'. Sec Table'> 
7-12 and 7-13. This information when combmed with the data from Table 10-1, it 
can be seen that only approximately half of the respondents who have used 
algorithmic techniques are still using them. 
Training Found to be Easy to Organisational Appropriate 
Readily Accurate Use Standard for the 
Available Projects 
Analogy 0 10 21 3 21 
Expert I 16 22 4 24 
Judl!:ement 
Work 5 26 25 12 32 
Breakdown 
Algorithmic 2 3 3 3 8 
LModel 
Table 10-2 Reasons for Technique use 
Figure 10-3 provides a stacked bar graph on the reasons why the particular 
techniques are used. The principle reasons being they are appropriate for the 
projects, easy to use and found to be accurate. The availability of training does not 
appear to affect the usage of techniques although there is a correlation with training 
availability and the responses to "found to be accurate" and "organisational 
standard". It would appear many organisations do not mandate a technique and 
where they do set a standard, it is principally based on a work breakdown structure. 
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Figure 10-3 Reasons for technique usage 
The respondent's normal practices relating to their manner for estimating the 
different dimensions of a project (size, duration, effort and cost) were gauged. They 
were asked if these different dimensions were estimated and if so, what techniques 
were used, how often were they used, how easy were they to use and their degree of 
accuracy. Table 10-3 shows that the respondents nearly always estimated size and 
duration with 95.5% and 97.7% doing so respectively. Effort and cost were 
estimated to a lesser extent with 79.5% and 84.1% doing so respectively. Note there 
was only one missing response in the data and this was for estimating project effort. 
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Table 10-3 Project dimensions estimated 
This response raises a fundamental question in that a' can be clearly ~een 95.5% 
estimate project size, however, only eleven or 25% of the respondents are u~ing 
algorithmic models. Algorithmic models being the only techniques that incorporate 
some fundamental size measure such as function points or lines of code. This would 
be an interesting area to explore in future research as to what the respondents size 
measures and concepts are. (Also, what is size in relation to software)? 
10.3 Size Estimating Practices 
The size statistics relating to frequency of use are detailed in Table I 0-4 and Figures 
I 0-4, 5, 6, 7 and 8. The data correlates well with the data obtained through another 
question relating to technique usage- see Table 10-1. This gives a degree of 
confidence in the internal consistency of the responses. 
Number of Responses Statistic's 
Valid % Missing_ Mean Median Mode 
Analogy 32 72.7 12 4.81 5.00 4 
Expert judgement 36 81.8 8 5.64 6.00 6 
Work breakdown 37 84.1 7 5.78 6.00 6 
Al_gQrithmic model 13 29.5 31 3.92 4.00 4 
Other 5 11.4 39 3.80 4.00 I* 
* Mulllple modes extst. The smallest value ts shown. 
Table 10-4 Size Statistics ·Frequency of use 
Work breakdown had the greatest percentage of use, for estimating size at 84.1% 
closely followed by expert judgement at 81.8% and analogy at 72.7%. Algorithmic 
models were only used by 29.5% of the respondents. The frequency with which the 
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techniques were used showed that work hreakdown and expert JUdgernenltend to he 
always used with mt•ans of 5.78 and 5.64 respectively Both me<han' and mode' 
were six which provides further continnation that the'e two technique' lend to he 
always used. Algorithmic models on the other hand only tend to he u'ed 'nmetime' 
wilh a mean of 3.92 and a median and mode of four. The histogram in Figure 10-7 
also clearly shows this. 
Five respondents indicated they use other techniques for estimating. The technique' 
given could be classified as sub-sets or derivatives of the main categories given. Eg 
two additional techniques given were RAD/Function Points - an extension of FP A 
and Experts workshop- an extension of expert judgement. These techniques, in 
general were only sometimes used. 
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The size statistics relating to ease of use are detailed in Table 10-5 and Figures 10-9, 
10, II ,12 and 13. 
Number of Responses Statistic's 
Valid % Missing Mean Median Mode 
Analogy 29 65.9 15 4.62 5.00 4 
Expert judgement 34 77.3 10 5.15 5.00 5 
Work breakdown 34 77.3 10 4.82 5.00 5 
Algorithmic model II 25.0 33 4.27 4.00 4* 
Other 5 11.4 39 3.80 4.00 I* 
Multiple modes exist. The smallest value IS shown. 
Table 10-5 Size Statistics - Ease of use 
Expert judgement and work breakdown are reported by 77.3% of the respondents as 
the easiest to use with means of 5.15 and 4.82 respectively. This indicates they had 
above average ease of use and this is further supported by the medians and modes 
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being five. The people who use analogy, 65.9%, and algorithmic models, 25%, aho 
indicated their ease of use was above average. The re,p<mdents who U\Cd other 
techniques indicated their ease of use tended to be below average. The hi\togram' 
reveal the ease of use of analogy, expert judgement and work breakdown to be 
clustered towards the excellent side of the scale wherea~ the responses regarding the 
algorithmic models are more ambivalent with responses across the scale. 
4 
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Figure 10-9 Size- Analogy ease of use 
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The size 'tatistics relating to accuracy arc detailed in Table I 0-6 and Figure' I 0-14, 
15, 16, 17 and 1!1. 
Number of Responses Statistic's 
Valid CJo Mi"ing Mean Median Mode 
Analogy 30 68.1 14 4.27 4.00 4 
Expert judgement 36 81.1 9 4.60 5.00 5 
Work breakdown 36 81.1 8 5.08 5.00 6 
Algorithmic model II 25.0 33 4.36 5.00 5 
Other 4 9.1 40 5.00 5.00 5 
Multtple modes exiSt. The smallest value IS shown. 
Table 10-6 Size statistics· Accuracy 
Work breakdown, reported by 81.1%, is the most accurate sizing technique with a 
mean of 5.08, a median of five and a mode of six. The other techniques are similar 
in their accuracy although analogy would appear to be less accurate that the others. 
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Figure 10-14 Size· Analogy accuracy 
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217 
Parametric Software Project Estimating .. An Analysis of Current Practice. 
>.1 
0 
c 
., 
" C" ~ 
u. 
1.0 
1;' 
c 
., 
" 
.5 
~ 
u. 0.0 
2.0 3.0 4.0 5.0 6.0 
51d. Dev = 1.29 
Mean= 4.4 
N= 11.00 
Figure 10-17 Size Algorithmic model accuracy 
4.00 4.50 5.00 5.50 6.00 
Figure 10-18 Size· Other accuracy 
218 
Parametric Software Project Estimating- An Analysl• or Current Practice. 
I 0.4 Duration Estimating Practices 
The duration statistics relating to frequency of use are detailed in Table I 0-7. 
Number of Responses Slatistic's 
Valid % Missing Mean Median Mode 
Analogy 27 61.4 17 5.19 5 6 
Expert_ludgement 33 75.0 II 5.55 6 6 
Work breakdown 40 91.1 4 5.63 (\ 6 
AJgorithmic model 9 20.5 35 4.11 4 4* 
Other 5 11.4 39 4.20 5 1* 
* Muluple modes extst. The smallest value ts shown. 
Table 10-7 Duration Statistics- Frequency of use 
Work breakdown had the greatest percentage of use, for estimating duration at 
91.1%, representing forty respondents, followed by expert judgement at 75% and 
analogy at 61.4%. Algorithmic models were only used by 20.5% of the respondents. 
The frequency with which the techniques were used showed that work breakdown 
and expert judgement tend to be always used with means of 5.53 and 5.55 
respectively. Both medians and modes were six which provides further confirmation 
that these two techniques tend to be always used. Algorithmic models on the other 
hand are only used by nine respondents (20.5%) and they only tend to use the 
techniques sometimes as demomtrated with a mean of 4.11 and a median of four and 
modes of four and five. 
The five respondents who indicated they use other techniques for estimating duration 
in general said they were only sometimes used. 
The data clearly shows that the most popular technique is work breakdown, with the 
greatest percentage of people indicating they use it, and that they tend to use it most 
frequently. 
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Figure 10-23 Duration ·Other Frequency of use 
The duration statistics relating to ease of use are detailed in Table I 0-8 and Figures 
10-24, 25,26 and 27. 
Number of Responses Statistic's 
Valid % Missing Mean Median Mode 
Analogy 25 56.8 19 4.76 5 4 
Expert judgement 31 70.5 13 5.26 5 5 
Work breakdown 37 84.1 7 4.86 5 4 
Algoritbmic model 7 15.9 37 4.71 5 3* 
Other 3 6.8 41 4.33 5 5 
* Multiple modes ex1st. The smallest value IS shown. 
Table 10-8 Duration Statistics· Ease of use 
Work breakdown had the greatest percentage of respondents at 84.1% willing to 
provide an opinion on the ease of use of any of the techniques. This would suggest 
that this is the technique with which they are most familiar and hence able to offer an 
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opinion. Although they rated its ease of use slightly less than the expert judgement 
technique with a mean of 4.86, a median of 5 and a mode of four. Expert judgement 
had 70.5% offer an opinion which showed this was the ea,iest technique to u'e with 
a mean of 5.26 and a median and mode of five. Analogy wa' used by 56.8% who 
indicated that this technique was also ea'y to use. Only seven respondents ( 15.9%) 
gave an opinion on algorithmic models of which indicated in general the technique 
was above average in easy to use although three indicated average to below average 
ease of use. Only three people gave opinions on other techniques and hence a graph 
of "other" does not add any information. 
The data clearly shows that the most popular technique is work breakdown although 
expert judgement is considered easier to use. 
3.0 4.0 5.0 6.0 7.0 
Flgure 10..24 Duration • Analogy Ease or use 
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The duration statistics relating to accuracy are detailed in Table 10-9 and Figures 10-
28, 29, 30, and 31. 
Number of Responses Statistic's 
Valid % Missing Mean Median Mode 
Analogy 26 59.1 18 4.42 4 4 
Expert judl(Crnent 32 72.7 12 4.66 5 5 
Work breakdown 39 88.6 5 4.95 5 6 
Algorithmic model 8 18.2 36 -4.63 5.5 6 
Other 4 9.1 40 5 - 5 
Table 10.9 Duration Statistics· Accuracy 
The data shows the most accurate technique is work breakdown with a mean of 4.95, 
a median of five and a mode of six. This is, once again, the most popular technique 
with 88.6% of respondents able to offer an opinion. Expert judgement is the second 
most accurate with a mean of 4.66 and mode and median of five. The data regarding 
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algorithmic models is interesting as it appears to con tam two group,. The lmtograrn, 
Figure 10-31, shows this with one group advismg it i' le" than accurate and the 
other indocatmg it is very accurate. This may be a re,ult of only havmg eight 
respondents providing an opinion in this area. 
3.0 4.0 5.0 6.0 
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M:!an =44 
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Figure 10-28 Duration -Analogy Accuracy 
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10.5 Effort Estimating Practices 
The effort statistics relating to frequency of use are detailed in Table I 0-10 and 
Figures 10-32, 33, 34, and 35. 
Number of Statistic's 
Responses 
Valid % Missing Mean Median Mode 
Analogy 22 50.0 22 4.86 5 5 
Expert judgement 25 56.8 19 5.28 5 6 
Work breakdown 29 65.9 15 5.69 6 6* 
Algorithmic model 7 15.9 37 3.86 4 4 
Other 3 6.8 41 3.33 2 I* 
• Multiple modes extst. The smallest value ts shown. 
Table 10.10 Effort Statistics- Frequency of use 
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Work breakdown, expert judgement and analory are frequently u'cd witiJ work 
breakdown having the greatest number of re,pondcnts (65.'1%) providing data. Work 
breakdown was also indicated to he the mo't frequently u'ed technique with a mean 
of 5.69 and having a median of six and mode' of 'ix and 'even. No-one indicated 
work breakdown and expert judgement were u'ed Je'' than wmetime,. Seven 
respondents representing 15.9% used algorithmic techniques to e'timate effort and 
the resultant mean of 3.86 and median and mode of four indicated the technique wa' 
used sometimes. 
Three respondents (6.8%) indicated they infrequently used other techniques for 
estimating effort. Note a graph is not shown as it adds little value. 
2.0 3.0 4.0 5.0 6.0 7.0 
Figure 10..32 Effort· Analogy Frequency of use 
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The effort statistics relating to ease of use are detailed in Table 10-11 and Figures 10-
36, 37, 38 and 39. 
Number of Responses Statistic's 
Valid % Missing Mean Median Mode 
Analogy 21 47.7 23 4.67 5 5 
Expert judgement 25 56.8 19 5.16 5 5 
Work breakdown 28 63.6 16 4.96 5 4 
Algorithmic model 6 13.6 38 4.17 4 4* 
Other 2 4.5 42 4.50 4.50 3* 
* Multiple modes ex1st. The smallest value 1s shown. 
Table ]()..)] Effort Statistics· Ease of use 
Work breakdown is used by the greatest percentage of respondents at 63.6% 
however, its ease of use is sligh!ly less than the expert judgement technique. Expert 
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judgement is 'hown to be ahove average in its ca'e of use with no rc,p<>n\e\ 
indicating it was below average and four indicating a rating of excellent. 
The 13.6% .:>f the respondents u'ing algorithmic techniques hll into two group\. The 
majority indicating the ease of use wa' poor to average and a minority indicatmg the 
techniques to be slightly less than excellent. 
Of the two respondents using other techniques one indicated it wa' below average 
and the other indicated it was ahove average in ea\e of use. The graph relating to 
"other" does not add any value to this work a' there are only two respondents in this 
category. 
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The effort statistics relating to accuracy are detailed in Table 10-12 and Figures 10-
40, 41,42 and 43. The graph relating to "other" does not add any value as there are 
only two respondents in this category. 
Number of Responses Statistic's 
Valid % Missing Mean Median Mode 
Analogy 21 47.7 23 4.14 4 4 
Expert judgement 25 56.8 19 4.68 5 5 
Work breakdown 29 65.9 15 5.00 5 4* 
Algorithmic model 6 13.6 38 5.17 5.50 6 
Other 2 4.5 42 5.50 5.50 5* 
* Muluple modes ex1st. The smallest value IS shown. 
Table 10-12 Effort Statistics· Accuracy 
On balance it could be said that the most accurate technique was work breakdown 
although its mean at five was less that that indicated for the algorithmic (5.17) and 
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other (5.5) techniques an 'ignificant percentage of respondents 65.9% u'ed the 
technique. Four of which indicated the technique wa' very accurate. 
The 13.6% who use algorithmic techniques indicated the techniques were accurate to 
less than very accurate. None indicated algorithmic technique' were inaccurate. 
The two respondents who use other techniques indicated they were above average in 
their accuracy. 
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Figure 10-40 Effort· Analogy Accuracy 
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10.6 Cost Estimating Practices 
The cost statistics relating to frequency of use are detailed in Table 10-13 and 
Figures 10-44, 45, 46 and 47. The graph relating to "other" does not add any value as 
there are only three respondents in this category. 
Number of Responses Statistic's 
Valid % Missing Mean Median Mode 
Analogy 21 47.7 23 4.71 5 4 
Expert judgement 26 59.1 18 5.23 5 6 
Work breakdown 35 79.5 9 5.71 6 6 
Algorithmic model 9 20.5 35 4.33 4 4 
Other 3 6.8 41 3.33 2 I* 
* Multiple modes extst. The smallest value ts shown. 
Table Ul-13 Cost Statistics - Frequency of use 
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Work breakdown is used by the greatest percentage of re,pondent' and al'o ha' the 
greatest frequency of use with a mean of5.71 and a median and mode ohix. Work 
breakdown also had the highest number of re,pon'e'· ten, who indicated they alway' 
used it. Expert judgement had 59.1% of the re,pondents who indicated they tended 
to always use the technique with a mean of 5.53 and a median of five and mode of 
six. Analogy was not as frequently used as work breakdown and expert judgement 
with 47.7% responding that the frequency of use was greater than ;ometimes with a 
mean of 4.71 and a median of five and a mode of four. Algorithmic technique> had 
nine responses or 20.5% who indicated it was used sometimes with a mean of 4.33 
and a median and mode of four. Algorithmic technique usage was spread across the 
range of frequencies. The use of other techniques by 6.8% of the respondents tended 
to be used less frequently than 'ometimes. 
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The cost stati,tics relating to ea'e of use are detailed in Table 10- I 4 and Figure' I 0-
48, 49, 50 and 51. The graph relating to "other" docs not add any value a' there arc 
only two respondents in this category. 
Number of Responses Statistic's 
Valid % Missing Mean Median Mode 
Analogy 20 45.5 24 4.60 5 5 
Expert jud_gement 27 61.4 17 5.04 5 5 
Work breakdown 34 77.3 10 5.12 5 5 
Algorithmic model 6 13.6 38 5.00 5 4* 
Other 2 4.5 42 4.50 4.50 3* 
* Multtple modes extst. The smallest value ts shown. 
Table 10-14 Cost Statistics - Ease or use 
The bulk of the respondents, 77 .3%, have indicated the work breakdown technique is 
the easiest to use with a mean of 5.12 and a median and mode of five. Expert 
judgement is deemed the second easiest to use with a mean of 5.04 and a median and 
mode of five. No one indicated it was below average in its ease of use. Table I 0-14 
show the mean for algorithmic techniques to be five although when Figure I 0-51 is 
examined two separate views appear to be represented. One indicates the ease of use 
to be below average to average whilst the other indicates opinions of well above 
average to excellent. 
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The co't statistics relating to accuracy are detailed in Table 10-15 and Figure' 10-52, 
53. 54 and 55. Tbe graph relating to "other" does not add any value as there are only 
two respondents in this category. 
Number of Responses Statistic's 
Valid % Missinl( Mean Median Mode 
Analo!!v 20 45.5 24 4.15 4 5 
Expert judgement 27 61.4 17 4.74 5 5 
Work breakdown 35 79.5 9 5.29 6 6 
AJ!!orithmic model 6 13.6 38 4.50 5 6 
Otber 2 4.5 42 5.50 5.50 5* 
* Multtple modes extst. The smallest value ts shown. 
Table 10-15 Cost Statistics· Accuracy 
Excluding "other" work breakdown is clearly given by 79.5% of respondents as the 
most accurate technique with a mean of 5.29 and a median and mode of six. Only 
4.5% of the respondents to this question indicated work breakdown wa~ less than 
accurate. The two people who use other techniques have indicated their accuracy is 
high. Expert judgement with a mean of 4.74 and a median and mode of five was 
regarded by 61.4% of respondents to more accurate than analogy whose mean was 
4.15 and median and mode of four and six respectively. Figure 10-55 once again 
indicates a clear split of opinion relating to algorithmic techniques with fifty percent 
of the respondents who answered this question indicating the techniques were very 
accurate and the other fifty percent indicating a degree of inaccuracy. 
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10.7 Conclusion 
Table 10-16 and Figures I 0-56 and I 0-57 view the data for frequency of w.c acre"' 
all the estimating dimensions of size, duration, effort and co't by technique. It can 
be clearly seen in Figure I 0-56 the greatest percentage of respondents use work 
breakdown in all dimensions. Expert judgement and analogy have the 'econd and 
third highest use respectively in percentage terms. Algorithmic techniques and other 
are the least used. It can also be seen in Figure 10-57 that work breakdown is clo,est 
to seven on the scale. Seven represented "always" as the frequency of use. This 
figure also shows the high degree of consistency in the frequency of use of the 
techniques. It can be observed that effort is the least estimating dimension calculated 
across all the techniques except cost with analogy where the difference is slight. 
This raises interesting questions as to how duration is estimated if the effort is 
unknown or is the duration considered by a significant percentage of practitioners to 
be a function of the size and/or cost. 
Size Duration Effort Cost 
% Mean % Mean % Mean % Mean 
Analogy 72.7 4.81 61.4 5.19 50 4.86 47.7 4.71 
Expert Judgement 81.8 5.64 75 5.55 56.8 5.28 59.1 5.23 
Work breakdown 84.1 5.78 91.1 5.63 65.9 5.69 79.5 5.71 
Algorithmic 29.5 3.92 20.5 4.11 15.9 3.86 20.5 4.33 
Other 11.4 3.8 11.4 4.2 6.8 3.33 6.8 3.33 
Table 10.16 Frequency or use- consolidated 
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Figure 10-56 Frequency of use percentage by dimension 
The percentage of respondents indicating their use of the techniques to measure size 
shows an excellent correlation with Table 10-1. As the data is derived from separate 
questions it shows a high degree of consistency in the answers given as they relate to 
SIZe. 
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Table 10-17 and Figures 10-58 and 10-59 view the data for ease of use across all the 
estimating dimensions. Again, it can be seen the greatest percentage of responses 
was for work breakdown followed by expert judgement, analogy, algorithmic and 
other. The easiest technique to use, and this is consistent across all dimensions was 
expert judgement followed closely by the other techniques. Algorithmic and other 
techniques had the greatest diversity of opinion in the ease of across the dimensions. 
Size Duration Effort Cost 
% Mean % Mean % Mean % Mean 
Analogy 65.9 4.62 56.8 4.76 47.7 4.67 45.5 4.60 
Expert Judgement 77.3 5.15 70.5 5.26 56.8 5.16 61.4 5.04 
Work breakdown 77.3 4.82 84.1 4.86 63.6 4.96 77.3 5.12 
Algorithmic 25.0 4.27 15.9 4.71 13.6 4.17 13.6 5.00 
Other 11.4 3.8 6.8 4.33 4.5 4.50 4.5 4.50 
Table 10-17 Ease of use- Consolidated 
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It should be noted that as discussed early in the chapter the data relating to 
algorithmic techniques appears to indicate two diverse opinions with one group 
towards the high end of the scale and the other towards the low. 
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Table 10-18 and Figures 10-60 and 10-61 view the data for accuracy across all the 
estimating dimensions. Again, it can be seen the greatest percentage of responses 
was for work breakdown followed by expert judgement, analogy, algorithmic and 
other. 
Size Duration Effort Cost 
% Mean % Mean % Mean % Mean 
Analogy 68.1 4 .27 59.1 4.42 47.7 4.14 45.5 4.15 
Expert Judgement 81.1 4.6 72.7 4.66 56.8 4.68 61.4 4.74 
Work breakdown 81.1 5.08 88.6 4.95 65.9 5.00 79.5 5.29 
Algorithmic 25 4.36 18.2 4.63 13.6 5.17 13.6 4.50 
Other 9.1 5 9.1 5 4.5 5.50 4.5 5.50 
Table 10-18 Accuracy - Consolidated 
Ignoring the "other" category work breakdown is more accurate than the other 
techniques with the exception of effort estimating where algorithmic techniques are 
rated higher. 
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The data collected shows a high degree of consistency and shows no evidence or 
trends to indicate the respondents were "just ticking a box". 
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Chapter 11 Estimating Processes: WA Current Practice 
The survey questionnaire also examined the proce"e' that were u'ed in e'timating. 
The formality of the proce"es was determined by how well they were defined and 
followed. A formal process would need to be documented in order to be 
standardised and repeatable. Knowledge regarding the overall formality of the an 
organisation's processes was determined by the usage of quality management 
systems. 
11.1 Organisational Processes 
Table 11·1 and Figure 11-1 show that over one third of the organisations surveyed do 
not have any form of a Quality Management System (QMS) and about twenty 
percent have an uncertified QMS. Thirty-four point one percent either have IS09001 
or AS3563.1 and IS09001 which are the standards applicable for software 
development. These standards incorporate the design practices whereby ISO 9002 
does not. IS09002 is not suitable for software development. 
QMS Status Frequency Percent Valid Cumulative 
Percent Percent 
Valid NoQMS 15 34.1 34.9 34.9 
Uncertified QMS 9 20.5 20.9 55.8 
IS09001 8 18.2 18.6 74.4 
IS09002 3 6.8 7.0 81.4 
AS3563.1 & ISO 7 15.9 16.3 97.7 
9001 
Other I 2.3 2.3 100.0 
Total 43 97.7 100.0 
System Missing I 2.3 
Total 44 100.0 
Table 11·1 Organisational QMS's 
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Asking whether the organisation had no procedure, an informal procedure or a 
documented procedure assessed the formality of the procedures for estimating. A 
truly formal procedure would need to be documented as pan of the work practices. 
Estimating Frequency Percent Valid Cumulative 
Procedure Percent Percent 
Valid No procedure 3 6.8 7.0 7.0 
Informal 30 68.2 69.8 76.7 
procedure 
Documented 10 22.7 23.3 100.0 
procedure 
Total 43 97.7 100.0 
Missing I 2.3 
Total 44 100.0 
Table 11·2 Formality of Estimating Procedure 
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As can be seen from Table 11-2 and the graph in Figure 11-2 the hulk of 
respondents, 68.2%, have indicated they have an informal procedure. Only ten of the 
respondents, 22.7%, claim to have a documented procedure. It wa' expected the 
procedure formality would correlate well with Table 7-17 where information wa., 
sought as to whether the respondent's practice!> were the same or different to their 
colleagues. Whilst the percentages are about the same (22.7% and 20.5%) there is no 
correlation (Spearman's correlation coefficient is 0.176) between having the same 
practices as a colleague and the formality of the procedure used in an organisation. 
No significant correlations were found between having the same practices and the 
formality of the quality management system or development methodology. 
Missing 
2.3o/o 
D:x:umanted procedure 
22.7% 
No procedure 
6.8% 
nforrral procedure 
68.2% 
Flgure 11·2 Fonnality of Estimating Procedure 
255 
Parametric Software Project EstimatinK • An Analysis of eurrent Practice. 
11.2 Information Technology Group Processes 
Table 11-3 and Figure 11-3 sh<Jw that over one third of the organi~ation\ Soli ware 
House Office or Information Technology group ~urveycd do not have any form of a 
.,)uality Management System (QMS) and 27.3% have an uncertified QMS. A formal 
QMS certified to 1S09001 and/or AS3563.1 i~ in 29.5% of the re,pondent\ Software 
House Office or Information Technology groups. 
QMS Status Frequency Percent Valid Cumulative 
Percent Percent 
Valid NoQMS 16 36.4 36.4 36.4 
Uncertified QMS 12 27.3 27.3 63.6 
Within scope of 2 4.5 4.5 68.2 
the org 
IS09001 2 4.5 4.5 72.7 
AS3563.I & II 25.0 25.0 97.7 
IS09001 
Other I 2.3 2.3 100.0 
Total 44 100.0 100.0 
Table ll-3 Software House or IT Group QMS Status 
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The fonnality of the overall development processes was obtained by asking que~tions 
relating to methodology usage. This methodology usage wa' categorised by both 
new project' and maintenance projects. Table 11-4 and Table 11-5 detail the 
responses and as can be seen 20.9% do not have a fonnal method for new 
developments. For maintenan<.e projects 34.9% do not possess a fonnal method. 
Development Frequency Percent Valid Cumulative 
Method Status Percent Percent 
Valid Infonnal 9 20.5 20.9 20.9 
Fonnal in-house 27 61.4 62.8 83.7 
Commercial 7 15.9 16.3 100.0 
Total 43 97.7 100.0 
Missing I 2.3 
Total 44 100.0 
Table 11-4 Formality or New Project Methodology 
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Development Frequency Percent Valid Cumulative 
Method Status Percent Percent 
Valid Informal 15 34.1 34.9 34.9 
Formal in-house 23 52.3 53.5 XH.4 
Commercial 5 11.4 11.6 HXJ.O 
Total 43 97.7 HXJ.O 
Missing I 2.3 
Total 44 100.0 
Table 11-S Formality or Maintenance Project Methodology 
The lifecycle models used were also of interest to see if they were conducive to the 
provision of an estimate at the project's beginning. That is, it was surmised that a 
project that was evolutionary in nature wa' inherently more difficult to e'timate at 
the beginning. For instance the Spiral Model explicitly defines a process, in each 
revolution, to form the estimates for the next revolution. See Boehm (1989) fo! a 
detailed explanation of the Spiral Model. 
However, as can be seen from Table 11-6 the majority of respondents tend to u,e, for 
new projects, either a Prototyping approach (77.3%) or the Cla,sic approach 
(63.6%). 
Lifecycle Model New Projects Maintenance Projects Frequency Percent Frequency Percent 
Waterfall or Classical 28 63.6 25 56.8 
Prototyping 34 77.3 18 40.9 
Spiral 3 6.8 0 0 
Evolutionary 2 4.5 6 13.6 
RAD 13 29.5 7 15.9 
Object Oriented 8 18.2 3 6.8 
Other 0 0 0 0 
Table 11-6 Llfecycle Models used 
For maintenance projects the Cla,sical approach (56.8%) was preferred over the 
Prototyping approach (40.9%). RAD is also used a significant amount. 
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The phase where the initial e'timatc is required was also 'ought m order to con finn 
the hypothesis that estimates are required at project commencement. Thi' " when 
there are a large number of unknown factors about the project and hence e'ttmating 
cannot be exact. Table 11-7 clearly demon,trate' that this hypothe'i' to be 
consistent with the data gathered. That i' 81% of re.,pondents arc required to 
produce an estimate before the requirement' and design' have been 'pecificd. 
Phase Frequency Percent Valid Cumulative 
Percent Percent 
Valid Quotation 10 22.7 23.8 23.8 
·-
Feasibility 24 54.5 57.1 81.0 
study 
Requirements 6 13.6 14.3 95.2 
analysis 
Design 2 4.5 4.8 100.0 
Total 42 95.5 100.0 
Missing 2 4.5 
Total 44 100.0 
Table II· 7 Phase of Initial Estimates 
11.3 Specific Estimating Processes 
A series of questions were posed that defined good practice to ascenain the degree 
the respondents had implemented estimating processes. 
The use of multiple techniques on a project is detailed in Table 11-8 and Figure 11-4. 
These indicate that multiple techniques are sometimes used on projects although 
30.2% were towards the never end of the scale. Only 4.5% of the respondents 
indicated they always used multiple techniques. This data is supponed by that 
presented in chapter 10 where responses are analysed relating to the different 
practices used in estimating the different dimensions. 
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Rating Frequency Percent Valid Cumulative 
Percent Percent 
Valid I 6 13.6 14.0 14.0 
2 6 13.6 14.0 27.9 
3 I 2.3 2.3 3.22______ 
4 17 38.6 39.5 69.8 ~ 
5 7 15.9 16.3 86.0 
6 4 9.1 9.3 95.3 
7 2 4.5 4.7 100.0 
Total 43 97.7 100.0 
Missinl! I 2.3 
Total 44 100.0 
Table 11-8 Use of Multiple Techniques on a Project 
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Figure 11-4 Use of Multiple Techniques on a Project 
Table 11-9 and Figure 11-5 show the respondents tend to keep records of their 
estimates although only 30.2 % advised they always kept records. 
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Rating Frequency Percent Valid Cumulative 
Percent Percent 
--
I 2 4.5 4.7 4.7 
··-
2 I 2.3 2.3 7.1) 
~-·-
3 2 4.5 4.7 I 1.11 
-
4 6 13.6 14.0 25.6 
5 7 15.9 16.3 41.9 
6 12 27.3 27.9 69.R 
7 13 29.5 30.2 100.0 
43 97.7 1000 
I 2.3 
44 100.0 
Table 11-9 Frequency of Record Keeping 
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Figure ll-5 Frequency of Record Keeping 
Respondents tended not to indicate a probability of achievement for their estimates 
and the data is shown in Table 11-10 and Figure 11-6. The table shows 34.9% of 
respondents never give a probability of achievement and 81.4% indicated sometimes 
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or less on the ;calc. Only one respondent rcpre;cnting 2.3% advised they 3lway' 
gave a probability. 
Rating Frequency Percent Valid Cumulative 
Valid 
Total 
Missing 
Total 
~ 
r:: 
.. 
:::J 
c:r 
Percent 
I 15 34.1 34.9 
2 9 20.5 20.9 
3 4 9.1 9.3 
4 7 15.9 16.3 
5 4 9.1 9.3 
6 3 6.8 7.0 
7 I 2.3 2.3 
43 97.7 100.0 
I 2.3 
44 100.0 
Table 11-10 Indication of Probability of Achievement 
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Figure ll-6 Indication of Probability of Achievement 
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Respondents tended not to use a range for their e'limate' and the data " 'hown on 
Table II-II and Figure 11-7. The table shows 16.3% of re,pondent• never give a 
range and 74.4% indtcated sometimes or less on the 'cale. Only one re,pondent 
representing 2.3% advised they always gave a range. 
Rating Frequency Percent Valid Cumulative 
Valid 
Total 
Missing 
Total 
g 2 
., 
:I 
e 
u. 
I 
2 
3 
4 
5 
6 
7 
1.0 
Percent Percent 
7 15.9 16.3 16.3 
7 15.9 16.3 32.6 
7 15.9 16.3 48.8 
11 25.0 25.6 74.4 
6 13.6 14.0 88.4 
4 9.1 9.3 97.7 
I 2.3 2.3 100.0 
43 97.7 100.0 
I 2.3 
44 100.0 
Table 11-11 Use or Estimating Ranges 
2.0 3.0 4.0 5.0 6.0 7.0 
Figure 11-7 Use or Estimating Ranges 
263 
Parametric Software Project F..stimatJna • An Analysis of Curr~nt l,ractic~. 
Respondents tended to have peers review their estimates and the relevant data i' 
shown in Tahlc 11-12 and Figure 11-8. The tahlc 'how' only 6.8% of re,p<mdenh 
never undertook peer reviews although approximately half (53.5%) indicated 
sometimes or less on the scale. Four respondents representing 9.1% advised they 
always had their estimates peer reviewed. 
Valid 
Total 
Missing 
Total 
... 
" c: 
" 
" 
.,. 
~ 
"-
Rating Frequency Percent Valid 
Percent 
I 3 6.8 7.0 
2 I 2.3 2.3 
3 6 13.6 14.0 
4 13 29.5 30.2 
5 6 13.6 14.0 
6 10 22.7 23.3 
7 4 9.1 9.3 
43 97.7 100.0 
I 2.3 
44 100.0 
Table 11-12 Peer Reviewing of Estimates 
1.0 2.0 3.0 4.0 5.0 60 70 
Figure 11-8 Peer Reviewing of Estimates 
Cumulative 
Percent 
7.0 
9.3 
23.3 
53.5 
67.4 
90.7 
100.0 
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It would appear from the data in Table 11-13 and Figure 11-9 that it i' accepted 
practice to review estimates. Only one respondent repre,enting 2.3% indicated they 
never reviewed their e'timates. Approximately a third (31.8%) have e'timate' 
constantly under review and 47.7% reconsider their estimates as part of their project 
reviews. A minority 15.9% indicated they reviewed the e'timates only a' the 
specifications changed. This could perhaps be construed a' con,tantly under review 
if they are using a Prototyping approach as 77.3% of respondents advi,ed they did 
for new projects. 
Frequency Frequency Percent Valid Cumulative 
Percent Percent 
Valid never I 2.3 2.3 2.3 
Only as 7 15.9 16.3 18.6 
specifications 
change 
At project 21 47.7 48.8 67.4 
review JJOints 
Constantly 14 31.8 32.6 100.0 
under review 
Total 43 97.7 100.0 
Missing I 2.3 
Total 44 100.0 
Table 11·13 Frequency of Estimate Revision 
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MISSing 
2 3% 
Constantly under rev 
318% 
never 
23% 
Only as spec1h::a11o 
159% 
At prOJEICI revll3 w po 
477% 
Figure 11-9 Frequency of Estimate Revision 
Respondents tended to compare estimates with actual results as can be seen in Table 
11-14 and Figure 11-10. There was no response indicating it wa' never done and the 
majority, 61.5% indicated they did comparisons more frequently that sometimes. 
The mean of five and modes of five, six and seven also add weight to the assertion 
that respondents tend to compare actuals with estimates. 
Frequency Frequency Percent Valid Cumulative 
Rating Percent Percent 
Valid 2 I 2.3 2.3 2.3 
3 7 15.9 16.3 18.6 
4 8 18.2 18.6 37.2 
5 9 20.5 20.9 58.1 
6 9 20.5 20.9 79.1 
7 9 20.5 20.9 100.0 
Total 43 97.7 100.0 
Missing I 2.3 
Total 44 100.0 
Table 11-14 Comparison of F.;otlmates with Actuals 
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,., 2 
0 
c: 
Q) 
" 0" i!? 
u.. 
20 3.0 4.0 5.0 60 7.0 
Std. Dev = 1 46 
~an =5.0 
N=4300 
Figure 11-10 Comparison of Estimates with Actuals 
Formal feedback mechanisms tend not to be used with 53.5% indicating they were 
used less than sometimes. Table 11-15 and Figure ll-11 show the data. Only 4.7% 
advised they always used a formal feedback mechanism. 
Frequency Frequency Percent Valid Cumulative 
Rating Percent Percent 
Valid I 8 18.2 18.6 18.6 
2 10 22.7 23.3 41.9 
3 5 11.4 11.6 53.5 
4 10 22.7 23.3 76.7 
5 6 13.6 14.0 90.7 
6 2 4.5 4.7 95.3 
7 2 4.5 4.7 100.0 
Total 43 97.7 100.0 
Missing I 2.3 
Total 44 100.0 
Table 11-15 Use of Formal Feedback 
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12~---------------------------------, 
1.0 2.0 30 4.0 5.0 6.0 7.0 
Std. Dev = 1 72 
Mean=32 
N=4300 
Figure 11-11 Use of Formal Feedback 
11.4 Conclusions. 
The formality of the processes whether they be 
• quality management system 
methodology 
• defined estimating procedure 
• use of multiple techniques 
• record keeping 
• indication of probability of achievement 
• indication of a range 
• conducting of peer reviews 
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appear to have little influence on the accuracy or degree of confidence the 
respondents expressed in their estimates. 
Correlations are shown in Table 11-16 using Pearson's correlation coefficient. Only 
those correlations that are significant at the .05 level (two-tailed) are 'hown. 
Use of Peer Frequency Accuracy of the 
estimating reviewing of estimate/actual organisation's 
ranges estimates comparison estimates 
Use of multiple estimating .~R7 
techniques 
Estimate records kept 
.333 
Probability of achievement 
.474 indication 
Use of ranges 
.455 
Peer reviewing of estimates 
.506 
Frequency estimate/actual 
comparison 
Degree of satisfaction with 
.737 
estimatin_g process 
Table 11-16 Significant Process correlations 
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Chapter 12 Conclusion 
The research has provided data and information that answered the questions posed in 
chapter I and also uncovered a number of interesting areas, some of whtch warrant 
further exploration. 
The survey conducted, as part of this research, resulted in demographic data 
comparable to other surveys such a~ Wydenbach and Paynter ( 1995) and Hihn and 
Habib-agahi (1991) as described in chapter 5. For instance, Hihn and Habib-agahi 
(1991) found in their survey that the respondents had a mean of 14.9 years of 
experience and a standard deviation of 7.6 years. The data from theW A survey 
shows a mean of 15.8 years of experience and a standard deviation of 5.9 years- see 
Figure 7-11. Therefore one can conclude the respondents to the WA survey were 
slightly more experienced than the respondents to Hihn and Habib-agahi's survey. 
They also conduct more estimates per annum as Figure 7-19 shows a mean of 5.7 
estimates for the last twelve months. This is an estimate every two months versus 
Hihn and Habib-agahi's (1991) respondents who completed an estimate every eight 
months. Data and results in the other surveys conducted and reported in chapter 5 
are similar to the results of this survey in comparable areas. 
TheW A survey also showed that respondents: 
• had used a wide variety of techniques in their careers 
• had worked for several organisations 
• came from a wide variety of organisational types and sizes. 
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It was also shown, like the other surveys, only a small percentage of practitioners usc 
algorithmic cst1mating methods and most use a form of work breakdown, expert 
judgement and analogy. Table 5-1 shows, from other surveys conducted that the usc 
of algorithmiC techniques ranges from 14% to 30%. These figures correlate well with 
the WA survey data that shows a range from 15.9% to 29.5% (\ee Table 10-16) 
depending on what is being estimated - size, duration, effort or cost. 
Therefore, it can be said that the software estimating practices in W A arc Similar to 
counterparts in other parts of the world. It can also be said that the opinions and 
information given by the respondents to the W A survey has been given by 
experienced practitioners. Furthermore the respondents advised their practices were 
similar to their colleagues as shown in Figure 7-20. For these reasons concluSions 
drawn from this survey can be said to apply to the population as a whole. 
As described in Table 10-1 and Figure 10-2 the survey respondents overall tend to 
mostly use a ll<ork breakdown (84.1%) in the formation of their estimates. This is 
closely followed by the use of expert judgement (72.8%) and analogy (70.591-) with 
algorithmic techniques being used by 24.6%. The frequency of use of the work 
breakdown technique, as shown in Table I 0-4, is also the highest rated of any 
technique. The survey respondents advised they are also using expert judgement and 
analogy however these techniques do not appear to used in a formal sense with a 
documented and validated approach. It can also be said that although 15.9% (Figure 
10-1) advised they had discarded any techniques, 50% advised they had used lines of 
code techniques and 52.3% indicated they had used function point analysis at s0me 
stage in their career- (see Tables 7-12 and 7-13). However as 24.6% advised they 
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still used alr•>rithnuc tcchmqucs one must conclude that although the respc>ndcnh arc 
aware of the tcdmiqucs and have not completely d"cardcd them they rarely, If ever. 
usc them. This a"cnion is supponcd hy the data in Table 10-4 and Figure 10·7 
which indicate the frequency of use algorithmic techmques is lower that that of other 
techniquPs. An elTon was made to determme if different techniques were used when 
estimating the different project dimensions of size, effon, duration and cost The 
data shows different techniques are not used. The data raises the question of how the 
size of a project is measured, as the respondents are not using. m the mam, lines of 
code or functional measures. 
The elements that are mostly always considered by the respondents in forming an 
estimate match the classic lifecycle phases. Other elements such as environmental 
changes, hardware and systems software are considered to a le"er extent. The level 
of confidence that the respondents have in their estimates is highest for the initial 
project phases and activities such as requirements analysis and project management. 
The confidence of the estimates produced is lowest for those elements that are 
considered less often. See chapter 8 and especially Table 8·13 for the supponing 
data. 
The high level elements proposed by Hope ( 1996) appear to have validity in that few 
respondents indicated other elements that they estimated. 
The parameters that cause respondents to modify their nominal estimates were also 
determined. The parameters that have the most impact in tenns of the percentage 
who always consider the parameters and the degree of impact are people skills, 
knowledge of the application domain, complexity of the problem, project risk and 
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,chedule con,traints. Sec Tahle 9-19 for a 'urnmary of the data An llllere,tm~ 
observation is that one of the parameter' that had the lca't effect, rn term' of 
percentage who con,idcred and degree of impact, wa' the 'lte of the dataha,e. A' 
can he seen from the discus 'ion in chapter 2 databa'e 'ite i' the prrnciple drr ver of 
function point analysis. The re,pondents to theW A 'urvcy appear not to rate thi' 
a'pect highly as an input to their e'timah. '· 
The practitioners' opinrons as to the strengths and weakne"e' of the variou' 
techniques were not obtained in detail. However, it would appear."' 'hown in Tahle 
10-2 and Figure 10-3 that the principle rea,ons for u'agc of work breakdown. expert 
judgement and analogy are that they arc appropriate for the project'. ea' y to u'c and 
found to he accurate. The availahility of training was not a 'ignrficant rea,on for 
technique u'age. 
Table 5-7 shows the requirement for the formation of estimate' at project inrtiation to 
he the case in the USA and the W A data in Table 11-7 supports this view with 54.5'7c 
indicating that an estimate is first required at the feasibility 'tudy 'tage of a project. 
It should be noted these estimates are required at project initiation when there is 
insufficient data to rpply either function point analysis or COCO MO. Table 7-23 
adds further weight to this as it shows estimates arc required before requirements ie 
to obtain project approval. 
It can he said that good estimatinb practice is defined by havrng a documented 
process, use of multiple techniques, giving ranges and P'' ''ahilitie' of achievement. 
keeping records and peer reviewing the estimates (Boehm I 98 I, Pressman 1997). It 
would appe~r that good practice is not the norm in the organisations surveyed. For 
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instance only 22.7% had a documented C\tllnatmg procedure and they tended not to 
give a prohahility of achievement or range for the e\timatc\ or u\e a formal feed hack 
mechanism - see chapter II for detaib. However, they did tend to keep record'. 
compare estimates with actuab and have the e\ttmates peer revtcwcd. It would 
appear to he acknowledged by the respondents that esttmate\ are gomg to change and 
they need constant reviewing. Table 11-13 shows this with only one re,pondent 
representing 2.3% indicating they never reviewed their esttmates. 
It would appear that the most popular. at least in the literature, estimating technique' 
of COCOMO and function point analysis are not widely used in practice. More \O 
these techniques are flawed in their foundations. COCOMO with its reliance on 
lines of code and function point analysis for several reasons - principally its 
mathematical manipulation of the scale types it uses. It can abo be said there has 
been little validation of their predicative capabilities and one such study by Kemerer 
(1987) p416- 42~ showed COCOMO estimates to out by in excess of 600%. 
Existing algorithmic techniques are only suited to the software component of a 
project. They do not cater for all the elements of software intensive projech. The 
survey indicates that other elements must be considered. such as the development 
and operational hardware, in the development of the overall system. 
Some of the observations that can he made from the survey data are that: 
• The assertions by --:oehm (COCOMO 2 I 995) regarding the development 
paradigm changing with a greater use oi packages is supported by Tahle 7- I\ 
data. 
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• Table 7-19 and a"ociatcd d"cu"ion 'how' rnamtcnance work ( 40%1 vc"u' 
new development (60%) work b contrary to accepted wl\dorn. The literature 
such as Takang and Grubb ( 1996) typically report a ratio of 60% mamtcnancc 
and 40% new development. This may abo 'upport the 'iew that organ"ation' 
are moving towards packaged ;olution; and hence there i' le" need for 
maintenance work. 
There is a need for a technique that can be applied early in the lifecycle a' the 
survey data indicates the feasibility study stage is when an e\timate is mo,tly 
required. 
• Estimating techniques are required that suit both a Classical approach to software 
development and a Prototyping approach where the product evolves. Table 11-6 
shows data that supports this. There is of course the difficulty in predicting 
outcomes if the product under development is being defined and redefined. 
• Table 7-20 shows the importance of estimating to an organisation however it 
would appear that the process is not well formalised. Table 11-2 and Figure 11-2 
demonstrate the Jack ( r a documented process. 
• The data in Tables 7-21 and 7-22 show the respondents are slightly more than 
satisfied with the estimating p cess within the organisation and view the 
estimates as being more than somewhat accurate. This leads to the conclusion 
that the techniques that are prevalent work breakdown, analogy and expert 
judgemu.t JJ c providing the results they want. 
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The following arc some rcconunctH.lattons resultmg from th" work: 
The formalising of an cstimatJng procc" may he hencfictal in order to adllcvc a 
disciphned, rcpcatahlc approach that collects actual data that can he used lor 
future esttmates. Nmc of the respondents to the survey suggested having a 
formalised process or method would improve estimatmg wtthin their 
organisatiOn. 
Having a historical database record of estimate' and actuab was one of the clear 
suggestions coming from twenty of the respondents to theW A survey. Also the 
respondents to Park, Goethert & Webb's (I 994) survey (see chapter 5) suggested 
this was one of the ways estimating would be improved. Therefore Jt can be seen 
that their findings concur with the W A survey. 
Giving a probability of achievement for an estimate would a"ist in managing the 
perception that users have of the estimate being a firm quote and not an estiwate. 
This is not done as evidenced by Table I 1-10. This may be difficult to achieve in 
practice with fixed price contacts and organisations' budgeting and cash flow 
needs demanding firm quotations. 
In conclusion one must agree with Abdel-Hamid (1993) p20 that the difficult 
problem of software estimation remains unresolved. D'Marco ( 1982) p29 suggested 
the development of an estimator's handbook to be refined over time. As the survey 
data indicates practitioners are developing detailed work breakdowns and this is the 
preferred technique, a formal detailed workbook method for estimating software 
projects should be developed and refined over a period of time. 
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A Surve of Estimatin Practices for Software Intensive Pro 'ects Orgnnlsatlon ID D 
You will receive a copy of the survey report if you complete the details in this box. Note information provided here 
will be kept confidential and will NOT be used in the report. 
Organisation Name: 
Address: 
Contact person: ___________________________ Contact Number:. __________________________ __ 
General Instructions: 
Where indicated please place a cross in the box or boxes of your choice. With scales please circle a number. 
A.S Approximately how many total project estimates have 
you made in the last twelve months'? D 
0 1997 - Stuart Hope 
Part C: Software House Oftlce or Information 
Technology Group Information. 
C.t Please indicate if the office or Information 
Technology Group has a Quality Management 
System. 
No Quality Management System 
Uncenified Quality Management system 
Within the scope of the organisation 
ISO 9001 cenified 
AS 3563.1 cenified 
Other. (please specify): 
C.2 Please insen the approximate number D 
of people developing and maintaining 
software (including contractors). 
C.3 Please indicate the approximate number D 
of contractors in C.2 above. 
C.4 Please indicate. by percentage, the types 
of software developed by the organisation. 
D 
D 
D 
D 
Total tOO% 
applications for internal use 
applications for external clients 
commercial packages 
other- please specify 
C.S Please indicate the approximate percentage of 
software projects undenaken by the organisation 
within the following categories. 
D Business 
D Engineering & Scientific 
D System 
D Real time/Embedded 
D Other (please specify): 
Tetlll188'll> 
Part 0: Software Estimation Practices. 
NOTE: Some questions have NEW and MAINTENANCE 
project dimensions. 
0.1 Do your estimation practice• differ from that of your 
colleagues? ( I=Same; 4=somewhat different; 7=vcry 
different) 
2 6 
0.2 Do you use different practices for different project 
categories? (!=Same; 4=somewhat difkrent; 7=very 
different) 
4 6 
0.3 Please state what percentage of development work is 
New development ___ _ 
Maintenance 
Total 100% 
0.4 Please indicate which software development 
methodology is used. 
New Maintenance 
Informal 
Formal in-house 
Commercial 
0.5 Please indicate the software developmentlifecycle(s) 
used. 
New 
Waterfall or classical 
Prototyping 
Spiral 
Evolutionary 
RAD 
Object Oriented 
Other (please name): 
Maintenance 
0.6 Please indicate who are involved in formulating the 
initial estimates for projects. 
New Maintenance 
Consultar. •• 
IT Management 
Client Management 
Client Users 
Project Managers 
Analysts 
Programmers 
Specialist Estimating Staff 
Sales People 
Other (please specify): 
D.7 What lifecycle phases and other elements are typically included in the scope of your Initial nominal project 
estimates? Please indicate the elements considered by crossing a box. Please also indicate your normal level of 
confidence in the estimate for the particular element by circling a number. 
Element CoMidered Degree of confidence 
(I =nut confident, 4=~ofn:.':whal umfidcnl, 
sometmlel> always ?=extremely confidenl} 
Problem Definition & Feasibility Study I 2 3 4 5 6 7 
Requirements Analysis I 2 3 4 ~ 6 7 
Design I 2 3 4 5 6 7 
Development (coding) I 2 3 4 5 6 7 
Implementation I 2 3 4 5 6 7 
Training I 2 3 4 5 6 7 
Project Management & Administration I 2 3 4 5 6 7 
Development Hardware and Software I 2 3 4 5 6 7 
Operational Hardware & Software I 2 3 4 5 6 7 
Environmental Changes I 2 3 4 5 6 7 
Maintenance I 2 3 4 5 6 7 
Other (please Jist): 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
D.8 Please indicate the parameters which would cause the nominal estimates for projects to be modified. Indicate the 
parameters considered and the degree of impact they have on the nominal estimate. 
Parameter Considered Degree of impact 
O=not significant; 4=ssgmficant, 7= very 
never sometimes always significant) 
People skills 2 3 4 5 6 7 
Knowledge of the application domain 2 3 4 5 6 7 
Complexity of the problem I 2 3 4 5 6 7 
Algorithmic complexity 2 3 4 5 6 7 
Stability of the target platform 2 3 4 5 6 7 
User support 2 3 4 5 6 7 
Training 2 3 4 5 6 7 
Maintainability 2 3 4 5 6 7 
Performance requirements 2 3 4 5 6 7 
Usability 2 3 4 5 6 7 
Data base size 2 3 4 5 6 7 
Language to be used i 2 3 4 5 6 7 
Reliability 2 3 4 5 6 7 
Project Risk 2 3 4 5 6 7 
Development environment 2 3 4 5 6 7 
Schedule constraints I 2 3 4 5 6 7 
No of users 2 3 4 5 6 7 
Other (please list): 
2 3 4 2 6 7 
2 3 4 2 6 7 
2 3 4 2 6 7 
~ 3 4 ~ 6 7 
~ J 4 5 {i 7 
4 
~.9 For projects please indicate and rate your nonnal size, duration, effort and cost estimating practices. 
Is the SIZE of a project estimated"! 
Yes No (If yes complete the following else go to the next section) 
Cross the techmque(s) that are 
currently used m the organisation. 
Analogy 
Ex~n Judgement 
Work Breakdown 
Algorithmic model 
e~. Fun~.:tJon Pomts 
Other (plea'>e spec1fy 
Frequency of u~. 
{ l=never; 4=~ometJmes; 
7=always) 
4 
5 6 
Is the DURATION of a project estimated? 
Yes No (If yes complete the following else go to the next section) 
Cross the technique(s) that are Frequency of use. 
currently used in the organisation. (l=never; 4=sometimes; 
?=always) 
Analogy 
I ~ 3 4 5 ~ 7 
Expert Judgement 
I 2 3 4 5 6 7 
Work. Breakdown 
I 2 3 4 ~ 6 7 
Algorithmic model 
I 2 ~ 4 ~ 6 7 
Other (please specify 
I 2 3 4 5 6 7 
Is the EFFORT of a project estimated? 
Yes No (If yes complete the following else go to the next section) 
Cross the technique(s) that are Frequency of use. 
currently used in the organisation. (l=never; 4=sometmles: 
7=always) 
Analogy 
I ~ ~ 4 ~ ~ 7 
Expen Judgement 
I z J 4 :i 6 7 
Work Breakdown 
I 2 J 4 ~ § 7 
Algorithmic model 
I ~ ~ 4 ~ 2 7 
Other (please specify 
I 2 ~ ~ ~ 2 7 
Is the COST of a project estimated? 
Yes No (If yes complete the followin~) 
Cross the technique(s) that are Frequency of use. 
auready used in the organisation. (I =never; 4=sometimes; 
?=always) 
Analogy 
Expen Judgement 
~ !i 
Work Breakdown 
~ 
A!goritltmicmode! 
~ !i 1 
Other (pleue specify 
Ea~~teofu~ 
( l=pour; 4=average; 
7=excellen1J 
4 
Ease of use. 
(l=poor, 4=average; 
7=excellenl) 
I 2 ~ 4 5 6 7 
I 2 3 4 5 6 7 
I 2 3 4 ~ 6 7 
I 2 ~ 4 5 6 7 
I 2 3 4 :i 6 7 
Ease of use. 
(I =poor; 4=average; 
7=excellent) 
I 2 ~ 4 ~ 6 7 
I 2 3 4 ~ ~ 7 
I ~ J 4 ~ ~ 7 
I 2 3 4 5 6 7 
I ~ J 4 :i ~ 7 
Ease of use. 
(I =poor; 4=average; 
?=excellent) 
Ll ~ ~ 
~ 2 
~ 
~ 2 
A<.:curat:y. 
(I =maccuratc, 4=acl.uratc, 
7=vcry an:uratc) 
6 7 
3 4 5 6 
3 4 5 () 
Accuracy. 
(l=;'l,_- '"Jte; 4=accurate; 
·~curate) 
L. (, ...1 
I 2 3 4 
I 2 3 4 5 6 7 
I 2 3 4 5 6 7 
I 2 3 4 5 6 7 
Accuracy. 
(I =inaccurate, 4=accurate: 
7=very accurate) 
I 2 3 4 5 6 7 
I ~ 3 4 :i 6 7 
I ~ ~ 4 :i 6 7 
I 2 ~ 4 5 6 7 
I 2 J 4 5 6 7 
Accuracy. 
( 1 =inaccurate; 4=accurate; 
7=very accurate) 
4 
4 
~ 
~ ~ I 2 3 4 :S !i 
'ART E: c-r.t Software Estlmatloa Practices. 
l'bese questions relate to total project estimates and their 
revisions. (If you require more space to write your 
answers please use the back of this fonn). 
E. I What procedure does your organisation have for 
estimating? 
No procedure Informal procedure 
Documented procedure 
E.2 Do you use more than one technique to estimate a 
single project? ( l=never; 4=sometimes; ?=always). 
2 4 5 6 7 
E.3 Do you keep records of project estimates? 
( l=never; 4=sometimes; 7=always). 
2 3 4 5 6 7 
E.4 Do you provide an indication of the probability of 
achievement for each estimate? 
( l=never; 4=sometimes; ?=always). 
2 3 4 5 6 7 
E.S Do you produce a range of possible values for each 
estimate? 
(!=never; 4=sometimes; 7=always). 
2 3 4 5 6 7 
E.6 Are the estimates peer reviewed? 
(I =never; 4=sometimes; ?=always). 
2 3 4 5 6 7 
E. 7 How often are estimates revised? 
Never 
Only as specifications change 
At project review points 
Constantly under review 
Other (please note) --------
E.8 How frequently do you compare your estimates with 
the actuals? 
(I =never; 4=sometimes; 7=always). 
2 3 4 5 6 7 
EJI How frequently do you use a fonnal feedback 
mecbanism to improve future estimates? (I =never; 
4=somelimes; 7=always). 
2 3 4 6 7 
E.IO How important is software project estimating to your 
organisation? ( l=not important; 4=important; 
?=extremely important). 
2 4 6 7 
E. II How satisfied are you with the estimation proce" 
within your or~;anisation? (I =very dissati,fied; 
4=okay; 7=very satisfied). 
2 3 4 6 7 
E.l2 How accurate are the estimates made by the 
organisation. (I =inaccurate; 4=somewhat accurate; 
7= very accurate) 
2 3 4 5 6 7 
E.l3 Why is estimating undertaken in the organisation? 
To provide finn quotations 
Organisational requirement 
To obtain project approval 
Assess project risk 
Budgeting 
Other. (pleao;e specify): 
E.14 In which phase of the project are you required to 
provide an Initial estimate? 
(please specify): 
E.IS Approximately how many total project estimates 
::: ::;~~e in the organ~tioot year? 
Maintenance Projects D 
6 
E.16 Have you previously used but discarded some estimating practices? 
Yes No (If yes please complete the following else go to El7). 
Cross the technique(s) If the technique was Please specify the technique & Plea'e indicate the rea\on(;J 
discarded. automated please its source. why you stopped u;ing the 
specify the software. technique. 
Analogy Publi;hed in general Lack of trainmg 
literature Found to be inaccurate 
name: Too difficult to U\e 
Proprietary Too time con'\uming 
name: Inappropriate for your 
Developed in-hou•e projects 
Developed by consultants Other (please specify): 
Expert Published in general Lack of training 
Judgement literature Found to be inaccurate 
name: Too difficult to use 
Proprietary Too time consuming 
name: Inappropriate for your 
Developed in-house projects 
Developed by consultants Other (please specify): 
Work Breakdown Published in general Lack of training 
literature Found to be inaccurate 
name: Too difficult to use 
Proprietary Too time consuming 
name: Inappropriate for your 
Developed in-house projects 
Developed by consultants Other (please specify): 
Algorithmic Published in general Lack of training 
model literature Found to be inaccurate 
e.g. Function name: Too difficult to use 
Points Proprietary Too time consuming 
name: Inappropriate for your 
Developed in-house projects 
Developed by consultants Other (please specify): 
Other (please Published in general Lack of training 
specify) literature Found to be inaccurate 
name: Too difficult to use 
Proprietary Too time consuming 
name: Inappropriate for your 
Developed in-house projects 
Developed by consultants Other (please specify): 
E.l7 Please indicate your current normal estimating practices. Also indicate if the practice is normally used in your 
organisation. 
Cross the technique(s) If the technique was Please specify the technique Plea'e indicate the rca\on(,) 
that are currently used. automated please & its source. why the technique os u'ed. 
soecifv the software. 
Analogy Published in general Training readily available 
literature l'ound to be accurate 
Self name: Easy to U' · 
Proprietary Organisational standard 
Organisation name: Appropriate for the 
Developed in-house projects 
Developed by consultants Other (plea;e specify): 
Expert Judgement Published in general Training readily available 
literature Found to be accurate 
Self name: Easy to use 
Proprietary Organisational standard 
Organisation name: Appropriate for the 
Developed in-house projects 
Developed by consultants Other (plea'e specify): 
Work Breakdown Published in general Training readily available 
literature Found to be accurate 
Self name: Easy to use 
Proprietary Organisational standard 
Organisation name: Appropriate for the 
Developed in-house projects 
Developed by consultants Other (please specify): 
Algorithmic model Published in general Training readily available 
e.g. Function Points literature Found to be accurate 
name: Easy to use 
Self Proprietary Organisational standard 
name: Appropriate for the 
Organisation Developed in-house projects 
Developed by consultants Other (please specify): 
Other (please Published in general Training readily available 
specify) literature Found to be accurate 
name: Easy to use 
--
Proprietary Organisational standard 
name: Appropriate for the 
Self Developed in-house projects 
Developed by consultants 
Organisation 
Other (please specify): 
E.18 Please state your opinion on how you think the software intensive project estimating could be improved in your 
organisation? 
E.19 Please state your opinion on how e;timating techniques could be improved in the software indu,try. 
E.20 Please advise of any other aspect of the organisation's estimating practice that has not been covered by this 
questionnaire. 
Thank you for completing this questionnaire. Your time and effort is appreciated. 
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Information Technology Manager 
«Company~~ Name» 
<<Address» <<Postcode>> 
Dear Madam/Sir, 
28'" October I 'J'J7 
The School of Computing, Information and Mathematical Sciences at Edith Cowan 
University is active in Software Engineering teaching and research The Software 
Engineering research group's focus is on areas that have direct practical industrial 
application. One of these areas, software project estimating, is critical for planning and 
managing software projects. 
As part of the work in this area we are conducting a survey to ascertain current 
practices and obtain your views on the strengths and weaknesses of existing 
techniques. Comprehensive data on current Australian practices in this area does not 
exist. Your views will assist us in gaining a greater understanding of current practice 
and also enable us to target our estimating research activities to better suit the industry. 
While we realise that any extra demand on your time is an imposition we do need your 
help in having your most knowledgeable estimating people complete the attached 
questionnaire and return it in the reply paid envelope (Two questionnaires are 
enclosed but please feel free to copy as many as you need) Pilot studies have 
indicated the questionnaire will take 30 to 45 minutes to complete. 
All information will be treated as confidential. Howevet, if you would like a copy of 
the resulting report please complete your contact details on the questionnaire 
We would be grateful for any assistance you can provide. If you have any enquiries 
please do not hesitate to call the undersigned on 08 9370 6363. 
Yours sincerely 
Stuart Hope 
Software Engineering 
School of Computing, Information and Mathematical Sciences 
