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Abstract
We present an extrapolation-based semi-implicit multirate time stepping (MRT) scheme and a compound-fast MRT
scheme for a naturally partitioned, multi-time-scale hydro-geomechanical hydrate reservoir model. We evaluate the
performance of the two MRT methods compared to an iteratively coupled solution scheme and discuss their advantages
and disadvantages. The performance of the two MRT methods is evaluated in terms of speed-up and accuracy by
comparison to an iteratively coupled solution scheme. We observe that the extrapolation-based semi-implicit method
gives a higher speed-up but is strongly dependent on the relative time scales of the latent (slow) and active (fast)
components. On the other hand, the compound-fast method is more robust and less sensitive to the relative time
scales, but gives lower speed up as compared to the semi-implicit method, especially when the relative time scales of
the active and latent components are comparable.
Keywords: Multirate time stepping, semi-implict multirate method, compound-fast multirate method,
hydro-geomechanical model, methane hydrate reservoir, Differential Algebraic Equations (DAE)
1. Introduction
. Methane hydrates are crystalline solids formed when
water molecules form a cage-like structure and trap a
large number of methane molecules within. Methane hy-
drates are thermodynamically stable under conditions of
low temperature and high pressure and occur naturally in
permafrost regions or sub-seafloor soils. If warmed or de-
pressurized, methane hydrates destabilize and dissociate
into water and methane gas. Natural gas hydrates are con-
sidered to be a promising energy resource. It is widely be-
lieved that the energy content of methane occurring in hy-
drate form is immense, possibly even exceeding the com-
bined energy content of all other conventional fossil fu-
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els [13, 15]. Therefore, the development of multiphysics
models and numerical codes for coupled hydro-thermo-
chemo-geo-mechanical processes are of particular inter-
est for evaluating future technologies for gas extraction
from methane hydrate reservoirs and for making detailed
risk quantification from the inherent geohazards.
. A mathematical model describing the hydromechani-
cal processes in a subsurface methane hydrate system has
been presented in our earlier work (Gupta et al. (2015))
[1]. The governing PDE’s are summarised in Table 1
along with some selected closing and constitutive rela-
tionships. This system of PDEs can be decomposed into
two sub-classes of models, the flow and transport model
comprising the mass and energy balance equations for the
phases occupying the pore spaces in the hydrate forma-
tion, i.e., equations (1), (2), (3), and (5), and the geome-
chanical model, comprising the momentum balance equa-
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tion (6) for the soil-hydrate composite phase, also referred
as the solid-skeleton. The model accounts for the effects
of the geomechanics on the flow model through the ad-
justment of the affected reaction and hydraulic properties
by scaling the properties with functions of total porosity
φ. In this sense, the soil-phase mass balance (Eqn.(4)),
which solves for the total porosity, can be seen as mortar
between these two sub-models. For simplicity, we elim-
inate the PDE (4) by approximating the total porosity as
a function of the volumetric strain by assuming that the
hydrate-coated soil grains are relatively incompressible
compared to the solid skeleton v [12].
. In [1], we have presented an iteratively coupled solu-
tion strategy where, the hydrate reservoir model is de-
composed into flow model and geomechanical model as
described above, and is solved iteratively for a given time-
step by exchanging shared state variable values between
the flow and the geomechaniccal models through a block
Gauss-Seidel solution scheme. At each iteration step,
the flow and the geomechanical models solve their cor-
responding subsystems of equations separately. This iter-
atively coupled solution scheme greatly reduces the com-
putational effort as compared to a monolithic fully im-
plicit scheme. However, the dynamics of the flow and ge-
omechanical models evolve at different time scales [11].
We know a priori that the ground deformations manifest
at a much slower rate as compared to the flow and trans-
port processes. Since the refinement of the time-mesh is
controlled by the dynamics of active (or the fast) compo-
nents, solving the latent (or the slow) components at this
fine time-mesh results in a lot of unnecessary computa-
tional work. The computation can be made cheaper if the
slow components are solved on a coarse time-mesh and
the fast components on a fine time-mesh. Such time step-
ping methods are called Multi-Rate Time-stepping (MRT)
methods. The concept of MRT methods was introduced
for systems of differential equations (ODEs and DAEs)
in such studies as [9, 10, 16], and some recent results are
presented in [2, 4, 7, 14, 18]. MRT methods for hyper-
bolic conservative laws are developed in [5, 6, 22] and
for parabolic equations in [19, 20]. A review of the MRT
methods developed over the last two decades can be found
in [8].
. The application of MRT methods, especially the
Implicit-Explicit methods (IMEX), is becoming increas-
ingly popular in the PDE community. Some of the recent
extensions of these methods to application areas of cou-
pled free and porous media flows, air pollution modelling,
multi-scale fluid-solid interaction, among others, can be
found in [17, 21, 24, 25, 26].
. In this article we present two MRT algorithms for our
hydro-geomechanical hydrate reservoir model. The first
MRT algorithm is based on a semi-implicit ’fastest-first’
approach and the second is based on a compound-fast
approach. We evaluate the performance of these MRT
schemes in comparison to the iteratively coupled solution
scheme, and discuss the advantages and disadvantages of
the two MRT methods with respect to the multi-time-scale
hydro-geomechanical problems. To understand the sta-
bility of these and related MRT methods in general, the
reader is refered to [23].
2. Multirate time stepping algorithm
. Let the vectors XF(t) : R → Rd f and XG(t) : R → Rdg
denote the time-dependent discrete-in-space approxima-
tions to the primary variables of the Flow model (i.e.
Pg, S w, S h,T ) and the Geomechanical model (i.e. u) re-
spectively (see Table 1 for definitions of the variables).
We will refer to XF as the active components and XG as
the latent components.
. Further, let F : R × Rd × Rd f × Rdg → Rd f and
G : R × Rd × Rd f × Rdg → Rdg denote the spatial dis-
cretization operators for the Flow and the Geomechanical
models respectively. Here, d is the dimension of the
space domain. In our numerical scheme, the operator F
is obtained by discretizing PDEs (1-3,5) using the cell-
centered finite volume method, and the operator G is ob-
tained by discretizing PDE (6) using the Galerkin finite
element method. However, the MRT methods described
in this paper are independent of the methods used for spa-
tial discretization.
. The spatial discretization of the PDEs (1-6) governing
our hydro-geomechanical model leads to a semi-discrete
problem of the following form:
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Table 1: Summary of the mathematical model
Governing equations:
Mass balance eqn. for each
mobile component
κ = CH4,H2O
∑
α
∂t
(
φραS αχκα
)
+
∑
α
∇ · (φραS αχκαvα,t) = ∑
α
∇ · (φS αJκα) +g˙κ + ∑
α
q˙κα,m (1),(2)
Mass balance eqn. for
hydrate phase
∂t (φρhS h) +∇ · (φρhS hvh,t) = g˙h (3)
Mass balance eqn. for soil
phase
∂t
[
(1 − φ) ρs] +∇ · [(1 − φ) ρsvs] = 0 (4)
Energy balance eqn. ∂t
[
(1 − φ) ρsus + ∑
β
(
φρβS βuβ
)]
+
∑
α
∇ · (φραS αχκαvα,thα) = ∇ · kce f f∇T
+Q˙h +
∑
α
(
q˙κα,mhα
) (5)
momentum balance eqn. for
hydrate-soil composite
∇ · σ˜ + ρshg = 0 (6)
Closing and constitutive relationships:
Closure relationships Pg − Pw = Pc (S we) , ∑
β
S β = 1 , ∀κ: ∑
α
χκα = 1
Phase velocities φS βvβ,t = vβ + φS βvs , vα = κ
kr,α
µα
(∇Pα − ραg) , vh = 0 , vs = ∂tu
Diffusive solute flux Jκα = −τDα
(
ρα∇χκα
)
Stress-strain relationship σ˜ = 2Gsh˜ + λsh (tr ˜) I˜ + αbiotPe f f I˜ , ˜ = 12
(
∇u + ∇T u
)
Reaction kinetics g˙CH4 = kr MgArs
(
Peqb(T ) − Pg
)
, g˙H2O =
NhMw
Mg
g˙CH4 , g˙h =
Mh
Mg
g˙CH4 ,
Q˙h =
g˙h
Mh
(
B1 − B2T
)
Description:
α = g,w denotes the mobile gas and liquid phases respectively. The gas phase contains methane gas and water
vapour. The liquid phase contains water and dissolved methane. Subscript s denotes the soil phase, h denotes the
hydrate phase, and sh denotes the soil-hydrate composite phase. β = g,w, h denotes all the phases that occupy the
pore space. κ = CH4,H2O denotes the molecular components.
Primary variables Gas pressure Pg, water phase saturation S w, hydrate phase saturation S h, total
porosity φ, temprature T , and soil displacement u.
Seconday variables Gas phase saturation S g, water phase pressure Pw, mole concentrations χκα, relative
phase velocities vβ, soil phase velocity vs, total stress σ˜, strain ˜.
Other variables Methane generation rate g˙CH4 , water generation rate g˙H2O, hydrate dissociation rate
g˙h, heat of dissociation Q˙h, effective pore pressure Pe f f .
Material properties Phase density ργ, capillary pressure Pc, intrinsic permeability κ, relative permeability
kr,α, phase viscosity µα, binary diffuion cofficient Dα, tortuosiy τ, phase entalpy hα,
phase internal heat uγ, effective thermal conductivity kce f f , lame’s parameters
(Gsh, λsh), Biot’s consant αbiot, reaction rate kr, reaction surface area Ars, hydrate
equilibium pressure Peqb, molar mass Mβ, hydration number Nh.
Other material properties Compressibility Kγ, Bulk modulus γ Bγ, Young’s modulus of soil-hydrate composite
phase Esh, Poisson ratio of soil-hydrate composite phase νsh, thermal conductivities
kcγ, specific heat capacities Cpα,Cvγ.
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For t ∈ [0,T ], given the initial conditions
XF (t = 0) = X0F and, XG (t = 0) = X
0
G ,
find solutions for XF and XG which satisfy
∂tXF = F (t, x,XF ,XG) (7)
0 = G (t, x,XF ,XG) (8)
. Eqn.(7) is the active ODE (Ordinary Differential Equa-
tion) system and Eqn.(8) is the latent AE (Algebraic
Equations) system. Together, they form a naturally par-
titioned multi-scale DAE (Differential Algebraic Equa-
tions) system.
. Each part of the partitioned DAE system is marched in
time on an independent time-mesh which depends on it’s
own activity. Here, activity of a component refers to the
time-scale at which the dynamics of the governing equa-
tion for that component evolves. We assume that the ac-
tivity of the components does not vary in space, i.e., that
the components evolve on the same time-scale through-
out the spatial domain. For the latent system, we define
a coarse time-mesh {Tn, 0 ≤ n ≤ N} with time step sizes
{Hn = Tn − Tn−1, 0 < n ≤ N}. We will refer to this as
the macro-grid, and the time step from Tn−1 to Tn as the
macro-step. For the active system, we define a refined
time-mesh {tn,k , 0 ≤ n < N, 0 ≤ k ≤ m} with time step
sizes {hn,k = tn,k − tn,k−1, 0 ≤ n < N, 0 < k ≤ m} and multi-
rate factor m. We will refer to this as the micro-grid, and
the time step from tn−1,k−1 to tn−1,k for each k = [1, ...,m] as
the micro-steps. The two time-meshes are synchronized,
which implies that for all n, Tn = tn,0 = tn−1,m (See Fig.
1).
. All MRT methods have the basic property that the time
integration can proceed from synchronization level n to
n + 1 only when all the components, slow and fast, have
made their resepective macro and micro steps and have
synchronized at the level n.
. For marching the DAE system (7,8) forward in time
from Tn−1 to Tn, the active ODE (7) is integrated on the
micro grid tn−1,k using the implicit Euler method for each
micro step, while the latent AE (8) is evaluated directly
at the macro grid point Tn using the solution of the active
Synchronization leveltn-1,m = tn,0
tn-1,m-1
tn-1,k
tn-1,k-1
tn-1,2
tn-1,1
tn-1,0 = tn-2,m
tn-1,m-2
Tn
Tn-1
hn-1,1
Hn
macro  grid micro  grid
Synchronization level
n-1
n
Figure 1: Time-mesh for active and latent components
ODE at tn−1,m. The two MRT algorithms that we will dis-
cuss differ in how the latent components are approximated
on the micro grid for solving the active ODE.
. In the semi-implicit MRT method (Algorithm 1), we
first make the m micro steps for the active components
from tn−1,0 to tn−1,m. The values of the latent components
needed on the micro grid, i.e. XGn−1,k, for making the
micro steps are approximated by means of extrapolation.
In our scheme, we construct a polynomial function of or-
der p for extrapolation using the values of XG evaluated
at p + 1 previous macro grid points, i.e., Tn−1, ...,Tn−(p+1).
We then make the final macro step to evaluate the latent
component at Tn.
. For m = 1, this method essentially becomes a decou-
pled sequential solution scheme, which by itself is faster
than the iteratively coupled solution scheme. For m ≥ 1,
all systems are solved only once on their respective time-
meshes, and the coefficients of the extrapolation function
also need evaluation only once per macro step, thus re-
quiring very little computational effort.
. In the compound-fast MRT method (Algorithm 2), we
first make a predictor macro step to get an approximate
value of the latent component at Tn. In this step, we in-
tegrate the active ODE on the macro grid from Tn−1 to
Tn with a relaxed stopping criteria for the Newton slover.
This gives a rough approximation of XF at Tn (denoted
4
ALGORITHM 1: Semi-implicit MRT method.
STEP 1: Extrapolation macro step
Extrapolate XGn−1,k at each k = [1...m] on the fine
time-mesh using the p+1 old step values of XG com-
puted at Tn−1, ...,Tn−(p+1):
X˜Gn−1,k = XGn−1 +
p∑
j=1
A j
(
tn−1,k − Tn−1) j (9)
STEP 2: Micro-steps
Solve for XF n−1,k at each k = [1, ...,m] on the fine
time-mesh using the implicit Euler method:
XF n−1,k = XF n−1,k−1
+ hn−1,k F
(
tn−1,k , x , XF n−1,k , X˜Gn−1,k
)
(10)
STEP 3: Macro-step
Solve for XGn:
G
(
Tn , x , XF n−1,m , XGn
)
= 0. (11)
by X˜F n), which is then used to solve the latent AE to
get an approximate value of XG at Tn (denoted by X˜Gn).
We then make the micro steps to integrate the active ODE
from tn−1,0 to tn−1,m. The values of the latent components
needed on the micro grid, i.e. XGn−1,k, for making the
micro steps are approximated by means of linear interpo-
lation (refer Eqn.(15)). In the final step, called the correc-
tor macro step, we solve the latent AE once more at the
macro grid point Tn to correct (improve) the solution from
the predictor step.
. If the ODE becomes unsolvable on the macro grid and
the predictor step fails, then, in our simulator we reduce
the value of Hn by half and attempt the predictor step once
again.
. Both the MRT algorithms are implemented in the C++
based DUNE PDELab framework [3] as an extension
to our hydro-geomechanical hydrate reservoir simulator.
This code is capable of solving problems in 1D, 2D and
3D domains. The MRT methods discussed in this section
are however, independent of the dimension of the space
domain.
ALGORITHM 2: Compound-fast MRT method.
STEP 1: Predictor macro step (or compound step)
Integrate active ODE (7) with large step size Hn. Re-
lax the stopping criteria for the Newton solver to get
a rough approximation at Tn, X˜F n:
X˜F n = XF n−1 + Hn · F
(
Tn , x , X˜F n , XGn−1
)
(12)
Use X˜F n to predict X˜Gn:
G
(
Tn , x , X˜F n , X˜Gn
)
= 0. (13)
STEP 2: Micro-steps
Solve for XF n−1,k at each k = [1, ...,m] on the fine
time-mesh using implicit Euler method:
XF n−1,k = XF n−1,k−1
+ hn−1,k F
(
tn−1,k , x , XF n−1,k , X˜Gn−1,k
)
(14)
where, X˜Gn−1,k are the linearly interpolated values of
XG at tn−1,k:
X˜Gn−1,k = XGn−1 +
(
X˜Gn − XGn−1
) k∑
i=1
hn−1,k
Hn
(15)
STEP 3: Corrector macro step
Solve for XGn:
G
(
Tn , x , XF n−1,m , X˜Gn + ∆XGn
)
= 0. (16)
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3. Numerical examples
. We now present two model problems to test the perfor-
mance of the MRT algorithms presented in Section 2. The
first problem considers 1D consolidation in a depressur-
ized methane hydrate sample. The second problem con-
siders a relatively complex 3D example where we sim-
ulate the hydro-geomechanical processes in a subsurface
hydrate reservoir which is destabilized by depressuriza-
tion using a vertically placed low pressure gas well.
3.1. Test 1
. We consider a 1D consolidation in a depressurized
methane hydrate sample as our test problem.
3.1.1. Problem setting
. The problem set-up consists of a confined soil sample
of height 1m. The sample has a uniformly distributed hy-
drate saturation of S h = 0.4 and is fully saturated with
water. The porosity and the permeability of the hydrate
free soil are φ = 0.3 and κ = 10−12 m2 respectively. A
constant vertical stress of 1 MPa acts at the top bound-
ary while the lower boundary is held fixed. At the upper
boundary the pressure is kept constant at the initial value
of 10 MPa, while at the lower boundary a low pressure
of 6 MPa is maintained at all times. The problem setting
imitates gas production in a hydrate reservoir through de-
pressurization which is achieved by pumping out the free
gas occuring below the gas-hydrate layer. The schematic
for this problem is shown in Fig. 2. The selected material
properties and model parameters are listed in Table 2.
3.1.2. Numerical simulation
. We discretize the space domain into 200 cells along the
Z-axis, and run the simulation up to T = 18000 sec. For
simplicity, we assume uniform, non-adaptive micro and
macro time-grids. The time step size for the micro grid is
fixed at hn,k = h = 60 sec for all n and k. This time-step
satisfies the CFL condition for the flow model to ensure
stability of the active system. We chose different values
of the multirate factor, as,
m = [1, 2, 5, 10, 20, 30],
so that the macro grid is m times coarser than the micro
grid, i.e. Hn = H = mh for all n.
Table 2: Material properties and model parameters for the 1D
test problem
Thermal conductivities
kcg −0.886 × 10−2 + 0.242 × 10−3 T −
0.699 × 10−6 T 2 + 0.122 × 10−8 T 3
W
m·K
kcw 0.3834 ln(T ) − 1.581 Wm·K
kch 2.1
W
m·K
kcs 1.9
W
m·K
Specific heat capacities
Cpw 4186 Jkg·K
Cvw Cpw + RH2O
J
kg·K
Cvh 2700 Jkg·K
Cvs 800 Jkg·K
Dynamic viscosities
µg 10.4 e−6
(
273.15 + 162
T + 162
) ( T
273.15
)1.5
Pa · s
µw 0.001792 exp
[
−1.94 − 4.80
(
273.15
T
)
Pa · s
+6.74
(
273.15
T
)2
Densities
ρg
Pg
zRgT
kg
m3
ρw 1000
kg
m3
ρh 900
kg
m3
ρs 2100
kg
m3
Hydraulic properties
Brooks-Corey parameters
λBC 1.2
Pentry 50 kPa
Hydrate kinetics
kr 3.6 × 104 exp
(
−9752.73
T
)
mol
m2·Pa·s
Nh 5.75
Peqb exp
(
14.17 − 1886.79
T
)
MPa
Q˙h A1 = 56599, A2 = 16.744 Wm3
Poroelasticity parameters
αbiot 0.8
νsh 0.15
Esh 160 + 250 S h MPa
6
z=0
z =L=1m
I .C . s
Pw , 0 =10 MPa
T 0    =10
0C
Sh , 0  = 0.4
Sw , 0  = 0.6
ϕ0    = 0.3
κ0    =10
−12m2
P (0, t)
=6 MPa
P (L , t)
=10 MPa
σ zz(L , t)=1 MPa
uz(0,t )=0
Figure 2: Schematic of the 1D test problem
. We evaluate the performance of the two MRT methods
in terms of 1) Speed up, and 2) Relative error. Speed up
is calulated as,
speed-up =
CPU-time for m-step MRT method
CPU-time for iteratively coupled scheme
The time step size of h = 60 sec is used for the itera-
tively coupled scheme.
The relative error is calculated as,
relative error =
L2-error by m-step MRT method
L2-error by iteratively coupled scheme
where, to compute the error in the solution from the
iteratively coupled scheme and the MRT schemes, the so-
lution from a fully coupled fully implicit scheme is used
as the reference solution. The time step size used for the
fully coupled fully implicit scheme is also h = 60 sec.
. For the solution of the active system on the micro grid,
a minimum error reduction of 10−8 is prescribed for the
Newton solver. For the predictor step of the Compound-
fast MRT method, the minimum error reduction for the
Newton solver is relaxed to 10−3.
. For reference, the solution of the problem computed us-
ing the fully coupled fully implicit scheme is shown in
Fig. 3.
(a) Pg profile over z.
(b) uz profile over z.
Figure 3: Pg, S h and uz profiles for the 1D test problem com-
puted using fully-coupled (FC) scheme.
7
0 5 10 15 20 25 30 35
1
2
3
4 constant
linear 
quadratic 
cubic
no. of micro steps (m)
re
la
tiv
e 
er
ro
r
p=0
p=1
p=2
p=3
Figure 4: 1D test problem: Relative error in Pg over m at
t = 18000 sec for the semi-implicit fast-first MRT method us-
ing polynomials of order p = 0, 1, 2, 3 to approximate XG in the
extrapolation steps.
3.1.3. Results - Semi-implicit MRT method
Relative error:
In Fig. 4, the relative error in Pg is plotted over m for
the semi-implicit MRT method using polynomials of or-
der p = 0, 1, 2, 3 in the extrapolation steps. The scheme
with polynomial of order p = 0 is the most stable, but
gives only ≈ 80% accuracy as compared to the iteratively
coupled solution scheme, while the polynomial of order
p = 2 gives an accuracy of ≈ 99% compared to the itera-
tively coupled scheme for m ≤ 5, but becomes increas-
ingly unstable for higher m. The polynomial of order
p = 3 does not give any significant advantage in terms
of accuracy but makes the scheme highly unstable.
Speed up:
Consider integration by the iteratively coupled and the
semi-implicit MRT schemes between the synchronization
level n− 1 to n. There are m uniform micro steps of size h
and one macro step of size H = mh between n − 1 and n.
The iteratively coupled scheme solves both the flow and
the geomechanical systems on the micro grid, while the
semi-implicit MRT solves the flow system on the micro
grid and the geomechanical system on the macro grid.
Let Wg be the time required to solve the geomechanical
system, and w f be the time required for executing one
Newton step in the flow system. If the iterative scheme
requires nit Newton steps to converge, then time required
to solve the flow system per step is W f = nitw f . Further,
if n f p fixed-point iteration steps are required to get the
solution, then the total time required for integration from
n − 1 to n using the iteratively coupled scheme is,
(CPU-time)it = m n f p
(
W f + Wg
)
.
Similarly, if the semi-implicit MRT scheme takes nmrt1
Newton steps to converge, then the time required to solve
the flow system per micro step is,
W f ,mrt1 = nmrt1w f = ns1W f ,
where, ns1 =
nmrt1
nit
.
The total time required for integration from n−1 to n using
the semi-implicit MRT scheme is, thus,
(CPU-time)mrt1 = m ns1 W f + Wg
Therefore, the speed up is given as,
speed-up =
(CPU-time)it
(CPU-time)mrt1
=
m n f p
(
W f + Wg
)
m ns1 W f + Wg
=
n f p m
ns1 (1 −C) m + C (17)
where, C =
Wg
W f + Wg
.
In Eqn. (17), 0 < C < 1, n f p ≥ 1, and ns1 = 1 for a stable
system and ns1 > 1 for an unstable system.
. We can identify the following two special cases:
1. For a stable system, for the case of m = 1 (i.e. decou-
pled sequetial scheme) we get the minimum value of
speed-up,
(speed-up)min = n f p . (18)
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Figure 5: 1D test problem: Speed up in Pg over m for the semi-
implicit fast-first MRT method using polynomials of order p =
0, 1, 2 to approximate XG in the extrapolation steps.
2. For infinitely large m (i.e. the limiting case of m →
∞) we get the maximum value of speed-up,
(speed-up)max =
n f p
ns1 (1 −C) . (19)
. The speed-up curves for the extrapolation based semi-
implicit MRT schemes using polynomials of order p =
0, 1, 2 are plotted in Fig. 5. For comparison, the speed-
up curve from Eqn. (17) is also plotted in Fig. 5 using
Wg = 0.9 sec, W f = 1.21 sec, n f p = 2 and ns1 = 1. We can
see that our numerical results for the speed-up reflect very
well the behaviour expected from Eqn. (17). The speed up
curves for polynomial order p = 0, 1, 2 coincide for those
values of m where the respective schemes are stable. The
maximum speed-up for polynomial order p = 2 is slightly
lower due to instabilities at higher m, as predicted.
. It can be further inferred that the higher the value of
C, the higher is the speed-up. This implies that for prob-
lems where the solution of the latent system is more time-
consuming, for example in the non-linear case, a higher
speed-up can be expected from the extrapolation based
semi-implicit MRT schemes.
Stability of the scheme with extrapolation polynomial of
order p = 2:
For problems where a high accuracy is desired, we usu-
ally use an extrapolation polynomial of order p = 2, but
this results in instabilities. In Fig. 6a and Fig. 6b show-
ing the Pg and the uz profiles, we can see that the solu-
tions deviate from the reference solution very much for
m > 10 for this example. This implies that we cannot
choose any arbitrary value of m. The value of m should
be small enough so that the extrapolation error does not
dominate, but it should be large enough so that we can
take advantage of the speed up optimally, thus making the
choice of m an important consideration.
Choice of m:
Consider the non-dimensional numbers Cv and Cr. Cv
is the consolidation coefficient which comes from Terza-
ghi’s consolidation theory, and is given by,
Cv =
κ
(
kr,w
µw
+
kr,g
µg
)
α2biotKm + S
.
Cr is the reaction coefficient indicative of the damping
of the normal consolidation due to dissociation kinetics,
and is given by,
Cr =
(
Mg
ρg
+ Nh
Mw
ρw
− Mh
ρh
)
krAr,s
α2biotKm + S
,
where, φe = φ (1 − S h) is the effective porosity, S is the
bulk storativity of the system given by,
S = φe
(
KwS w,e + KgS g,e
)
+ (α − φe) Ksh, Kγ is the com-
pressibility of material γ, and Km =
Ksh
1 − αbiot is the com-
pressibility of the bulk porous material.
The derivation of Cr can be found in [1] for a simplified
1D consolidation problem with hydrate dissociating in the
sample due to depressurization.
. The rate of consolidation is directly proportional to Cv
and inversely proportional to Cr. Thus, the Cv/Cr ratio
can be seen as the relative activity of the latent compo-
nent.
. In Fig. 7, we show the errors in Pg plotted over m
for a broad range of Cv/Cr ratios. We observe that the
higher the relative activity of the latent component, the
more dominating is the extrapolation error. For the case
of a non-dominating extrapolation error, the values of m
can be chosen very large. However, in the absence of a
priori estimate of the relative activity, the value of m must
be kept small in order to keep the relative error close to 1.
In our hydrate reservoir simulator we choose m ≤ 5.
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(a) Pg profile over z at t = 3600 sec.
(b) uz profile over z at t = 3600 sec.
Figure 6: Pg and uz profiles for the 1D test problem for fully-
coupled (FC) scheme, iteratively-coupled (SEQ-it) scheme, and
m-step semi-implicit MRT schemes using polynomial of order
p = 2 for extrapolation.
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Figure 7: 1D test problem: Error in Pg plotted over m for dif-
ferent values of the Cv/Cr ratios for m-step semi-implicit MRT
schemes using polynomial of order p = 2 for extrapolation.
3.1.4. Results - Compound-fast MRT method
Relative error:
In Fig. 8a and Fig. 8b, we show the relative errors in
Pg and uz plotted over m, respectively, for the compound
fast MRT method. For comparison, we have also plotted
the errors in Pg and uz for the semi-implicit MRT method
using extrapolation polynomials of order p = 2. We can
see that the relative errors for this scheme remain close to
1 and do not depend on m significantly.
. In this example, the active ODE becomes unsolvable
in the predictor step at m ≥ 60 for the minimum error
reduction of 10−3 that is prescribed for the Newton solver.
Speed-up:
Fig. 8c shows the speed up obtained from this scheme
as compared to the speed up from the semi-implicit
scheme. We can see that this scheme gives a lower speed
up, especially for smaller values of m.
. The speed-up curve can be derived for the compound-
fast method using similar arguments as in the case of the
semi-implicit MRT method. The compound-fast method
solves the flow system once on the macro-grid (during
the predictor step) and once on the micro grid (m micro-
steps), and the geomechanical system twice on the macro
grid (once during the predictor step, and once during
the corrector-macro step). If the compound-fast scheme
takes nmrt2,p and nmrt2 Newton steps to converge for the
predictor-step and for each micro-step, respectively, then
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the time required to integrate the flow system per micro
step is,
W f ,mrt2 = nmrt2 w f = ns2 W f ,
and the time required to solve the flow system for the
predictor step is,
W f ,p = nmrt2,p w f = ns2,p W f ,
where, ns2,p =
nmrt2,p
nit
, and ns2 =
nmrt2
nit
. Furthermore,
since the scheme is stable, ns2 = 1.
The total time required for integration from n−1 to n using
the compound-fast MRT scheme is, thus,
(CPU-time)mrt2 = Wg,p +
(
ns2,p + m
)
W f + Wg
where, Wg,p is the time required to solve the geomechani-
cal system in the predictor step.
. Therefore, the speed-up is given as,
speed-up =
(CPU-time)it
(CPU-time)mrt2
=
m n f p
(
W f + Wg
)
Wg,p +
(
ns2,p + m
)
W f + Wg
=
n f p m
(1 −C) m + C + ∆p (20)
where, ∆p = ns2,p (1 −C) + Cp , s.t., Cp = Wg,pW f + Wg .
In Eqn. (20), ∆p > 0 because ns2,p > 0, Cp > 0 and
0 < C < 1.
. Comparing equations (17) and (20), we can conclude
that for any given m ≥ 1, the speed-up obtained from
the compound-fast MRT method is always smaller than
that obtained from the corresponding semi-implicit MRT
method. However, for the limiting case of m → ∞, the
speed-up from the compound-fast method approaches the
speed-up from a stable semi-implicit method.
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Figure 8: 1D test problem: Relative error and speed-up curves
for the compound-fast MRT method and the semi-implicit MRT
method using polynomial of order p = 2 for extrapolation.
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3.1.5. Discussion
. Based on the above results, we now compare the perfor-
mance of the semi-implicit and the compounf-fast MRT
methods, and discuss the factors which affect the choice
of a particular MRT method for a given problem.
Advantages of the Semi-implicit MRT method:
• This scheme gives a higher speed up for a given m,
especially if the natural time scale of the latent com-
ponent is comparable to that of the active component.
Disadvantages of the Semi-implicit MRT method:
• The scheme with lower order polynomilal for ex-
trapolation shows high stability but low accuracy.
The use of higher order polynomial extrapolation im-
proves the accuracy significantly, but introduces er-
rors which grow exponentially with m, thus, making
the scheme unstable at large m values.
• With the use of higher order polynomials, the choice
of m becomes strongly dependent on the actual ac-
tivity of the latent components.
• For problems where relative activities of the compo-
nents are expected to fluctuate over time, one must
use MRT scheme which is relatively insensitive to
the component activities. Therefore, for such prob-
lems the semi-implicit scheme can only be used with
lower order polynomial extrapolation, thus compro-
mising the accuracy of the solution.
Advantages of the Compound-fast MRT method:
• This scheme is stable for arbitrarily large values
of m, provided that the active system is stable and
solvable upto the prescribed error reduction in the
predictor-step [23].
• The errors in the solution are comparable to that of
the iteratively coupled solution scheme and do not
grow with increasing m. The time-mesh for the latent
component can be made quite coarse irrespective of
the actual activity of the latent component.
• It is easier to handle problems where the activity of
latent system fluctuates in time because the stability
of the scheme is insensitive to the refinement of the
macro-grid.
Disadvantages of the Compound-fast MRT method:
• It gives lower speed-up as compared to the semi-
implicit scheme, especially for lower values of m.
The difference in the speed-ups between the two
MRT schemes becomes more pronounced for more
complex examples. It mostly depends on the work
ratio C and the work ratio in the predictor step Cp .
The general trend is, the closer to 1 the ratio C/Cp is,
the larger is the difference in the speed-ups. (Com-
pare Eqns. (17) and (20).)
• If the natural time scale of the latent system is large,
then the increase in computation time due to predic-
tor steps can be compensated by using a very coarse
macro grid. If, however, the natural time scale of the
latent system is small and/or the time-evolution of
the latent component is desired at a finer resolution,
then this method may prove computationally more
intensive.
3.2. Test 2
. We now show the performance of the MRT schemes
for a relatively complex example in a 3D setting where, a
sub-surface hydrate reservoir is destabilized through de-
pressurization using a vertically placed low pressure gas
well.
3.2.1. Problem setting
. We consider a scaled down 3D reservoir with dimen-
sions 10m× 10m× 5m, as shown in Fig. 9. The hydrate is
homogeneously distributed in a 4m thick layer lying be-
tween 0.5m ≤ z ≤ 4.5m, and has a saturation of 40% by
volume. The reservoir is fully saturated with water and
has an initial pressure of 10 MPa. The reservoir is depres-
surized through a low pressure gas well located at (0, 0, z).
The pressure in the gas well is maintained at Pwell = 4
MPa. A constant vertical load of 10 MPa is acting on the
top boundary of the reservoir (i.e. at z = 10 m). The ini-
tial and the boundary conditions are listed in Table 3 and
Table 4 respectively.
3.2.2. Numerical simulation
. We discretize the space domain into 30 × 30 × 15 cells
and simulate this problem using the compound-fast MRT
method, and the semi-implicit MRT method with p0 poly-
nomial extrapolation. We assume uniform, non-adaptive
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Table 3: Initial conditions for the 3D hydrate reservoir problem
Hydrate layer
Pe f f ,i = 10 MPa
S h,i = 0.4
at t = 0, for S g,i = 0
0 ≤ x, y ≤ 10 , 0.5 ≤ z ≤ 4.5 Ti = 10 0C
Ki = 0.0198 mD
φe f f ,i = 0.18
Hydrate-free layers
Pe f f ,i = 10 MPa
at t = 0, for S h,i = 0
0 ≤ x, y ≤ 10 , z < 0.5 S g,i = 0
and Ti = 10 0C
0 ≤ x, y ≤ 10 , z > 4.5 Ki = 0.1 mD
φe f f ,i = 0.3
Table 4: Boundary conditions for the 3D hydrate reservoir prob-
lem
FLOW model
Gas well at Pg = 4 MPa
x = 0, y = 0, 0 ≤ z ≤ 5 S w = 0
∇ · T = 0
Pressure constraint at Pe f f = Pe f f ,i
x = 10, y = 10, 0 ≤ z ≤ 5 S w = S w,i
T = Ti
No-flow and adiabatic
conditions
vg · nˆ = 0
on remaining boundaries, i.e., vw · nˆ = 0
∇ · T = 0
GEOMECHANICAL model
Top boundary
0 ≤ x ≤ 10 , 0 ≤ y ≤ 10 , z = 5 σzz = 10 MPa ,
σxy = σyx = 0
Bottom boundary
0 ≤ x ≤ 10 , 0 ≤ y ≤ 10 , z = 0 uz = 0 ,
σxy = σyx = 0
Remaining boundaries
ux = uy = 0 ,
σzz = 0
Constant pressure  
               (10,10,z)
Gas well (0,0,z)
Hydrate
 layer
(0m,0m,0m)
(10m,10m,5m)
(0m,10m,4.5m)
(0m,10m,0.5m)
Water sa
turated 
hydrate f
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Water
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Figure 9: Schemmatic of the 3D hydrate reservoir problem
micro and macro time-grids, and chose the following val-
ues of the multirate factor,
m = [1, 2, 5, 10, 15, 30] .
The simulation is run until tend = 30000 s. The micro grid
size is chosen as h = 200 s, and the macro grid size as
H = m h.
3.2.3. Results
. In this example, we simulate the melting of hydrate,
methane gas generation, and the resulting ground subsi-
dence and stress build-up in the vicinity of the well, which
are shown as screenshots at tend in Fig. 10.
. To evaluate the performance of the MRT methods in
comparison to the iterative solution scheme, we obtain the
speed − up vs. m curves for the semi-implicit and the
compound-fast MRT methods. which are shown in Fig.
11. We obtain a maximum speed up of approximately 12
for this example problem. We can see that, by using the
MRT methods for time-integration we can get a signifi-
cant speed up for the 3D case.
3.2.4. Discussion
. This large speed-up in the 3D case can be attributed to
the fact that the work ratio C is higher due to the larger
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(a) Hydrate saturation (b) Gas saturation (c) Deviatoric stress
Figure 10: 3D hydrate reservoir problem: Selected profiles at time = tend.
The domain is warped with respect to displacement to show the ground subsidence around the well clearly. The warping of the
domain is achieved through post-processing using PARAView.
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Figure 11: 3D hydrate reservoir problem
Speed up over m for the compound-fast MRT method, and the
semi-implicit MRT method using p = 0 polynomial for extrap-
olation.
matrix assembly times in case of a 3D problem as com-
pared to the 1D problem. Consider the expression for
maximum speed-up, Eqn. (19), where, for the 1D test
case, C ≈ 0.43 while for the 3D test case, C ≈ 0.84, i.e.,
almost twice as much as that for the 1D case.
4. Conclusions
. For multi time scale hydro-geomechanical subsurface
flow problems, the multirate time stepping methods pro-
vide a significant speed up as compared to fully cou-
pled or decoupled (iterative or sequential) schemes, es-
pecially for 3D problems, provided the model can be par-
titioned into sufficiently weakly coupled subsystems hav-
ing distinctly different time scales. In our case, we deal
with subsurface hydrate reservoirs where the mathemati-
cal model is naturally partitioned into the active flow sys-
tem and latent geomechanical system. The stability of the
extrapolation-based semi-implicit method is sensitive to
the activity of the latent component, while the compound-
fast method is fairly independent of the activity of the la-
tent component. If the difference in the time scales be-
tween the active and latent components is comparable,
then the semi-implicit MRT is more attractive as it gives
a higher speed up. It must, however, be kept in mind that
this method is only conditionally stable for higher-order
extrapolation and the extrapolation errors tend to accumu-
late with increasing m. It is therefore necessary to keep
the choice of m small. On the other hand, if the differ-
ence in the time scale between the active and latent com-
ponents is large, then the compound-fast MRT method is
more suitable as it is stable for arbitrarily large values of
m, provided that the active system is solvable in the pre-
dictor step. Another important consideration is whether
the relative activities are expected to vary over time. For
problems where the activity of the latent component in
particular fluctuates in time, it is important that the MRT
method be insensitive to the the activity of the latent com-
ponent, thus making compound-fast MRT methods more
attractive in such cases.
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. Many extensions of these MRT methods are possible in
our hydrate reservoir simulator, for example, accounting
for local variations in time scales of each component over
the space domain, and, stabilization of the semi-implicit
MRT method, etc., which can make the MRT methods
more attractive for solving large scale problems, espe-
cially in 3D, more efficiently.
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