Abstract. In this paper, we focus on developing locally conservative high order finite difference methods with provable total variation stability for solving one-dimensional scalar conservation laws. We introduce a new criterion for designing high order finite difference schemes with provable total variation stability by measuring the total variation of an expanded vector. This expanded vector is created from grid values at t n+1 and t n with ordering determined by upwinding information. Achievable local bounds for grid values at t n+1 are obtained to provide a sufficient condition for the total variation of the expanded vector not to be greater than total variation of the initial data. We apply the Flux-Corrected Transport type of bound preserving flux limiters to ensure that numerical values at t n+1 are within these local bounds. When compared with traditional total variation bounded high order methods, the new method does not depend on mesh-related parameters. Numerical results are produced to demonstrate: the total variation of the numerical solution is always bounded; the order of accuracy is not sacrificed. When the total variation bounded flux limiting method is applied to a third order finite difference scheme, we show that the third order of accuracy is maintained from the local truncation error point of view.
Introduction
Convergence results for finite difference schemes solving scalar conservation laws are very limited. For high order finite difference schemes, it is extremely challenging to provide such an analysis. The main reason is the lack of provable total variation stability and entropy stability. In this paper, we focus on developing a total variation bounded high order finite difference scheme. We first briefly review the major results and challenges in the context of a one-dimensional scalar conservation law
For simplicity, we ignore the boundary condition, assuming either the initial data has compact support or the problem has a periodic solution. For hyperbolic systems, the total variation is no longer a valid metric for both the exact and numerical solutions unless the system is linear and one-dimensional; see [14] and the references therein. |g (x)|dx when the function is differentiable. With a boundedvariation initial condition, the entropy solution to the equation (1.1) enjoys a total variation contractive property (1.3) Var(u(·, t 1 )) ≤ Var(u(·, t 2 )) for any t 1 ≥ t 2 , assuming the solution is continuous and piecewise differentiable. It would be ideal if the numerical solution shared a similar property not only for the sake of fidelity to the exact solution but also for the convergence of the numerical solution after mesh refinement. We use u n j for the numerical approximation of the true solution u(x j , t n ). Consistent with the definition (1.2), the total variation of a numerical solution is measured by grid point values ) is said to be total variation diminishing (TVD) if (1.6) TV(u n+1 ) ≤ TV(u n )
or total variation bounded (TVB) if TV(u n ) is uniformly bounded in time steps and mesh size. It is obvious that the TVD property is perfectly the numeric analog of the total variation contractive property (1.3) while the TVB property is a relaxed requirement. The numerical solution produced by a conservative, consistent and total variation stable finite difference scheme contains a subsequence converging to a weak solution of the initial value problem (1.1) [5, 8, 13] . In some of the earliest work by Van Leer [25, 26] and others, flux limiters and the concept of high order Riemann solvers are introduced to obtain the total variation stability and the second order of accuracy. In general, a three-point conservative scheme (1.5) can be cast into the incremental form The TVD property TV(u n+1 ) ≤ TV(u n ) is induced when condition (1.8) is satisfied. Based on this criterion, various finite difference schemes were modified through flux limiting to obtain the total variation stability [1, 24] . The obvious advantage of Harten's criterion (1.8) is that it is very easy to comply with. However, it is well known that TVD schemes measured by (1.4) necessarily degenerate to first order accuracy at smooth extrema [18] . Thus those schemes are at most second order accurate when measured in L 1 -norm for smooth and nonmonotone solutions.
Moreover, for two-dimensional scalar conservation law computation, Goodman and Leveque [7] (Proposition 2.2) showed that a large family of TVD schemes, measured by grid values, are at most first order accurate. The TVD stability requirement poses as a great challenge for one to design higher order schemes.
1.2. Total variation stable high order schemes. Efforts have been made to relax the total variation stability requirement from TVD to TVB. One sufficient condition for a scheme to be TVB is (1.9) TV(u n+1 ) ≤ (1 + M Δt)TV(u n ), which allows for the total variation to grow while remaining bounded within finite time. There are two different practices to achieve (1.9). The first is to introduce mesh-dependent limiters to reconstructed high order polynomials such that the whole scheme can still be cast into a slightly modified version of the incremental form (1.7), i.e., [20] and its application to the discontinuous Galerkin method [2] . This approach fixes the order degeneracy problem and suppresses numerical oscillation around discontinuities. However, its major drawback is that it no longer maintains the scale-invariance property of the solution (the fact that u( The second approach is the widely discussed essentially nonoscillatory (ENO) and weighted ENO (WENO) methods [9, 15, [21] [22] [23] . The mechanism to control the total variation of the numerical solution relies on locally adaptive, nonlinear reconstruction [21] . Although the ENO/WENO schemes produce solutions with uniformly high order accuracy and demonstrate robustness in suppressing oscillations around discontinuities, mathematically provable TVB properties are still elusive. In other words, (1.9) is not strictly followed even though extensive numerical experiments agree with it. Other concerns with this family of methods include the optimal design of the smoothness indicators and appropriate choice of a tuning parameter often used in calculating smoothness indicators. On a separate note, Tadmor and his collaborators recently found that the ENO scheme enjoys a sign property, based on which an entropy stable high order TeCNO scheme was developed [4] .
1.3. Total variation bounded schemes based on measurement of polynomials. Sanders developed a third order TVD finite volume scheme [19] , showing that controlling the total variation is compatible with high order accuracy. There, the total variation of the reconstructed polynomial (instead of grid values) is measured. Key components of this approach include delicate polynomial reconstruction and evolution of cell interface values through characteristic methods. Recently, the idea is further advanced by Zhang and Shu [30] up to sixth order finite volume schemes. This approach is limited to a one-dimensional problem due to the fact that complex steps and extra computational cost are needed for the reconstruction of high order polynomials. Meanwhile, extrema must be identified and tracked during evolution of the scheme. It is unclear how to generalize this line of approach to high order finite difference methods and multidimensional problems. To summarize, a truly high order scheme with mathematically provable total variation stability (based on discrete values) is still unknown.
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 1.4. A new total variation stability criterion. The new component of this paper is mainly to introduce a different criterion and mechanism of controlling the total variation of the numerical solution. The goal is set to be (1.10) TV(u n+1 ) ≤ Var(u 0 (x)) for any n by requiring that
is the expanded vector made of u n and u n+1 . The ordering of the new vector is determined by upwinding information of the PDE. For example, in the case of f (u) ≥ 0, the expanded vector is defined by
. Thus, the inequality (1.11) automatically implies (1.10).
The motivation and the idea originates from the fact that the entropy solution of the problem (1.1) does not necessarily satisfy the discrete version of TVD property (1.6). However, the entropy solution does satisfy the total variation bounded requirement (1.10) in the sense that TV(u(·, t n )) ≤ Var(u 0 (x)) when u(·, t n ) is the vector of the grid values at t n . Even though the TVD property (1.6) ensures the convergence of a subsequence of the numerical solutions to a weak solution among its many benefits, the less demanding TVB requirement (1.10) is sufficient to guarantee a convergent subsequence when meshes are refined.
Local bounds u m,j , u M,j for the updated values u n+1 j are constructed such that the inequality (1.11) is satisfied when
The detailed process will be given in Section 4 as for obtaining these local bounds.
To satisfy the inequalities (1.12), we use the bound preserving flux limiters for high order methods [27, 28] as the major tool. The paper is organized as follows. In Section 2, we will review a high order finite difference scheme in its compressed form for the convenience of discussion. In Section 3, we will review the bound preserving flux limiters. In Section 4, we shall introduce the sufficient condition for a high order finite difference scheme to be TVB in the sense of (1.10). In Section 5, we shall give a proof that a third order finite difference scheme with the TVB flux limiters maintains third order of accuracy. We provide numerical evidences in Section 6. Finally, we conclude our discussion in Section 7.
Higher order finite difference scheme
Spatial disrecretization. We briefly review the approximation of the spatial operator, given the following uniform discretization of the spatial interval [a, b] with the grid interval and center defined by (2.1)
Let u j (t) denote the value of the solution at center point x j at time t. Then the conventional finite difference scheme evolves the point values of the solution in a semi-discretized conservative form:
is the numerical flux. Within this formulation, the finite difference methods differ in how the numerical fluxesĤ j+ 1 2 are constructed from point values u j (t). Following the pioneering first order Godunov scheme [6] , many of the monotonic upstream-centered scheme for conservation laws (MUSCL) were discussed [3, 10, 18, 25] with the aim of designing high resolution schemes equipped with total variation and entropy stability. To improve the accuracy of approximation of smooth solutions and the resolution of different flow structures in fluid simulation, arbitrarily high order ENO/WENO finite difference methods were developed with adaptive construction of the numerical fluxes through high order polynomials [9, 11, 12, 16, 17, 22] . In this paper, we follow the framework by Shu and Osher [22] to construct the high order numerical fluxes. A sliding function H was introduced satisfying
). The rest of the construction to approximate H(x + Δx 2 ) will be same as a finite volume high order reconstruction. Temporal integration. A fully discrete high order numerical scheme is completed by choosing a time integration method to solve the nonlinear ODE system (2.2). For the convenience of discussion, we use the third order TVD Runge-Kutta time discretization [23] as an example:
), and u n is the value at the nth time step.
are the numerical fluxes reconstructed based on u n , u (1) , and u (2) , respectively. Then we can write the scheme in compressed form,
with λ = Δt Δx and (2.6)Ĥ rk j+
We will explain our approach based on the compressed form (2.5). Many of the high order schemes in the form of (2.5)) do not necessarily satisfy TVB requirement (1.10). Our approach can be applied to most of the high order temporal integration as evidenced in the following sections.
Bounds preserving flux limiters
In this paper, the key tool to develop the TVB high order method is the bound preserving flux limiters introduced in [27, 28] . This flux-limiting method is generalized from the flux-corrected transport method [1, 29] . When the bounds are defined by u m = min u 0 (x), u M = max u 0 (x) such as in [27, 28] , the general parametrized flux-limiting method proposed in [27] is a number between 0 and 1) such that the new high order numerical fluxes satisfy
is a low order monotone flux satisfying
The numerical scheme with the modified numerical flux is still locally conservative and consistent, while retaining the designed high order of accuracy of the original scheme (2.5).
Detailed steps are given in [28] to find the limiting parameters through the coupled inequalities (3.2). For the completeness of this paper, we review those steps assuming local bounds are found as u m,j , u M,j and preserved by the first order monotone flux
The limiting parameters θ j+ 1 2 are designed so that the modified numerical fluxes satisfy
For each θ j+ 1 2 limiting the numerical fluxĤ rk j+ 1 2 , we are looking for parameters Λ −,I j and Λ +,I j so that when
Here, we include two parameter bounds Λ −,I j and Λ +,I j for the reason that one numerical flux affects two adjacent grid values.
We let
, it is sufficient to require that
The discussion is case by case based on the signs of 1. To preserve the upper bound in (3.6),
, min 1,
2. Similarly, to preserve the lower bound in (3.7),
Notice that the range of θ j+ 1 2 is required to ensure both the upper bound (3.6) and the lower bound (3.7) of numerical solutions in both cells I j and I j+1 . Thus the locally defined limiting parameter is given by
Local bounds and induced total variation stability
In Section 3, we provide basic steps for finding limiting parameters when local bounds are given. Such bounds have to be achievable in the sense of (3.3) in order to ensure the existence of the limiting parameters. Meanwhile, these bounds can not be too restrictive. Otherwise they will degenerate the high order accuracy. For example, in [1, 29] , the bounds are set to be u m,j = min(u
for the f (u) > 0 case. As a result, the scheme is TVD and the accuracy is limited to at most second order.
In this section, we consider the problem (1.1) with f (u) > 0. We first set the goal: numerically we would like to develop a fully discretized scheme of the type (2.5) such that
with the numerical total variation defined by (1.4). Its theoretical foundation is the total variation contractive property (1.3) of the entropy solution and the simple fact that
The total variation bounded property (4.1) automatically implies a subsequence converging to a weak solution of the equation (1.1). Specifically, given TV(u n ) ≤ Var(u 0 ), we would like to derive the total variation stability TV(u n+1 ) ≤ Var(u 0 ) when the local bounds are satisfied in (3.4) by the updated grid values. The critical steps of defining the local bounds u m,j , u M,j and implementing the algorithm in the case of f (u) > 0 include:
(1) Calculate preliminary data by using the original high order schemes which might not be TVB in general:
Roughly speaking, TVB stability ensures that the error from one-step approximation does not grow out of control over time. Here, u rk j provides raw data with high accuracy for a one-step approximation. This data will only be processed to produce the local bounds u m,j , u M,j while the high accuracy information is passed along. (2) Combine u rk with u n to create an expanded vector with a particular ordering:
. Such an ordering is directly related to the assumption f (u) > 0. It is obvious that TV(v(u n , u rk )) ≥ TV(u rk ). Thus it is sufficient to require that
. This requirement is the key to our approach and completely different from the popular Harten's sufficient condition (1.8) and its variation (1.9). In fact, the exact solution u(x j , t n+1 ) to (1.1) can be traced back to a point value u(x * j , t n ), x j−1 ≤ x * j ≤ x j following characteristic lines assuming the solution is smooth. It is obvious that an expanded vector satisfies
even when rarefaction or shock solution forms in this region assuming
(b) Find the contribution of u rk j to the total variation incremental TV inc in terms of
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use It is obvious, but important to notice that Figure 1 . We use u * j to denote the modified value. Such modified values satisfy the total variation bound
A brief proof is given in Proposition 1. u * is merely a high order approximation of the u rk j . It satisfies the total variation bound. However, it is not a conservative approximation. (d) Define the local bounds
. These two local bounds are not necessarily local extrema, nor are they upper and lower bounds of the solution on an interval. They only serve as local bounds for the updated values u n+1 j such that
A brief proof is given in Proposition 2.
(4) Select the lower order monotone fluxĥ j+ 1 2 = f (u n j ) and apply the flux-limiting method described in Section 3: Find the θ j+ 1 2 's such that
). The reason to pick the first order upwinding numerical flux is actually that u * j,m ≤ w j ≤ u * j,M since w j is a convex combination of u n j−1 and u n j . Therefore, the limiting parameters θ j+ 1 2 's satisfying the constraint (4.8) are guaranteed to exist. Licensed to AMS.
To this end, we have provided the key steps of ensuring the scheme to be TVB and detailed procedure to implement such an approach, especially for finding the local bounds. In this new scheme, the local bounds depend on global information, namely the total variation of the numerical values. However, the scheme itself is locally conservative as displayed by the local conservative formulation (3.4). As can also be observed from the above steps, this new approach does not introduce any tuning parameters. Now we prove the claim (4.6) and the claim in 3(d). Figure 1 .
Proof. It is straightforward from Figure 1 that
Since j η j = 1, the above equation can be written as
by the definition of TV inc in (4.5).
Proposition 2.
Given TV(u n ) ≤ Var(u 0 ) and local bounds defined in (4.7), we have 
which is the same as 
followed by solving a second equation
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Theoretically, we have q(x, Δt) = u(x, Δt), the solution to the original problem (1.1) with general f (u). Here, α = max x |f (u 0 (x))|. Numerically, equation (4.9) can be solved with the TVB high order finite difference method using the steps described above. The second equation (4.10) can also be solved with a TVB high order finite difference method with a little twist of the algorithm:
(1) Chooseĥ j+
) since the upwinding is from the right. (2) The total variation criterion can be written as
with the new ordering of the expanded vector
. This provides a practical approach.
The local truncation error analysis
In the following, we would like to show that the third order of accuracy of both spatial and temporal discretization is maintained with the newly proposed TVB flux limiters when the solution is smooth enough. We should note that it is well known that the convergence analysis of finite difference approximation of the scalar conservation laws requires both total variation stability and entropy stability. In the absence of entropy stability, it is only realistic to perform the local truncation error analysis of the proposed approach.
As there is no rigorous error analysis for finite difference schemes with high order polynomial reconstruction by introducing the sliding function H(x) and RK method for hyperbolic conservation laws (1.1), this task becomes quite challenging. To give a brief sketch of what can possibly be proven, we have to make some assumptions on the error of the original high order finite difference scheme. Notice that these assumptions have been numerically verified extensively, but have not been rigorously proven. Meanwhile, in our approach, the first step is to find the local bounds. We first assume that
in order to prove the following theorem. 
| when
Noticing that
and it implies that
It is sufficient to show that 
−H
rk j+
Then it is sufficient to show that
) < 0. The first order upwinding flux can be written as 2 )
Following the characteristics, we havê 12) where the coefficients satisfy the corresponding equation:
(5.13)
In order to prove (5.8), we introduce some point x p on the subinterval I j− 1 2 by (5.14)
and introduce some notations for the convenience of description:
Now we try to find the Taylor expansions around x = x p for (5.16)
by first finding the Taylor expansions around x = x p for the following quantities:
Under assumption (5.3), we have
To obtain a full expansion of the RK flux in (5.12), for each fixed i = 1, 2, 3, we let
and substitute into (5.13) to determine η i1 and η i2 . We have
for i = 1, 2, 3 with the parameter z defined in (5.14). We now substitute (5.19) into (5.12) to obtain the Taylor expansion of RK flux 
It is necessary to point out that 0 ≤ s 3 ≤ 1 and 
On the sufficiently refined interval I j− 1 2 , we consider three subcases. Introduce , we choose x p so that u(x p ) is the local maximum, then u p = 0. From (5.17), we obtain
Then for u * j in (5.25), apply the Taylor expansion at x = x j − λ 0 Δx,
Therefore, under assumptions (5.1)-(5.3),
. 
•
From Lemma 4, F (λ 0 , z) ≥ 0, which directly implies
From Lemma 4, G(λ 0 , z) ≥ 0, which directly implies
Case (II) If u is decreasing on the interval I j− 1 2 , then u p ≤ 0 and
Noticing s 1 + √ s 3 ≥ 0, we apply the equivalent form (5.23) and choose x p = x j , i.e., z = 0. With these notations, s 3 (λ 0 ) = 
To prove (5.8), it is sufficient to show
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where c := |u p λ 1 s 2 |. By using the Mean Value Theorem, there exists a point
Then the inequality (5.32) follows:
Therefore, we get u p = O(Δx).
, then u p ≥ 0 and
Noticing s 1 − √ s 3 ≤ 0, we apply the equivalent form (5.24) and choose x p = x j−1 , i.e., z = 1. A similar proof for (5.8) holds. To this end, the proof is completed.
Here, we provide lemmas related to the proof of Theorem 1.
Proof. For any fixed λ 0 ∈ [0, 1], s 3 (λ 0 , z) can be seen as a polynomial of degree two about z ∈ [0, 1], whose axis of symmetry is given by
So the minimum over
and the maximum over
Proof. Clearly, the fact
Proof. For each fixed λ 0 ∈ [0, 1], notice that s 3 (z) = 2s 1 . Differentiating h 1 (z) and h 2 (z) with respect to z and use the Lemma 2, we have
which implies that h 1 (z) is increasing and h 2 (z) is decreasing.
Lemma 4.
We have the following results:
It holds true since s 3 (λ 0 , 1] , and
It holds true since s 3 (λ 0 ,
The proof provided here relies on assumptions (5.1) and (5.2). Assumption (5.1) is rather acceptable from checking the local truncation error. However, assumption (5.2) is not as obviously true and difficult to prove even though the numerical results provided in Section 6 seem to be consistent with this assumption. One alternative approach that allows for theoretical justification of assumption (5.2) is that Remark 2. In step (4)(b) of the algorithm described in Section 4, a slight change can be made. First, we assume that S is the number of local extrema of the initial data. Among all (assume the number is P ) the grid values that contribute to the incremental of total variation, we find P − S ones with the smallest contribution and find u * j closest to u rk j while |u
The rest S values of u * j can be found similar to that described in (4)(b). However, it will be problematic to generalize such an alternative approach to higher dimensions.
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Numerical simulations
In this section, we present several numerical examples for the proposed TVB flux limiters for high order finite difference schemes with high order RK time discretization. Through the tests, we would like to examine the performance of the new methods on accuracy, effect of bounded total variation around discontinuities, and other issues such as the scheme's performance when total variation bounds are not sharply estimated.
Accuracy test.
For the accuracy test, we consider three types of reconstruction: fixed stencil reconstruction (one grid biased toward the upwinding direction, denoted as Fix3 in the tables and figures.); third order ENO reconstruction (ENO3); fifth order WENO reconstruction (WENO5). For stability, the CFL condition For the problem (6.1), the total variation of the exact solution at any time T equals the initial total variations Var(u 0 ) = 4. We list the L 1 and L ∞ errors, orders of accuracy and the numerical total variations at T = 5 and CFL= 0.9 in Tables  1 and 2 The numerical results are displayed in Figures 2 and 3 for Fix3, ENO3 and WENO5 reconstructions without and with TVB flux limiters, respectively. It can be observed that without TVB limiters, the numerical results all exceed the initial total variation. When the TVB flux limiters are applied, the total variations are completely bounded by that of the initial data. In the following figures, the red/starred line is for exact solution and the blue/dotted line is for numerical solution. The incremental of total variation for the numerical results from ENO3 and Noticing that f (u) changes sign, we use the operator splitting version of the TVB flux limiting method described in Section 4. representation here. Again, from these graphs, it can be observed that the numerical total variations are well controlled.
6.3. When the estimate of the total variation is not sharp. As is known, that the total variation strictly decays for many initial data. At a later time, the total variation of the entropy solution can be strictly less than the total variation of the initial data by a significant amount. To better understand the performance of the TVB flux limiters in this scenario, we consider such a problem below. Considering f (u) changes sign in this test, we apply the splitting approach in (4.9) and (4.10) with α = 1. We notice that the total variation TV(u) = 4 up to the time T = π 2 and TV(u) < 4 after that. We present the numerical solutions with linear reconstruction without and with the TVB flux limiters. In Figure (6a) , the discontinuity is well resolved when the total variation bound is sharp. In Figures  (6b,6c,6d) , oscillations are observed with linear reconstruction. Meanwhile, the oscillation grows with grid refinements when TVB flux limiters are not applied. With the TVB flux limiters, the oscillation is under control by the initial total variation bound although the oscillation is not completely removed (since the total variation bound is not sharp). In this regard, ENO/WENO methods perform better since they are capable of suppressing the oscillation around discontinuities in these cases.
Conclusion remarks
In this paper, we have designed a TVB high order finite difference scheme for scalar hyperbolic conservation laws. The novel TVB criterion based on discrete grid values can be applied to high order finite difference schemes with linear and nonlinear reconstructions. It provides a provable TVB mechanism for high order finite difference methods without sacrificing the order of accuracy. It does not introduce extra CFL constraint for the third order finite difference schemes as shown in the analysis section. The proof for schemes higher than third order is much more difficult since our analysis relies on tedious Taylor expansion. The performance of the TVB flux limiters are excellent when the total variation bound is sharp. However, when total variation bound is not sharp, the classic ENO and WENO schemes performs better than the linear scheme with TVB flux limiters around discontinuities in terms of suppressing oscillations. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
