This paper completes the analysis of Choulli et al. [5] and contains two principal contributions. The first contribution consists in providing and analysing many practical examples of market models that admit classical arbitrages while they preserve the No Unbounded Profit with Bounded Risk (NUPBR hereafter) under random horizon and when an honest time is incorporated for particular cases of models. For these markets, we calculate explicitly the arbitrage opportunities. The second contribution lies in providing simple proofs for the stability of the No Unbounded Profit with Bounded Risk under random horizon and after honest time satisfying additional important condition for particular cases of models.
Introduction
This paper studies a financial market in which some assets, with prices adapted with respect to a reference filtration F, are traded. One then assumes that an agent has some extra information, and may use strategies adapted to a larger filtration G. This extra information is modeled by the knowledge of some random time τ , when this time occurs. We restrict our study to progressive enlargement of filtration setting, and we pay a particular attention to honest times. Our goal is to detect if the knowledge of τ allows for some arbitrage, i.e., if using G-adapted strategies, the agent can make profit.
In this paper we consider two main notions of no-arbitrage, namely no classical arbitrage and No Unbounded Profit with Bounded Risk. To the best of our knowledge, there are no references for the case of classical arbitrages in a general setting. The goal of the present paper is firstly to introduce the problem, to solve it in some specific cases and to give some explicit examples of classical arbitrages (with a proof different from the one in [7] ), and secondly to give, in some specific models, an easy proof of No Unbounded Profit with Bounded Risk condition.
In the case of honest times avoiding stopping times in a continuous filtration, the same problem was studied in Fontana et al. [7] where the authors have investigated several kinds of arbitrages. We refer the reader to that paper for an extensive list of related results in the literature.
The paper is organized as follows: Section 2 presents the problem and recalls some definitions and results on arbitrages and progressive enlargement of filtration. In Section 3 we study two classical situations in enlargment of filtration theory, namely immersion and positive density hypothesis cases. Section 4 concerns honest times, and we show that, in case of a complete market, there exist classical arbitrages before and after the honest time, and we give a way to construct these arbitrages. This fact is illustrated by many examples, where we exhibit these arbitrages in a closed form. In Section 5, we study some examples of non-honest times. In Section 6, we study NUPBR condition before a random time and after an honest time, in some specific examples.
General framework
We consider a filtered probability space (Ω, A, F, P) where the filtration F satisfies the usual hypotheses and F ∞ ⊂ A, and a random time τ (i.e., a positive A-measurable random variable). We assume that the financial market where a risky asset with price S (an F-adapted positive process) and a riskless asset S 0 (assumed, for simplicity, to have a constant price so that the risk-free interest rate is null) are traded is arbitrage free. More precisely, without loss of generality we assume that S is a (P, F)-(local) martingale. In this paper, the horizon is equal to ∞.
We denote by G the progressively enlarged filtration of F by τ , i.e., the smallest right-continuous filtration that contains F and makes τ a stopping time defined as G t = ∩ ǫ>0 F t+ǫ ∨ σ(τ ∧ (t + ǫ)).
We recall that (H ′ ) hypothesis is said to hold between two filtrations F and G where F ⊂ G if any F-martingale is a G-semimartingale. For a semimartingale X and a predictable process H, we use the notation H X for the stochastic integral · 0 H s dX s when it exists.
We start by an elementary remark: assume that there are no arbitrages using G-predictable strategies and that P is the unique probability measure making S an F-martingale. So, in particular, the (S, F) market is complete (i.e., the market where (S, S 0 ) are traded). Then, roughly speaking, S would be a (Q, G)-martingale for some equivalent martingale measure Q, hence would be also a (Q, F)-martingale 1 and Q will coincide with P on F. This implies that any (F, Q)-martingale is a (G, Q)-martingale.
Another trivial remark is that, in the particular case where τ is an F-stopping time, the enlarged filtration and the reference filtration are the same. Therefore, no-arbitrage conditions hold before and after τ .
Illustrative examples
We study here two basic examples, in order to show in a first step how arbitrages can occur in a Brownian filtration, and in a second step that discontinuous models present some difficulties.
Brownian case
Let dS t = S t σdW t , where W is a Brownian motion and σ a constant, be the price of the risky asset. This martingale S goes to 0 a.s. when t goes to infinity, hence the random time τ = sup{t : S t = S * } where S * = sup s≥0 S s is a finite honest time, and obviously leads to an arbitrage before τ : at time 0, buy one share of S (at price S 0 ), borrow S 0 , then, at time τ , reimburse the loan S 0 and sell the share of the asset at price S τ . The gain is S τ − S 0 > 0 with an initial wealth null. There are also arbitrages after τ : at time τ , take a short position on S, i.e., hold a self financing portfolio with value V such that dV t = −dS t , V τ = 0. Usually shortselling positions are not admissible, since V t = −S t + S τ is not bounded below. Here −S t + S τ is positive, hence shortselling is an arbitrage opportunity.
Poisson case
Let N be a Poisson process with intensity λ and M be its compensated martingale. We define the price process S as dS t = S t− ψdM t , S 0 = 1 with ψ is a constant satisfying ψ > −1 and ψ = 0, so that S t = exp(−λψt + ln(1 + ψ)N t ) .
Since
Nt t goes to λ a.s. when t goes to infinity and ln(1 + ψ) − ψ < 0, S t goes to 0 a.s. when t goes to infinity. The random time τ = sup {t : S t = S * } with S * = sup s≥0 S s is a finite honest time.
If ψ > 0, then S τ ≥ S 0 and an arbitrage opportunity is realized at time τ , with a long position in the stock. If ψ < 0, then the arbitrage is not so obvious. We shall discuss that with more details in Section 4.2.
There are arbitrages after τ , selling at time τ a contingent claim with payoff 1, paid at the first time ϑ after τ when S t > sup s≤τ S s . For ψ > 0, it reduces to S τ = sup s≤τ S s , and, for ψ < 0, one has S τ − = sup s≤τ S s . At time t 0 = τ , the non informed buyer will agree to pay a positive price, the informed seller knows that the exercise will be never done.
Admissible portfolio and arbitrages opportunities
In this section, we recall the basic definitions on arbitrages, and we give sufficient conditions for no arbitrages in a market with zero interest rate. We refer to [7] for details.
Let K be one of the filtrations F, G . Note that, in order that the integral θ S has a meaning for a G predictable process θ, one needs that S is a G-semimartingale. This requires (on {t > τ }) some hypotheses on τ .
a . An admissible strategy yields an Arbitrage Opportunity if V (0, θ) ∞ ≥ 0 P-a.s. and P V (0, θ) ∞ > 0 > 0. In order to avoid confusions, we shall call these arbitrages classical arbitrages. If there exists no such θ ∈ A K we say that the financial market M(K) := (Ω, K, P; S) satisfies the No Arbitrage (NA) condition.
No Free Lunch with Vanishing Risk (NFLVR) holds in the financial market M(K) if and only if there exists an equivalent martingale measure in K, i.e., a probability measure Q, such that Q ∼ P and the process S is a (Q, K)-local martingale. If NFLVR holds, there are no classical arbitrages.
A non-negative K ∞ -measurable random variable ξ with P (ξ > 0) > 0 yields an Unbounded Profit with Bounded Risk if for all x > 0 there exists an element θ
If there exists no such random variable, we say that the financial market M(K) satisfies the No Unbounded Profit with Bounded Risk (NUPBR) condition.
We recall that NFLVR holds if and only if both NA and NUPBR hold (see [6] Corollary 3.4 and Proposition 3.6, [14] ).
A strictly positive K-local martingale L = (L t ) t≥0 with L 0 = 1 and L ∞ > 0 P-a.s. is said to be a local martingale deflator in (S, K) on the time horizon [0, ̺] if the process LS ̺ is a K-local martingale; here ̺ is a K-stopping time. The important result giving the characterisation of NUPBR condition for strictly positive price process is stated in Theorem 4.12 in [14] and then generalized in Theorem 5 in [17] . We recall it here.
Theorem 2.1 Let S be a strictly positive K-semimartingale. Then, the NUPBR condition holds in K if and only if there exists a local martingale deflator in K .
Enlargement of filtration results
We now recall some basic results on progressive enlargement of filtrations. The reader can refer to Jeulin [11] and Jeulin and Yor [12] for more information.
Let τ be a random time, i.e., a positive random variable. We define the right-continuous with left limits F-supermartingale
Note that Z 0 = 1 if P(τ > 0) = 1. The optional decomposition of Z leads to an important Fmartingale that we denote by m, given by
where
A second important F-supermartingale, defined through
will play a particular rôle in the following. One hasZ = Z + ∆A o , hence the supermartingale Z admits a decomposition as
We start with the following obvious (but useful) result Lemma 2.2 Assume that the financial market (S, F) is complete and let ϕ be the F-predictable
is a classical arbitrage strategy in the market "before τ ", i.e., in (S τ , G).
Proof:
The F-predictable process ϕ exists due to the market completeness.
ϕ is a G-predictable admissible self-financing strategy with initial value 1 and final value m τ − 1 satisfying m τ − 1 ≥ 0 a.s. and P(m τ − 1 > 0) > 0, so it is a classical arbitrage strategy in (S τ , G).
Decomposition formula before τ
In a first step, we restrict our attention to what happens before τ . Therefore, we do not require any extra hypothesis on τ , since, for any random time τ , any F-martingale stopped at τ is a Gsemimartingale, as established by Jeulin [11, Prop. (4, 16) ]: to any F-local martingale X, we associate the G-local martingale X (stopped at time τ )
where, as usual, X τ is the stopped process defined as X τ t = X t∧τ . An interesting case is the one of pseudo-stopping times. We recall that a random time τ is a pseudostopping time is any F-martingale stopped at τ is a G-martingale (see [16] ). This is equivalent to the fact that the F-martingale m is constantly equal to 1.
Honest times and decomposition formula after τ
We need to impose conditions on τ such that the (F-martingale) price process S is a G-semimartingale, so that one can define stochastic integrals of G predictable processes with respect to S. In this paper, we are not interested by necessary and sufficient conditions, these ones being far from tractable (see [11, III, 2, c] ). Instead we focus here on honest times.
2 See Appendix for the definition if needed Theorem 2.3 Let τ be a random time. Then, the following conditions are equivalent: (i) The random time τ is honest, i.e., for each t ≥ 0, there exists an F t -measurable random variable τ t such that τ = τ t on {τ < t}.
(ii) Z τ = 1 on {τ < ∞}. (iii) There exists an optional set Λ such that τ (ω) = sup{t : (ω, t) ∈ Λ} on {τ < ∞}.
Proof: Equivalence between conditions (i), (ii) and (iii) is stated in Theorem (5,1) from [11] . Implication (i) ⇒ (iv) comes from analogous arguments as in [4] . To finish the proof, we show implication (iv) ⇒ (iii). Let Λ be the support of the measure dA o , i.e.,
The set Λ is optional since A o is an optional process. Then,
In the case of honest time, any F-martingale X is a G-semimartingale with (predictable) decomposition [11, Prop. (5, 10) ]
where X is a G-local martingale.
We would like to emphasize the role ofZ. As we shall see, this process will be important to prove the existence of arbitrage opportunities. We give also a simple characterisation of honest times avoiding F-stopping times.
Lemma 2.4 A random time τ is an honest time and avoids F-stopping times if and only if Z τ = 1 a.s. on (τ < ∞).
Proof: Assume that τ is an honest time avoiding F-stopping times. The honesty, by Theorem 2.3, implies thatZ τ = 1 and the avoiding property implies the continuity of A o since for each F-stopping time T , E(∆A o T ) = P(τ = T < ∞) = 0. Then, the relationZ = Z + ∆A o leads to the result. Assume now that Z τ = 1 on the set {τ < ∞}. Then, on {τ < ∞} we have 1 = Z τ ≤ Z τ ≤ 1, so Z τ = 1 and τ is an honest time. Furthermore, as ∆A o τ = Z τ − Z τ = 0, for each F stopping time T we have
So τ avoids F stopping times.
3 Some particular cases
Immersion assumption, density hypothesis
We recall that the filtration F is immersed in G under Q if any (F, Q)-local martingale is a (G, Q)-local martingale.
Lemma 3.1 If the immersion property is satisfied under a probability Q on G, such that S is a (F, Q)-martingale, all the three concepts of NFLVR, NA and NUPBR hold.
Proof: Let S be a (F, Q)-local martingale, then it is a (G, Q)-local martingale as well.
One says that the random time τ satisfies the positive density hypothesis if there exists a positive
where f is the density function of τ . In other terms, the conditional distribution of τ is characterized by the survival probability defined by
In that case Hypothesis (H ′ ) is satisfied (see [2] or [8] ).
Lemma 3.2 If S is a (P, F)-martingale and if the conditional law of τ with respect to F satisfies the positive density hypothesis then NFLVR holds for G. Thus both NA and NUPBR hold for G as well.
Proof: Indeed, under the positive density hypothesis, it can be proved (see Amendinger's thesis [2] and Grorud and Pontier [8] ), that the probability
satisfies the following assertions
Note that immersion is satisfied under P * . It is now obvious that, if S is a (P, F)-martingale, NFLVR holds in the enlarged filtration F ∨ σ(τ ), hence in G. Indeed, the (F, P)-martingale S is -using the independence property -an (F τ , P * )-martingale, so that S, being G adapted, is a (G, P * )-martingale and P * is an equivalent martingale measure. If S is only a local martingale, then one proceeds as follows 3 Let {τ n } n∈N be an F-localizing sequence for S, meaning that S τn is a (P, F) martingale, for every n ∈ N. Since P * | F∞ = P| F∞ and F is immersed in G under P * , it holds that S τn is a (P * , G) martingale. Moreover, since S τn is F-adapted, we also have S τn is a (P * , F) martingale. Finally, the sequence {τ n } n∈N is localizing w.r.t. both (P * , F) and (P * , G), thus implying that S is a (P * , F) local martingale.
Classical arbitrages for a class of honest times
Herein, we generalize the results obtained in [7] -which are established for honest times avoiding F-stopping times in a complete market with continuous filtration -to any complete market and to a much more broader class of honest times that will be defined below. Throughout this section, we denote by T s the set of all F-stopping times, T h the set of all F-honest times, and R the set of random times given by
The following inclusions hold
Proof: The first inclusion is clear. For the inclusion R ⊂ T h , we give, for ease of the reader two different proofs. Let us take τ ∈ R. 1) On (τ < t) = (T < t) ∩ Γ, we have τ = T ∧ t and T ∧ t is F t -measurable. Thus, τ is an honest time.
2) We want to show that on (τ < ∞),
This proves that τ is an honest time.
The following theorem represents our principal result in the general framework.
Theorem 4.2 Assume that (S, F) is a complete market and let ϕ be an F-predictable process satisfying m = 1 + ϕ S. Then the following assertions hold.
(a) If τ is an honest time, and τ ∈ R, then G-predictable process
(b) If τ is an honest time, which is not an F-stopping time, and if {τ = ∞} ∈ F ∞ , then the G-predictable process
, with G-stopping time defined as
is a classical arbitrage strategy in the market "after τ ", i.e., in (S − S τ , G).
and, as τ is not an F-stopping time, 
Remark 4.3
We recall that if τ is a finite honest time (hence F ∞ -measurable) and is not an Fstopping time, then the density hypothesis is not satisfied and immersion does not hold. Indeed:
(i) Density hypothesis would hold if, under some equivalent probability measure, τ would be independent from F ∞ .
(ii) The immersion property is equivalent to P(τ > t|F t ) = P(τ > t|F ∞ ) which, for a finite honest time is 1 1 τ >t . Then, one should have P(τ > t|F t ) = 1 1 τ >t and τ would be a stopping time.
Remark 4.4
The completeness of the market is an obvious condition to conclude. See [7] for a counter example.
In the following two subsections we explore several examples of honest times. Each of them is defined as an end of optional set, so by Theorem 2.3 (iii), is indeed an honest time.
Classical arbitrage opportunities in a Brownian filtration
In this subsection, we develop practical market models S and honest times τ within the Brownian filtration for which one can compute explicitly the arbitrage opportunities for both before and after τ . For other examples of honest times, and associated classical arbitrages we refer the reader to [7] (note that the arbitrages constructed in that paper are different from our arbitrages). Throughout this subsection, we assume given a one-dimensional Brownian motion W and F is its augmented natural filtration. The market model is represented by the bank account whose process is the constant one and one stock whose price process is given by
It is worth mentioning that in this context of Brownian filtration, for any process V with locally integrable variation, its F-dual optional projection is equal to its F-dual predictable projection, i.e.,
Last passage time at a given level
Proposition 4.5 Consider the following random times
where 0 < a < 1. Then, the following assertions hold.
(a) The model "before τ " (S τ , G) admits a classical arbitrage opportunity given by the G-predictable process
(b) The model "after τ " (S − S τ , G) admits a classical arbitrage opportunity given by G-predictable process
Proof: Since τ ∈ T h \R we make a use of Theorem 4.2. We compute the predictable process ϕ such that m = 1 + ϕ S. To this end, we calculate Z as follows. Using [10, exercise 1.2.3.10], we derive
+ , where U is a random variable with uniform law. Thus we get
, and
where ℓ a is the local time of the S at the level a (see page 252 of He et al. [9] for the definition of the local time). Therefore, we deduce that
}, so ν coincides with (4.3). Theorem 4.2 ends the proof of the proposition.
Last passage time at a level before maturity
Our second example of random time, in this subsection, takes into account finite horizon. In this example, we introduce the following notation 4) where N (x) is the cumulative distribution function of the standard normal distribution.
Proposition 4.6 Consider the following random time (an honest time)
where b is a positive real number, 0 < b < 1 . Let V and β be given by
, with H defined in (4.4), and let ν be as in (4.3). Then, the following assertions hold.
(a) The model "before τ 1 " (S τ1 , G) admits a classical arbitrage opportunity given by the G-predictable process
(b) The model "after τ 1 " (S − S τ1 , G) admits a classical arbitrage opportunity given by G-predictable process
Proof: The proof of this proposition follows from Theorem 4.2 as long as we can write the martingale m as an integral stochastic with respect to S. This is the main focus of the remaining part of this proof. By Theorem 2.3 (iii), the time τ 1 is honest and finite. Honest time τ 1 can be seen as
Setting T 0 (V ) = inf{t : V t = 0}, we obtain, using standard computations (see [10] p. 145-148)
where H is given in (4.4). In particular Z τ = Z τ = 1. Using Itô's lemma, we obtain the decomposition of 1 − e γVt H(γ, |V t |, 1 − t) as a semimartingale. The martingale part of Z is given by dm t = β t dW t = 1 σSt β t dS t , which ends the proof.
Arbitrage opportunities in a Poisson filtration
Throughout this subsection, we suppose given a Poisson process N , with intensity rate λ > 0, and natural filtration F. The stock price process is given by and 6) so that S t = exp(− ln(1 + ψ)Y t ). We associate to the process Y its ruin probability, denoted by Ψ(x) given by
Below, we describe our first example of honest time and the associated arbitrage opportunity. Proof: Since ψ > 0, one has µ > λ so that Y goes to +∞ as t goes to infinity, and τ is finite. The supermartingale Z associated with the time τ is
where Ψ is defined in (4.7) (see [1] for more details on this example). We set θ = µ λ − 1, and deduce that Ψ(0) = (1 + θ) −1 (see [3] ). Define ϑ 1 = inf{t > 0 : Y t = a} and then, for each n > 1, ϑ n = inf{t > ϑ n−1 : Y t = a}. It can be proved that the times ϑ n are predictable F-stopping times
Indeed, for any F-optional process U we have
. As a result the process A o is predictable, and hence Z = m − A o is the Doob-Meyer decomposition of Z. Thus we can get
To calculate p Z, we write the process Z in a more adequate form. To this end, we first remark that Then, we obtain
Since the two martingales m and S are discontinuous, we deduce that m = 1 + ϕ S. Therefore, the proposition follows from Theorem 4.2.
Time of supremum on fixed time horizon
The second example requires the following notations
Proposition 4.8 Consider the random time τ defined by 10) where S * t = sup s≤t S s . Then, the following assertions hold. a) For ψ > 0, define the G-predictable process ϕ as
is an arbitrage opportunity for the model (S τ , G), and
arbitrage opportunity for the model (S − S τ , G). Here Ψ and Φ are defined in (4.9), and ν is defined similarly as in (4.3). b) For −1 < ψ < 0, define the G-predictable process
is an arbitrage opportunity for the model (S τ , G), and ϕ a := −ϕI ]]τ,ν]] is an arbitrage opportunity for the model (S − S τ , G).
Proof: Note that, if −1 < ψ < 0 the process S * is continuous, S τ < S * τ = sup t∈[0,1] S t on the set (τ < 1) and
such that E 0 = {τ = 1} and E n = {τ = T n } with n ≥ 1. The sequence (E n ) ∞ n=0 forms a partition of Ω. Then, τ = 1 1 E0 + ∞ n=1 T n 1 1 En . Note that τ is not an F stopping time since E n / ∈ F Tn for any n ≥ 1.
The supermartingale Z associated with the honest time τ is
with S an independent copy of S and Ψ(x, t) is given by (4.9).
As {τ = T n } ⊂ {τ ≤ T n } ⊂ {Z Tn < 1}, we have
In the following we will prove assertion a). Thus, we suppose that ψ > 0, and we calculate
with Φ is given by (4.9). As before, we write
Remark that we have
Then we re-write the process Z as follows
This implies that
Thus by combining all these remarks, we deduce that
Then, the assertion a) follows immediately from Theorem 4.2. Next, we will prove assertion b). Suppose that −1 < ψ < 0, and we calculate
with Φ(x, t) is given by (4.9). In order to find the compensator of A o , we write
As a result, due to the continuity of the process S * , we get
Since m and S are pure discontinuous F-local martingales, we conclude that m can be written in the form of m = m 0 + ϕ · S, and the proof of the assertion b) follows immediately from Theorem 4.2. This ends the proof of the proposition.
Time of overall supremum
Below, we will present our last example of this subsection. The analysis of this example is based on the following three functions.
, and Φ(x) = P(sup
Proposition 4.9 Consider the random time τ given by τ = sup{t :
Then, the following assertions hold. a) For ψ > 0, define the G-predictable process ϕ as Proof: Let us note that τ is finite and, as before, if −1 < ψ < 0, S τ < S * τ = sup t S t and S * is continuous and if ψ > 0, S τ = S * τ = sup t S t . The supermartingale Z associated with the honest time τ is
with S an independent copy of S and Ψ is given by (4.11). As a result, we deduce that Z τ < 1.
In the following, we will prove assertion a). We suppose that ψ > 0, denoting by (T n ) n the sequence of jumps of the Poisson process N , we derive
with Φ = P(sup s S s ≤ 1) given by (4.11).
We continue to find compensator of
Now as we did for the previous propositions, we calculate the jumps of m. To this end, we re-write Z as follows
Hence, we derive
Since both martingales m and M are purely discontinuous, we deduce that m = m 0 + ϕ S. Then, the proposition follows immediately from Theorem 4.2.
In the following, we will prove assertion b). To this end, we suppose that ψ < 0, and we calculate
with Φ(x) = P(sup s S s < x). Therefore,
Since in the case of ψ < 0, the process S * is continuous, we obtain
Therefore, we conclude that
This implies that the martingale m has the form of m = 1 + ϕ · S, and assertion b) follows immediately from Theorem 4.2, and the proof of the proposition is completed.
Arbitrage opportunities for non-honest random times
This section is our second main part of the corp of the paper. Herein, we develop a number of practical examples of market models and examples of random times that are not honest times and we study the existence of classical arbitrages. This section contains two subsections that treat two different situations.
In a Brownian filtration: Emery's example
We present here an example where τ is a pseudo stopping-time.
Let S be defined through dS t = σS t dW t , where W is a Brownian motion and σ a constant. Let τ = sup {t ≤ 1 : S 1 − 2S t = 0}, that is the last time before 1 at which the price is equal to half of its terminal value at time 1.
Proposition 5.1 In the above model NA holds before τ . There are classical arbitrages after τ .
St , s ≥ t and
S1
St are independent from F t ,
where Φ(u) = P(inf s≤u 2S s ≥ S u ). It follows that the supermartingale Z is a deterministic decreasing function, hence, τ is a pseudo-stopping time and S is a G-martingale up to time τ and there are no arbitrages up to τ .
There are obviously arbitrages after τ , since, at time τ , one knows the value of S 1 and S 1 > S τ . In fact, for t > τ , one has S t > S τ , and the arbitrage occurs at any time before 1.
In a Poisson filtration
This subsection develops similar examples of random times -as in the Brownian filtration of the previous subsection -and shows that the effects of these random times on the market's economic structure differ tremendously from the one of the previous subsection.
In this section, we will work on a Poisson process N with intensity λ and the compensated martingale M t = N t − λt. Denote T n = inf{t ≥ 0 : N t ≥ n}, and H n t = 1 1 {Tn≤t} , n = 1, 2.
The stock price S is described by dS t = S t− ψdM t , where, ψ > −1, and ψ = 0.
or equivalenty, S t = S 0 exp(−λψt + ln(1 + ψ)N t ). Then,
are two F-martingales. Remark that if ψ ∈ (−1, 0), between T 1 and T 2 , the stock price increases; if ψ > 0, between T 1 and T 2 , the stock process decreases. This would be the starting point of the existence of arbitrages.
Convex combination of two jump times
Below, we present an example of random time that avoids stopping times and the non-arbitrage property fails.
Proposition 5.2 Consider the random time τ = k 1 T 1 + k 2 T 2 that avoids F stopping times, where
Then the following properties hold: (a) The random time τ is not an honest time.
There is a classical arbitrage before τ , given by
There exist arbitrages after τ : if ψ ∈ (−1, 0), buy at τ and sell before T 2 ; if ψ > 0, short sell at τ and buy back before T 2 .
Proof: First, we compute the supermartingale Z:
where we used the independence property of T 1 and T 2 − T 1 . Therefore, we deduce that,
.
Now we will start proving the proposition. i) Since τ avoids stopping times, Z = Z. Note that Z τ = Z τ = e −λk1(T2−T1) < 1. Hence, τ is not an honest time. Since Z > 0, we deduce that both assertions (a) and (b) hold.
ii) Now, we will prove assertion (c). We will describe explicitly the arbitrage strategy. Note that {T 2 ≤ t} = {N t ≥ 2}. We deduce that
Hence,
Since M 2 and M are both purely discontinuous, we have m t = 1 + (φ M ) t = 1 + (ϕ S) t , where
iii) Arbitrages after τ : At time τ , the value of T 2 is known for the one who has G information. The price process decreases before time T 2 , however, waiting up time T 2 does not lead to an arbitrage Setting ∆ = T 2 − τ (which is known at time τ ), there is an arbitrage selling short S at time τ for a delivery at time τ + 1 2 ∆. The strategy is admissible, since between T 1 and T 2 , the quantity S t is bounded by S 0 (1 + ϕ) . This ends the proof of the proposition.
Minimum of two scaled jump times
We give now an example of a non honest random time, which does not avoid F stopping time and induces classical arbitrage opportunities. Proposition 5.3 Consider the same market as before, and define τ = T 1 ∧ aT 2 , where 0 < a < 1. Then, the following properties hold: (a) τ is not an honest time and does not avoid F-stopping times, (b) Z τ = 1 1 {T1>aT2} e −βaT2 (βaT 2 + 1) < 1 and Z τ = e −βaT2 (βaT 2 + 1) < 1, and { Z = 0 < Z − } = ∅. (c) There exists a classical arbitrage before τ given by
There exist arbitrages after τ : if ψ ∈ (−1, 0), buy at τ and sell before τ /a; if ψ > 0, short sell at τ and buy back before τ /a.
Proof: First, let us compute the supermartingale Z,
where β = λ(1/a − 1). In particular Z τ = 1 1 T1>aT2 e −βaT2 (βaT 2 + 1) < 1. Similar computation as above leads to Z t = Z t− = 1 1 {T1≥t} e −βt (βt + 1). This proves assertions (a) and (b). i) Here, we will prove assertion (c). Thanks to Itô's formula, we have
Therefore,
and, using the fact that when x > 0, 1 − e −x − xe −x > 0 and 2λβe
hence the existence of classical arbitrages. Now, we describe explicitly the arbitrage strategy. Notice that {T 1 ≤ t} = {N t ≥ 1}. We deduce that
Since M 1 and M are both purely discontinuous, we have m = 1 + ϕ S, where
ii) The proof of assertion (d) follows the same proof of assertion (d) of Proposition 5.6. This ends the proof of the proposition.
Maximum of two scaled jump times
Proposition 5.4 Consider the same market as before. and define τ = T 1 ∨ aT 2 , where 0 < a < 1. Then, the following properties hold: (a) τ is not an honest time and does not avoid F-stopping times.
−λτ /a 1−e −λτ < 1, and Z τ = I {T1≥aT2} + I {T1<aT2} Z τ ≡ 1, and { Z = 0 < Z − } = ∅. (c) There exists a classical arbitrage before τ given by
There exist classical arbitrages after τ : if ψ ∈ (0, 1) and T 1 < aT 2 , buy at τ and sell before τ /a; if ψ > 0 and T 1 < aT 2 , short sell at τ and buy back before τ /a.
Therefore 12) and
Using the same type of arguments give
1 − e −λt , and
These allows us to conclude that both assertions (a0 and (b) hold. The proof of the assertion (d) is similar to that asertion (d) of the previous proposition. The remaining part of the proof will address assertion (c).
t K t and applying Itô formula, we derive that
Now, we describe explicitly the arbitrage strategy. Notice that {T 1 ≤ t} = {N t ≥ 1}. We deduce that
Since M 1 t and M t are both purely discontinuous, we have m t = 1 + ϕ · S t , where
6 NUPBR for particular models
In this section, we address some interesting practical models, for which we prove that the NUPBR remains valid up to τ . The originality of this part -as we mentioned in the introduction and the abstract -lies in the simplicity of the proof. A general and complete analysis about the NUPBR is addressed in full generality in Choulli et al. (2013) . Throughout this section, we will assume that Z > 0.
Before τ
Let m be the G-martingale stopped at time τ associated with m by (2.3), on {t ≤ τ }
Case of continuous filtration
We start with the particular case of continuous martingales and prove that, for any random time τ , NUPBR holds before τ .
We note that the continuity assumption implies that the martingale part of Z is continuous and that the optional and Doob-Meyer decompositions of Z are the same. Proof: We make a use of Theorem 2.1 and we provide a G-local martingale deflator for S τ . Define the positive G-local martingale L as dL t = − Lt Zt d m t . Then, if SL is a G-local martingale, NUPBR holds. Recall that, using (2.3) again,
is a G-local martingale. From integration by parts, we obtain (using that the bracket of continuous martingales does not depend on the filtration)
where X
Remark 6.2 If τ is an honest time and Predictable Representation Property holds with respect to S then, as a consequence of Theorem 4.2, the NA condition does not hold, hence NFLVR condition does not hold neither. That in turn implies that all the G-local martingale deflators for S τ are strict G-local martingales.
Case of a Poisson filtration
We assume that S is an F-martingale of the form dS t = S t− ψ t dM t , where ψ is a predictable process, satisfying ψ > −1 and ψ = 0, where M is the compensated martingale of a standard Poisson process.
In a Poisson setting, from Predictable Representation Property, dm t = ν t dM t for some F-predictable process ν, so that, on t ≤ τ ,
Proposition 6.3 In a Poisson setting, for any random time τ , NUPBR holds before τ since
is a G-local martingale deflator for S τ .
Proof:
We make a use of Theorem 2.1 and we are looking for a G-local martingale deflator of the form dL t = L t− κ t d m t (and ψ t κ t > −1) so that L is positive and S τ L is a G-local martingale. Integration by parts formula leads to (on t ≤ τ )
Therefore, for κ t = − 1 Zt−+νt , one obtains a deflator. Note that
is indeed a positive G-local martingale, since 1 Zt−+νt ν t < 1.
Remark 6.4 If τ is an honest time and Predictable Representation Property holds with respect to
S then all the G-local martingale deflators for S τ are strict G-local martingales.
Lévy processes
Assume that S = ψ ⋆ (µ − ν) where µ is the jump measure of a Lévy process and ν its compensator. Here, ψ ⋆ (µ − ν) is the process
The martingale m admits a representation as m = ψ m ⋆ (µ − ν). Then, using (2.3), the G-compensator of µ is ν G where
i.e., S admits a G-semimartingale decomposition of the form
Proposition 6.5 Consider the positive G-local martingale
Then L is a G-local martingale deflator for S τ , and hence S τ satisfies NUPBR.
Proof: We make a use of Theorem 2.1 and our goal is to find a positive G-local martingale L of the form
From integration by parts formula 
After τ
We now assume that τ is an honest time, which satisfies Z τ < 1 (for integrability reasons). This condition and Lemma 2.4 imply in particular that τ does not avoids F-stopping times. For the further discussion on the condition Z τ < 1 we refer the reader to [1] . Note also that, in the case of continuous filtration, and Z τ = 1, NUPBR fails to hold after τ (see [7] ).
After (2.4), for any F-martingale X (in particular for m and S)
is a G-local martingale.
Case of continuous filtration
We start with the particular case of continuous martingales and prove that, for any honest time τ such that Z τ < 1, NUPBR holds after τ .
Proposition 6.6 Assume that τ is an honest time, which satisfies Z τ < 1 and that all F-martingales are continuous. Then, for any honest time τ , NUPBR holds after τ . A G-local martingale deflator for S − S τ is given by
Proof: We use Theorem 2.1 as usual. The proof is based on Itô's calculus. Looking for a G-local martingale deflator of the form dL t = L t κ t d m t , and using integration by parts formula, we obtain that, for κ = −(1 − Z) −1 , the process L(S − S τ ) is a G-local martingale.
Remark 6.7 If Predictable Representation Property holds with respect to S then, as a consequence of Theorem 4.2, the NA condition does not hold, hence NFLVR condition does not hold neither. That in turn implies that all the G-local martingale deflators for S−S τ are strict G-local martingales.
Case of a Poisson filtration
We assume that S is an F-martingale of the form dS t = S t− ψ t dM t , with ψ is a predictable process, satisfying ψ > −1.
The decomposition formula (2.4) reads after τ as Proposition 6.8 Let F be a Poisson filtration and τ is an honest time satisfying Z τ < 1. Then, NUPBR holds after τ since
is a G-local martingale deflator for S − S τ .
Proof:
We make a use of Theorem 2.1 and we are looking for a G-local martingale deflator of the form dL t = L t− κ t d m t (and ψ t κ t > −1) so that L is positive G-local martingale and (S − S τ )L is a G-local martingale. Integration by parts formula leads to
Therefore, for κ t = Remark 6.9 If Predictable Representation Property holds with respect to S then, all the G-local martingale deflators for S − S τ are strict G-local martingales.
Lévy processes
Assume that S = ψ ⋆ (µ− ν) where µ is the jump measure of a Lévy process and ν its F-compensator. Then, by (2.4), the G-compensator of µ is ν G where
Proposition 6.10 Assume that τ be an honest time satisfying Z τ < 1 in a Lévy framework. Then, the positive G-local martingale
is a G-local martingale deflator for S − S τ , and hence S − S τ satisfies NUPBR.
Proof: We use of Theorem 2.1 again. Our goal is to find a positive G-local martingale L of the form dL t = L t− κ t 1 1 {t>τ } d m t so that L(S − S τ ) is a G-local martingale.
From integration by parts formula
Hence the possible choice κ = Afterwards, we handeled with stability of NUPBR concept in very particular situations, namely in continuous martingale case, standard Poisson process case and Lévy process case. We provided reults with simple proofs in those particular situations. We emphasize again that in full generality the problem is solved in [5] revealing as well results within progressive enlargement of filtration theory.
Combining results on NA and NUPBR conditions we concluded (in Remarks 6.2, 6.4, 6.7, 6.9) that some G-local martingales are in fact G-strict local martingales. That provides a way to construct strict local martingale in enlarged Brownian and Poisson filtrations.
A Appendix
Let (A t , t ≥ 0) be an integrable increasing process (not necessarily F-adapted). There exists a unique integrable F-optional increasing process (A 
