A dynamical optimization of the minimum energy cluster structures of Na, K, Rb, and Cs clusters was performed using a many-body potential based on local density calculations. The energetics and vibrational analysis of the neutral clusters in the size range 8ϽNϽ310 were calculated, including the free energy as a function of the cluster size and the melting temperature. The fission process due to Coulomb forces of 2ϩ, 3ϩ, and 4ϩ charged alkali-metal clusters was studied extensively using molecular dynamics. We show that the cluster size at which multiply charged clusters undergo fission depends strongly on the cluster temperature. Three phases in the temperature-size-phase plane are identified corresponding to unstable, metastable, and stable clusters. These regions are bound by the spontaneous size at zero temperature and the critical size at the critical temperature. The cluster critical size exhibits a power law dependence on the total charge, which is in excellent agreement with experiments. The energy barriers that the clusters need to undergo fission are reported as a function of cluster size. The limitations of the liquid drop model are indicated in light of the dynamical findings. ͓S0163-1829͑98͒05624-0͔
I. INTRODUCTION
Considerable experimental [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and theoretical [11] [12] [13] [14] [15] effort has taken place in recent years to study the fission of multiply charged alkali-metal clusters. The study of charged clusters is of fundamental importance since cluster detection through mass spectrometry proceeds via ionization and detection of charged species. Singly ionized clusters of most elements are stable at low temperature while multiply charged clusters are not, because the Coulomb repulsion between the charges acts against the cohesive forces. Fission of multiply ionized clusters presents strong analogies to corresponding phenomena exhibited by heavy atomic nuclei. Experimental fission patterns ͑symmetric versus asymmetric fission͒ and fission barriers have been interpreted [2] [3] [4] [6] [7] [8] [9] 11, 16 within the framework of the liquid-droplet model of nuclear theory. 17 In those models, only the initial and final state energies are taken into account. Predictions exist of fragmentation channels of 2ϩ cluster ions using the local density approximation ͑LDA͒ and the deformed-jellium model. 13, 14 The most common assumption for describing the fission process of charged metal clusters is that small singly charged fragments ͑of three or nine atoms͒ evaporate from the cluster until a singly ionized cluster is left behind. 9, 15 Then it is possible to model the process as a chemical reaction by considering a static energy balance between reactants and products overcoming a reaction activation barrier. 7, 9, 10, 14, 17 One of the issues central in understanding the fission mechanism due to Coulomb forces is the determination of the appearance cluster size N a , which is the smallest size at which a cluster supporting a charge of 2ϩ or larger is observed experimentally. The minimum appearance size value is obtained at zero temperature when fission is spontaneous. This is the Bohr-Wheeler n c parameter of the liquid-drop model. 17 Therefore, multiply charged clusters are intrinsically unstable if their size is below n c . Above this size, clusters are metastable if their internal energy is lower than an energy barrier for fission that depends on the metal and the charge. If the cluster internal energy exceeds this energy barrier, then fission occurs. The range of metastable cluster sizes ͑appearance sizes͒ is quite ample. The largest appearance size is known as the critical size and this is the most frequently measured quantity. [1] [2] [3] [4] Chandezon et al. 10 observed a suite of critical sizes for Na clusters undergoing fission from different ion beam measurements and correlated these differences with temperature effects.
Local spin density calculations of doubly charged beryllium clusters with Nр5 ͑Ref. 18͒ have shown that small doubly charged clusters may exist in metastable states if their internal energy is lower than an energy barrier leading to a dissociation channel. The fragmentation process of very small Na N 2ϩ cluster ions containing up to 12 atoms ͓sizes below n c ͑Refs. 19 and 20͔͒ has been studied within the LDA for the electronic structure in conjunction with molecular dynamics ͑MD͒. However, this approach is computationally demanding and has not been used to investigate the fission mechanism of metastable multiply charged clusters with sizes above n c . Molecular dynamics simulations aimed to describe realistic finite-temperature properties of larger systems, for example, clusters containing more or about 20 atoms, should meet two requirements: ͑i͒ a quantum mechanical foundation to describe the interaction between atoms and ͑ii͒ a high numerical efficiency. The first requirement is important because of the many-body character of the interatomic forces that enter in the description of the structural and thermodynamical properties. On the other hand, largescale quantum mechanical simulations are highly computer intensive. Therefore, first-principles approaches are severely limited to study vibrational, structural, and thermodynamic properties of large clusters. As an alternative, atomistic simulations are playing an increasingly important role in the design of modern materials. Most model potentials are empirical and their parameters are fitted to experimental values of bulk materials. Because the predicted structural material properties are as accurate as the interatomic potentials used, the development of improved model potentials is crucial. There have been several efforts that include averaged manybody effects fitted on first-principle calculations of both band structure calculations 21 and small clusters potential energy surfaces. 22 Model potentials describe well those properties associated with the structure and motion of the ionic atomic cores, which are much slower than the motion of the electrons.
We have applied a different many-body interatomic potential to describe sodium clusters, both the structure of neutral clusters and the fission mechanism of clusters multiply charged by 2ϩ, 3ϩ, and 4ϩ. 23 These properties are structural and dynamical and therefore appropriate for study from an atomistic point of view. The class of many-body potentials is based on LDA calculations and the second moment approximation ͑SMA͒. 24, 25 The fission mechanism in hot charged metallic clusters, as in the nucleus, is based on the interactions between the ionic atomic cores. Our work 23 studies fission from a dynamical view, and for that we developed the best existing potential ͑to our knowledge͒ for sodium. These highly charged clusters undergo fission when they are hot at a certain size, the appearance size N a . In our calculation we predicted the full range of appearance sizes of sodium clusters from its lower bound n c ͑spontaneous fission at zero temperature͒ up to the critical size N c attained at temperatures below the boiling point. Fission in the metastable cluster size region that spans between n c and N c was studied with nonequilibrium molecular dynamics by changing the internal energy of the multiply charged clusters. Multiply charged clusters larger than N c are stable and do not fission. Our calculated critical sizes 23 are in excellent agreement with experiment. 3, 4, 10 In this work we present a systematics of interatomic potentials based on the LDA/SMA for K, Rb, and Cs and use these potentials to study the energetics, free energy, melting and boiling temperature, and surface energy of neutral clusters with 8 up to 309 atoms. We also study dynamically the fission mechanism of 2ϩ, 3ϩ, and 4ϩ cluster ions containing 10-160 atoms. This work tackles the fission process over a wide range of temperatures. Furthermore, we predict quantitatively the critical size for fission of alkali-metal clusters charged up to 4ϩ. Our calculated critical sizes at high temperatures are in excellent agreement with experimental values for hot clusters. [2] [3] [4] 10 This is a confirmation of the importance of ionic atomic motions in the fission process. It is the first time, to our knowledge, that such an attempt has been carried out due to the difficulty of representing materials, such as the alkali metals, that are very soft. By including the dynamics of the atomic cores, our calculation represents a significant improvement over the liquid-drop model that describes the process only at zero temperature and assumes a structureless ionic cluster. In addition, we develop a sizetemperature phase portrait that allows classification of the highly charged clusters in three phases: ͑i͒ clusters ''stable to fission'' if the size is above N c and the temperature is below T c , ͑ii͒ clusters ''metastable to fission'' if the size is between n c and N c and the temperature is below a phaseseparating line that spans between zero temperature and T c , and ͑iii͒ ''unstable clusters'' if the size is between n c and N c and the temperature is above the phase line. We calculated the phase line for all the four metals under consideration. Fission only occurs in the metastable region, which is the region studied in this work. Multiple types of fragmentation processes occurring in the unstable region are not the subject of this work.
This paper is organized as follows. Section II describes the LDA band structure calculation leading to the establishment of the model potentials for Li, Na, K, Rb, and Cs. Section III describes the results for several bulk properties. The structure, energetics, and vibrational analysis of neutral Na, K, Rb, and Cs clusters are described in Sec. IV, including a visualization of the minimum energy structures of Cs clusters with 8 up to 20 atoms. Section V develops the molecular dynamics strategy used to study the fission mechanism at finite temperatures. Section VI describes the results obtained for all appearance sizes of clusters supporting charges of 2ϩ, 3ϩ, and 4ϩ ͑5ϩ in the case of Cs͒. The discussion in Sec. VII is followed by concluding remarks in Sec. VIII.
II. MANY-BODY POTENTIALS BASED ON LOCAL DENSITY BAND STRUCTURE

A. Local density calculation
First-principles calculations within the local density approximation of the total energy and electronic bands for both bcc and fcc crystals of the alkali metals Li, Na, K, Rb, and Cs were performed using an augmented-plane-wave ͑APW͒ method. 26 The band states were calculated self-consistently in the semirelativistic approximation with spin-orbit coupling neglected. The self-consistent semirelativistic calculations yielded the crystal potential, the charge density, and the eigenvalue sum, which were used in Janak's expression for the total energy. 27 The exchange and correlation were treated by the Hedin-Lundqvist formalism. 28 The band calculations contained 55 k points in the irreducible Brilloun zone for the bcc structure and 89 k points for the fcc lattice. 26 The total energy was calculated for at least six different lattice parameters for each material and each crystal structure.
The APW total energy per atom of the crystal was expressed relative to the energy of an isolated atom calculated in the same approximation. Since it is well known that the total energy of isolated atoms is poorly described by the LDA, for the purpose of constructing the model potentials, we shifted the atomic energy so that the energy evaluated at the LDA equilibrium volume coincides with the experimental value of the bulk cohesive energy. 29 These energy shifts are 0.43, 0.21, 0.28, 0.19, and Ϫ0.10 eV for Li, Na, K, Rb, and Cs, respectively. In Table I we report the results of the calculated equilibrium lattice constants and bulk modulus along with the corresponding experimental values. [29] [30] [31] The experimental cohesive energy E b is also reported in the table. The calculated equilibrium lattice constants are within an error of about 5% and the bulk moduli are within an error of about 25% with experiment.
B. Model potentials
The criterion to construct the functional that describes the SMA ͑Refs. 24 and 25͒ many-body potentials is based on the functional that approximates the hopping integral in a tightbinding ͑TB͒ description. The TB approximation has been successfully proposed for most metals including the alkali metals. [32] [33] [34] The TB eigenvalue equation is
where ia 0 are the one-electron eigenvalues associated with one of the electrons of the atom at site i that occupies the orbital a. The hopping integrals t ab i j (r i j )ϭ͗ia͉V i j ͉ jb͘ include the site-site Coulomb interaction V i j , which depends on the interatomic distance r i j . For a system with N atoms, the total potential energy of the atomic ions is
where U el is the sum of the one-electron eigenvalues of the occupied states calculated from Eq. ͑1͒ and U rep describes the repulsive ionic interaction represented by the BornMayer potential
Analytical interatomic potentials for Li, Na, K, Rb, and Cs were constructed by using the SMA, 24, 25 which takes into account the essential band character of the metallic bond. Namely, U el consists of a band structure term proportional to the effective width of the valence band given by the square root of the second moment of the local density states. The SMA is similar to the embedded atom formalism and inspired by the TB expression to represent the hopping integrals: t i j ab ϭA ab exp(Ϫd ab r ij ). In the SMA the cohesive energy of the crystal is given by an analytical expression composed of a sum of one-atom effective binding energies
where the first term is Eq. ͑3͒. The second term is the attractive interaction representing the band structure treated in the SMA. In this work sums are taken over neighbors within 12 coordination shells in a crystal and over all atoms in clusters. In addition, r 0 is a free parameter, as suggested in Ref. 25 . Thus the potential has five parameters.
In this work we fitted the parameters of Eqs. ͑2͒-͑4͒ to a LDA database that consists of the total energy as a function of the lattice constant for both bcc and fcc lattices. This represents a very significant improvement over previous SMA TB fits to experimental quantities rather than to LDA band structure. Therefore, these potentials are based on rigorous first-principles LDA results. Resulting values for the parameters are reported in Table II . The rms error of the fit is very small, as shown in the last column of this table. No alternative empirical parametrization of this potential has been offered in the literature.
III. BULK PROPERTIES OF ALKALI METALS
We calculated several crystal properties using the present model potential functions. The bulk modulus, equilibrium lattice constant, and melting temperature are reported in Table I , where values can be compared to the LDA values for the first two properties. The melting temperature for the bcc and fcc crystals were calculated from Lindemann's criterion. 35 Lindemann's criterion states that at the melting temperature, the average amplitude of vibration ͗u 2 ͘ should be about 15% of the nearest-neighbor distance d. In the harmonic approximation the vibration displacement of every atom u i is a linear combination of the normal modes j such that where e(i, j) is a matrix showing the contribution of the normal mode j with frequency j to the particle displacement u i and k is Boltzmann's constant. The melting temperature is then
where m is the atomic mass, dϭ)a/2, and a is the lattice constant for the bcc crystal symmetry. Using our model potential, we are able to find the normal modes of clusters and crystals. For crystals, we chose a number of symmetrical k ជ -mesh points in the Brillouin zone and took the average with the corresponding weights. Calculated values of T m are given in Table I and compared to experiment. 36 We also calculated the Grüneisen constant, which is defined as
where Vϭa 3 /2 is the volume per atom at equilibrium in the bcc crystal. This constant is useful in discussing anharmonic effects in solids. We calculated ␥ as the arithmetic average of ␥ i for each normal mode. This is equivalent to a spherical average in k space, although for some effects it may be necessary to consider the dependence of ␥ on specific k ជ directions. The calculated Grüneisen constant is 1.61 and 1.54 for sodium and potassium, respectively. The experimental values are 1.4-1.7 ͑Ref. 37͒ and 1.34, 38 respectively.
IV. NEUTRAL ALKALI-METAL CLUSTERS
The model potential discussed in Sec. II B gives information on the structure of the material, where the atoms are located, and how they displace about their positions. Since the ionic atomic core motions are about two orders of magnitude slower than the electronic motions, the atomic ions move in the averaged field created by the electrons. This mean behavior is taken into account through the SMA, which gives the width of the valence band. However, the potential does not explicitly address the grouping of oneelectron levels within the valence band that is observed in alkali-metal clusters. This grouping of states creates peaks in the density of states. As the clusters grow larger and tend to have bulklike sizes, these oscillations in the density of states disappear. A simplified representation of this effect is obtained by the spherical jellium model for clusters that totally neglects the structure of the atomic ions. Under the spherical jellium model, electron-subshell closings occur when the number of electrons N e in the valence band is 2, 8, 18, 20, 34, 40, 58, 68, 90, 92, 106, 132, 138, 168, etc. Therefore, clusters containing those numbers of electrons in the valence band are expected to be more stable than others. In the jellium model of clusters, there is an accidental degeneracy where many of these electron subshells bundle together giving rise to shells. 39 These shells constitute peaks in the density of states. In the jellium calculations these peaks can be shifted by changing the density of the jellium. Shells occur when the number of valence electrons in the cluster is consistent with groupings of electron-subshell closings at approximately N e ϭ8, 20, 40, 58, 90, 132, 168, etc. 40, 41 Since the density of the jellium depends on the mass of the alkali metal, the observed shell structure differs from one metal to another. [42] [43] [44] [45] For completeness, in order to study the binding energy of metallic clusters, it is important to include an electronic term to describe subshell closings in a semiclassical description such as the one that emerges from the use of model potentials. According to Strutinsky's theorem, 46 the energy of the interacting fermion system can be divided into a smooth part and an oscillating part associated with the shell correction. The smooth part varies slowly with particle number and can be represented by the model potential introduced in Sec. II B. The shell correction contains all the oscillations coming from the bundling of energy levels. Therefore, we have added a shell term to the potential described in Sec. II B, to model the higher stability of clusters of size N that contain a number of valence electrons N e corresponding to subshell closings:
͑8͒
where U coh , given in Eqs. ͑2͒-͑4͒, represents the structural contribution to the binding energy per atom, units are in eV, K is the subshell index, and N e K is the number of electrons that close the K subshell. The last term is a sum of delta functions peaked at each subshell index and weighted by a dependence on N e K 1/3 to reflect the contribution of the surface curvature to the cluster binding energy per atom. Therefore, this last term is a pure electronic contribution to the binding
2 ͔, where ␦ e ϭ1/n K and n K is the principal quantum number of the K subshell. The factor 0.2 is an estimate based on ab initio calculations for sodium. 47, 48 Under this interatomic potential function, large clusters containing up to about 10 000 atoms, nonrelaxed and spherically carved from perfect bcc and fcc lattices, are less stable than icosahedral clusters. Martin 49 has confirmed experimentally that clusters larger than 1500 atoms have icosahedral structure. For smaller alkali-metal clusters, the structure obtained with the present model potential is expected to work best when the coordination shell of each atom is well populated.
In what follows we report results for clusters with less than 13 atoms along with those for clusters of up to 309 atoms. However, results for the small clusters are more ap- proximate. The minimum energy geometrical configuration of clusters in this size range was obtained by a dynamical simulated annealing process. 50 Clusters were annealed using MD and a time step of 0.02t 0 , where t 0 ϭͱmr 0 2 /E b , m is the mass of the alkali metal, and r 0 and E b are given in Tables I  and II . Annealed clusters were finally minimized with a Newton-Raphson algorithm. Figure 1͑a͒ shows the binding energy ͉E N ͉ for sodium calculated from Eq. ͑8͒ ͑circles͒ as compared with experiment 7 ͑crosses͒ and with three first-principles calculations 47, 48, 51 ͑triangles, squares, and closed circles͒. Our potential gives satisfactory binding energies for the smallest clusters and excellent agreement with experiment for larger clusters. Figure 1͑b͒ illustrates an equivalent analysis for potassium, showing again good agreement of our calculation ͑circles͒ with experiments 5 ͑crosses͒ and a comparison to previous calculations. 52 Figures 1͑c͒ and 1͑d͒ show the results for rubidium and cesium. To our knowledge, there are no other calculations or experiments of binding energies for these two materials. Clusters where NϭN E K are noticeably more stable due to the shell effect. Figure 2 gives several minimum energy geometries obtained for small cesium clusters, whereas Fig. 3 illustrates four almost degenerate structures obtained for clusters with 20 atoms. Several of the lowest energy Cs isomers shown in Fig. 2 are the same as those reported for sodium. 48 However, Fig. 2 illustrates several other structures not reported previously. The alkalimetal clusters are very soft and many different structures were found within a few kilocalories of energy. For example, the energies of the four structures for Cs 8 in Fig. 2 are bundled within 0.2 kcal/mole, there are eight different Cs 18 structures within 1.4 kcal/mole of the minimum energy structure, while there are four different Cs 20 structures within 0.14 kcal/mole and seven different Cs 40 structures are found within 0.24 kcal/mole. The larger the clusters, the greater the number of isomers that are almost degenerate in energy. Structures of Na, K, Rb, and Cs clusters not reported here are reported elsewhere as part of a database with approximately 1000 entries constructed with all the minima discovered for these four metals. 53 Cesium structures different from those in Ref. 48 are, following the energy ordering in Fig. 2 , the second Cs 8 , second Cs 9 , first Cs 10 , and all of the Cs 11 and Cs 12 . The third Cs 20 structure in Fig. 3 has been found previously for sodium. 48 The other three have not yet been re- ported as far as we know. We find that there are three predominant motifs; the Cs 7 pentagonal bipyramid, the Cs 6 pentagonal pyramid, and the octahedron, that repeatedly appear with different relative orientations in the structure of the large clusters. It is noticeable that the growth does not take place around the icosahedral seed. This is in agreement with the study that emerges from the sodium LDA calculations. 48 However, we find that Cs 13 , Cs 55 , Cs 147 , and Cs 309 icosahedral structures are the most stable for that size, although the search for the larger clusters might not have been exhaustive. The icosahedral structures are relatively more stable than their isomers and, contrary to other cluster sizes, there is a small energy gap between the icosahedral structure and the next isomer found. For example, this gap is 0.46 kcal/mole for Cs 13 and decreases to 0.1 kcal/mole for Cs 55 . The Cs 13 in Fig. 2 depicts the first isomer above the icosahedron.
As illustrated in Figs. 1͑a͒-1͑d͒, our calculated binding energies/atom ͉E N ͉ are organized on a straight line when plotted vs N Ϫ1/3
, in excellent agreement with experimental results ͑within 5-10 %͒. In addition, the extrapolation of this line to the bulk leads to E b , the cohesive energy of the bulk. This is not an obvious result. Because of this linear behavior, we can predict an estimate of the surface energy ⑀ s by fitting to the expression
where the N-independent term E b is reported in Table I . The second term is the surface term proportional to N 2/3 typical of metals. The solid line in Figs. 1͑a͒-1͑d͒ shows this fit. The fit yields a surface energy of ⑀ s ϭ1.076, 0.852, 0.7574, and 0.6714 eV for Na, K, Rb, and Cs, respectively. Relation ͑9͒ is very interesting and shows that for alkali-metal clusters all the structural binding energy comes from the surface term. The smaller the cluster, the larger the surface contribution. This behavior is certainly not obtained for other materials such as silicon. 54 We conclude that metal clusters in the size range of this study behave as surfaces. The surface tension of these metallic objects at zero temperature was calculated by using ⑀ s ϭ4r s 2 , where r s is the Wigner-Seitz ra- dius. Results are given in Table III. Considering that surface tension decreases with increasing temperature, our results are consistent with experimental values for the bulk ͑last column of Table III͒ . 36 Normal mode calculations for clusters of all sizes were also obtained, such that the 3NϪ6 normal mode frequencies for every cluster size N are available. 53 Figure 4 illustrates the trend of the zero point energy as a function of cluster size. Given that these clusters are very soft and that absolute energy differences between binding energies of two different isomers are so close, Fig. 4 shows that the zero point energy is not negligible and presents a strong dependence with cluster size up to about Nϭ60. This zero point energy has systematically been neglected in studies of energy balance at zero temperature where clusters are assumed to be structureless. Additionally, we studied the cluster Helmholtz free energy in the harmonic approximation
where i are the normal mode frequencies for a cluster of size N. Results of the free energy per particle at three low temperatures for sizes 13рNр309 are shown in Figs. 5͑a͒-5͑d͒ for Na, K, Rb, and Cs, respectively. It is apparent that as clusters grow larger they become more stable and their free energy tends slowly toward the bulk value. The relative importance of the shell contribution vanishes as the cluster grows larger.
Furthermore, the melting temperature T m of clusters was calculated as a function of cluster size within Lindemann's approximation Eq. ͑6͒, assuming that the ratio between the mean atomic displacement in the clusters and r 0 is 0.15. Knowing both F and T m permits tracing of a phase portrait in the plane F/N vs N 1/3 . This portrait is given in Fig. 6 , where each point indicates the free energy per particle at T m for every given size. Solid lines are drawn to guide the eye. Below the line clusters are liquidlike and above the line clusters are solidlike. This phase portrait shows clearly that the solidlike phase increases its stability as the cluster grows larger.
The same trend described by Eq. ͑9͒ can be used to estimate the boiling temperature of an N-atom cluster by assuming that where T 0 is the boiling temperature of the bulk. Tables I and  III give the bulk binding energy E b and the cluster surface energy ⑀ s , respectively.
V. FISSION OF MULTIPLY CHARGED ALKALI-METAL CLUSTERS
In this section we describe the use of our cluster potential to simulate the fission mechanism of multiply ionized clusters in the size range 10рNр160. A dynamical study with MD of the fission mechanism is very important because the entropic effects are automatically included. Fission is a process where information on the structure of the clusters is important because the largest contribution to the cluster entropy comes from the atomic motions. Multiply ionized alkali-metal clusters are usually produced using the technique of multistep photoionization. These highly ionized clusters that have lost two or more electrons are very hot, with temperatures close to the boiling point of the metal. At these high temperatures the motion of the atoms in the charged cluster are liquidlike and the atoms visit many positions within the available volume of the cluster. There are numerous experiments available on the critical size to undergo fission. Therefore, one of the aims of our simulation is to obtain dynamically the critical size and temperature.
In this simulation, we assume that the positive charge is distributed equally among the atoms in the cluster by assigning a point fractional effective charge qϭQe/N to each atom. Thus the deficiency of electrons is delocalized over the cluster irrespectively of where the atoms are located. Within this picture, a positively charged cluster is represented by N bonded atoms, each of which holds a charge qϩ that interacts with all other charges, polarizes the material creating induced dipoles on each atom, and further interacts with those induced dipoles. Because the charge distribution is uniform, charge homogeneity is preserved and the cluster is electrically isotropic, much as are fluids and amorphous solids. In addition, this model is consistent with the findings for sodium 48 concerning the spherical average of the electron density. This average shows that the negative charge in the cluster is almost uniform, which suggests that the positive charge should also be uniform to account for charge neutrality.
The Hamiltonian to represent a charged cluster with total charge Qeϭ͚ i q i is
where the v i and m are the ion velocities and masses, E N is given in Eq. ͑8͒, q i are the effective charges of the ions, and ␣ is the polarizability of ions: 0.312, 0.9, 1.7, and 2.5 Å 3 for Na, K, Rb, and Cs, respectively. 29 The constant C is zero for neutral clusters and one when the cluster is charged.
First the above Hamiltonian was used to simulate singly charged clusters (Qϭ1) at zero temperature. These singly ionized clusters are stable. To that purpose we followed a procedure similar to the one described for neutral clusters to find the structures with minimum energy. Figure 7 shows the results on the binding energy of the singly ionized cesium clusters ͑crosses͒ compared to the binding energy of neutral clusters ͑circles͒. The shell closings are clear and the clusters with Nϭ9, 21, 41, . . . are more stable than their neighboring sizes. Similar observations were obtained for all the other metals. It is worth noting that the effect of a single charge changes the structure of the very small clusters. However, clusters with more than Nϭ10 keep the same geometry when singly charged. The overall binding energy of the charged clusters is a few kcal/mol higher than for the neutral clusters, in agreement with previous calculations for sodium. 47 Simulations were performed using MD and Eq. ͑12͒. To describe the fission process we define two additional parameters: ͑i͒ a maximum atomic distance from the cluster center of mass R max and ͑ii͒ a maximum bond length R b defined as r 0 incremented by the maximum averaged amplitude of atomic vibrations at a given temperature. R b is set to about 2.6r 0 and R max to approximately 10r 0 for clusters with Nр150. A ''cluster'' is defined as that aggregate of N atoms held together by the potential energy E N with interatomic distances smaller than R b . Neutral clusters (Cϭ0) at low enough temperatures are exclusively composed of bonded atoms. Notice that the nearest-neighbor interatomic distances at zero temperature are necessarily smaller than R b . By monitoring a larger characteristic interatomic length, we are able to observe the fission when it has already taken place and the two fragments are already separated, i.e., the shortest distance between the fragments is larger than R b . For charged clusters (Cϭ1) fission occurs when the cluster size is too small to sustain the charge.
The experimental conditions, as described by Martin and co-workers, [2] [3] [4] 49 are such that when measurement occurs some clusters undergo fission, but also there are other clusters that evaporate single neutral atoms. Temperatures in the experiment are very close to the boiling point. In this work we have not attempted to describe the evaporation process of the multiply charged clusters mostly because of the lack of information on how the distribution of charge is affected when a neutral atom is stripped from the cluster. For that reason in the computer experiment we only reach a maximum working temperature ͑close to boiling͒. This maximum working temperature is associated to the highest temperature that we could attain by heating a cluster before a single atom separates from the cluster. If the distance from any single atom to all other atoms is larger than R b and its distance from the cluster center of mass is larger than R max , the simulation is stopped, the event is discarded, and another simulation is started from another configuration of a cluster of equal size ͑or of size NϪ1͒. Typical values of R max are between 9r 0 and 12.5r 0 , depending upon the size. With the elimination of these events, we can ensure that our analysis is not based on evaporative conditions. The strategy for the fission computer experiments is the following. First, the neutral cluster ͓Cϭ0 in Eq. ͑12͔͒ is equilibrated at a low temperature. Second, the neutral cluster is slowly heated to about 150 K and equilibrated at that temperature. Third, the cluster is charged instantaneously by switching Cϭ1 and the simulation is continued to 25 000 time steps. Fourth, the charged cluster is heated by increasing its temperature in a steplike fashion from 150 K until the cluster undergoes fission. At each intermediate heating step, the dynamics is continued for 10 000 time steps and mean quantities are averaged over that time interval only. This four-stage process is repeated for every cluster size N and for every total charge Q. The computer experiment is terminated at a maximum size NϭN c if for the Nϩ1 case we discarded five events in which one atom was beginning to strip from the cluster. Relevant quantities such as the temperature at which fission occurs are kept on file.
Following this procedure, the critical size N c corresponds to that size at which the cluster undergoes fission and is at 
FIG. 9.
Cluster temperature vs appearance size N a for multiply charged clusters of ͑a͒ Na, ͑b͒ K, ͑c͒ Rb, and ͑d͒ Cs: Qϭ2 ͑tri-angles͒, Qϭ3 ͑closed circles͒, Qϭ4 ͑pluses͒, and Qϭ5 ͑dia-monds͒.
the highest attainable temperature T c . The appearance size N a is that size at which the cluster fissions at temperatures below T c . Sizes N a рN c correspond to metastable clusters. The spontaneous fission at zero temperature was studied as well. For that purpose, the cluster was charged at zero temperature and the MD simulation was continued for 5ϫ10 6 time steps until the cluster fissioned. The maximum size at which clusters at zero temperature undergo fission is n c , very similar to the Wheeler-Bohr parameter, 17 except that here it is obtained dynamically. The highest appearance size, or critical size N c , is attained at temperatures T c that are comparable to the boiling point of the corresponding material.
The previous analysis allows us to depict a phase diagram for the fission mechanism as shown in Fig. 8 for a fixed charge. Three phases are apparent in this diagram corresponding to stable, metastable, and unstable clusters depending upon their size and temperature. The metastable phase corresponds to clusters that are not hot enough to undergo fission. This region is bounded by two typical points (N c ,T c ) and (n c ,0) in the phase plane. The first point corresponds to critical quantities. The second point characterizes the spontaneous fission. Both points depend on Q and on the metal. We were able to determine the phase boundary line that separates the metastable from the unstable phases. This is important because now researchers can distinguish between phenomena associated with the different phases. In other words, fission only occurs when passing from the metastable to the unstable phase. Within the unstable region there is a myriad of possible fragmentation mechanisms and/or evaporation channels that make the clusters unstable. In the stable phase below the critical temperature the clusters do not undergo fission. Earlier dynamical calculations have only been performed in the unstable phase below n c .
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VI. TEMPERATURE DEPENDENCE OF THE FISSION PROCESS
The MD results depicting the phase diagram for the fission of Na, K, Rb, and Cs clusters for each value of Q are provided in Figs. 9͑a͒-9͑d͒ . It is seen that as the temperature increases the appearance size increases up to N c , which corresponds to T c . At the critical size the temperature T c is near the boiling temperature, as confirmed experimentally. 4, 49 Notice that it is only at these high temperatures that the fission and evaporation processes could coexist. There was no evidence in our simulations that at temperatures below T c sublimation occurs, as was suggested by Martin. 49 In the low-temperature region of the phase diagram, Fig.  8 is the spontaneous size n c , which is also an important quantity. Clusters smaller than n c are unstable even at zero temperature. In the liquid-drop model ͑LDM͒, 9,17 the BohrWheeler parameter n c is given by
In the LDM the values of the surface energy constant ⑀ s and the Wigner-Seitz radius r s are taken from the bulk. However, in Sec. IV we obtained an estimate of ⑀ s for clusters as shown in Table III in the correct units. Therefore, we can calculate n c BW more realistically and compare it with the dynamically obtained n c .
A. Sodium
Figure 9͑a͒ illustrates our results for Qϭ2ϩ ͑triangles͒, 3ϩ ͑closed circles͒, and 4ϩ ͑crosses͒. Each point shows the highest temperature reachable by a cluster of a given size and charge that undergoes fission without evaporation. In the figure, points for each charge build up the phase boundary line that separates the metastable from the unstable phases. As we mentioned before, this phase boundary line depends on the charge and on the metal. Therefore, Fig. 9͑a͒ summarizes three phase diagrams. Values of n c , N c , and T c are given in Table IV . For each cluster size, several calculations were performed by choosing different initial times to charge the equilibrated cluster. Typical lifetimes before fission are on the order of several nanoseconds. As is evident from Fig.  9͑a͒ , the critical size is 27 for Qϭ2, 63 for Qϭ3, and 110 for Qϭ4. The first two results are in perfect agreement with the experimental observations of 27Ϯ1 and 63Ϯ1. 3, 4 In the case of Qϭ4 our critical size is 110, whereas there are several experimental values reported: 123Ϯ2, 4 122Ϯ2, 118 Ϯ2, and 115Ϯ5. 10 The boiling temperature of bulk sodium is 1156.1 K. The estimated cluster boiling temperatures from Eq. ͑11͒ are 789, 879, and 926 K for N c ϭ27, 63, and 110 sodium clusters corresponding to Qϭ2, 3, and 4. The percent difference between T c ͑see Table IV͒ and the estimated boiling temperatures is less than 17%.
The dynamical spontaneous fission sizes n c are reported in ϭ33.3 for Qϭ2, 3, and 4, respectively. Differences between our MD and the LDM values for the spontaneous size using our values of the surface tension are around Ϯ2.
B. Potassium
Results for potassium are shown in Fig. 9͑b͒ for charges of 2ϩ, 3ϩ, and 4ϩ depicted with triangles, closed circles, and crosses, respectively. Once again, points in the plot illustrate the boundary between the metastable phase and the unstable phase for each value of the charge. Figure 9͑c͒ illustrates our results for rubidium clusters supporting a charge of 2ϩ, 3ϩ, and 4ϩ with triangles, closed circles, and crosses, respectively. The boundary between the metastable and unstable regions is quite sharply determined as for the lighter metals. The corresponding critical sizes are 24, 53, and 106 ͑see Table IV͒, comparable to  the experimental values of 19, 50, and 110 . 3, 4 For this material, the boiling temperature of bulk rubidium is 961 K. From Eq. ͑11͒ we find that estimates of the boiling temperature are 664.1, 733.1, and 781.4 K for clusters containing Nϭ24, 53, and 106, respectively. These values can be compared with the highest reachable temperatures T c reported in Table IV . Estimates of the boiling temperature and T c agree within at most 5.4%. The MD calculated spontaneous fission sizes are reported in Table IV . Using Eq. ͑13͒ and our values of ⑀ s from Table III, 
D. Cesium
Results for Cs are shown in Fig. 9͑d͒ for Qϭ2ϩ ͑tri-angles͒, 3ϩ ͑closed circles͒, 4ϩ ͑crosses͒, and 5ϩ ͑squares͒. The critical sizes N c reported in Table IV 
VII. DISCUSSION
The assumption of distributing the charge over all atoms in the cluster instead of distributing over the most external atomic layer is reasonable in the size range NϽ160. Indeed, at low temperatures, clusters in this size range have about 75% of the atoms on the surface. Besides, clusters are not billiard balls, but rather their atoms are enclosed by a flexible surface that changes dramatically with temperature and time. Even a very symmetric cluster in this size range, the N ϭ147 iscosahedron, presents a faceted surface and only three atomic layers from the central atom. We know from tightbinding calculations of planar infinite metallic surfaces, 55 that when the material is negatively charged, the charge decays from the outermost atomic layer within a skin of 3-4 layers. In a cluster, the surface that encloses all atoms has a strongly inhomogeneous curvature that impacts in the charge distribution profile. Models, or calculations, of the profile of the positive charge distribution in clusters are unavailable in the size range 10рNр160. Furthermore, the fission process involves temperatures near the boiling point, where all atoms have high mobility and migrate from side to side of the cluster. Under these circumstances the concept of ''volume'' atoms versus ''surface'' atoms becomes unclear. Because of the above reasons, we believe that simulation of the fission mechanism with a uniform positive charge distribution deserves investigation and marks an important step forward in the understanding of a complex nonequilibrium process.
We conclude from Fig. 9 that in the nanosecond time range, small clusters with size larger than n c are able to sustain a charge Qу2ϩ only at temperatures below T c (Q). A phase diagram allows for the distinction between stable, metastable, and unstable clusters. We predict the phase boundary line that marks the size-temperature threshold for a metastable charged cluster to undergo fission. Therefore, metastable charged clusters of a specific size can be heated up to a temperature consistent with this boundary line before undergoing fission.
When the fission takes place, in all the cases considered, two fragments were obtained. The ratio of the two sizes tends to be about one for even charges, 1 2 for a charge of 3ϩ, and 2 3 when the charge is 5ϩ. For higher charges the ratio tends to one. Our simulations support the concept of symmetric fission put forth by early models, 11 where the ratios of fragment masses and fragment charges are equal. In the simulations the size ratios, and therefore the charge ratios, were not perfectly symmetric, with departures as large as Ϯ8 atoms. This is without doubt due to the model of uniform charge distribution that we have adopted. For example, if N is an odd number and Q is even, exactly N/2 in each of the fragments cannot be attained with this model. 2ϩ as a function of time and temperature. The two shades of gray in the graph have the following origin. Once the cluster underwent fission, breaking into two parts ͓Fig. 10͑d͔͒, the atoms in each fission fragment were given different colors. Once identified, the atoms were given the same color in the other three graphs ͓Figs. 10͑a͒-10͑c͔͒. As is apparent, the atoms that accommodate in each fission fragment were distributed randomly in the initial stages of the simulation at low temperature. A challenge for the future is to describe the charge distribution and its time dependence in a more detailed fashion. Work is in progress along those lines.
It is possible to combine our results for the alkali metals in a more unified fashion and compare them with a version of the LDM in which the parameters n c and ⑀ s are taken from our results. The energy barrier/atom that a cluster needs to overcome for fission is given in the LDM ͑Refs. 9 and 17͒ by where n c is given in Eq. ͑13͒. In the LDM, the critical sizes are obtained by equating
Here E N is given in Eq. ͑9͒. This procedure yields N c LDM ϭ20, 37, and 61 for Na; 24, 39, and 58 for K; 22, 39, and 61 for Rb; and 25, 36, and 64 for Cs, corresponding to Q ϭ2ϩ, 3ϩ, and 4ϩ, respectively. These values are far off from both the MD results for N c ͑Table IV͒ and experiment. In fact the LDM is more successful in the prediction of n c than in the prediction of N c .
In the process of heating we are providing external thermal energy to the cluster that results in an increase of its temperature. Thus the increase of cluster temperature during the heating process is proportional to the energy barrier/atom V f that the cluster has to overcome in order to undergo fission: In addition, from the results of N c tabulated in Table IV,  one can where a c and b c are constants. We obtain a c ϭ2.2. This value is in excellent agreement with experiment, 4 where a value of 2.3 was obtained. The Rayleigh classical macroscopic value is 2 ͑Ref. 56͒ and the averaged LDM value is 2.07.
All previous results indicate how important the thermal effects in the fission mechanism are. The thermal effects are a result of the atomic motions. The shell term has no effect on the fission mechanism. Furthermore, the dynamical description incorporates entropic effects that are absent in quantum mechanical calculations. Thus we emphasize that the fission process cannot be described solely at zero temperature.
VIII. SUMMARY
In this paper, we have constructed a series of potentials for the alkali metals from first-principles calculations. The potentials are shown to be very good in describing the structural properties of bulk metals and clusters in the size range 8ϽNϽ310. The lattice constant, melting temperature, the vibration modes, the bulk modulus, and Grüneisen constant are in agreement with available experimental values. We have also obtained the binding energy, zero point energy, and free energy at various temperatures and cluster sizes. The surface energy is calculated from cluster properties, which leads to a different method to obtain the surface tension at zero temperature.
The mechanism of fission due to highly charged metal clusters in the range 10ϽNϽ160 was studied dynamically. Clusters undergo fission by breaking into two parts, in support of the symmetric fission concept. We show that the appearance size of highly charged clusters is temperature dependent and bounded between n c , the spontaneous size at Tϭ0, and N c , the critical size at T c . The comparison of N c with experimental values is excellent. In addition, our values of n c are in good agreement with the LDM when our value of the surface energy is used. We predict the size dependence of the energy barrier to undergo fission and explicitly show the failure of the LDM to describe it. Critical sizes scale with a power law of the total charge, with the exponent being in excellent agreement with experiment.
