We analyze Gradient Descent applied to learning a bounded target function on n real-valued inputs by training a neural network with a single hidden layer of nonlinear gates. Our main finding is that GD starting from a randomly initialized network converges in mean squared loss to the minimum error (in 2-norm) of the best approximation of the target function using a polynomial of degree at most k. Moreover, the size of the network and number of iterations needed are both bounded by n O(k) . The core of our analysis is the following existence theorem, which is of independent interest: for any ε > 0, any bounded function that has a degree k polynomial approximation with error ε0 (in 2-norm), can be approximated to within error ε0 + ε as a linear combination of n O(k) · poly(1/ε) randomly chosen gates from any class of gates whose corresponding activation function has nonzero coefficients in its harmonic expansion for degrees up to k. In particular, this applies to training networks of unbiased sigmoids and ReLUs.
Introduction
It is well known that artificial neural networks can approximate any real-valued function. Fundamental results [16, 7, 4] show that a neural network with a single hidden layer provides a universal representation up to arbitrary approximation, with the number of hidden units depending on the function being approximated and the desired accuracy. In practice, NNs today effectively capture a wide variety of information with remarkably accurate predictions.
Besides their generality, an important feature of NNs is the ease of training them -use gradient descent to minimize the error of the current network, measured by a loss function of the current weights. This seems to work across a variety of labeled data sets. Yet despite of its tremendous success, there is no satisfactory explanation for the effectiveness of this generic training algorithm.
As a first step, we consider gradient descent applied to train neural networks with a single hidden layer. Unfortunately, training NNs is intractable in a precise sense even in the realizable setting, when the target function itself is a NN with a single hidden layer. It was recently shown that even one-layer networks are hard to learn in the Statistical Query (SQ) model [24, 23] -note that gradients are computed by statistical queries, i.e., as expectations over the input distribution. This lower bound is quite general, applying for any smooth activation function and a wide class of benign input distributions (e.g., Gaussian, logconcave). The resulting family of functions appears to be hard to learn in practice even for moderately sized target networks.
On the other hand, these lower bound constructions are still degenerate, in the sense that they rely on biases and weights whose ℓ 2 norms are unbounded as the dimension increases. Hence, to ensure some degree of non-degeneracy, we will focus on training unbiased NNs, i.e., NNs of the form
where φ(.) : R → R is a bounded activation function.
The difficulty is that even in this setting, natural loss functions such as the mean squared loss have a highly non-convex landscape with many nonoptimal local minima. However, choosing random weights to define the true model and generate the data, gradient descent (the stochastic version with a small batch size) seems to consistently learn a network with error close to zero. This raises the prospect of a provable guarantee. There are two complicating experimental observations: first we start the training using a random initialization (standard in practice, but again appears important as some runs get stuck at near-optima); second, we get smaller error (and it goes down faster) when the model size used for training is made larger; in particular, for the realizable case, we train using many more units than the original. (See Appendix A.) This aspect is also commonly encountered in the training of large neural networks on real data -even with huge amounts of data, the size of the model used is often larger.
Our main result is an upper bound on gradient descent with the standard mean squared loss function when only the top level weights are trained. As a consequence, linear regression on the outer-level weights of a collection of random activation units, which achieves the global minimum error for a linear combination of fixed units and hence error upper bounded by our analysis, will also have small error as we increase the number of units. Our analysis bounds the approximation error and the time and sample complexity of gradient descent. We show that when applied to training one-hidden-layer networks with a large class of activations functions, including sigmoid and ReLU's, gradient descent with a random initialization and a large enough model, provably reaches low mean-squared error in a bounded (polynomial) number of iterations. The precise bound on the overall complexity depends on the choice of activation function and the input distribution. We state our main results in the next section and derive explicit corollaries for the well-known activation units.
Although the optimization problem becomes convex when we restrict gradient descent to the top level weights, our proof techniques are novel and avoid using the convexity of the problem. Since our analysis does not rely on reaching a global minimum, there is reason to hope the techniques will extend to nonconvex settings where we can in general expect only to find a local minimum.
As we discuss in the section on related work, prior results along this line were either for more complicated algorithms or more restricted settings; the closest is the work of Andoni et al. [1] where they assume the target function is a bounded degree polynomial. A detailed comparison of results is given in Section 1.2.
For two functions f, g : R n → R, the mean squared loss with respect to the distribution γ in R n is
2 ). Given data (x, y) with x ∈ R n , y ∈ R, we analyze gradient descent to minimize the loss of the current model with respect to the given data. Let the current network weights from the input layer to the hidden layer be the set of vectors W . The function f being computed by the current weights is as in Eq. (1) . By gradient descent, we mean the following procedure: in each iteration, the gradient of the loss function is computed using a finite sample of examples. The weights are then modified by adding a fixed multiple of the estimated gradient.
Assumption. Throughout, we will assume that the input data distribution γ is uniform on the sphere. Randomly initialized units will have their weights drawn from the same distribution.
Our first theorem is for training networks of sigmoid gates. The
, sigmoid gates and a linear output layer, with high probability, will have mean squared loss of at most ε 0 + ε after at most n O(k) log( g 2 /ε) iterations of GD using m samples.
The same statement holds for ReLU activation units and even functions g. Next we state a more general theorem. This will apply to a large class of activation functions. The main property we need of the activation function is that it should not be a low-degree polynomial. Definition 1.2. For S ⊂ N and α > 0, an (S, α)-activation is a function from R to R whose harmonic polynomial expansion uses polynomials of L 2 (γ)-norm at least α for all degrees k ∈ S.
(See Section 2 for the definition of the harmonic polynomial expansion.)
For example, the commonly used sigmoid gate σ sig (x) = 1/(1 + e −x ) is an (S, α)-activation function for S the odd integers less than k and α = n −O(k) . Similarly, ReLU gates are (S, α)-activation functions for subsets S of the even integers.
is the best L 2 (γ)-approximation to g by a function whose harmonic polynomial expansion is supported on degrees in S. Then for any ε > 0, and any (S, α)-activation function φ with φ ∞ ≤ 1 a randomly initialized single-hidden-layer NN with m = poly(1/α, g 2 /ε) φ-gates and a linear output layer, with high probability, will have mean squared loss of at most ε 0 + ε after at most poly(1/α) log( g 2 /ε) iterations of GD using m samples.
This general theorem has the following corollary in the realizable case, when data is generated by a one-hidden-layer NN. Corollary 1.4. Let g be computed by an unbiased one-hidden-layer NN with sigmoid units in the hidden layer and a linear output. Suppose the ℓ 1 norm of the output layer weights is a, and each hidden layer weight vector has ℓ 2 norm at most b. Then for every ε > 0, a randomly initialized single-hidden-layer NN with m = n O(b log(ab/ε)) sigmoid units and a linear output layer, with high probability, will have mean squared loss of at most ε after at most n O(b log(ab/ε) iterations of GD using m samples.
The use of sigmoid units in Corollary 1.4 is not essential, but the bounds on network size and training time will depend on the specific activation function chosen.
Approach and techniques
The gradient of the loss function with respect to any outer layer weight can be viewed as a spherical transform of the current residual error. More precisely, if the current function f is computed by an unbiased single hidden-layer neural network with output-layer weights b u , as in Eq. (1), and the residual error with respect to the target function g is H = g − f , then for any u,
The latter expectation is quite special when the domain of integration is the unit sphere. Different choices of the function φ(.) correspond to different spherical transformations. For example, φ(u · x) being the indicator of u · x ≥ 0 is the hemispherical transform, φ(u · x) = 1 iff u · x = 0 is the Radon transform, etc. This type of transformation
has a closed form expression whenever the function H is a harmonic polynomial (see definitions in the next section). By the classical Funk-Hecke theorem, for any bounded function φ and any harmonic polynomial P ∈ H n,k , there is an explicit constant α n,k (φ) s.t.
In particular, the harmonic polynomials are eigenfunctions of the operator J φ . Moreover, since the harmonic polynomials form an orthonormal basis over the unit sphere, any function (in our case the residual H) has zero norm iff the corresponding transform has zero norm, assuming the function φ has nonzero coefficients α n,k . With the above observations in hand, we can now outline our analysis. We focus on the dynamics of gradient descent as an operator on a space of functions. In particular, for a set S ⊆ R n and function f : R n → R, we define an operator
Thus, if the current residual error is given by some function H, then the empirical gradient of the meansquared loss with respect to a set S of labeled examples is T S (H) (see Section 3). Our analysis proceeds in three stages:
1. Show that, with a large enough set S of samples, the empirical gradient operator T S approximates the Funk transform J φ as an operator on the space of residual error functions (Lemmas 3.3 and 3.4)
2. Bound the rate at which error from the approximation of T S by J φ accumulates over multiple rounds of gradient descent (Lemmas 3.5 and 3.6)
3. Estimate the final loss in terms of the distance of the target function from the space of low-degree harmonic polynomials -i.e., the distance from the most significant eigenspaces of J φ (see proof of Theorem 1.3)
A crucial observation that simplifies our analysis is that when f is given by a neural network as in Eq. (1), then f itself is obtained by applying the operator T W (where W is the set of hidden weights in f ) to a function a : S n−1 → R that computes the output-layer coefficients for each gate (see Proposition 3.2). To better appreciate our approach, we contrast it with a more typical pattern that could be used here. Because we optimize only the top-level coefficients under gradient descent, the optimization problem is in fact convex; the usual approach for understanding gradient descent in such a setting has two main pieces:
1. Observe that gradient descent minimizes empirical loss, and therefore, with enough samples, also approximately minimizes population loss (using the general theory of convex optimization of gradient descent)
2. Prove a "representation theorem" showing that the hypothesis minimizing the population loss is a good approximation to the target function (using the particular details of the target function and the hypothesis space).
For the purposes of the present study, there are two significant drawbacks to this standard approach. First, a naive application of standard results in the convex setting would give a bound on the number of GD iterations scaling with poly(1/ε) in Theorem 1.3, rather than log(1/ε). Moreover, it is unclear how to replace the first step in order to extend to nonconvex settings. By contrast, our analysis does not use the fact that the optimization produces an approximate global minimum; hence, there is a greater hope of generalizing to nonconvex regimes where we expect to instead only reach a local minimum in general. Another pleasant feature of our analysis is that we need not prove such a "representation theorem" directly; instead, we can derive such a result for free, as a corollary to our analysis. That is, since we prove directly that gradient descent on the top-level weights of a single-layer neural network with randomly-initialized gates results in small loss, it follows that any low-degree harmonic polynomial is in fact approximated by such a network.
Our hope is that this new approach offers an interesting possibility for understanding gradient descent in more difficult settings.
Related work
Explaining the success of deep neural networks and gradient descent for training neural networks has been a challenge for several years. First, there are strong complexity-theoretic and cryptographic-assumption based lower bounds to contend with [5, 9, 18] . These lower bounds are typically based on Boolean functions and "hard" input distributions. More recent lower bounds hold even for specific distributions and smooth functions, for basic gradient descent [23] , and even realizable smooth functions for any SQ algorithm and any product logconcave input distribution [24] . The trade-off between depth and size for the purpose of representation has been rigorously demonstrated [25, 10] .
Upper bounds are harder to come by. Standard loss functions, even for one-hidden-layer networks with an output sum gate, are not convex and have multiple disconnected local minima. One body of work shows how to learn more restricted functions, e.g., polynomials [1] and restricted convolutional networks [6] . Another line of work investigates classes of such networks that can be learned in polynomial time, notably using tensor methods [17, 22] and polynomial kernels [12, 13] and a combination of tensor initialization followed by gradient descent [26] . A recent paper shows that the tensor method can be emulated by gradient descent by adding a sufficiently sophisticated penalty to the objective function [11] . Earlier work gave combinatorial methods to learn random networks [2] , guarantees for learning linear dynamical systems by gradient descent [15] and ReLU networks with more restrictive assumptions [19] . Representation theorems analogous to our own were also proved in [3] , and a very general analysis of gradient descent is given in [8] .
Our analysis is reminiscent of the well-known random kitchen sinks paper [21] , which showed that gradient descent using a hard upper bound on the magnitude of coefficients (in practice, an L 1 penalty term) with many random features from some distribution achieves error that converges to the best possible error among functions whose coefficients are not much higher than those of the corresponding densities of the sampling distribution. While this approach has been quite insightful (and effective in practice), it (a) does not give a bound for standard gradient descent (with no penalty) and (b) does not address functions that have very different support than the sampling distribution. Our bounds compare with the best possible polynomial approximations and are essentially the best possible in that generality for randomly chosen features.
The work of Andoni et al. [1] shows that gradient descent applied to learn a bounded degree polynomial, using a 1-hidden-layer network of exponential gates, converges with roughly the same number of gates (and a higher iteration count, poly(1/ε) instead of log(1/ε) to achieve error ε). A crucial difference is that our analysis is agnostic and we show that gradient descent converges to the error of the best degree k approximation of the target function given sufficient many gates. We also state our results for general and commonly-used activation functions, rather than the e z gate analyzed in [1] , and obtain explicit sample complexity bounds. Of course, the proof technique is also novel; we obtain our representation theorem as a side effect of our direct analysis of GD, rather than the other way around.
Preliminaries
We now recall the basic theorems of spherical harmonics we will require. A homogeneous polynomial p of degree k in R n is said to be harmonic if it satisfies the differential equation ∆p = 0, where ∆ is the Laplacian operator. We denote by H n,k the set of spherical harmonics of degree k on the sphere S n−1 , i.e., the projections of all harmonic polynomials of degree k to the sphere S n−1 . The only properties of harmonic polynomials used in this paper are that they are polynomials, form an orthogonal basis for L 2 (γ), and are eigenfunctions of Funk transforms, as we now explain. We denote by P n,k : R → R the (single-variable) Legendre polynomial of degree k in dimension n, which is also called the Gegenbauer polynomial. We note that |P n,k (t)| ≤ 1 for all |t| ≤ 1. Definition 2.1. Let φ : R → R be bounded and integrable. We define the Funk transformation for functions
, and for S ⊆ N, we write f (S) = i∈S f (i) ,.
Theorem 2.3 (Funk-Hecke). Let φ : [−1, 1] → R be bounded and integrable, and let P ∈ H n,k . Then, for J φ and α n,k (φ) as in Definition 2.1, J φ (P )(u) = α n,k (φ)P (u).
The following proposition is immediate from Cauchy-Schwarz.
Lemma 2.5. Let φ : [−1, 1] → R be bounded and integrable, and let H :
Proof. By Proposition 2.4, J φ has bounded norm as an operator on L 2 (γ) and so by Theorem 2.3,
Spectra for specific activation functions
We first prove a general lemma describing the harmonic spectrum of a wide class of functions, and then derive estimates of the spectra for commonly used activation functions. Proof. Define
By Rodrigues' formula (see [14, Proposition 3.3.7] ),
Hence, by the bounded convergence theorem,
We claim that
where B(a, b) is the Euler beta function. Indeed, integrating by parts, we see that if i < k the expression is 0, and otherwise
After a change of variables u = t 2 , this latter integral is by definition B((i − k + 1)/2, (n − 3)/2 + k + 1). Therefore, we compute for all k ≥ 0,
Now for any i > j ≥ k of the same parity mod2, if a j = 0 we estimate
In particular, whenever a k = 0 we have
Lemma 2.7. 
Let φ(t)

Analysis of Gradient Descent
In this section, we fix a function g : R n → R we wish to learn. We also fix an (S, α)-activation function φ with φ ∞ ≤ 1, for some finite S ⊆ N.
We let W ⊆ R n be a finite set of independent points drawn from D. Similar to Eq. (1), we define
, so f is computed by an unbiased single-hidden-layer neural network with hidden layer weight matrix given by W and linear output layer weights given by b. We will study how f changes as we update b according to gradient descent on the mean-squared loss function
2 . We will state bounds in terms of some of the parameters, and then show that for adequate choices of these parameter, gradient descent will succeed in reducing the loss below an arbitrary threshold, proving Theorem 1.3.
We now define notation that will be used throughout the rest of this section. We fix ε > 0, the approximation error we will achieve over the projection of g to harmonics of degrees in S. We define quantities t, δ, and m as follows, using absolute constants c t , c δ , and c m to be defined later in the proof. The maximum number of iterations of gradient descent will be t = c t α −2 log( g 2 /ε) .
We define δ to be an error tolerance used in certain estimates in the proof,
Finally, we define m to be the number of hidden units (so |W | = m), as well as the number of samples,
Let X be a collection of m random independent samples x ∈ R n , The set X, along with the labels g(x) for x ∈ X, will be the training data used by the algorithm. 1 We recall the definition in Eq. (3) of the operator
defined for sets S ⊆ R n and functions H : R n → R. As described in Section 1.1, the empirical gradient is given by the operator T X applied to the residual error, i.e., the gradient of (g − f )
2 with respect to the top-level weight for the gate u is estimated as T X (g − f )(u). On the other hand, we will observe below that the neural network f itself can also be understood as the result of applying the operator mT W to a function representing the output-layer weights.
For integers i ≥ 0 we shall define functions f i , a i : R n → R recursively, corresponding to the model function f and its coefficients after i rounds of gradient descent. In particular, we let f i (x) = f (a i , x), i.e.,
We define a 0 (u) = 0 and,
We therefore have the following two propositions which describe how the neural network evolves over multiple iterations of gradient descent. Proof. Indeed, as we have observed in Eq. (2), for each u ∈ W , the true gradient of the loss (g − f )
2 with respect to the output-level weight b u is 2 E x (φ(u · x)(g − f )(x)). So the empirical gradient using the samples in X is indeed 2
Thus, a single iteration of gradient descent with learning rate 1/(2m) will update the weight b u by adding (1/m)T X (g − f )(u). The proposition now follows by induction on i.
Proof. By the definitions of f i and a i , we have
as desired.
Having introduced and explained the necessary notation, we now turn our attention to the first step of our analysis, as outlined in Section 1.1. Namely, we now show that the operator T S approximates J φ for sufficiently large sets S. Lemma 3.3 gives a very general version of this approximation, which we use to prove the finer approximation described in Lemma 3.4.
For the rest of the section, we write J = J φ .
Lemma 3.3. Let f : R n → R and u ∈ R n , and let δ, p > 0. There is some
such that if S ⊆ R n is a set of ℓ independent random points drawn from D, then with probability at least 1 − p, we have both
Proof. Without loss of generality assume δ < 1 and let
n . By a Bernstein bound, we have
for an appropriate choice of the constant hidden in the definition of ℓ.
Let B(u, S) = 1 if |T S (f )(u) − J (f )(u)| > δ/2 and 0 otherwise. By the preceding inequality, we have E u,S (B(u, S)) < p 0 . Therefore, by Markov's inequality, the probability over the choice of S that E u (B(u, S)) > p 0 /p is at most p. Hence, with probability 1 − p over the choice of S, we have
In particular, the last inequality of the present lemma holds. But for all choices of S and u, we have
Therefore, using Eq. (9),
We denote by φ x : R n → R the function φ x (u) = φ(u · x). In the following Lemma 3.4 we prove a finer-tuned approximation of the operator J by both T X and T W . Since Lemma 3.3 doesn't give a sufficiently tight approximation between the operators simultaneously for every function in L 2 (γ), we restrict our attention to the subspace we care about, namely, the functions spanned by the φ x for x ∈ W ∪ X. 
2 ). For any fixed k, c 0 > 0, we can set c m sufficiently large that there is some p < 1/m k while also ensuring m ≥ c 0 log( g ∞ /(δp))( g ∞ /δ 2 ). The same statement also holds (for appropriate choice of c m ) with φ in place of g, since φ ∞ ≤ 1. Then since |W | ≥ m, by Lemma 3.3, for any fixed x ∈ R n , we have with probability 1 − 1/(16m 3 ) over the choice of W that
and P
Therefore, by Markov's inequality, with probability 1 − 1/(2m) over the choice of W , Eqs. (10) and (11) both hold for a random x ∼ γ with probability 1 − 1/(8m 2 ). Similar to Eq. (10), with X in place of W and g in place of φ x , statement (1) of the present lemma holds with probability 1 − 1/(16m 3 ) > 1 − 1/(8m) over the choice of X. Furthermore, for any fixed W , taking a union bound over W , we have with probability 1 − m/(16m 3 ) > 1 − 1/(8m) that statement (2) holds. Now suppose W is such that Eq. (10) holds for a random x ∼ γ with probability at least 1 − 1/(8m 2 ); as we have already observed, this is the case with probability at least 1 − 1/(2m) over the choice of W . Then by a union bound over X, it then follows that with probability 1 − 1/(8m) over the choice of X, statement (3) holds. Finally, supposing similarly that W is such that Eq. (11) holds for a random x ∼ γ with probability at least 1 − 1/(8m 2 ), we get statement (4) with probability 1 − 1/(16m 2 ) as well, by another union bound over X. Overall, statements (1)- (4) hold with probability at least 1 − 1/m.
For the remainder of this section, we use the notation A i = max u∈W |a i (u)| and F i = max x∈X |(g−f i )(x)|. We now focus on the second step of our analysis, as outlined in Section 1.1, bounding the rate at which error from the approximations of J φ described above accumulates over multiple iterations of GD. More precisely, we control the norm of f , measured via A i and F i . The statements are given in the following two lemmas.
Lemma 3.5. Suppose statements (1)- (3) of Lemma 3.4 all hold. Then for all i ∈ N, we have both
Proof. By Lemma 3.4 (3),
Similarly, by Lemma 3.4 (2), we have
Finally, by Lemma 3.4 (1), we have
Hence, since J (h) 2 ≤ h 2 for all functions h, we have altogether that
Proof. For the first inequality, we have for all u ∈ W that
For the second inequality, we have by Proposition 2.4, statement (4) of Lemma 3.4, and Lemma 3.5 that for all y ∈ X,
Proof of Main Results
We now prove Theorem 1.3.
Proof of Theorem 1.3. Let S = N \ S. We argue by induction that for all i ≤ t, the following are all true:
Since f 0 = 0 and a 0 = 0, the base cases are all trivial. Fix 0 < i ≤ t and assume (1)- (5) hold for all j < i.
We first prove that (1) holds for i. Indeed, using the second statement of Lemma 3.6, and then simplifying using the inductive hypothesis for statements (2) and (5), we have
This latter expression is at most F i−1 + g 2 + O( g 2 /t), using the fact that i < t and the definitions of t, δ, and m in Eqs. (5), (6) , and (7), and estimate (1) now follows by induction. Similarly, from the first statement of Lemma 3.6 and from estimate (1), we have
which gives estimate (2) by induction. By the second statement of Lemma 3.5, and using estimates (1) and (2), we have
Rewriting the expression on the left-hand side, we have,
Hence, rearranging the previous displayed inequality via the triangle inequality,
2 ) from which (3) follows.
In the same vein, by Lemma 2.5, we have
giving (4). Now, for some sufficiently small constant c δ in the definition of δ, we may take the O(δ g 2 2 (i+1) 2 ) term to be at most α 2 ε/4 for all i ≤ t. Then, so long as
In particular, (5) follows. Furthermore, for some sufficiently large constant c t in the definition of t, we guarantee that for some s ≤ t we have (g − f s ) (S) 2 2 < ε/2. Now, for a sufficiently small constant c δ in the definition of δ, we may take the O(δ g 2 (i + 1)
3 ) term in statement (3) above to be at most ε/2 for all i ≤ t. We therefore have 
. Therefore, for every u ∈ R n with u 2 ≤ b and every
− φ(u i · x)| < ε whenever i |a i | < a and each u i satisfies u i 2 ≤ b. In particular, the functions computed by the networks described in the statement of the corollary can be approximated to within ε error by polynomials of degree O(b log(ab/ε)). The Corollary now follows from Theorem 1.1.
Outlook
We have given a polynomial-time analysis of gradient descent for training a neural network in an agnostic setting. In particular, we show that functions that are approximated by polynomials can be learned by gradient descent, as well as functions computed by single-hidden-layer neural networks. These results build on a long line of work by many authors studying the power of random initialization combined with outputlayer training.
Extending the training to hidden-layer weights cannot offer an asymptotic improvement in the number of gates needed to achieve small error in the general setting we consider. However, experiments suggest that training hidden-layer weights might allow for tighter bounds in the realizable case. In particular, it would be interesting to give a fully polynomial analysis of gradient descent for learning data labeled by a single-hidden layer neural network with m neurons. An extension for networks with bounded bias parameters, rather than unbiased networks, would also be interesting.
A Experiments
One of the goals of the present paper was begin an explanation for basic phenomena observed in experiments. We observe that for data labeled by randomly generated single hidden-layer neural networks, we are above to achieve error close to zero with somewhat larger randomly initialized networks, with good probability.
The following data summarizes a typical small example. For data labeled by a random (Gaussian) network with 8 sigmoid units in the hidden layer and a linear output, we compare final losses for models with 8 or 16 sigmoid units after training for 200000 rounds of gradient descent on the entire training set of 1000 examples (enough that the error generally no longer decreases). The learning rate was constant 0.1.
Each column of the tables corresponds to a different target network; 5 randomly initialized models are trained against each target. The random initialization clearly makes a huge difference, but there is also a great deal of variation between targets. The first table is for models with 8 units, the same as the targets. The fact that errors are usually bounded away from zero indicates the networks stuck at sub-optimal local minima. Target 
