Mental health is one of the main concerns of today's society. Early detection of symptoms can greatly help people with mental disorders. People are using social networks more and more to express emotions, sentiments and mental states. Thus, the treatment of this information using NLP technologies can be applied to the automatic detection of mental problems such as eating disorders. However, the first step for solving the problem should be to provide a corpus in order to evaluate our systems. In this paper, we specifically focus on detecting anorexia messages on Twitter. Firstly, we have generated a new corpus of tweets extracted from different accounts including anorexia and non-anorexia messages in Spanish. The corpus is called SAD: Spanish Anorexia Detection corpus. In order to validate the effectiveness of the SAD corpus, we also propose several machine learning approaches for automatically detecting anorexia symptoms in the corpus. The good results obtained show that the application of textual classification methods is a promising option for developing this kind of system demonstrating that these tools could be used by professionals to help in the early detection of mental problems.
Introduction
Mental health is one of the main concerns of today's society. The World Health Organisation estimates that 1 in 4 individuals experience mental disorders at some stage of their lives. Globally, it is estimated that about 450 million people worldwide are mentally ill, with this kind of ill-ness making up 13% of diseases around the world (Vos et al., 2015) .
Traditionally, mental health evaluation is based on face-to-face interviews, self-reported issues or the distribution of questionnaires, which is usually labor-intensive and time consuming. However, in recent years several studies have used different technologies to improve the detection of mental health issues. Specifically, some interesting studies explore the relationship between data from online social networks and users' mental conditions (Rahman et al., 2018) . Some of them focus on stress (Thelwall, 2017; Lin et al., 2017) , depression (Tsugawa et al., 2015) , suicide (O'Dea et al., 2015; Astoveza et al., 2018) or anxiety (Shen and Rudzicz, 2017) , and most of them use and extract data from Twitter, probably because the information is open and more accessible than on other platforms, and also because it is one of the most popular social networks among young people. In this paper we focus on mental health problems related to eating disorders because they exhibit the highest mortality rate of any mental illness and 20% of all deaths from anorexia are the result of suicide (Arcelus et al., 2011) .
Eating disorders are complex mental disorders considered serious and often fatal illnesses associated with severe disturbances in people's eating behaviors and related thoughts and emotions (Prieto et al., 2014) . Common eating disorders include anorexia nervosa, bulimia nervosa, and binge-eating disorder and affect both females and males although they are most usual among young women.
The early detection of eating disorders can increase the chances of recovering, and technology can be applied to developing systems to help professionals. Different approaches to text and data mining methods can be applicable to social media data and may prove invaluable for health moni-toring and surveillance. Specifically, Natural Language Processing (NLP), also known as Language Technologies (LT) can be used to generate systems for early anorexia detection. One of the main problems is the lack of resources to train systems and more if we focus on a language other than English.
The main goal of this paper is to develop a system for the automatic detection of anorexia in textual information. For this, we first generated a corpus with tweets written in Spanish including both people talking about anorexia and people talking about healthy food habits. The corpus is called SAD (Spanish Anorexia Detection). Using the SAD corpus, we have developed different models based on Machine Learning approaches that integrate several linguistic features. We have analyzed the results and compared the different approaches.
The rest of the paper is structured as follows: In Section 2 we comment on some related studies. The SAD corpus is described in Section 3, and present some interesting statistics. The different machine learning approaches and the results obtained are shown in Section 4. Finally, the analysis of errors is conducted in Section 5 and conclusions are presented in Section 6.
Related Work
The detection of mental health issues using textual information is a recent task mainly inspired by the massive of use and access to social networks. People have become accustomed to using social networks to express all kinds of opinions, feelings and emotions. This valuable information can be captured and treated by an automatic system to learn how people with some health problems use language to express the frustration, depression or bad feelings. In this way, NLP can help to build systems to detect early on health problems such as eating disorders, depression or suicidal tendencies.
Although this task is relatively new, some challenging workshops and shared tasks related to the detection of health conditions have been proposed in recent years. For example, Social Media Mining for Health Applications (SMM4H) is a workshop and share task that has been held since 2016 (Sarker et al., 2016) and continues every year. The main goal is to attract researchers interested in automatic methods for the collection, extraction, representation, analysis, and validation of so-cial media data for health informatics. Furthermore, eRisk (Losada et al., 2017) is a challenging workshop focused on mental health disorders and it has been held from 2017 in the framework of the well-known international conferences CLEF 1 . eRisk explores the evaluation methodology, effectiveness metrics and practical applications (particularly those related to health and safety) of early risk detection on the Internet. The different tasks proposed include depression and anorexia detection.
Concerning to mental health, we can find some interesting papers studying NLP techniques for treating textual information. (Rahman et al., 2018) review several studies focused on detecting mental health using and analyzing the information extracted from social networks. After analyzing several methods, machine learning algorithms, languages and sources of information, the authors conclude that machine learning is the most frequently used method used for mental health detection, with Support Vector Machine (SVM) presenting the best results. In addition, the study shows that Twitter is the major data source from social networks and English is the main language studied in the different papers. In (Prieto et al., 2014) four different health conditions are classified using machine learning methods over a corpus of tweets extracted by applying a set of crafted regular expressions. They integrate some relevant features in order to improve the final system. In addition, this is one of the few papers which center on languages other than English. Specifically, the authors work on Spanish and Portuguese tweets and the results indicate that the approach is a feasible option for tracking health information on social networks.
Regarding eating disorders, we can also find some recent studies. For example, (De Choudhury, 2015) focuses on detecting anorexia on the social network Tumblr using different affective, social, cognitive, and linguistic features. They also analyze the clinical implications of detecting anorexia related content on social media. (Chancellor et al., 2016a) use Instagram in order to study the eating disorders community and propose a statistical model combining topic modeling and clinical annotations. Finally, (Wang et al., 2017) center on Twitter generating a corpus by collecting eating disorders and non-eating disorders data. Then they train a SVM classifier, obtaining promising results. The high performance achieved suggests that it is feasible to design automatic text analysis tools that give early warnings of signs of eating disorders. However, this study only focuses on English and it is important to prove that the systems can also be applied to other languages. Thus, in this paper we create a Spanish corpus from Twitter with information concerning of anorexia and non-anorexia data. Then we apply several machine learning algorithms in order to demonstrate the feasibility of implementing systems to automatically detect sings of anorexia in Spanish messages written on social networks.
SAD Corpus
Anorexia and bulimia are two of the most worrisome eating disorders, affecting adolescents and young people the most. "Ana y mia" are the names used on the web pages that promote anorexia and bulimia to identify themselves. "Ana" is anorexia and "mia" is bulimia. But it is not a recent phenomenon, it began to become popular on the Internet in 2004 (Campos Rodríguez, 2007) . Today, they have millions more pages and loyal followers, and the Internet has connected thousands of people with eating disorders. For this reason there are currently several studies of this disease (Moessner et al., 2018; Bermejo et al., 2011; Chancellor et al., 2016b) . Specifically, for Spanish there is no set of Twitter messages concerning this problem, and for this reason we have compiled our own corpus, SAD (Spanish Anorexia Dataset) in order to accomplish the experiments.
Data Collection
We decided to use the social network Twitter because it is currently one of the most common sites for sharing information. This social network allows people to freely post short messages (called tweets) of up to 280 characters. Twitter has rapidly gained popularity worldwide, with more than 326 million active users generating more than 500 million tweets daily.
The task of downloading tweets has been performed through the Application Programming Interface (API) offered by Twitter. The API allows us to download messages using a query in a specific language. Our retrieving system always sets the option to Spanish, thus our classification system only works on tweets in Spanish. However, our method can easily be adapted to other languages since the Twitter API allows specification of the language of the posts retrieved.
In order to obtain enough tweets, we had to download messages from past years, more concretely, in a date range of February 2014 to March 2019.
To make the corpus more interesting, we used as a query different hashtags related to food, nutrition, diet and healthy living in a converse way to anorexia. We collected data referring to anorexia using as query the hashtag #anaymia on Twitter. In addition, we collected three sets of reference data as negative samples using the hashtag #realfood #comidareal and #fitness.
Label 1 (anorexia) has been assigned to tweets that satisfy the query #anaymia, label 0 (control) for the other cases. Different messages are shown in Table 1 and in Table 2 we can see the English translation. 
Data Filtering
Secondly, the extracted data is very noisy, so the set requires thorough cleaning before any analysis can be carried out. The language used by Twitter users contains some attributes that we had to remove to provide useful information for the classification process. This filtering that was performed:
• Repeat -the first filter to be performed was the removal of repeated tweets. Repeated tweets do not bring new information to the collection.
• Hashtag queries -we removed from the tweets the hashtag that we used as a query for downloading messages.
• All hashtag -we also removed tweets that only contained hashtags in the message. This step was followed since the experiments described in Section 4 were carried out without using hashtags.
• Short tweet -finally, tweets containing fewer than four words were removed since we consider that they do not provide enough representative information.
The objective was to obtain as balanced a corpus as possible. For cases of anorexia all tweets were incorporated. For the negative cases, we followed a different strategy, with 1000 random tweets being taken from each hashtag (#comidareal, #fitness and #realfood), in this way, the corpus contains 2707 tweets annotated as positive (anorexia) and 3000 tweets annotated as negative (control). Figure 1 shows the number of tweets downloaded and how the collection decrements at each step.
Corpus Statistics
In this Section we will focus on obtaining statistics referring to the corpus containing relevant information. These statistics refer to the number of words, stopwords, hashtags, and part-of-speech tagging, among others.
The first study carried out consisted of obtaining the number of tweets, the number of words, the number of users and the number of stopwords in Spanish that exist in the corpus. This is shown in Table 3 , where we can find the difference between the messages annotated with anorexia and those annotated as control.
It is interesting to see how the percentage increase in controlled tweets is 44% greater than the anorexia vocabulary, taking into account the number of total words as it can be seen in Table 3 . But this information is reasonable because the average of tweet words is higher in controlled cases.
The grammatical labelling can be found in the Table 4 shows the statistics obtained, and in it we can see relevant information on verbs, nouns, adjectives and adverbs. We found special interest in the high number of verbs and nouns used in annotated tweets without anorexia.
We wanted to obtain some statistics about the mood of users and how they express themselves through social networks. To obtain this information we used the resource iSOL (Molina-González et al., 2013) . This resource has a list of opinion indicator words in Spanish independent of the domain. The list consists of 2,509 positive words and 5,626 negative. The results are described in Table  5 . This table shows that users with anorexia problems use more negative language than users without anorexia. The same happens in the opposite case, whereby the tweets annotated as controlled are written with more positive words.
Finally, Table 6 shows some data about the use of hashtags in the messages collected. We can observe that the number of hashtags used in controlled tweets is much higher than on the contrary, and consequently there is also more variety of hashtags in messages annotated without anorexia.
Experiments and Results
In this section, we describe different experiments we carried out to test the validity of the SAD corpus. In particular, we trained several classifiers based on machine learning.
Pre-Processing
Pre-processing the data is the process of cleaning and preparing the text for classification. It is one of the most important steps because it should help improve the performance of the classifier and speed up the classification process. Online texts usually contain lots a great deal of noise and uninformative parts which increases the dimensionality of the problem and hence makes the classification more difficult. For this reason, we applied pre-processing techniques in order to prepare the data for the text classification. In particular, we preprocessed the tweets of the SAD Dataset following these steps: The tweets were tokenized using NLTK TweetTokenizer 4 and all hashtags were removed.
Features in the context of text classification are the words, terms or phrases that express the opinion of the author. They have a higher impact on the orientation of the text. There are several ways to assess the importance of each feature by attaching a certain weight to it in the text. We use the most popular: The Term Frequency Inverse Document Frequency scheme (TF-IDF). Specifically, using this scheme each tweet is represented as a vector of unigrams.
Machine Learning Algorithms
Machine learning techniques are popular in the binary classification. For this reason, we decide to employ different machine learning algorithms in order to classify the corpus in anorexic and non anorexic tweets. The algorithms are Support Vector Machine (SVM), Naive Bayes (NB), Random Forest (RF), Multilayer Perceptron (MLP), Logistic Regression (LR) and Decision Tree (DT).
Results
In this subsection, we report and discuss the performances of our systems on the Spanish anorexic Table 5 : Statistics about positive and negative words in the corpus.
classification task on the SAD corpus. In order to evaluate and compare the results obtained by our experiments, we use the usual metrics in text classification, called precision (P), recall (R), F-score (F 1 ) and Accuracy (Acc).
To determine the optimal classification algorithm, we conducted experiments with the six classification models. We used 10-fold cross validation to evaluate the machine learning classification approaches including: The SVM classifier, the Naive Bayes classifier, the Random Forest classifier, the Decision Tree classifier, Logistic Regression and the Multilayer Perceptron classifier. The test results achieved by these algorithms on the SAD corpus are shown in Table 7 .
The classifiers with the best performance were SVM and MLP with the default settings in the Scikit-learn 0.19.1 package (Pedregosa et al., 2011) . The other classifiers also showed good results, all achieving an accuracy score superior to 80%. It should be noted that they performed well in both classes (anorexia and control) because the corpus is well balanced.
Error Analysis
The main purpose of this section is to carry out an error analysis to identify the weaknesses of our system. For this, we analyze some of the tweets not correctly classified by our system.
Of the total number of tweets (5707), 478 were not correctly classified, only 8.38% of the total tweets. In Figure 2 , the confusion matrix of our system can be seen. It shows that there were more false positives (300) than false negatives (178). Therefore, we analyzed some of these tweets manually in order to find the main reasons why our system can be confused. Table 2 presents some examples of tweets incorrectly classified by our system and Table 1 shows the corresponding translation. Specifically, two of the tweets are false positives and the other two false negatives. On the one hand, if we look at the false positives, we can see that two of the reasons why our system can be wrong is because it detects that there are words related to food and also that the vocabulary of the other tweets labeled as control is very similar to the vocabulary used in anorexia. Therefore, the system is sometimes con- Table 7 : Results obtained by different classifiers on the SAD corpus (10-fold cross validation). fused when, for example, the user talks about sport in general. On the other hand, if we focus on false negatives, we see that one of the problems is the irony in the tweet and another of the problems is when the user is transmitting a negative emotion but does not say the cause. 
Conclusion
This article presents a new corpus in Spanish for detecting anorexia in social network messages. Several systems are also developed to test the performance of this task with different classifiers.
The results obtained show that the performance is very similar in all systems, although SVM and MLP are the only ones that obtain accuracy above 0.9. Error analysis reveals that there are cases where classification systems do not work properly. Our next goal will be to apply other techniques (such as irony detection or sentiment analysis) in cases where textual information is poor or where rhetorical figures such as irony and sarcasm are used.
Tweet
True label Predicted "El físico no importa" 1 0
Momento de escuchar música para relajarme y olvidarme de la mierda de mundo en el que vivo 1 0
Hola @IKEASpain mi bebé de 9 meses come sólido, no ha comido un potito nunca y me parece injusto que aél le cobréis la comida 0 1
Rutina de ejercicios para glúteos 0 1 Table 8 : Examples of tweets badly classified by our system.
True label Predicted "The physical aspect doesn't matter" 1 0
Time to listen to music to relax and forget about the shitty world I live in 1 0
Hello @IKEASpain my 9 month old baby eats solid food, and has never eaten a baby food and I think it's unfair that you charge him for the food 0 1
Buttock Exercise Routine 0 1 Table 9 : Examples of translated tweets badly classified by our system.
