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Re´sume´ – Nous proposons une me´thode pour projeter une texture sur un objet re´el sans aucun contact. Une telle technique peut
eˆtre utile dans les domaines me´dicales ou arche´ologiques. La technique de lumie`re structure´e est une technique optique qui permet
l’acquisition des formes. En projetant une mire ade´quate sur la surface d’un objet et en capturant la sce`ne, de nombreux points
de correspondance peuvent eˆtre estime´s et la reconstruction 3D par triangulation est alors possible. Une fois l’objet reconstruit
et donc sa position connue, la projection de texture sur cet objet est alors possible.
Abstract – We propose a technique to project texture on real object without any contact with it. Such techniques can be
apply on medical application or archeologic. Coded structured light is an optical technique based on active stereovision which
allows shape acquisition. By projecting a suitable set of light pattens onto the surface of an object and capturing images with a
camera, a large number of correspondences can be found and 3D points can be reconstructed by means triangulation. Once the
3D reconstruction is done and then the pose of the real object is estimated, the projection of texture on the surface of this object
is possible.
1 Introduction
La reconstruction de surfaces est l’un des the`mes les
plus importants dans la vision artificielle de part son large
champ d’application. Quelques exemples en sont la re´tro-
conception, l’inspection industrielle de produits manufac-
ture´s, la reconnaissance de formes. Parmi toutes les tech-
niques de reconstruction [6], la ste´re´ovision est base´e sur
l’observation d’une sce`ne a` partir d’au moins deux points
de vues et l’acquisition de points de correspondance entre
ces vues. Une fois la correspondance e´tablie, la triangu-
lation de ces points, ie l’estimation de leur position dans
un repe`re 3D, est possible, si les came´ras ont e´te´ pre´ala-
blement e´talonne´es [4],[8]. Trouver des points de corres-
pondance se re´ve`le une taˆche ardue, meˆme en prenant en
compte des contraintes e´pipolaires. Pour contourner cette
difficulte´, la technique de la lumie`re structure´e consiste
a` remplacer une des came´ras par un vide´oprojecteur qui
projette une mire sur la sce`ne ou l’objet qui nous inte´resse.
La projection de texture convertit une texture bidimen-
sionnelle en une texture tridimensionnelle en la projetant
dans une ou plusieurs directions. D’habitude, la texture est
projete´e sur un objet virtuel dans un monde virtuel avec
de nombreuses applications, comme la re´alite´ augmente´e.
En revanche, la projection de texture dans le monde re´el
n’est que peu explore´e dans la communaute´ du traitement
d’image, malgre´ ses nombreuses applications potentielles.
Habituellement on projette une texture sur un objet re´el
pour faciliter le proble`me de mise en correspondance pour
l’acquisition de surface, par exemple sur des objets de´-
pouvus de texture, par la projection de mire code´e ou
pseudo-code´e. Ne´anmoins peu d’articles traitent principa-
lement de la projection de texture pour appliquer de ma-
nie`re ade´quate une texture tridimensionnelle sur un objet
tridimensionnel re´el. Les applications d’une telle technique
sont varie´es et inte´ressantes, qui permettent en particulier
de percevoir l’apparence visuelle de l’objet avant meˆme de
lui appliquer la texture de manie`re plus conventionnellle.
On peut citer en particulier les muse´es virtuels, le design
vestimentaire ou le cine´ma.
En connaissant la surface et par la suite les normales
de ces surfaces, la projection de texture peut servir a` ac-
croˆıtre la segmentation des couleurs sur un objet re´el ou
bien encore a` appliquer une texture sur un objet justement
de´pourvu de toute texture. L’emploi que nous faisons du
vide´oprojecteur est donc double :
– une utilisation active est faite lors de la projection
d’une mire afin de faciliter la mise en correspondance
des vues.
– une utilisation passive est en revanche faite lors de la
projection de la texture sur l’objet.
Notre article se de´coupe en trois grandes parties : la
premie`re partie traite de l’e´talonnage du projecteur, la
seconde de´crit la technique pour trouver les points de cor-
respondance et la dernie`re partie montre les re´sultats ob-
tenus. La conclusion permettra de voir les perpectives de
nos travaux.
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2 Etalonnage du syste`me
Nous avons cre´e´ un capteur compose´ de deux came´-
ras et d’un vide´oprojecteur. Ce syste`me nous offre une
grande flexibilite´ et permet non seulement l’acquisition de
formes 3D mais aussi la projection de texture. En pratique
il est possible de se limiter a` l’emploi des deux came´ras
pour trouver les points de correspondance et trianguler la
sce`ne ou bien d’utiliser une came´ra et le projecteur comme
syste`me de lumie`re structure´e (dans le cas d’objet sans
texture). La ge´ome´trie e´pipolaire doit eˆtre estime´e. Nous
avons privile´gie´ l’emploi des matrices fondamentales plu-
toˆt que celui du tenseur trifocal . Bien que le tenseur trifo-
cal [7] soit de´die´ a` l’estimation de la ge´ome´trie e´pipolaire
pour trois vues, sa robustesse au bruit est plus faible que
celle des matrices fondamentales, qui traduisent la ge´o-
me´trie e´pipolaire pour deux vues. Nous estimons donc les
trois matrices pour chaque binoˆme de vues parmi les trois.
L’e´talonnage fort du syste`me est ne´cessaire pour pou-
voir projeter avec pre´cision une texture virtuelle sur la sur-
face de l’objet. En fait les caracte´ristiques optiques du pro-
jecteur doivent eˆtre connues pour pouvoir projeter la tex-
ture a` l’e´chelle mais aussi la position relative de l’objet par
rapport au projecteur, c’est a` dire connaˆıtre les parame`tres
intrinse`ques et extrinse`ques du projecteur. L’e´talonnage
nous permet d’estimer les 2 matrices des came´ras, respec-
tivement Pc1 ≈ Kc1.[Rc1 tc1] et Pc2 ≈ Kc2.[Rc2 tc2] et
la matrice du projecteur Pp ≈ Kp.[Rp tp]. Les matrices
Ri et ti repre´sentent la position de la came´ra, ou du pro-
jecteur, par rapport au repe`re choisi ( avec i = c1, c2 or p
).
L’e´talonnage du projecteur e´tant plus complique´ a` re´a-
liser que celui des came´ras, une me´thode d’e´talonnage par
homographie peut eˆtre avantageusement utilise´e [2] [1].
Pour rendre cette e´tape la plus simple possible, nous avons
de´cide´ de se´parer l’e´talonnage du capteur en deux e´tapes :
– Les came´ras sont e´talonne´es. Pour augmenter la qua-
lite´ des re´sultats, nous estimons la distorsion cre´e´e
par les came´ras et nous re´alisons une normalisation
des donne´es avant le calcul [1].
– une mire est projete´e sur un plan et la sce`ne est cap-
ture´e par les deux came´ras. Les points illumine´s sont
triangule´s pour obtenir une correspondance entre un
nuage de points 2D et 3D.
– la me´thode de Faugeras-Toscani [3] est utilise´e pour
obtenir les parame`tres intrinse`ques et extrinse`ques du
projecteur.
3 Mise en correspondance
Trouver des points de correspondance sur un objet de´-
pourvu de texture se re´ve`le un exercice difficile. Pour re´-
soudre ce proble`me nous utilisons deux me´thodes : la ge´o-
me´trie e´pipolaire fournit pour un point donne´ d’une image
la ligne e´pipolaire correspondante sur une autre image ou`
le point de correspondance se trouve, limitant par la meˆme
la zone de recherche du point de correspondance. La mire
structure´e que nous projetons permet d’identifier le point
de correspondance le long de la ligne e´pipolaire. Pour esti-
mer les matrices fondamentales utiles au calcul des lignes,
nous avons de´ja` de nombreux points de correspondance
entre les trois vues, les points utilise´s lors de l’e´talonnage
du syste`me. La distorsion de l’image cre´e´e par la lentille
des came´ras ne peut eˆtre ignore´e. Ainsi les matrices fonda-
mentales doivent eˆtre estime´es a` partir des points corrige´s.
3.1 La ge´ome´trie e´pipolaire
La matrice fondamentale F est estime´e a` partir des
points de correspondance de deux images, m1 et m2 par
l’e´quation 1 :
mt1.F.m2 = 0 (1)
La figure 1 de´crit la relation entre les points m1, m2 et
le point 3D m.
Fig. 1 – Ge´ome´trie e´pipolaire pour deux vues
La matrice fondamentale est estime´e pour chaque com-
binaison de deux vues parmi les trois disponibles. Nous
avons choisi de partir de l’image du projecteur, soit la
mire structure´e, car il est plus facile de reconnaˆıtre les
e´le´ments de la mire. Armangue [9] a teste´ pre`s de dix-
neuf des me´thodes les plus utilise´es pour l’estimation des
matrices fondamentales.Les re´sultats expe´rimentaux de´-
montrent que :
– (a) les me´thodes line´aires sont efficaces si les points
sont pre´cise´ment localise´s sur l’image et la mise en
correspondance aussi.
– (b) les me´thodes ite´ratives sont robustes face a` un
bruit gaussien, mais de´ge´ne`rent en pre´sence de points
aberrants.
– (c) les me´thodes robustes re´sistent non seulement au
bruit mais aussi aux points aberrants.
Ainsi la me´thode MLedS obtient les meilleurs re´sultats
alors que le temps d’analyse reste raisonnable. Cette me´-
thode est la plus approprie´e pour la de´tection des points
aberrants et ainsi leur e´limination.
3.2 Corre´lation avec la mire
A partir d’un point de la mire, nous pouvons estimer la
ligne e´pipolaire pour les images des came´ras. Le point de
correspondance doit se trouver sur cette ligne, ou au moins
au voisinage de cette ligne, donc la zone de recherche sera
une bande centre´e sur cette ligne. La ge´ome´trie e´pipolaire
ne peut pas nous donner plus d’information, mais la mire
le peut. La mire structure´e ( voir figure 2) a e´te´ cre´e´e
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de telle sorte que chaque cellule de cinq par cinq carre´s
e´le´mentaires est unique dans toute l’image.
Fig. 2 – Mire structure´e
Trouver les points de correspondance se re´sume donc
maintenant a` trouver la meˆme cellule sur deux images.
Il existe diffe´rentes me´thodes pour estimer la corre´lation
entre une cellule de l’image du projecteur et celle d’une
des deux came´ras [5], base´es sur les filtres d’e´nergie. Ces
filtres sont compose´s d’un jeu de masques qui caracte´risent
certaines particularite´s de texture de l’image. Mais nous
allons comparer directement les deux cellules en utilisant
la formule 2 :
r =
∑
m
∑
n(Amn − A¯)(Bmn − B¯)
(
√∑
m(Amn − A¯)
2)(
∑
n(Bmn − B¯)
2)
(2)
A¯ et B¯ repre´sentant les valeurs moyennes des images A et
B.
Nous estimons toute corre´lation possible le long de la
ligne e´pipolaire et si le maximum de correlation est supe´-
rieur a` un seuil fixe´ empiriquement (ge´ne´ralement 0.8 sur
1), alors nous conside´rons avoir trouver un jeu de points
de correspondance.
3.3 Recalage des vues
Nous obtenons deux jeux de points de correspondance,
entre le projecteur et les 2 came´ras. Malgre´ le soin ap-
porte´ a` l’e´talonnage du syste`me, la triangulation des jeux
de points laisse transparaˆıtre les erreurs d’e´talonnage. Fort
heureusement nous obtenons des points de correspondance
entre les deux came´ras, grace a` notre me´thode mais aussi
par le fait que certains points de la mire du projecteur
servent de points de correspondance pour les deux came´-
ras. Ces points nous permettent de de´terminer les correc-
tions a` apporter : l’e´talonnage du projecteur re´sultant de
celle des came´ras, les erreurs de calibration se cumulent
donc les points 3D triangule´s a` partir des came´ras sont
les moins bruite´s. Nous nous servons de ces points pour
recaler les points 3D issus de la triangulation des points
de correspondance entre le projecteur et une came´ra.
La dernie`re e´tape du recalage consiste a` recaler sur notre
reconstruction 3D un mode`le 3D complet de l’objet pour
pouvoir texturer comple`tement l’objet du point de vue du
projecteur. La figure 3 re´capitule toutes les e´tapes de notre
me´thode.
Fig. 3 – diagramme de la me´thode
4 Re´sultats expe´rimentaux
La figure 4 pre´sente les images des came´ras lorsque la
mire structure´e est projete´e, ainsi que les points de corres-
pondance trouve´s avec l’image vue par le projecteur, soit
la mire structure´e. On note que plus l’objet est de biais
par rapport au projecteur, plus la mire est de´forme´e sur
sa surface et plus la corre´lation est faible, donc le nombre
de points trouve´s diminue.
Fig. 4 – Points de correspondance trouve´s
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En combinant la ge´ome´trie e´pipolaire et la technique
de lumie`re structure´e, nous arrivons a` obtenir plus de
points de correspondance qu’avec un de´tecteur classique
de points d’inteˆret pour des objets de´pourvus de texture.
La figure 5 montre les dife´rents nuages de points recale´s
dans un repe`re centre´ sur le projecteur.
Fig. 5 – Recalage de diffe´rents nuages de points
Les figures 6 et 7 exposent enfin une image de l’objet
re´el, et enfin ce meˆme objet soumis a` diffe´rentes textures.
Fig. 6 – mode`le original
Fig. 7 – mode`les texture´s
5 Conclusion
La configuration du syste`me, en particulier la position
respectives des came´ras, ne permet pas d’employer des al-
gorithmes classiques pour de´terminer des points de corres-
pondance entre les deux images. Mais l’utilisation active
du projecteur, par la projection d’une mire structure´e, per-
met de re´soudre cette difficulte´. Combiner la mire avec la
ge´ome´trie e´pipolaire, en limitant ainsi la zone de recherche
dans l’image, permet de re´duire le temps de calcul.
Nos futurs travaux devrait se concentrer sur l’acquisi-
tion pre´cise et automatique des cellules de la mire sur l’ob-
jet et aussi le centre de cette mire , voir l’emploi d’autres
types de mires structure´es. Cela devrait non seulement
accroˆıtre le nombre de points de correspondance, en par-
ticulier dans les zones a` fort relief de l’objet ou` la mire
est fortement de´forme´e, mais aussi sur la pre´cision de la
reconstruction 3D, d’ou` de´coulera plus d’aisance pour re-
caler pre´cisement le mode`le de l’objet.
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